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Preface

This book contains a selection of the papers presented during the 48th Scientific
Meeting of the Italian Statistical Society (SIS2016), held in Salerno on June 8–10,
2016.

This biennial conference is a traditional national and international meeting for
connecting researchers in statistics, demography, and applied statistics in Italy. The
conference aims at bringing together national and foreign researchers and practi-
tioners to discuss recent developments in statistical methods for economics, social
sciences, and all fields of application of statistics.

The Scientific Programme Committee provided a balanced and stimulating
program that appealed to the diverse interests of the participants.

This book of selected papers is organized in chapters each related to a theme
discussed in the meeting. In the editing process, we reordered the themes and
collapsed some of them. The result still resembles the large variety of topics
addressed in Salerno.

From the modern data sources and survey design issues to the study of the
measures of sustainable development, the reader can find a large collection of
research topics in Statistical Methods and in Applied Statistics and Demography.

In this respect, the papers included in this volume provide a comprehensive
overview of the current Italian scientific researches in theoretical and applied
statistics.

1. Open data and big data in public administration and official statistics
2. Survey sampling: theory and application
3. A recent debate in Statistics
4. Statistical algorithms
5. Ordinal and symbolic data
6. Statistical models and methods for network data
7. Forecasting time series
8. Spatial analysis
9. Issues on ecological and environmental statistics

v



10. Statistics and the education system
11. Economic and financial data analysis
12. Sustainable development: theory, measures, and applications

The Scientific Programme Committee, the Session Organizers, the local hosting
University, and many volunteers have contributed substantially to the organization
of the conference and to the referee process to obtain this book. We acknowledge
their work and the support of our Society. Particularly, we wish to thank Marcella
Niglio for her continuous support and assistance in the editing of this book.

Wishing you a productive and stimulating reading,

Salerno, Italy Cira Perna
Pisa, Italy Monica Pratesi
Toulouse, France Anne Ruiz-Gazen
October 2017
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Part I
Advances in Survey Methods and New

Sources in Public Statistics



Robustness in Survey Sampling Using
the Conditional Bias Approach with R
Implementation

Cyril Favre-Martinoz, Anne Ruiz-Gazen, Jean Francois Beaumont
and David Haziza

Abstract The classical tools of robust statistics have to be adapted to the finite pop-

ulation context. Recently, a unified approach for robust estimation in surveys has

been introduced. It is based on an influence measure called the conditional bias that

allows to take into account the particular finite population framework and the sam-

pling design. In the present paper, we focus on the design-based approach and we

recall the main properties of the conditional bias and how it can be used to define

a general class of robust estimators of a total. The link between this class and the

well-known winsorized estimators is detailed. We also recall how the approach can

be adapted for estimating domain totals in a robust and consistent way. The imple-

mentation in R of the proposed methodology is presented with some functions that

estimate the conditional bias, calculate the proposed robust estimators and compute

the weights associated to the winsorized estimator for particular designs. One func-

tion for computing consistently domain totals is also proposed.

Keywords Conditional bias ⋅ Design-based ⋅ Huber-function ⋅ Mean squared

error
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1 Introduction

Robustness in survey sampling differs from robustness in classical statistics for sev-

eral reasons. The main one is conceptual. In the classical robust statistics framework,

the data generating process for the majority of the data differs from the process gen-

erating the remaining part of the data that are considered as outliers. In this con-

text, the distribution of the main bulk of the data is the object of interest. In survey

sampling, errors are corrected at the editing stage. Thus, the use of classical robust

estimators that may drastically downweight some valid data and lead to biased esti-

mators is not recommended. However, in business surveys for example, the distri-

bution of some variables may be highly skewed and some influential units may lead

to unstable estimators. Hence, robust estimation in survey sampling means protec-

tion against influential observations in order to avoid highly variable estimators. The

definition of influential units has to be adapted to the survey sampling context. The

well-known influence function, for example, does not take into account the sampling

weights but only the variable of interest. Beaumont et al. [2] propose to use the con-

ditional bias as a unified measure of influence. In the present paper we propose to

recall this approach together with some recent extensions and applications. We also

present some R functions to implement the methodology. The parameters of interest

are finite population totals or domain totals. In what follows, we focus exclusively

on the design-based approach, which means that the randomness comes from the

sample selection process only, but the conditional bias approach is unified and also

involves the model-based framework.

In the second section, we review the notion of conditional bias introduced by

Muñoz-Pichardo et al. [10] and Moreno-Rebollo et al. [9] and revisited by Beau-

mont et al. [2] in the finite population framework. The conditional bias has proved

useful in measuring the influence of observations on estimators such as the Horvitz–

Thompson estimator. It also gives a general way to define robust estimators that will

be detailed in Sect. 3. These robust estimators can be related to the well-known win-

sorized estimators as detailed in Favre-Martinoz et al. [7] and recalled in Sect. 4 of

the present paper. Estimating domain totals is also a problem of importance in sur-

veys and Favre-Martinoz et al. [7] proposed to adapt the conditional bias approach

in order to obtain robust and consistent estimators. The method is recalled in Sect. 5.

In Sect. 6, we present some R functions to implement the proposed methodology for

three different well-known sampling designs and their stratified counterparts.

2 The Conditional Bias as a Measure of Influence in Survey
Sampling

Consider a finite population U of size N. We are interested in estimating the total of

a variable y. We assume that we cannot have access to the whole population U but

only to a sample S drawn at random from U given a sampling design P. The results
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in Beaumont et al. [2] are for general one-stage designs. Among the well-known

one-stage sampling designs, we consider simple random sampling without replace-

ment, Poisson sampling, rejective sampling, also known as the maximum entropy

design, or the conditional Poisson design (see [12]) and their stratified counterparts.

Except for the Poisson design, the other designs belong to the class of fixed-size

sampling designs. Stratification, Poisson or conditional Poisson designs allow for

unequal probabilities.

Let 𝜋i be the first-order inclusion probability for i ∈ U and 𝜋ij the second-order

inclusion probability for i, j ∈ U. We assume that these inclusion probabilities are

strictly positive and we consider the well-known Horvitz–Thompson (HT) estimator

of the total ty =
∑

i∈U
yi, defined by:

t̂HT

y =
∑

i∈s
diyi, (1)

where di = 1∕𝜋i denotes the sampling weight of unit i ∈ U. The variance of t̂HT

y is:

Var(t̂HT

y ) =
∑

i∈U

∑

j∈U

(
𝜋ij

𝜋i𝜋j
− 1

)
yiyj. (2)

The HT estimator is an unbiased estimator of ty and its variability is measured by

its variance which depends on the variable of interest y and on the sampling design

P through the inclusion probabilities. The conditional bias of a unit is a measure of

the influence of a unit on the variance of an estimator.

Let Ii the inclusion variable which equals 1 if unit i belongs to the sample and 0

otherwise. The conditional bias of an estimator �̂� of a parameter 𝜃, for a unit i in U,

has been introduced in the context of survey sampling by Moreno-Rebollo et al. [9]

and is defined as:

B�̂�

i (Ii = 1) = EP(�̂� − 𝜃 ∣ Ii = 1), (3)

B�̂�

i (Ii = 0) = EP(�̂� − 𝜃 ∣ Ii = 0). (4)

While the bias of an estimator �̂�, EP(�̂� − 𝜃), is the mean of the estimation errors

over all the possible samples, the conditional bias for a sampled unit defined as the

mean of the errors over the samples that contain this unit. The conditional bias for

a non-sampled unit is defined as the mean of the errors over the samples that do not

contain this unit.

For the HT estimator, the conditional bias can be written as:

BHT

i (Ii = 1) =
∑

j∈U

(
𝜋ij

𝜋i𝜋j
− 1

)
yj, (5)

BHT

i (Ii = 0) = −BHT

i (Ii = 1)∕(di − 1).
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The following expression establishes the link between the conditional bias (for

the sampled units) and the variance of the HT estimator:

Var(t̂HT

y ) = EP(t̂HT

y − ty)2 =
∑

i∈U
BHT

i (Ii = 1) yi. (6)

From (6), it is possible to interpret the conditional bias as a contribution of unit

i to the variance which is an average of the yi values weighted by the conditional

bias of each observation. Note that, if 𝜋i = 1, the conditional bias of the unit is zero

regardless of is the value yi. Exact or approximate expressions of the conditional bias

are given in Beaumont et al. [2] for simple random sampling without replacement,

the Poisson and the conditional Poisson sampling.

3 Robust Estimators

The following property is true for Poisson sampling and approximately true for the

other three designs provided that the population size N is large enough:

t̂HT

y − ty =
∑

i∈S
BHT

i (Ii = 1) +
∑

i∈U−S
BHT

i (Ii = 0). (7)

It states that when summing the conditional biases of the sampled and non-sampled

units, we obtain the sampling error. It gives a motivation for the following robust

estimator:

t̂RHT

y = t̂HT

y −
∑

i∈S
B̂HT

i (Ii = 1) +
∑

i∈S
𝜓(B̂HT

i (Ii = 1)), (8)

where B̂HT

i (Ii = 1) is an estimator of the conditional bias of the robust estimator and

the function 𝜓 is the Huber function defined by:

𝜓(x) = sign(x) × min(|x|, c)

where c > 0 and sign(x) = 1, for x ≥ 0, and sign(x) = −1, otherwise.

Note that the estimator proposed by Kokic and Bell [8] for a stratified sampling

design belongs to this class of robust estimators with a 𝜓 function that differs from

the Huber function. The robust estimator (RHT) is biased but we expect to reduce

the mean squared error by reducing the influence of some units.

The Huber function depends on a constant c that needs to be determined. Beau-

mont et al. [2] propose to choose the value of c that minimizes the maximum absolute

estimated conditional bias with respect to t̂RHT

y :

max{|B̂RHT

i (Ii = 1)|; i ∈ s}. (9)
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One can prove that the resulting estimator is given by:

t̂RHT

y = t̂HT

y − 1
2
(
B̂HT

min(Ii = 1) + B̂HT

max(Ii = 1)
)
, (10)

where B̂HT

min(Ii = 1) (resp. B̂HT

max(Ii = 1)) is the minimum (resp. maximum) estimated

conditional bias among all the units of the sample. In the sequel, we will denote

B̂HT

min(Ii = 1) (resp. B̂HT

max(Ii = 1)) by B̂ HT

min (resp. B̂HT

max).

Beaumont et al. [2] prove that this estimator converges to the true total under

some assumptions. It is also possible to estimate its mean squared error using some

bootstrap procedure. Moreover, the estimator (10) belongs to a more general class

of estimators of the form

t̂RHT

y = t̂HT

y + 𝛥, (11)

where 𝛥 is a particular random variable. As we will see in Sect. 4, the winsorized

estimators can be written in the form (11). Therefore, the conditional bias can be

used to determine the winsorization threshold.

4 Application to Winsorized Estimators

Estimator (10) can be written with alternative expressions, which can make it easier

to implement in some cases. In this section, we consider the well-known winsorized

estimators. Such estimators have been studied in the literature and we can distin-

guish two winsorized forms: the standard one and the Dalén-Tambay winsorization

described by Dalén [3] and Tambay [11].

The first form of winsorization involves trimming the value of units that are above

a given threshold, taking their weight into account. If ỹi denotes the value of variable

y for unit i after winsorization, we have

ỹi =
{

yi if diyi ≤ c
c∕di if diyi > c (12)

where c > 0 is the winsorization threshold. The standard winsorized estimator (13)

of the total ty can be written in the form (11):

t̂sy =
∑

i∈S
diỹi (13)

= t̂HT

y + 𝛥(c),

where

𝛥(c) = −
∑

i∈S
max

(
0, diyi − c

)
.
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An alternative is to express t̂sy as a weighted sum of the initial values using modified

weights:

t̂sy =
∑

i∈S
d̃iyi,

where

d̃i = di
min

(
yi, c∕di

)

yi
. (14)

If unit i is not influential (min
(
yi, c∕di

)
= yi), then its weight is not modified

(d̃i = di). For influential units, the modified weight d̃i is less than di and may be less

than 1. Note that if yi = 0, the contribution of unit i to the estimated total, t̂sy, is zero

and an arbitrary value can be assigned to the modified weight d̃i.
In the case of the second form of winsorization, the values of the variable of

interest after winsorization are defined by

ỹi =
⎧
⎪
⎨
⎪⎩

yi if diyi ≤ c
c
di

+ 1
di

(
yi −

c
di

)
if diyi > c (15)

The winsorized estimator of the total ty is then given by:

t̂DTy =
∑

i∈S
diỹi. (16)

= t̂HT

y + 𝛥(c),

where

𝛥(c) = −
∑

i∈S

(di − 1)
di

max
(
0, diyi − c

)
.

Estimator (16) can also be written in the form (11). And as in the case of t̂sy, an

alternative expression for t̂DTy is a weighted sum of the initial values using modified

weights:

t̂DTy =
∑

i∈S
d̃iyi,

where

d̃i = 1 + (di − 1)
min

(
yi,

c
di

)

yi
. (17)

As in the case of the standard winsorized estimator, the weight of a non-influential

unit is not modified. But unlike standard winsorization, the Dalén-Tambay win-

sorization guarantees that the modified weights will not be less than 1.
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Since the standard and Dalén-Tambay winsorized estimators are of the form (11),

the optimal constant copt that minimizes (9) is obtained by solving

𝛥(c) = −1
2
(B̂HT

min + B̂HT

max)

or

∑

j∈S
aj max

(
0, djyj − c

)
=

B̂HT

min + B̂HT

max

2
, (18)

where aj = 1 for the standard case and aj = (dj − 1)∕dj for the non standard win-

sorization. Favre-Martinoz et al. [7] have shown that a solution to equation (18) exists

under the two following conditions:

(C1) 𝜋ij − 𝜋i𝜋j ≤ 0, for all i,j ∈ U,

(C2) B̂HT

min + B̂HT

max ≥ 0.

(C1) is satisfied for most one-stage designs used in practice, such as stratified simple

random sampling and Poisson sampling. (C2) implies that t̂RHT

y must be less than

or equal to t̂HT

y which is quite intuitive, since by construction, a winsorized estimator

should be smaller than the Horvitz–Thompson estimator. It is generally expected that

(C2) will be satisfied in most skewed populations encountered in business surveys

and social surveys. It can be shown that the solution to Eq. (18) is unique if the above

conditions are met and if yi ≥ 0 for i ∈ S.

The value of the constant copt differs for each type of winsorization but the result-

ing robust estimators are identical. More precisely, we have

t̂sy(copt) = t̂DTy (copt) = t̂RHT

y = t̂ HT

y −
B̂HT

min + B̂HT

max

2
. (19)

We can cite two real applications of winsorization using the conditional bias at the

French National Institute for Statistics and Economic Studies (INSEE). The first one

is an experimentation in the Information and Communication Technologies Survey

in 2011 while the second is a comparison with the method by Kokic and Bell [8] in

the Wage Structure and Labor Cost Survey [5].

5 Robust Estimation of Domain Totals

In practice, we usually want to produce estimates for population totals at the global

level but also at some subpopulation levels called domains. Let ty,g =
∑

i∈Ug
yi be

the y-variable total in domain g. We assume that the domains form a partition of the

population such that ty =
∑

i∈U yi =
∑G

g=1 ty,g, where G is the number of domains.
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Let Sg be the set of sampled units in domain g. The expansion estimator of ty,g is

given by t̂HT

y,g =
∑

i∈Sg diyi. We have the consistency relation

G∑

g=1
t̂HT

y,g = t̂HT

y .

When influential values are present, we can apply a robust procedure separately

for each domain using the method described in Sect. 3, and obtain robust estimators,

t̂RHT

y,g , g = 1,… ,G. A robust estimator of the total at the population level, t̂R(agg)y , is

easily obtained by aggregating the robust estimators t̂RHT

y,g . Thus we have

t̂R(agg)y =
G∑

g=1
t̂RHT

y,g

and the consistency relation between the domain-level estimators and the population-

level estimator is satisfied. However, aggregating G robust estimators, each suffering

from a potential bias, may produce a highly biased aggregate robust estimator. In

most cases, the bias of t̂R(agg)y will be negative, since each of the t̂RHT

y,g estimators has

a negative bias.

To avoid having an estimator with an unacceptable bias, we first compute the

robust estimator, t̂RHT

y,g , for each domain using (19). Then we independently compute

a robust estimator t̂R0y of the total ty in the population, using (19). In this case, the

consistency relation is no longer necessarily satisfied. In other words, we may have

t̂R0y ≠
∑G

g=1 t̂
RHT

y,g .

In order to force consistency between the robust domain estimators and the aggre-

gate robust estimator, Favre-Martinoz et al. [7] propose a method similar to calibra-

tion [6]. The idea is to compute final robust estimators t̂RHT*

y,g , g = 0, 1,… ,G, that are

as close as possible to the initial robust estimators t̂RHT

y,g , using a particular distance

function, and that satisfy the calibration equation

G∑

g=1
t̂RHT*

y,g = t̂R0∗y . (20)

In the case of the generalized chi-square distance function, the final robust esti-

mators, t̂RHT*

y,g , are such that

G∑

g=0

{
t̂RHT*

y,g − t̂RHT

y,g

}2

2qgt̂RHT

y,g
(21)



Robustness in Survey Sampling Using the Conditional Bias Approach . . . 11

is minimized subject to (20). The coefficient qg in the above expression is a weight

assigned to the initial estimator in domain g, t̂RHT

y,g , and can be interpreted as its impor-

tance in the minimization problem. Using the Lagrange multipliers method, a solu-

tion to this minimization problem can be easily derived and is given by

t̂RHT*

y,g = t̂RHT

y,g −
∑G

h=0 𝛿ht̂
RHT

y,h
∑G

h=0 qht̂
RHT

y,h

𝛿g qg t̂RHT

y,g , (22)

where 𝛿0 = −1 and 𝛿g = 1, for g = 1,… ,G.

As in the previous section, we can express t̂RHT*

y,g as a weighted sum with the initial

weights using modified y values or as a weighted sum of the initial y values using

modified weights (see [7], for details).

The choice of the values qg, g = 0,… ,G, is crucial. A small value of qg ensures

that the initial estimator in domain g, is not modified excessively. If qg = 0, then

the final robust estimator t̂RHT*

y,g is identical to the initial robust estimator t̂RHT

y,g . Note

in particular that the initial robust estimate at the population level, t̂R0y , can also be

modified as soon as q0 > 0. One natural choice for the qg is

qg = ĈV(t̂HT

y,g)∕
G∑

g=1
ĈV(t̂HT

y,g),

where ĈV(t̂HT

y,g) is the estimated coefficient of variation (CV) associated with domain

g. More details concerning this choice and other alternatives can be found in Favre-

Martinoz et al. [7].

It is also possible to find winsorization thresholds cg, g = 1,… ,G, such that the

standard winsorized estimator or the Dalén-Tambay winsorized estimator is equal to

t̂RHT*

y,g by following a procedure similar to the one in Sect. 4. A necessary condition

for the existence of a solution is that t̂HT

y,g − t̂RHT*

y,g ≥ 0 for all g.

6 Implementation with the R Language

The robust estimators proposed above together with the optimal constant c and the

different associated modified weights are implemented in R functions which are

available upon request from the first two authors of the present paper. An R pack-

age project is under progress. Some aspects are similar to the functions written by

Tillé and Matei [13] for the package sampling. In particular, the functions for esti-

mating the conditional bias and calculating the robust estimator for a given sample

depend on whether the sampling design is stratified or not. The functions can deal

with the three particular sampling designs we introduced above (simple random sam-
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pling without replacement, Poisson and rejective sampling) for both the non stratified

and the stratified cases.

The function for estimating the conditional biases for the HT estimator of a

total and the non-stratified designs is called HTcondbiasest.r while the one

for the stratified sampling designs is called strata_HTcondbiasest.r. For

several given variables of interest as input, these functions return a vector with

the estimates of the conditional bias of the HT estimator where each row corre-

sponds to a sample unit. There are also two functions called robustest.r and

strata_robustest.r that compute the robust estimate we propose in Sect. 3.

These functions return the robust estimates of the total for the given variables of inter-

est. We also propose two functions, called tuningconst.r for the non-stratified

designs and strata_tuningconst.r for the stratified sampling designs, that

compute the optimal tuning constant associated to the proposed robust estimator.

Two other functions, called weightswin.r and strata_weightswin.r,

compute the tuning constant and the modified weights associated to the winsorized

estimator as recalled in Sect. 4 for the non-stratified designs and the stratified designs

respectively.

For domain estimation, a function called domain_weights.r computes the

modified weights that satisfy the consistency relation from the initial robust weights

following the methodology of Sect. 5. In this function, the user has to specify the

initial robust weights computed for instance using the function weightswin.r or

strata_weightswin.r, the set of coefficients q, the calibration method and the

bounds, if needed for the calibration method. These modified weights are computed

by using the function calib available in the package sampling.
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Methodological Perspectives
for Surveying Rare and Clustered
Population: Towards a Sequentially
Adaptive Approach

Federico Andreis, Emanuela Furfaro and Fulvia Mecatti

Abstract Sampling a rare and clustered trait in a finite population is challenging:

traditional sampling designs usually require a large sample size in order to obtain

reasonably accurate estimates, resulting in a considerable investment of resources in

front of the detection of a small number of cases. A notable example is the case of

WHO’s tuberculosis (TB) prevalence surveys, crucial for countries that bear a high

TB burden, the prevalence of cases being still less than 1%. In the latest WHO guide-

lines, spatial patterns are not explicitly accounted for, with the risk of missing a large

number of cases; moreover, cost and logistic constraints can pose further problems.

After reviewing the methodology in use by WHO, the use of adaptive and sequential

approaches is discussed as natural alternatives to improve over the limits of the cur-

rent practice. A simulation study is presented to highlight possible advantages and

limitations of these alternatives, and an integrated approach, combining both adap-

tive and sequential features in a single sampling strategy is advocated as a promising

methodological perspective.

Keywords Spatial pattern ⋅ Prevalence surveys ⋅ logistic constraints

Poisson sampling ⋅ Horvitz-Thompson estimation

1 Introduction and Motivational Example

When knowledge pertaining a trait that is particularly rare in the population is of

interest, for example the estimation of its prevalence, the collection of survey data
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presents various challenging aspects. For instance, in order to obtain a reasonably

accurate estimate, very large sample sizes are needed, thus inflating survey costs;

moreover, when cases are not only rare but also unevenly distributed throughout

space, i.e. they present specific spatial patterns such as, for example, clustering, tra-

ditional sampling designs tend to perform poorly [11]. The inspirational example for

this paper is an epidemiological undertaking of international relevance: the estima-

tion of tuberculosis (TB) prevalence in countries considered to bear a high burden,

and where notification data obtained through routine surveillance are incomplete or

of unproven accuracy [3]. In these countries, typically developing countries in Sub-

Saharan Africa and South-Eastern Asia, the prevalence of TB is measured by means

of nationwide, population-based surveys that are carried out by the World Health

Organisation (WHO) with the support of local agencies. In this setting, an accurate

estimation of the true TB prevalence is of paramount importance to be able to inform

public health policies aimed at reducing the burden; moreover, due to the presence of

medical doctors on field during these surveys, every TB case that can be found can

and will be cured. This paper is concerned with the most critical aspects of the current

practice and possible research lines to overcome its limitations. The main purpose

is to discuss some recently proposed strategies, not yet applied to the inspirational

example, as possible alternatives possessing desirable features, such as (i) the ability

to increase the number of detected TB-positives, sample size being equal, (ii) the

possibility to control the final costs at the survey planning stage, also accounting for

possible country-specific logistic constraints, and (iii) allowing reliable estimation

of the population prevalence.

The paper is structured as follows: in Sect. 2 we give an overview of the method

currently implemented by WHO in the actual practice of TB prevalence surveys and

present as alternative strategies the adaptive and sequential approaches. In Sect. 3

some empirical evidence is given from a simulation study comparing the methods

discussed in Sect. 2 in terms of key aspects for an efficient sampling strategy for

surveying a rare and clustered trait, namely (i) number of cases detected, (ii) total

survey costs, and (iii) estimation. We discuss the potential of integrating features

both from the adaptive and the sequential approaches and conclude the paper with

some final remarks in Sect. 4.

2 Sampling Strategies

In this section, we discuss currently available sampling strategies to deal with esti-

mation of the prevalence of a rare and clustered trait in a finite population. After giv-

ing an overview of the sampling strategy currently suggested in WHO’s guidelines

for TB prevalence surveys, the use of adaptive cluster sampling and of a sequen-

tial approach for surveying a rare and clustered trait such as TB are introduced and

comparatively discussed.
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2.1 Current Practice in TB Prevalence Surveys

The sampling strategy currently suggested by WHO’s guidelines is a multistage

procedure where at the first stage a probability-proportional-to-size (𝜋-ps) design

is implemented. The population is divided into a certain number of areas, defined

as geographical regions of as homogenous population size as possible; this work-

ing hypothesis allows keeping the final sample size in control thus helping, to

some extent, the planning of the survey. All eligible individuals within the sam-

pled areas are invited to show up at a moving lab, where a medical examination

takes place, and spotted TB positives can be treated immediately. The number

of areas to be sampled is determined by using a standard function of (i) a prior

guess of the true prevalence, (ii) the desired estimation precision (usually around

25%), and (iii) an estimate of the variability existing between the areas’ preva-

lences [12]. A classic Horvitz-Thompson (HT) approach is employed to estimate

the population prevalence. This suggested sampling strategy, Unequal Probability

Cluster Sampling (UPCS, from now on), is easy to implement and understand, as

expected of an approach suggested in official guidelines, however it has limita-

tions. The rarity of TB positives and their uneven distribution over the inspected

areas, in particular, lead to the need for a very large sample size to obtain an

accurate estimate of the true prevalence. Available information on between areas

variability is only accounted for in the sample size determination, i.e., it is only

marginally exploited. It is well understood that traditional designs tend to miss

cases when they are clustered: it is speculated that information concerning between

areas variability should be exploited to inform unit selection itself, in order to be

able to concentrate surveying efforts in areas where spotting a case is more likely.

Finally, in addition to fixed costs such as those for the equipment and the staff,

other sources of expenditure may arise due to logistic issues typical of the sur-

veyed country; for instance, the type of terrain and the need for additional staff

as well as possibly additional means of transportation may be area-specific fea-

tures, hence leading the costs to be strongly dependent on which areas have been

selected for sampling. The required equipment itself may vary according to the

country in which the survey is being carried out: different technologies are available

for screening survey participants and their use is usually determined by national reg-

ulations on radiation exposure. Staff costs may vary because in some countries local

staff may be able to conduct and manage the survey, while in others help from WHO

staff is needed; moreover, country-specific additional expenditures may present for

raising awareness and increase locals’ participation.

WHO’s practice for TB prevalence surveys may then draw benefit from a more

refined sampling strategy able, for instance, to lead to an oversampling of cases, the

sample size being equal, and explicitely allow to control at the design level of the

survey for variable costs and possible logistic constraints.
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2.2 Adaptive Cluster Sampling as a Tool for Enhancing
Case-Detection Ability

Adaptive strategies have been developed to deal with populations presenting spatial

patterns of the trait of interest, as well as to deal with hidden and hard to sample pop-

ulations [10]. Different approaches are possible under the general idea of adaptive

sampling: among these, we deem most suitable for our epidemiological example the

so-called adaptive cluster sampling (ACS, [9]). Under this approach, the country at

study is divided into a regular grid of M non-overlapping areas called quadrats; ACS

then requires (i) a proximity measure between quadrats so that a neighbourhood can

be defined for each one, (ii) a condition, typically of the form yj > c, c ∈ ℕ where

yj is the number of cases in area j = 1,… ,M, and (iii) an initial sampling step with

given inclusion probabilities 𝜋j to draw a first sample of areas. The initial sample is

drawn using a simple 𝜋-ps design and for those areas that satisfy the condition, i.e.

for which a certain prescribed number of cases has been found, the neighbourhood

is chosen to be included in the final sample as well. The sampling procedure stops

when no more neighbouring areas satisfy the condition. This method has proven to

be more efficient than traditional non-adaptive sampling strategies when the popula-

tion is rare and clustered and when the within quadrats variability in terms of preva-

lence is lower than the between quadrats variability [10]. As compared to traditional

designs, ACS would provide unbiased estimation of the population prevalence while

most likely returning a larger amount of cases. However, in its basic form the final

sample size is random, thus making it difficult to plan survey costs. Moreover, there

is no specific accounting for logistic constraints and variable costs.

2.3 List Sequential Sampling as a Tool for Dealing with
Logistic Constraints

Renewed interest has recently arisen on sequential methods (a notable example can

be found in [2]), that apply when population units can be ordered in some way, lead-

ing to interesting developments in the field of spatial sampling. Such methods allow

the user to specify a flexible weighting system used to sequentially adjust inclusion

probabilities on the basis of auxiliary information (not necessarily available before-

hand). As opposed to adaptive designs, these methods offer some way to control

the final sample size but do not possess the specific feature of being able to over-

sample study cases. Bondesson and Thorburn [2] developed a general sequential

method for obtaining a 𝜋-ps sample that well suits our inspirational example of TB

prevalence surveys: this very broad approach considers populations whose units can

be ordered somehow and selected sequentially in order to make a decision about

their inclusion/not inclusion in the sample. Moving from some preliminary choice,



Methodological Perspectives for Surveying Rare and Clustered Population . . . 19

the inclusion probabilities are revised after each unit has been visited by means of

an updating procedure that allows correlation to be purposively introduced between

successive sample membership indicators (we refer the reader to the seminal paper

[2] and to [4, 5] for details on the updating algorithm); we focus in particular on

Spatially Correlated Poisson Sampling (SCPS, [6]), that provides a spatial extension

to the method.

The sequential approach can naturally accomodate for a predefined route: this

might be particularly relevant when planning TB prevalence surveys, in that specific

knowledge might lead to individuate a path along which transportation costs are

minimized and logistic constraints can be taken into account beforehand. An HT

approach to unbiased estimation can be undertaken with this sequential strategy as

well, where sample cases are weighted according to the conditioning mechanism

induced by the updating rule of the inclusion probabilities (cfr. [2]). Differently from

ACS, however, the list-sequential setting does not allow, in its current formulation,

for over-detection of cases nor to adaptively incorporate sample evidence on the

response on the run.

3 Some Empirical Evidence

A simulation study inspired by the TB prevalence surveys example is presented. The

main aim is to compare UPCS, ACS and SCPS with respect to the following key

aspects:

1. estimation: unbiased and accurate estimation of the prevalence is of paramount

importance for epidemiological and public health purposes

2. cases detection rate: a crucial challenge in TB prevalence surveys (as well as in

surveying any rare and clustered trait) is the enhancement of the detection power

of the sampling strategy, since every found case, is a case that can potentially be

treated

3. costs: from an operational point of view, reducing costs could lead to the oppor-

tunity of furthering the survey and thus managing to spot (and treat) more cases,

as well as to improve accuracy in estimating the true prevalence.

The simulation has been carried out completely in the R environment [8], and the

packages spatstat [1] and BalancedSampling [7] have been used to imple-

ment spatial patterns generation and SPCS, respectively. For ACS, the code was

based on preliminary (unpublished) work by Kristen Sauby and Mary Christman,

from University of Florida, Gainesville.

For the sake of illustration and to highlight limitations and advantages of each

of the considered strategies, two artificial populations assumed as a possible TB

prevalence survey scenarios have been simulated. Both populations are composed by

N = 250,000 units evenly spread over a two-dimensional space. The study variable
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has value 1 for population units that are TB-positive cases and value 0 otherwise,

with the actual population TB prevalence p ≈ 0.01. In the first simulated scenario,

the cases are mostly clustered in 3 groups homogeneous in terms of prevalence,

mimicking an outbreak situation in three well separated geographical location. In

the second scenario, the cases are clustered in 30 small homogenous groups, ideally

mimicking 30 small villages with high prevalence of cases spread throughout the

area. Figures 1 and 2 depict both populations and the respective results concerning

estimation, detection rate and survey costs.

The sample size is determined as a function of (i) a guess of the true prevalence,

(ii) of the desired estimation precision and (iii) of an estimate of the variability exist-

ing between the areas’ prevalences, that should reflect the spatial pattern of TB-

positive cases. The sample size determination considers the classic simple random

sampling approach, as well as an additive factor that depends on spatial features. We

assume a perfect guess of the true prevalence and rely on WHO’s guidelines recom-

mendations for all the involved quantities [12]. Under these working assumptions,

the prescribed sample size is ≈28 areas to be sampled to reach the desired number

of individuals. Note that this translates into a fairly large sample fraction of approx-

imately 28% of the whole population.

In order to compare sampling strategies with respect to costs, we consider a stan-

dard linear cost function. The actual total cost for the survey is computed as a simple

linear function of the total number of selected population, the total number of sam-

pled areas (implying that the cost for moving the lab from one area to another is

a significant component of the total survey cost) and of some fixed costs. We set

the fixed costs at 100,000 (essential staff, equipment, advertising, …), the unit cost

per sampled individual to 10, and the unit cost per sampled area at 1000 (cost for

transportation and installation of the moving lab in the new location). We ignore,

for simplicity, other sources of cost such as unexpected events or area-specific issues

that can be expected in an actual implementation. Moreover, we encode the advan-

tage of a careful route planning, easily accomodated by the sequential approach, by

reducing by 20% the area sampling cost for SCPS.

All the individuals living in a selected area are invited to participate into the final

sample. In our scenarios, based on empirical results from previous simulation studies

(not shown here), we decide to select a reduced initial sample of ≈19 areas for ACS,

in order to contrast to some extent the possibility of sampling too many areas; the

adaptive rule is set to include nearby areas in the sample if the number of cases yj
in a selected area j exceeds the threshold of 25 TB-positives. SCPS is set up so to

provide a spatially balanced sample by means of the maximal weights strategy [6],

and with the list of areas ordered along a regular path from the lower left to the lower

right passing through all quadrats. Finally, we will throughout assume for simplicity

a second-stage units 100% participation rate to the survey; note that this is a best

scenario choice according to what suggested by WHO guidelines, in that the actual

participation rate for TB prevalence surveys is usually in the range 85–90% [12].

Figures 1 and 2 summarize the results of 20,000 Monte Carlo runs on the two

simulated populations. The actual population prevalence is unbiasedly estimated

by all methods (as expected from the theory) with comparable variability in both
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Fig. 1 First scenario. Upper panel: cases (black dots), non-cases not shown. Lower panels, from

left to right, Monte Carlo distributions of: the estimators under the three sampling designs (the

dashed line indicates the true prevalence), the number of detected cases, and the total costs (plotted

on the log scale for better readability)

scenarios. The shape of the Monte Carlo distribution of the ACS estimates appears

to be scenario-dependent, as opposed to UPCS and SCPS, the reason being that the

sampling outcome for this procedure strongly depends on the specific spatial pattern

of the cases. The characteristic oversampling feature of adaptive sampling is imme-

diately evident (center panel in both figures), as it is the out of control impact this has

on the total costs (measured on a log scale for better readability). On the other hand,

the sequential approach (SCPS) presents a very stable behaviour in terms of detec-

tion power and costs, also highlighting the gain in planning a cost-minimizing route

beforehand, but is unable, as expected, to spot more cases than the current practice

(UPCS).
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Fig. 2 Second scenario. Upper panel: cases (black dots), non-cases not shown. Lower panels,

from left to right, Monte Carlo distributions of: the estimators under the three sampling designs

(the dashed line indicates the true prevalence), the number of detected cases, and the total costs

(plotted on the log scale for better readability)

4 Discussing Promising Perspectives: A First Step Towards
an Integrated Strategy

The use of adaptive cluster sampling has been suggested as a natural alternative to the

current methodology used by WHO in TB surveys when a primary aim, along with

unbiased estimation of the population TB prevalence, would also be to over-detect

TB cases. However, ACS lacks of control over both logistic constraints, which can

be a challenge in national TB prevalence surveys typically in poorer countries, and

on final sample size, which can lead to unpredictably inflated survey costs. One way

to account for such issues may be to sequentially visit units following a prescribed

route that minimizes costs, using a sequential sampling approach such as the one
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outlined in Sect. 2.3. On the other hand, this last approach would not allow for possi-

bly enhancing the case-detection rate, a desirable feature in sampling rare traits such

as TB cases. As a consequence, a mixed approach based on a synergic integration of

both adaptive and list sequential sampling strategies appears promising, each method

presenting interesting strong points.

If the weighting system of the sequential method could be suitably modified to

account for sample evidence, then the sampling mechanism would be able to adap-

tively adjust inclusion probabilities on the run, while still retaining a prescribed vis-

iting order and possibly keeping sample size under some control. In addition to this,

an integrated approach would be able to overcome another major issue arising from

the use of ACS, that is the definition of a neighbourhood, usually a non-trivial prob-

lem in practice. An integrated approach would then have to address (i) logistic and

cost issues, (ii) oversampling of cases, and (iii) estimation of the quantity of inter-

est via a suitable system of data-weighting able to adjust for the selection bias due

to over-detection of positive cases. With reference to the inspirational example of

WHO’s TB surveys, once a route that minimizes transportation costs and satisfies

logistic constraints had been decided, point (i) in the previous list would have been

addressed. This would of course require a deep knowledge of the country where the

survey is to take place, and possibly a suitable algorithm to choose the best route.

The next step towards the integrated approach would then be to extend dependence

of the weights in the list-sequential framework to the observed response to tackle

point (ii). The idea is to employ the observed number of TB cases to update the

inclusion probabilities at each step, by explicitely making the weights a function of

this information, whenever available. Moreover, area-specific information available

only after the unit had been selected could be also taken into account. In order for

the updated inclusion probabilities to be proper probabilities (i.e. real numbers in

[0, 1] or subsets thereof), the weights must fulfill some conditions (cfr. [2]) but can,

in general, be either negative or positive. This is of interest for the problem at hand,

since a positive weight induces a negative correlation between successive sample

membership indicators, and viceversa. This feature has been successfully exploited,

for example in [5, 6], in order to construct spatially balanced designs. By letting

the sign of the weights adaptively change throughout the sampling, it would be pos-

sible to adjust its behaviour given sample evidence; the strategy would then lead

to select with higher inclusion probabilities areas close to where cases have been

found, ideally more likely to contain cases, given the spatially clustered structure of

TB. Finally, point (iii) addresses estimation of the true TB prevalence given sample

evidence. An integrated proposal would naturally allow for HT-type estimation as

for ACS and SCPS respectively. However, preliminary simulations, not presented

here, suggest that although it is indeed possible to construct an unbiased estima-

tor by properly keeping into account the complex conditioning structure induced by

both the sequential and the adaptive components, the resulting estimator might be

highly unstable. This is fairly expected of an HT-type functional, highlighting how

the true estimation challenge would be reducing the estimator variability, possibly

relaxing the exact unbiasedness requirement. In order to reduce instability, modifica-

tions via post-stratification adjustments (Hájek’s rescaling) or a regression approach
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via exploitation of possibly available auxiliary information might lead to a solution

and will be subject to further research. It is worth noting that the development of

a sampling strategy that allows to enhance cases-detection while controlling survey

costs as well as accounting for logistic constraints, has the potential to effectively

apply in a wider range of practical fields besides the epidemiological example that

motivated this paper.
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Age Management in Italian Companies.
Findings from Two INAPP Surveys

Maria Laura Aversa, Paolo Emilio Cardone and Luisa D’Agostino

Abstract The aim of this paper is to analyze the behavior of the Italian companies
and the solutions adopted for keeping and reintegrating ageing workers in the
labour market, as well as the strategies implemented for their professional
enhancement, starting from the results of two INAPP surveys. The first one, is a
quantitative survey on the attitude of the small and medium-sized enterprises
(SMEs) employers towards the ageing workers; the second one is a qualitative
research on age management best practices in the large companies. As a result,
emergent trends will be underlined in the great enterprises, with a focus on simi-
larities and differences with respect to the SMEs, in order to individualize a feasible
development perspective.

Keywords Age management ⋅ Workforce ageing ⋅ Logistic regression model

National Institute for Public Policy Analysis, former ISFOL - National Research Institute for
Vocational Education and Training Employment, that changed its company name in INAPP on
December 1st 2016 (www.inapp.org).

The paper is the result of a common work, but the main author of Sect. 2 is Cardone P.E., and
the main authors of Sects. 3–4 are Aversa M. L. and D’Agostino L. Usual disclaimer applies.

M. L. Aversa ⋅ L. D’Agostino
INAPP-Labour Market Union, Rome, Italy
e-mail: l.aversa@inapp.org

L. D’Agostino
e-mail: l.dagostino@inapp.org

P. E. Cardone (✉)
INAPP-Statistical Office/Sapienza University of Rome, Rome, Italy
e-mail: p.cardone@inapp.org; paoloemilio.cardone@uniroma1.it

© Springer International Publishing AG, part of Springer Nature 2018
C. Perna et al. (eds.), Studies in Theoretical and Applied Statistics,
Springer Proceedings in Mathematics & Statistics 227,
https://doi.org/10.1007/978-3-319-73906-9_3

25

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-73906-9_3&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-73906-9_3&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-73906-9_3&amp;domain=pdf


1 Introduction

Since the last century, the most advanced countries all over the world are facing
unprecedented demographic challenges, such as a population ageing due to two
joint demographic factors: a greater life expectancy and a decreased fertility [1].
Therefore, population ageing is one of the most important challenges facing western
countries and it is an irreversible event because the proportion of older people is
growing faster than any other age group. Rapid ageing in western countries is
accompanied by strong changes in family structures and roles, as well as in labour
patterns. Since recent forecasts predict a relevant increase in participation rate of
older workers from now on, due also to the pension reform, specific attention must
be paid to the older workers personal and organizational resources for facing the
(forced) extension of their working life (in terms of health conditions, skills
maintenance, resilience to work-related stress factors etc.). The strategy of pro-
moting active ageing in the workplace implies a system of business strategies called
“Age Management”. This strategy is aimed at leading the competence transfer
between generations, monitoring and supporting the time and procedures of
retirement, exchanging knowledge between youngest and oldest workers (reverse
mentoring) and other good practices such as life-long learning, and monitoring of
worker health.

The aim of this paper is to reflect on the implications of demographic ageing on
Italian businesses workforce and its management. It consists of two sections. The
first one describes the results of the quantitative survey “Indagine campionaria
presso gli attori del sistema produttivo sulla gestione della forza di lavoro matura”
and presents a logit model estimation with the perceived increase in the workforce
average age as the dependent variable. The second section illustrates the qualitative
research, “Rilevazione delle Buone Pratiche realizzate da imprese private per
fronteggiare il problema dell’invecchiamento della forza lavoro”, the emergent
trends about age management strategies in large enterprises, highlighting similari-
ties and differences with respect to the SMEs. Close the paper some remarks about
work-force ageing and business strategies against the economic crisis.

2 Ageing Workforce in SMEs

The aim of the quantitative research “Indagine campionaria presso gli attori del
sistema produttivo sulla gestione della forza di lavoro matura” is to study the
relationship among the enterprises development strategies and the solutions adopted
for the maintenance, the professional promotion and the possible reintegration of
ageing workers, according to the recent pension reforms too. This research is a
sample survey on 2.000 private SMEs (except agriculture) with 10–249 employees.

A nationally representative stratified probability sample of enterprises has been
drawn out from the Register of active enterprises of Italian National Institute of
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Statistics,1 considering: geographical area (North-West, North-East, Center, South
and Islands), economic sector (Industry, Construction, low added-value Services
and high added-value Services) and size class (10–19, 20–49, 50–249 employees)
[2].2

As shown in Table 1, out of a total of 5.465.791 employees, 1.216.177 are over
50 (22.3%). Their distribution by gender shows a significant prevalence of men over
women for all age class, in particular for age 50+ (women are only 28.4%).

Regarding gender analysis within age class, the incidence of female workers
over 50 is very low for building sector (only 8.4%), high for low added-value
services (33.9%) and very high for high added-value services (41.9%) where
women incidence is elevated in every age class.

As shown in Table 2, the incidence of over 50 is greater for medium enterprises
where is over 50 about one worker every 4 of them (24.3%). Regarding small
companies is 20.6% and smallest is 21.3%. This is confirmed for female analysis:
the incidence of women age 50+ is higher in medium (30.4%) than small (26.9 and
26.7%) with exactly 2 points up to total value (28.4%).

The incidence of workers over 50 is balanced within economic sectors because it
is between 20.8% for high added-value services and 23.8% for industry (Table 3).

Table 1 Incidence of workers per age class and gender. Absolute values and %

Age < 29 Age 30–49 Age 50+ Total
employees

Total employees 988.374 3.261.240 1.216.177 5.465.791
Female 310.895 1.114.853 344.922 1.770.670
Perc. age group/total 18.1 59.7 22.3 100.0
Perc. Female within age group 31.5 34.2 28.4 32.4
Source Inapp (former Isfol), 2015

Table 2 Incidence of workers within age class and size class enterprise. Values %

Age < 29 Age 30–49 Age 50+ Total employees

10–19 employees 20.5 58.2 21.3 100.0
20–49 employees 16.5 62.9 20.6 100.0
50–249 employees 17.3 58.4 24.3 100.0
Total SMEs 18.1 59.7 22.3 100.0
Source Inapp (former Isfol), 2015

1ISTAT-ASIA Archivio Statistico delle Imprese Attive.
2In every stratification’s level of the basic and backup sample drawn by INAPP, the statistical units
have been managed using a procedure software that has allowed the respect of the preset quotas
inside every strata.
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Over 70% of SMEs consider older workers as a resource for the company’s
competitiveness and business, almost 80% think they are important to preserve and
send outward its core know-how, as a sort of trade mark (Fig. 1).

56% of SMEs adopt flexible working time (e.g. part-time) as the main age
management tool, while other types of measures, such as teleworking, job rotation
or adaptation of the workplace are much less provided. In particular, except in few
cases (16%), intergenerational work groups should be strengthened in order to
involve older workers in the intergenerational transmission of knowledge as tutor or
coaches because only 20% does this always or often. Finally, in very few cases age
management issue has been debated among social partners and also this propensity
clearly decreases in smaller enterprises [3].

The recent crisis has highlighted the importance of education and training at all
stages of life, in particular for older adults to avoid unemployment. This requires
older people to maintain and update the skills they have, particularly in relation to
new technologies. In INAPP survey, participation in lifelong learning for workers
over 50 is 54%, but it is only formal classroom training: there is not a significant
trace of training on the job, participation in congresses (e.g. exhibitions, trade fairs,
conferences, workshop or seminars), participation in learning or quality circle,
distance learning course program or study visits.

The survey on SMEs leads quantitative data on the theme of the difficult rela-
tionship between the market strategies and those of the human resources. 35% of
surveyed enterprises perceive an ageing of their workforce: 10% of them looks this

Table 3 Incidence of workers for age class and economic sector. Values %

Age < 29 Age 30–49 Age 50+ Total employees

Industry 15.7 60.4 23.8 100.0
Building 18.0 59.5 22.5 100.0
Services (low added-value) 20.7 58.3 21.1 100.0
Services (high added-value) 18.2 61.0 20.8 100.0
Total employees 18.1 59.7 22.3 100.0
Source Inapp (former Isfol), 2015

79,4%
79,4%

74,9%
46,3%

13,7%
11,9%
8,1%
7,5%
5,9%
4,4%

13,6%
11,5%

15,8%
28,1%

37,5%
31,3%

20,7%
18,8%
19,8%

18,3%

6,9%
9,1%
9,3%

25,6%
48,9%

56,9%
71,1%
73,7%
74,3%
77,3%

0% 20% 40% 60% 80% 100%
He/she is oŌen absent for health reasons

He/she has a negaƟve impact on the economic balance
He/she finds it difficult to manage the work-life balance

He/she is most affected by the pace and workload
He/she is able to learn new skills and new roles

He/she understands beƩer the development's objecƟves
He/she is a resource for the company's compeƟƟveness

He/she is a worker like the others
He/she is able to manage emergency situaƟons
He/she is important to transmit the know-how

LiƩle or strongly disagree Somewhat agree Very or totally agree

Fig. 1 Image of older workers among SMEs. Source Inapp (former Isfol), 2015
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ageing as a disadvantage, over 20% as an advantage and almost 70% have a neutral
position. The perception of ageing is reported with higher frequency in the
medium-sized companies (44.8% in those between 50 and 249 employees), in the
industrial sector (39.9%) and in general in the North East (38.8%). It is a weaker
“perceived” matter between the firms in the South (29.7%) and among companies of
smaller size, especially in the field of basic services and construction where over 50
workers represent a major component of human resources.

The majority of the companies that had seen an increase (68% of 35%) tend not
to consider the working ageing a factor beneficial nor disadvantageous. Those who
consider ageing a value and an opportunity are about twice those who consider the
increase in the average age as a problem for their business (21.6% vs. 10.4%), and
these statements are slightly more frequent in the case of enterprises operating in
industry (24.1%), in the South (24.1%) and the North West (23.4%).

Companies active in the industrial sector report a negative relationship between
the workers ageing and the possibility to introduce new technologies (14%), the
difficult adaptability of older people to new jobs (12.2%), the demand for flexible
working time (9.9%) and more generally to organizational change (9.6%). Among
the advanced services also, the increase in the average age of the workforce is
defined as critical.

Among the Italian SMEs practices of age management are quite rare. For
example, as far as the skills and knowledge transfer among generation is less
developed than expected. With increasing size, the practice to use older workers for
the transmission of knowledge and skills increases. In the enterprises between 50
and 249 workers, those over 50 are found to exert this role always or at least often
in 28.7% of cases. Among the various productive sectors, services with high added
values record the lowest percentage of recourse to the “silver workers” as trainers or
tutors, while the other three economic sectors appear practically aligned each other
[4].

Improving working conditions for older workers is the other key where com-
panies have begun (or should begin) to take measures. Facilitating access to
part-time jobs and developing flexible work arrangements are ways to give older
workers choice and smooth work-retirement transitions.

More needs to be done to remove age-barriers to employment and to encourage
greater participation after the age of 50. Age-neutral human resources management
strategies would reduce age discrimination, and should be applied (e.g. in the
context of recruiting processes). However, in order to increase employability,
productivity and working conditions, age management strategies need to be
developed. First of all, it should develop tools for a “demographic check” and for an
“age structure analysis” in order to help companies build strategies adapted to their
specific situations. General guidelines for age management have their limitations
because of the heterogeneity of older workers as well as the more limited strategic
human resources management capacities of SMEs. Guidance for SMEs, as well as
coaching, mentoring and guidance for older workers and older job seekers, should
be provided in a wider scale.
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2.1 A Logistic Regression Model

The 2.000 SMEs in the sample analysis generated 207.675 Italian enterprises using
a weight calibration variable (see Sect. 2). These were analyzed using a logistic
regression model (in Stata release 13). In order to achieve this goal, we have used
the perceived increase in the workforce average age as the dependent variable.
Concretely, in our study analyzed variables are:

• Geographical distribution. Categorical. Four areas: North West, North East,
Centre, South and Islands (reference cat.).

• Economic sector. Categorical. Four sectors. Industry (reference cat.), Building,
Services (low added-value), Services (high added-value).

• Size enterprise. Categorical. Three intervals. From 10 to 19 (reference cat.),
between 20 and 49, between 50 and 249.

• Career development (for over 50). Categorical. Three levels. Marginal measure
(reference cat.), As others employees, More than others employees.

• Bonus and financial incentives (for over 50). Categorical. Three levels. Marginal
measure (reference cat.), As others employees, More than others employees.

• Tutoring or coaching (by over 50). Categorical. Five levels. Never (reference
cat.), Rarely, Sometimes, Often, Always.

• Technical skills (competences to develop). Dummy variable: Yes, No (reference
cat.).

• Intergenerational work groups or job rotation (competences already devel-
oped). Dummy variable: Yes, No (reference cat.).

Some covariates seem to have a direct relation with the dependent variable, but
the descriptive analysis show that SMEs which perceive increase in the workforce
average age (35%) adopt career development in marginal measure, or like the other
employees, in 97% of the cases (and only 3% more than others employees); 96% of
SMEs adopt bonus and financial incentives programs for over 50 in marginal
measure or like the other employees. In addition, 79% of them do not promote
intergenerational work groups or job rotation. In other words, SMEs propose par-
ticular programs not because of perceiving an increase in their workforce average
age.

Table 4 shows coefficients (Beta) and odds ratios of logistic model. This means
that the coefficients in logistic regression are in terms of the log odds, that is, the
North East coefficient 0.398 implies that a one unit change in geographical area
results in a 0.398 unit change in the log of the odds.

It can be expressed in odds by getting rid of the natural log. This is done by
taking the exponential for both sides of the equation, because there is a direct
relationship between the coefficients produced by logit and the odds ratios pro-
duced by logistic: a logit is defined as the natural log (base e) of the odds.

This fitted model says that, holding covariates at a fixed value, the odds of
perceiving increase in the workforce average age for North East over the odds
of perceiving increases for South and Islands (reference category) is exp
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(0.398) = 1.489. In terms of percent change, we can say that the odds for North
East are 49% higher than the odds for South and Islands. In other words, the hazard
to perceive an increase in the workforce average age is higher for North East
enterprises rather than firms from South Italy (p values of North West and Center
are not significant because p > 0.05).

Regarding economic sector, the hazard to perceive an increase in the workforce
average age for low added-value services is lower of 26% than the odds for industry
(OR = 0.741). The size enterprise play an important role: with reference very small
enterprise (10–19 empl.), odds of small with 20–49 empl. (OR = 1.316) and

Table 4 Logistic model: coefficients and ODDS ratios

Variables Coef
(B)

Sign. Exp
(B)

• Geographical distribution North West 0.262 0.090 1.300
South and Islands (ref.) North East 0.398 0.015 1.489

Center 0.244 0.133 1.277
• Economic sector Building −0.261 0.107 0.769
Industry (ref.) Services (low

added-value)
−0.298 0.029 0.741

Services (high
added-value)

−0.209 0.180 0.811

• Size enterprise 20–49 empl. 0.275 0.026 1.316
10–19 empl. (ref.) 50–249 empl. 0.307 0.030 1.359
• Career development (for over 50) As others empl. 0.353 0.050 1.424
Marginal measure (ref.) More than others

empl.
1.527 0.024 4.604

• Bonus and financial incentives (for
over 50)

As others empl. 0.417 0.022 1.518

Marginal measure (ref.) More than others
empl.

0.280 0.646 1.323

• Tutoring or coaching (by over 50) Rarely 0.430 0.017 1.537
Never (ref.) Sometimes 0.431 0.003 1.540

Often 0.777 0.000 2.175
Always 0.953 0.000 2.594

• Technical skills (competences to
develop)

Yes −0.290 0.017 0.748

No (ref.)
• Intergenerational work groups or
job rotation

(competences already developed) Yes 0.314 0.039 1.370
No (ref.)

Intercept −1.541 0.000 0.214
Note. Weighted model
Source Inapp (former Isfol), 2015
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medium with 50–249 empl. (OR = 1.359) are higher. It means the odds increase as
the size increases: small and medium firms have 32% and 36% hazard higher than
very small firms (10–19 empl.) to perceive an increase in the workforce average age
respectively.

Furthermore, enterprises who have career development initiatives for over 50
have an hazard almost 5 times higher than enterprises which adopt them in marginal
measure (OR = 4.604). Hazard enterprises who adopt often and always programs
of tutoring and coaching by workers over 50 are double than enterprises for these
who never adopt those programs (OR = 2.175 and OR = 2.594). Also firms who
adopt those programs rarely have hazard higher to perceive an increase in the
workforce average age. Finally, hazard for companies with intergenerational work
groups or job rotation is higher than firms without them (OR = 1.370). Substan-
tially, an active role for older workers increases the hazard to perceive an increase
in the workforce average age.

3 Age Management in Large Companies

The aim of the qualitative research is to describe and to analyze the most mean-
ingful age management experiences realized by the great enterprises that operate in
some specific segments of the industrial and services sectors, to face the problem of
the ageing workers and the possible obsolescence of their skills and competences.
This research is a sample survey on 152 large enterprises (15 of them identified as
age management “good practices”, with 8 deepening case-studies) extracted from
ASIA on the base of the geographical area (North-West, North-East, Center, South
and Islands), size class (over 250 employees) and economic sector.3

The chosen research methodological approach is based on the latest proposals,
traceable in the literature, for the collection, classification and analysis of good
practices (Best Practices Research—BPR), referring to the criteria of effectiveness,
efficiency and sustainability, replication and transferability and mainstreaming
(Fig. 2).4 Reference to the main studies on the subject, is also made for the defi-
nition of age management dimensions.5

The 152 large enterprises surveyed are mainly manufacturing (65.8%); followed
by the companies working in financial service (15.8%), telecommunications, pub-
lishing and information technology (10.5%), electricity, gas, water supply and waste
management (5.3%) and building (2.6%). They are predominantly localized in

3Manufacturing, building, electricity, gas, water and waste management supply, telecommunica-
tions, publishing information technology, financial services.
4Ministero del Lavoro, della Salute e delle Politiche Sociali – D.G. per le Politiche per l’Orien-
tamento e la Formazione, La catalogazione delle buone pratiche FSE: lo scenario europeo, [5].
5Alan Walker e Gerhard Naegele, Malpede e Villosio [6], progetto “Age Management” della
Regione Veneto (Iniziativa comunitaria Equal, 2006).
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northern Italy (Northwest 41.4%, Northeast 32.2%), followed by the Centre
(16.4%), and South and Islands (9.9%).

Companies with over 500 employees represent 57.2% while companies up to
499 employees represent 42.8% and they operate in 59.9% of cases at international
level, in 26.3% of cases at national level and in 13.8% of cases at interregional and
local levels. Enterprises that are not part of a group represent 23.0%, while in 23.7%
of cases the group is present in Italy and in 38.2% abroad.

Out of a total of 196.133 employees, 47.566 are over 50 (24.3%). Their distri-
bution by gender shows a significant prevalence of men (27.1%) over women
(18.8%).

The number of the workers over 50, by company size, does not have significant
deviations from the statistical average, a fact that occurs both for the economic
sector and for geographical area. Mature workers are concentrated in the services
sector (electricity, gas, water supply and waste management, and financial services)
rather than in the production of goods (manufacturing and building) and in com-
panies located in the south and in the center of Italy.

The results show, beyond more structured and consolidated experiences iden-
tified as “good practices”, a significant presence of “promising practices”, actions
just started but not recognised as age management strategies yet. They demonstrate
the growing and widespread attention paid by major Italian companies to a more
responsible management of the aged workforce and professional cycle on the
whole.

From a purely quantitative reading, it was found that 11 companies have
declared to carry out interventions on all 5 dimensions of age management, 39 on 4,
65 on 3, 29 on 2 dimensions, only 6 companies on one dimension, while two
companies do not perform any type of operation that refers to the dimensions under
analysis. The enterprises of the sample, therefore, undertake measures and actions
aimed the improvement either in multiple dimensions, or in more aspects of the
same dimension.

Fig. 2 Logical setting research. Source Inapp (former Isfol), 2015
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Generally, large companies appear oriented toward finding solutions not strictly
related to ageing workers, but rather to the life cycle management in the company;
the age of workers, therefore, does not seem to be a particularly critical factor.

In the process of personnel recruitment, large companies mainly evaluate the
professionalism and experience of the candidate in relation to the required task,
taking into account the type of contract too. Anyway the staff recruitment method
varies depending on sectors: the experienced figures are privileged in building; in
sectors where the technological and computer skills occupy a leading role
(telecommunications, publishing, information technology) young people are pre-
ferred, perhaps with less experience but with appropriate skills. In fact, the
employment of young people with higher qualifications is concentrated in the most
innovative companies. The results of survey show a relationship between enterprise
innovation, internalization, high-tech sector and staff recruitment.

The large enterprises, with a predominant presence of over 50 employees,
implement actions to improve this target’s working life quality: they carry out
different medical examinations on age bases, encourage conciliation practices but,
at the same time, they support the admission of young people during selections.
Besides, they pay more attention to the exit from working activity, connecting the
exit of mature workers with the admission of young people, or providing a
reduction of the working hours. Enterprises which are mainly composed by young
staff, carry out wide ranging/far-reaching policies, paying particular attention on
professional training, on task redesigning and on the research of experienced staff
during the recruiting phase.

It is worth remembering that even from the quantitative survey on the SMEs
emerged that the demographic composition doesn’t represent an obstacle to the
development of enterprises. The SMEs don’t consider the age as a relevant
parameter to determine the efficiency of a worker (especially for clerical and
managerial tasks), while during staff’s recruitment both profession competences and
experiences are privileged.

In this context, the upgrading of skills plays a key role. Formative policies show
a double value for the enhancement of mature workers: as an essential instrument in
the continuous process of professional growth and as an opportunity for the
intergenerational competences transfer, so that the aged workers become active part
of the process. The survey recorded many examples, both in traditional ways
(coaching, tutoring, mentoring) and in new recent modality (reverse mentoring).

Training, also, plays a key-role in the process of development of age manage-
ment measures that support the permanence of mature workers within the company
by improving the work organization (Table 5).

The topic of work organization is related also to the development of career. By
means of age management, organizational strategies take into account the evolution
of workers’ motivations, expectations and needs throughout his whole professional
career, according to the company’s mission.

In companies that subsidize the work-family balance as an organizational set-up,
the demographic structure shows that over 50 s rate is rather substantial (41.3%),
quite far from the average value; in detail, males represent 46.3%, female 27.8%.
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Equally evident, the over 50 presence in large enterprises that subsidize organi-
zational practices like team job or job rotation (33.7%; Table 6).

Regarding these issues, it should be stressed that the results of the SMEs survey,
underline an inadequate system for the definition of the employee’s career paths, in
contrast with large companies policy. When these systems are present, they are
focused on firms of upper-middle-size (50–249 employees) and they are rarely
addressed to target over 50 s. They are mainly achieved by changing roles and
tasks, connected to new skills acquisition or seniority, but sometimes also to new
responsibilities as coach or tutor for intergenerational skills transferring. Practices
of skills verifying and potential checking, or periodic vocational guidance and
assessment, are also not common.

The large enterprises that have implemented best practices in age management
present some common features. All of them are very large companies (+500
employees) with more than 30% of workers over 50 and located in the north of
Italy. They belong to international corporation groups and most part of them pro-
duce in the services sector, where working-life extension creates re-motivation and
skills upgrade needs; whereas, in manufacturing sector, the most affected by eco-
nomic crisis, the need to manage the life cycle of workers, seniors in particular, is
linked mainly to the strenuous and arduous work, or to higher risk of on-the-job
injury. The corporate culture of these 15 companies appears shaped around the
Corporate Social Responsibility (CSR) approach and the human resource devel-
opment (training is considered strategic), as well as around the propensity for
innovation.

As you can deduce analyzing the 15 good practice observed by qualitative
survey, especially by case-studies, the most important actions of age management

Table 5 Companies that have implemented specific actions to develop the skills of over 50
workers. Absolute values and % firms total in a specific class of employees

Actions Up to 499
employees

500 or more
employees

a.v. % a.v. %

Internal training measures for over 50 workers 7 36.8 5 23.8
External training schemes for over 50 workers 3 15.8 2 9.5
Training courses for mobile workers 1 5.3 1 4.8
Intergenerational skills transfer 11 57.9 19 90.5
Educational exchanges with other companies 3 15.8 2 9.5
Budget, recognition and/or skills certification 1 5.3 3 14.3
Personal projects that develop new skills 2 10.5 1 4.8
Other 4 21.1 2 9.5
Total companies 19 – 21 –

Source Inapp (former Isfol), 2015
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can be grouped into three priority areas: training, work-experience enhancing and
intergenerational dialogue sustaining. The general aim is maintaining the overall
company profitability by improving worker’s productivity, particularly that of older
employees, normally related to highest costs.

Furthermore, actions for motivation support, for generational diversity enhanc-
ing and work-life balance promoting, are very important. Particularly, are included:
interventions aimed to get old employees involved in new activities by enhancing
their experience (both work and life); needs analysis realized paying attention to
intergenerational dialogue and workers involvement; test of participatory working
method, mixing working groups by gender and age.

Generally, large companies dealing with workers ageing, follow the same path
characterized by some inevitable steps: (1) awareness of the problem; (2) analysis
of the demographic structure of the company; (3) recognition of the mature staff
needs; (4) design and launching of pilot projects; (5) results verification and
evaluation for proper corrective actions implementation. This often involves the
introduction of several organizational innovations, such as a new business function
(e.g. Inclusion Division), or a specific responsibility position (e.g. Diversity
Manager).

Table 6 Over 50 rate of personnel in companies that activate innovative organizational set-up (%)

Innovative organizational set-up Over 50 personnel
Total Male Female

Subsidizing practices of organizational set-up as team
job and job rotation

No 22.4 24.8 17.3
Yes 33.7 41.7 24.1

Introducing new technologies No 24.2 27.1 18.6
Yes 28.2 25.5 32.2

Developing practices for work-family balance No 23.7 26.3 18.5
Yes 41.3 46.3 27.8

Promoting practices of fidelization No 24.3 27.1 18.8
Yes 19.1 19.5 18.4

Other No 24.2 27.0 18.8
Yes 29.1 31.3 23.3

Total 24.3 27.1 18.8
Note To compensate the lack or incomplete answer provided by respondents on the demographic
structure of enterprises (number of employees by age and gender) missing data were imputed using
the following criteria
– for “Total employees” were used the data in the ISTAT ASIA 2011
– for total employees over 50 were used average values by sector (ATECO2 digit), derived from
ad hoc processing ISTAT survey “Labour Force 2013”

– for the distribution of employees by gender were average values by sector (NACE 5 digits),
number of employees and geographical distribution of the survey Indigo-CVTS

Source Inapp (former Isfol), 2015
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The main elements of strength of age management good practices are related
with a positive approach that better interpret the right meaning of “lifecycle man-
agement”, instead of “older workers management” (positive valuation approach of
ageing; intergenerational approach considering the complexity of company’s
demographic system). Some key-factors moreover are very important in order to
facilitate the initiative sustainability and implementation, such as clear communi-
cation in all project phases, convenient aims for both staff and company, assimi-
lation in plant-level bargaining, economic sustainability, periodic results
verification and final evaluation. At last, a favorable external environment, CSR
friendly, free from clichés, stereotypes and prejudices that can compromise the
results of corporate policies against discrimination, is essential. For such reason, a
business network could be useful, by best practices knowledge too, to spread out a
new corporate culture based on management’s innovation standard, still not very
diffused in Italian work organizations.

4 Conclusions

The Italian enterprise actions are influenced not only by actual economic crisis, but
also by the demographic ageing process and its impact on the workforce’s system
evolution.

The quantitative survey reveals that the SMEs have implemented a defensive
strategy against the crisis, with no relevant differences with regard to the size. The
smallest one mainly have been hit by negative economic trends and their prof-
itability and productivity decreased more than medium sized enterprises that
invested in training and skills improvement in a more effective way.

Conversely, age management’s best practices survey shows that large com-
panies implemented differentiated strategies. On the one hand you can find
enterprises taking a defensive attitude (cutting costs, staff reduction, resorting to
layoffs); on the other hand there are firms that have worked towards the inter-
nationalization, the innovation of product and process, the search for new mar-
kets, the expansion and the promotion of competitiveness also through human
capital enhancement.

Qualitative in-depth analysis results show that demographic ageing is a field
still unexplored also by largest companies. The focus on this phenomenon is quite
recent and often connected to specific needs imposed by contingent circumstances
or by external solicitations.6 In any case you can observe some solidify

6For example: economic crisis increasing, retirement system reforming, 2012 as European Year for
Active Ageing and Solidarity between Generations declaring.
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experiences too, where enterprises have been committed for long time in devel-
oping a new corporate welfare, based on working well-being and diversity
management. With increasing size, enterprises implement virtuous actions in a
long-term development prospect of working-life cycle and diversity management.7

Therefore, in large companies it is more likely to detect policies and structured
age management’s interventions, as well as experiences inspired by CSR and
developed in the long term, contributing to build a corporate identity within the
territorial system.

In summary, the extension of working life is influenced by a factors combina-
tion: regulatory environment, labour market rules and the different business
strategies aimed to facing the work-force ageing. Companies can contribute to keep
older workers longer in employment by changing their structure and management
strategies, while labour policies can make available financial incentives. Preserving
older workers employability requires, therefore, multidimensional actions both in
labour and welfare policies and in enterprises organizational set-up. Only the
establishment of collaborative working relationships between all stakeholders
involved (workers, enterprises, trade unions, local networks and the society as a
whole) can improve both the older workers opportunities to keep their job and a
longer work-life’s good quality. This will be possible if national and regional active
labour market policies contribute to create a good working environment in order to
develop a new corporate welfare inspired to diversity management criteria. In this
context, the right answer to workforce ageing is the intergenerational cooperation
rather than the generational turnover in labour market. If age represent an oppor-
tunity, instead of a critical factor, generational turnover mechanism should be
definitively abandoned to increase the employment level.
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Generating High Quality Administrative
Data: New Technologies in a National
Statistical Reuse Perspective

Manlio Calzaroni, Cristina Martelli and Antonio Samaritani

Abstract Statistical reuse of administrative data is limited by serious issues about
data quality: these concerns are particularly serious in innovative contexts, in which
only administrative data could provide the required granularity and fit to the real
processes. Administrative data semantic and meta-information, in particular, are
hardly ascribable to general notation standards: PA, as a services purchaser, is often
not able to provide to its suppliers efficient clues about the way data must be
denoted in their statistical reuse perspective. In this paper we discuss how new
technologies and semantic web, in particular, may provide unprecedented methods
and instruments to support PA in orienting their suppliers to high quality admin-
istrative data: the joint role of the National Statistical Institute and Public bodies, as
owners of administrative data, will be discussed.

Keywords Data reuse ⋅ Statistical and administrative information systems
Semantic web ⋅ Statistical and PA ontologies

1 Administrative and Statistical Data: A Problematic
Convergence

A complex social and economic environment requires a network approach both at
administrative and statistical level [1].
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The main strategy, in this perspective, is data integration and reuse [2]. At
administrative level, this means efficiency in services delivery, bureaucracy burden
reduction and a more integrated administrative vision.

As regards computing, this means less redundant data systems and a highest
quality level. Statisticians, when able to rely on good administrative data sources,
achieve a granularity description level, hardly attainable with traditional survey
protocols.

These results may be achieved only with a joint effort of legislation, adminis-
tration, IT services and statistical agencies protocols.

1.1 The European Vision

The European Commission advocated on data reuse both in statistical and
administrative framework.

Following the Commission guideline on production of EU statistics (Brussels,
10.8.2009 COM (2009): “Any development in the area of statistics is determined by
two main drivers: on the on hand the need to deal with new and emerging needs for
statistics, and on the other the need to reduce the burden on respondents, as well as
the costs for producing statistics. In addition, the circumstances in which statistics
are produced have changed following developments in the information technol-
ogy…. Users increasingly need integrated and consistent data, as the phenomena
that are being measured become more complex and interrelated. … Efficiency gains
can be obtained by the re-use of these administrative data for statistical purposes….
But efforts are needed to ensure the quality of the data, because very often the
administrative are not available in the form needed for statistics.”

Over the past thirty years, the European Statistical System (ESS) has developed
a conceptual system of classification for economic and social statistics, useful to
compare statistical data from member countries [3]. This scheme is an important
starting point as it represents a relevant experience widely tested, also in
non-statistical environments.

In the administrative and management context, reuse is an extremely sensitive
topic to deal with [4, 5]. The European agenda for digital and collaborative
economy may be, in fact, a strategical lever for data reuse: in the European vision,
digital infrastructures activity aims at empowering researchers with easy and con-
trolled online access to facilities, resources and collaboration tools, bringing to them
the power of ICT for computing, connectivity, data storage and access to virtual
research environments.

Digital Single Market, for instance, is one of the Commission’s top priorities and
it requires Europe to overcome barriers related to infrastructure, broadband
accessibility, copyright and data protection, by enhancing the use of online services
and digital technologies. If properly realized, also by a semantic point of view, it
could be a remarkable driver for an administrative and informational/statistic joint
language.
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As far as it regards public administrations and services, the European Com-
mission is taking concrete actions for the development of Cross-border Digital
Public Services. These include, but are not limited to, the creation of European
interoperable platforms such as a common framework for citizens’ electronic
identity management (eID), and the fostering of innovation through the Competi-
tiveness and Innovation Programme (funding Large Scale Pilots and eParticipation
projects).

1.2 The National Vision: Opportunities and Concerns

Taking into account the European regulatory environment, many are the initiatives
that have been taken by national bodies (jointly or individually) to cope the new and
emerging information needs. The exigency to reduce the burden on respondents, as
well as the costs for producing statistics, is driving National Statistical Agencies
(and Istat) to (re)use integrated administrative data.

An important premise: up to date, it is easier to reuse, for statistical purposes,
administrative data on private entities than on public bodies. Some example will
highlight these problems.

In 2011, Istat developed, in support of economic censuses, a system of integrated
administrative data useful to realize a “virtual census” on economic entities, to keep
updated on a yearly base. It was impossible, in that occasion, to obtain the same
product for public bodies: available administrative data did not have the required
statistical quality. For this in April 2016 Istat succeed in launching a survey to
gather the figures useful to update the 2011 census on PA.

A similarly unbalanced situation has been found when reusing electronic invoice
data. As well known, the review on public spending is a major policy aim. In this
area, electronic invoice could represent a strategical data source. An analysis of
these data is ongoing with the ultimate prospect of their integration in the PA
Statistical informative system.

Nevertheless, the task is not easy, as expenditures classification and conceptu-
alization is quite uneven.

Public bodies expenditure data may be derived from balance sheets. Different
administrative acts create administrative data potentially useful to analyzing specific
subjects (ex-ante or ex post, as described). In the following, the classification
environment:

(a) Balance sheets are conceptualized along two main concepts: program and
mission; missions are coded with Cofog (Classification of the functions of
government), at different levels, depending on institutions. In balance sheet, the
concept of chapter, to describe specific expenditure, is characterized by more
than 5000 items, with inconsistency problem on the same chapters in different
agencies;
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(b) PA expenditure are documented by SIOPE, a computerised system which
records the receipts and payments made by public administration treasurers/
cashiers in order to ensure that public accounts comply with the conditions
provided for in EU legislation. SIOPE uses an own classification (for central
administration 352 codes);

(c) Electronic invoice classify expenses using (not always) CPV (Common Pro-
curement Vocabulary) standard that use about 9.500 voices. This coding is
required only for expenditure greater than 40.000 euros.

(d) Istat defined a specific classification in support of 2011 census to gather
information on services performed by PA to privates and firms.

The minimum goal should be an expenditure analysis from an aggregate level
(balance sheet) to the single voice (electronic invoice); with the described classi-
fications, in practice, this objective is quite impossible to achieve.

These examples show that, despite European and national high-level initiatives,
the convergence between administrative and statistical environments is far for being
optimal. The examples previously discussed show a convergence of different rea-
sons: (i) some are linked to long standing established practices, not suitable any-
more, to data reuse; (ii) other are linked to innovative administrative processes. Real
world evolves, in fact, at a very high pace and, jointly, administrative data go
forward. Statistical agencies could be obliged chasing, often late, the stakeholders’
adopted language. In this perspective, the contribute of digital agenda achievement
is paramount, as it is the only channel really connected to most innovative processes
and stakeholders profiles.

As far as it regards implementing the Italian Digital Agenda, AGID, a legally
mandated organization under the supervision of the President of the Council of
Ministers, is developing technical requirements and guidelines to enable and
empower cooperation among information systems of governmental bodies and the
European Union. In this perspective, it is strategical to design the national frame-
work for interoperability of services for the technical and semantic interoperability.

One of the most strategical proposal is The Public Digital Identity System
(SPID), the Italian government framework compliant with the EU eIDAS regulatory
environment, aimed at implementing electronic identification and trust services in
e-government and business applications. eIDAS regulation aims at boosting the
user convenience, trust and confidence in the digital world, while keeping pace with
technological developments, promoting innovation and stimulating competition.

Another important product is Pago PA, which provides customers and
non-customers alike with its electronic payment solutions in favour of the Public
Administration and public service providers. It is immediate to see the level of
overall knowledge enhancement that these new services may provide at descriptive
granularity level, as they address single, specific items. The descriptive semantic
has, however, to be governed. In this sense, for instance, it would be desirable to go
even further on electronic invoice, for instance linking the service to e-procurement
platforms and trying to identify the purchased item and not only the class to which
it belongs.
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A convergence path among different institutions is not only desirable, but pos-
sible, as witnessed by the successful example provided, some years ago by the
economic classification (NACE). During the changes connected with the new
NACE 2007 classification, Istat Internal Revenue Service, Chambers of Commerce,
INPS worked in an specific committee (where were represented the main PA
interested in it, more than 40) to develop a unique Italian version of the new
classification; four different economic classification (one for each bodies before
mentioned) were acting in Italy before this coding transfer.

In the following some issues to consider to ensure convergence among PA
(services holders and providers) and IT (technology suppliers).

1.3 Public Administrations

Reusable (administrative and statistical) data critically depend on public services
computerization.

Unfortunately, public administrations are traditionally linked to administrative
dialects, particular semantics, specific regulations and habits. Moreover, the net-
work and reuse perspective is not common in directives implementing regulations:
the priorities are more focused on specific objectives. Among the standards that
have to be meet when computerizing a public service, reuse is not frequent and
often semantics and coding protocols are not mandatory. When a service has to be
automatized, procurement in Public administration is often completely demanded to
IT services, usually not involved in dominion issues: the result is different
administrative languages and semantics difficult to harmonize.

1.4 IT Services

Usually IT professionals are called to transform specific requirements in solutions,
which, on their turn, generate data repositories: IT specialists are not specifically
trained on reuse problem and usually they are not particularly sensitive to the issue,
especially if this approach could be perceived as a technological performances
downgrading. Sometimes reuse approach is considered uneconomical by IT com-
panies, as emancipates purchasing bodies and increases competitiveness. It is very
usual, in fact, that IT companies, who has designed and built an operational system,
are involved again to produce also the informational level: it is usually a problem,
in fact, to switch to a new supplier when the documentation level, often drawn up
only for system maintenance is low or merely technological.
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2 Current Strategies Toward Network Administrative
and Statistical System

To overcome the problems previously outlined, a joint national bodies’ role is
paramount. In the framework of this paper, in particular, we will focus on statistical
agencies and on those responsible for implementing and developing technical
requirements and digital guidelines: for Italy ISTAT and AGID.

Both the bodies, from different perspectives, have the mandate to enable and
empower the cooperation among governmental bodies’ information systems and to
promote and disseminate information initiatives. In charge of both also training for
citizens and civil servants. A strong coordination among the two is the necessary
precondition for any reuse politics.

The objective may be pursued at different levels.

(i) From a minimum level, in which specific languages (classification and defi-
nition) are framed in a more general classification systems (for example,
among others ESS). In this way it would be possible to integrate information
generate by any specific classification in a general schema;

(ii) To the level in which the same language is adopted and used.

The ultimate objective is to stimulate an evolutive virtuous circle between
operational and informational systems to bridge the (i) level to the (ii).

Given the general framework, an operational system, needing a higher
descriptive granularity level, may adopt a more detailed and specialized language.
Data may be used by reference to the general level for a wider stakeholders’
community, or shared with bodies interested at the same granularity level: this latter
is only feasible if national bodies provide diffusion of best practices. A similar
schema has been applied, for instance, in information systems in support of work
accidents risk profile detection; administrative data, referred to very specific work
processes has been also linked to the more general National Insurance taxonomy.

3 The Contribute of New Technologies

New technologies represent, together with laws, the feasibility framework to
address the issues previously discussed.

Many innovative proposal and solutions have been advanced to diffuse and reuse
administrative data repositories: ETL, big data, open data, linked data. All these
approaches operate on administrative system output data and for all of them
important concerns on data quality hamper their statistical reuse. Different bodies,
who want to harmonize and integrate their data, are nowadays obliged to perform
complex ETL procedure: transparency and quality level of the integrated system is
often damaged. This issue is even more severe if ETL results are diffused as open
data and reused in statistical analysis whose bias is not clear. It would make a great
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difference if new technologies became involved also in the process of administra-
tive sources generation, along the whole data biography, from creation, to usage
and diffusion.

Ontologies, for instance, if produced and diffused at official level jointly by
national authorities, may represent an important leverage: when a new operational
system has to be produced, they could be used also to generate shared schemas and
coding tables.

An important trade-off between the exigencies of concurrency and standard
languages is characterizing modern societies: the increase of system players often
implies the proliferation of administrative or technical languages. A modern
response cannot consist in centralisation, bureaucracy and hierarchical informative
structures: the answer is in semantic technologies, able to provide a widespread,
shared communication structure among different and concurrent players.

It must be noted that technologies support is not properly considered when
drafting new regulations; for instance when addressing transparency in public
procurements and electronic invoicing, exceptions in data specification are granted
for lower amounts.

The ratio is to lower the bureaucracy burden, which is often such only for the
system bad organization and conceptualization: a good use of new technologies in
support of operational systems would result in a better users experience and in a
richer and reusable data repository.

4 Conclusions

Administrative and statistical data reuse is considered, both at Community and at
national level, a mandatory condition for efficient public information dissemination.
Politics evaluation and transparency promotion actions would be hardly feasible
without a full exploitation of the data generated by the administrative processes
involved in the analyzed processes.

In many fields, standard semantic and coding procedures are available, but too
often data reuse protocols are activated only when the data have already been
generated and produced: in other terms, in many strategic fields, only ex-post
measures are applied, seriously affecting, in this way, the overall information
quality.

Different is the situation when the data reuse objective is considered along the
whole information biography, as it exerts its effect both ex ante (at the policy
formulation stage, providing information on dominion and scope of governance
action; generating and coordinating administrative acts) and ex post, when new
rules have been put into effect, to evaluate their consequences and outcomes.

Semantic homogeneity, base for effective, efficient, sustainable and economic
data reuse, has to be strived and achieved at every governance stage, from law-
making and policies organization to services computerization
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In this perspective, in the framework of a more general discussion of the role of
major public bodies in the generation of a common, general and public adminis-
trative language, a specific reflection has been developed on new semantic tech-
nologies and on ontologies. In this work perspective, in fact, they may provide a
tangible support to national agencies to develop a joint and harmonized language,
functional both to governance actions and to an open, competitive and innovative
society.
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Exploring Solutions for Linking
Big Data in Official Statistics

Tiziana Tuoto, Daniela Fusco and Loredana Di Consiglio

Abstract Official statistics has acknowledged the value of big data and has started
exploring the use of diverse sources in several domains. Sometimes, big data
objects can be easily connected to statistical units. If a unit identifier is available, the
opportunity to link big data to existing statistical micro data can allow enlarging the
content, the coverage, the accuracy and the timeliness of official statistics, for
example Internet-scraped data could be used with this aim. In this setting, new
challenges arise in data integration with respect to linking administrative data. In
this work, we describe a real case of integration of web scraped data and a statistical
register of agritourisms specifying the novelties and challenges of the procedure.

Keywords Big data ⋅ Internet-scraped data ⋅ Data integration
Data linkage ⋅ Farm register

1 Introduction

In the recent years, Official Statistics has acknowledged the value of Big data and
has started exploring the use of diverse sources in several domains. For some of
these external sources, the object can be easily associated with a statistical unit of
the target population. In those cases, if a unit identifier is available and shared with
the NSI, the opportunity to link Big data to already existing statistical data at
micro-level can allow enlarging the content, the coverage, the accuracy and the
timeliness of official statistics. In the case of the Internet-scraped data, there is a
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great potential to enrich the information of the traditional statistics. In this setting,
new challenges arise for data integration experts in official statistics, due to the deep
differences with respect to the familiar framework in which administrative data have
been integrated for a long time in order to produce statistical outputs, e.g. statistical
business and population registers. In this study, exploiting a real case as a starting
point, we describe novelties and challenges in integrating Internet-scraped data with
traditional statistical datasets, from the entity extraction and recognition phases to
the unit matching algorithms. As case study, we propose the linkage of
Internet-scraped information with data related to agritourisms, as reported in the
statistical Italian farm register, that is obtained by the integration of several
administrative sources. In order to overcome some limits of the so far
well-established linkage procedures, we propose to explore new techniques not yet
introduced in the official statistics production system. Finally, we devote the due
attention to the output quality evaluation, to better analyse benefits and risks of the
integration and to allow the analysts to take into account potential integration errors
in subsequent analyses.

2 Standard Solutions in Official Statistics

The combined usage of data coming from different sources is a current practice in
official statistics since some decades. Administrative data is largely used for
building up statistical registers, as benchmark at aggregated level, as auxiliary
information and for replacement of survey variables [4]. When data are available at
micro level, record linkage techniques are widely applied in order to recognize in
different sources the same real world entity even in absence of a unique identifier.

The most widespread statistical approach to record linkage is based on the
Fellegi and Sunter [5] theory and several statistical institutes have designed and
developed tools to be able to face record linkage problems arising in linking survey
and administrative data. An up-dated critical review of methods and software for
record linkage is in Tuoto et al. [15] where the proliferation of methodologies and
tools in recent years is interpreted according to assigned criteria, namely flexibility
of the tools with respect to the support to input/output formats, extensibility,
maturity, supported language and coverage of functionalities related to identified
sub-phases in which it is possible to organize a record linkage process to reduce its
recognized complexity.

Since 2006, the Italian National Institute for Statistics (Istat) has designed and
developed RELAIS, an open source toolkit providing a set of techniques for facing
record linkage projects [14]. As principal feature, RELAIS is designed and
developed to allow the combination of different techniques for each of the record
linkage phases, so that it can provide solutions for different linkage problems on the
basis of application and data specific requirements.

In ten years, the RELAIS toolkit has been applied in several situations, i.e. when
dealing with:
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• data of different quality coming from administrative sources (as resident permits,
hospital admissions, road traffic accidents, etc.);

• huge amount of data (i.e. the 60 million of people involved in the Italian
population census at the time of the post-enumeration survey)

Previous experiences with data related to agriculture have already shown that
these data have some peculiarities with respect to the record linkage task, essen-
tially related to the inaccuracy of the “name” of the statistical units and the diffi-
culties in identifying detailed address in rural areas. In fact, in the agricultural field
the “name” could be the farm name (like the business name) or the farm operator
name. This is particularly the case when such information come from administrative
sources and refer to units that only indirectly are associated to the target statistical
units, for instance because the sources were compiled for different purposes, e.g.
fiscal and benefit purposes. Moreover, when extended large families operate farms,
different family members could appear as reference for tax, benefits or as land
owners. Furthermore farm addresses in rural areas are often the generic name of the
land and are often shared for all the units and houses located, increasing the
difficulties in linking sources and resulting in imperfect matching.

3 Issues in Linking Big Data

The definition of a linkage strategy requires selecting the set of the most discrim-
inant common variables. Linkage methods typically compare different variables of
the entities using a set of distance measures. The resulting similarity scores may be
combined using different aggregation functions. If the data sources use different
variable value representation formats, values have to be normalized by applying
transformations prior to the comparison. Designing a good linkage strategy is a
non-trivial problem as the linkage expert needs to have detailed knowledge about
the data sources in order to choose appropriate variables, data transformations,
distance measures together with good thresholds as well as aggregation functions.

Currently, a very large number of information is available from the web. Official
statistics has acknowledged the value of Internet-scraped data and has started
exploring their use in several domains (for instance in statistics on ICT use in
enterprises [1] and tourism [6, 11]). In most cases, data coming from the web is not
directly comparable with data collected and organized by National Statistical
Institutes and a lot of work is needed to create integrated data.

In fact, data can be scraped directly from the website where several information
at unit level can be harvested (company, agritourism in this case). On the other
hand, this model requires first identifying the websites and then it has to face with
different queries and different formats obtained from each website. Otherwise, data
can be scraped from “hub”, website hosting and describing a plurality of units (for
instance, hotel, agritourism, etc.), in this case the number of information that can be
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achieved is smaller than in the previous case and conditional on the available
information on the hub.

In addition, it is likely that the Internet-scraped data are not standardized or
codified. In some sense, official statistics are already prepared to face this kind of
problems but the pre-processing phase is still a very time-consuming process and a
lot of work is needed to identify models that can easily support the data recon-
ciliation, the management of the complexity and to allow the data integration
step. Other typical problems can be related to the low quality of data and to changes
in the data model of the external source.

So, in order to integrate web scraped data in the official statistics production
process, a system is required for data ingestion and reconciliation that allows
managing a big data volume of data coming from a variety of sources. The sta-
tistical production system needs to produce the ontology and the big data archi-
tecture, and the mechanisms for the data verification, reconciliation and validation.

The main issue of this task seems to be the definition of the reconciliation
algorithms and their comparative assessment and selection. A reconciliation step is
needed to deal with the variety and variability of data, e.g. with the presence of
several different formats, with the scarce (or non-existing) interoperability among
semantics of the fields of the several datasets. Generally, in order to reduce the
ingestion and integration cost, by optimizing services and exploiting integrated
information at the needed quality level, a better interoperability and integration
among systems is required [2, 8, 12].

This is desirable but not always possible, due to lack of communication,
agreement, operability between actors. This problem can be partially solved by
using specific reconciliation processes to make these data interoperable with other
ingested and harvested data. On the other hand, this approach does not solve the
problem since instances can be not interoperable and linked together. For example,
a street names coming from two different sources physically identifying the same
street may be written in different manner creating a sematic miss-link. These
problems have to be solved as well with reconciliation processes. On the other
hand, the web data sources may report a “commercial” name as “name” for iden-
tifying unit, something appealing for web searchers and potential customers, while
in the official data the unit is reported with different name unrelated with the
previous one.

The whole linkage activity includes processes of data analysis for ontology
modeling, data mining, formal verification of inconsistencies and incompleteness to
perform data reconciliation and integration. Among the several issues, the most
critical aspects are related to the ontology construction that enables deduction and
reasoning, and on the verification and validation of the obtained model.

The reconciliation phase may find advantages in relying on a repository or
dictionary, for example of existing Street in a Town, but this kind of products is
expensive to build up or to acquire. In fact, a relevant process of data improvement
for semantic interoperability is related to the application of reconciliations among
the entities associated for instance with locations as streets, civic numbers and
localities. Unfortunately, it is not always possible to perform reconciliation at street
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number level, i.e. connecting an instance that uniquely identifies a street number on
a road, the finest level of localization; sometimes, the reconciliation is only at
street-level, with less precision, or at the worst at municipality level. On this regard,
there are different types of inconsistencies for which reconciliation did not return
results, both for the lack of references into the scraped data (some streets and civic
numbers can be missing or incomplete) and for lack of correspondences into the
repository/dictionary. Finally, it could happen to have location entities which result
as wrong and not reconcilable due to (i) the presence of wrong values for streets
and/or locations, and (ii) the lack of a consistent reference location.

To summarize, the reconciliation phase requires different steps, for instance
starting from searching for correspondences at the finest level (i.e. the street
number), but allowing for correspondences at higher level of disaggregation (i.e.
street, municipality) in the further steps. Finally, applying a manual correction and
cleaning or manual search of non-identified matches into a list of probable candi-
dates suggested by the previous disregarded results.

During the reconciliation step, there may be cases where no connection among
the data are caused by a different encoding of the instances, for instance the name of
the municipality. To support the reconciliation process each time new data are
available, they should be automatically completed with the correct Istat munici-
pality code.

Another very common issue in integration is related to the existence of multiple
ways to express the toponymy qualifiers, (e.g. Piazza and P.zza) or parts of the
proper name of the street (such as Santa, or S. or S or S.ta): this issue can be
overcome thanks to support tables, inside which the possible change of notation for
each individual case identified are inserted.

At the end of this huge and complex reconciliation process, it is possible to
define the most appropriate linkage strategy, i.e.:

• Choose appropriate variables.
• Specify and tune the parameters: the distance measures together with good

thresholds.
• Define the proper model for aggregating scores functions.

However, definitively, the effectiveness of the linkage process is dramatically
affected by the output quality of the pre-processing phase.

An alternative to standard linkage methods (Fellegi and Sunter, [5, 9]) is rep-
resented by supervised learning algorithm which employs genetic programming in
order to learn linkage rules from a set of existing reference links. For instances, [10]
proposed GenLink, which is capable of matching entities between heterogeneous
data sets which adhere to different schema. By employing an expressive linkage
rule representation, the algorithm learns rules which:

• Select discriminative properties for comparison.
• Apply chains of data transformations to normalize property values prior to

comparison.
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• Apply multiple distance measures combined with appropriate distance
thresholds.

• Aggregate the result of multiple comparisons using linear as well as non-linear
aggregation functions.

Following genetic programming, the GenLink algorithm starts with an initial
population of candidate solutions which is iteratively evolved by applying a set of
genetic operators. The basic idea of GenLink is to evolve the population by using a
set of specialized crossover operators. The applicability and efficacy of this kind of
solution in official statistics context has to be studied and tested.

Finally, whatever will be the linkage strategy, for a proper usage in official
statistics context, the verification and validation of results is a key aspect, as well as
the provision of the quality indicators of process and products, in order to allow
other data analysts to perform the correct analyses on the integrated data. This task
is often very expensive in terms of time and resources.

4 A Case Study: Linking Internet-Scraped Data
of Farmhouse to the Farm Register

As case study we propose an integration of Internet-scraped data regarding agri-
tourism with data reported in the Farm Register built up by Istat. The final aim of
this integration is the use of Internet information for statistical purpose, in particular
to update and integrate some agricultural data collected in the Farm Register.

In fact, in order to produce harmonized and comparable statistics, one of the
Eurostat core recommendations is to define and set-up a Statistical Farm Register
(SFR). SFR represents a key element for the Agricultural Statistical System and the
basis for sample selection. In Italy, it is built by integrating several administrative
sources (Integrated Administration and Control System, Animal register, Tax
declaration on agricultural land, land cadaster, Chamber of Commerce, Tax on
Value Added on agricultural income) and some statistical sources (Business
Register, Agricultural Census, Agritourism survey, Quality product survey).

Big data could be used to update the SFR, permitting the production and the
periodical dissemination of statistics related to the activities and to the services
offered by the agritourism farms, at a minimum cost. The choice of agritourism
topic depends on the presence of portals in the web, an important perspective in this
experimental phase.

So, the initial and most important target of web scraping is represented by the
different websites acting as “hubs” (hosting and describing a plurality of Agri-
tourism), in general maintained by Regions, or by private organizations, and con-
taining information regarding name, address, geographic coordinates, telephone,
e-mail, prices, offered services, etc. A specific scraping application is developed for
each hub; this permits to collect all the semi-structured information so to compare it

54 T. Tuoto et al.



to the official data set. At the end, three hubs are considered, among the most
popular websites providing this kind of information.

As specified in the previous section, this unrefined information requires a
laborious pre-processing activity because they are unusable for integration in the
way they are scraped. Then it is necessary to standardize the variables for each hub
dataset. In the internet-scraped data the several information are not delimited by
separators or fixed length of the fields, so it is necessary to recognize address,
province, town, region, country distinguishing those by the agritourism name. It is
necessary to recognize the different variables and then codify municipalities with
the Istat code. Addresses are validated using the following software http://www.
egon.com/en/solutions/address-validation.html

In some cases it is not possible to identify a correct address and the observations
without a normalized address have been deleted (about 35%).

Furthermore, to increase the significance of the company names in each file the
most common words (i.e. Agriturismo, Azienda Agricola, Affittacamere, ect.) have
been eliminated.

In addition, it is necessary to make a first linkage process between the three
datasets from the three different hubs in order to obtain a single deduplicated dataset
comparable with the Farm Register.

The linkage activities have been performed using RELAIS. Several linkage
strategies have been applied, the most effective in revealing matches without
introducing false matches is based on the following step:

1. Data cleaning—preparation of the input files (pre-processing) as above descri-
bed; as well known in official statistics the preparation of input files is the first
phase and requires 75% of the whole effort to implement a record linkage
procedure, in this case the pre-processing step is particularly huge and expen-
sive, requiring almost the 95% of the whole time.

2. Choice of the common identifying attributes (matching variables); after the
previous phase, it is important to choose matching variables that are as suitable
as possible for the considered linking process. We use: company name, address,
province, municipality and region.

3. Search space creation/reduction; to reduce the complexity it is necessary to
reduce the number of pairs to compare. We choose Blocked Simhash function
[13, 3], which combines the Blocking Union method (using region variable)
with SimHash (using company name/address variable).

4. Choice of decision model; in absence of a unique identifier we decide for a
probabilistic model according to the Fellegi and Sunter [5] theory.

5. Choice of comparison functions; Comparison functions measure the “similarity”
between two fields. We use equality for province and municipality variables
and, to overcome non identical strings, the Inclusion3Grams for address and
company name variables. This function have been chosen because it takes into
account the number of 3-length grams in common between the two strings, and
the target is the 3-grams amount of the shortest string.
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To obtain the best result, the linkage strategy has been designed in two iterations:
at the beginning we used the company name and region for the search space
creation with Blocked Simhash function. So only the company name has been used
as match variable with province and municipality.

In the second process, on the set of unlinked records of the first step, the address
has been used instead of the company name, with the same model, functions and
thresholds.

The chosen strategy allowed to link 2765 units, 37.8% of the smaller file, rep-
resented by the 7301 farms from the web. The farms in the Farm register are 13503.

The result is still adequate because there are some aspects to be taken into
account. The frame of SFR Agritourism is 13000 units on a total of 20000 existing
for the Agricultural Ministry. The difference may be caused by the failure of the
address normalization we have described. The SFR was built in 2013, while the
websites are updated frequently and the number of agritourism in the portal is likely
to be increasing. On the other hand, agritourism obtained by web scraping the
portals might be false farms and for this reason not included in the SFR.

The double linkage process has allowed to overcome two types of difficulties.
Addresses referred to the headquarter in a source and to the farm manager residence
in the other one could be resolved. Similarly, the issue of different names in the two
sources was overcome.

The comparison function Inclusion 3 Grams was very functional to this issue. In
fact, often in the company name string was also the name of the farm manager in
one file. With other similarity functions it could easily result in a link failure. This
function was also very useful for addresses, especially addresses in German (pro-
vince of Bolzano) written in different ways in the two files.

5 Concluding Remarks and Future Work Direction

The first attempt to link web-scraped and traditional data in official statistics allows
underlining potentials and issues connected to this operation.

The first evidence highlights the role played by the pre-processing phase and the
data cleaning/reconciliation activity. Traditionally these procedures require a lot of
work, 75% of the whole effort to implement a record linkage procedure, according
to [7] but in this case the time and work devoted to this task were even more than ¾
of the whole effort. Ignoring this task, however, may compromise the effectiveness
of the following steps. In fact, an attempt on raw not-preprocessed data resulted in
no matches identified.

The achieved match rate may seem low but the knowledge of data can explain
these results. Moreover, the comprehension of the reasons why the match rate is
low in this application may provide the main leverage to improve it. The main
issues in this specific field are:
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• Very often the farm names are different in the sources. Generally in internet we
can find the name of the agritourism, instead in administrative or statistical
sources the farm is registered with the company name. So, even with an accurate
data cleaning, it is impossible to identify the same unit if the address is not
accurate and does not provide enough linking power;

• However, very often the farm addresses are inaccurate. They are main roads,
shared by large lands, like contrada, regione, etc., generally without a street
number, so it is not possible to identify an exact and unique position.

• In some sources the farm headquarter address is recorded, while in other ones
we find the farm manager residence address. When the residence of the farm
manager does not correspond to the farm headquarter address, it is not possible
to improve the matching results even after address normalization.

It is quite clear that some of the previous issues are not specific of the
Internet-scraped data but they could generally arise with data coming from any kind
of sources not designed for statistical purposes. Moreover, in this specific field the
Internet data itself may provide a strong improvement to the linkage procedure by
means of the easy availability of further information on the geographical references
of the interest units. The use of geoinformation in linkage procedure seems a
promising direction to explore.

Finally, it seems that this kind of linkage activity needs first of all to define an
incremental process able to analyze, integrate and validate each added data sources.
The main point to facilitate this task is related to the availability of mechanism for
automatizing the data interpretation, verification, reconciliation and coding. In the
Big data context, whit several sources different with respect to many aspects, this
step cannot be managed with traditional solution, requiring a hard human resource
involvements. In parallel, techniques for data linkage, different with respect to the
traditional ones, may allow the comparison of less structured data. At the end, the
statistical validation of the linkage results and the measurement of output quality
need to be assessed.
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An Algorithm for Finding Projections
with Extreme Kurtosis

Cinzia Franceschini and Nicola Loperfido

Abstract Projection pursuit is a multivariate statistical technique aimed at finding

interesting low-dimensional data projections. A projection pursuit index is a func-

tion which associates a data projection to a real value measuring its interestingness:

the higher the index, the more interesting the projection. Consequently, projection

pursuit looks for the data projection which maximizes the projection pursuit index.

The absolute value of the fourth standardized cumulant is a prominent projection

pursuit index. In the general case, a projection achieving either minimal or maximal

kurtosis poses computational difficulties. We address them by an algorithm which

converges to the global optimum, whose computational advantages are illustrated

with air pollution data.

Keywords Fourth moment ⋅ Kurtosis ⋅ Projection pursuit ⋅ Tensor

1 Introduction

Projection pursuit is a multivariate statistical technique aimed at finding interest-

ing low-dimensional data projections. It deals with three major challenges of multi-

variate analysis: the curse of dimensionality, the presence of irrelevant features and

the limitations of visual perception. As such, projection pursuit is particularly use-

ful when data are high-dimensional, data features are unclear and the approach is

exploratory.

A projection pursuit index is a function which associates a data projection to a

real value measuring its interestingness: the higher the index, the more interesting
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the projection. Consequently, projection pursuit looks for the data projection which

maximizes the projection pursuit index. The absolute value of the fourth standard-

ized cumulant is a valid projection pursuit index, according to the criteria stated in

[7], and leads to kurtosis-based projection pursuit. Its statistical applications include

multivariate normality testing, cluster analysis, outlier detection and independent

component analysis. The prominent role of kurtosis as a projection pursuit index has

been emphasized by several authors, as for example [6, 16, 17, 20]. Caussinus and

Ruiz-Gazen [3] provide the most recent review of literature on projection pursuit.

The directional kurtosis 𝜅
D
4,d (x) of a d—dimensional random vector x is the max-

imum value attainable by 𝛾
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, where c is a nonnull, d—dimensional real vector

and 𝛾2 (Y) is the fourth standardized cumulant of the random variable Y . More for-
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Clearly, 𝛾
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)
attains its maximum if cTx has either the largest or smallest fourth

standardized moment among all linear projections of x. We shall focus on the former

projections, that is
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where 𝛽2 (Y) is the fourth standardized moment of the random variable Y . Projec-

tions maximizing kurtosis might be conveniently expressed using fourth moment

matrices. Let x =
(
X1,… ,Xd

)T
be a real, d-dimensional random vector satisfy-

ing E
(
X4
i

)
< +∞, for i = 1,… , d. The fourth moment matrix (henceforth fourth

moment, for short) of x is the d2 × d2 matrix M4,x = E
(
x⊗ xT ⊗ x⊗ xT

)
, where

“⊗” denotes the Kronecker product. It conveniently arranges all the fourth-order

moments 𝜇ijhk = E
(
XiXjXhXk

)
of x, for i, j, h, k = 1,… , d. If the variance 𝛴 of x

is positive definite, its fourth standardized moment M4,z is the fourth moment of

z = 𝛴
−1∕2 (x − 𝜇), where 𝜇 is the expectation of x and 𝛴

−1∕2
is the symmetric, pos-

itive definite square root of the concentration matrix 𝛴
−1

. Basic properties of fourth

moment matrices imply
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where Sd is the set of d-dimensional real vectors of unit length. For computa-

tional purposes it is sometimes convenient to arrange the fourth-order moments
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in a different way. The cokurtosis of a random vector x with mean 𝜇 and finite

fourth-order moments is cok (x) = E
[
(x − 𝜇)⊗ (x − 𝜇)T ⊗ (x − 𝜇)T ⊗ (x − 𝜇)T

]

(see, for example, [10]). Similarly, the standardized cokurtosis of x is the cokurtosis

of z: cok (z) = E
(
z⊗ zT ⊗ zT ⊗ zT

)
. As a direct implication of results in [19] on ten-

sor eigenvectors, the d-dimensional real vector of unit length v satisfies 𝛽2
(
vTx

)
=

𝛽
D
2,d (x) if and only if it also satisfies cok (z) (v⊗ v⊗ v) = 𝜆v for the largest real

value 𝜆.

In the general case, kurtosis-based projection pursuit needs to be carried out

numerically. There are several iterative algorithms for kurtosis optimization: gradi-

ent methods [8, Chap. 3], the higher-order power method [4], the symmetric higher-

order power method [5], the modified Newton’s method [17], the fixed-point algo-

rithm [8], the quasi-power method [6]. No one of these methods guarantees achieve-

ment of the global optimum, due to the presence of several local maxima [15].

As a direct consequence, the choice of the initial value of the projecting direc-

tion is of paramount importance [5, 12], but there is no general consensus on how

it should be done. For example [5] use the dominant left singular vector of the stan-

dardized cokurtosis [9, p. 186], choose between several starting direction. Kofidis

and Regalia [12] use the dominant eigenvector of the matrix whose vectorization is

the dominant eigenvector of the fourth standardized moment. Zarzoso and Comon

[21] exploit the polynomial character of the objective function. To the best of our

knowledge, nobody never compared relative merits of the above proposal.

In the general case, projections achieving either minimal or maximal kurtosis pose

computational difficulties, as remarked by [6, 11, 18]. In this paper, we address these

difficulties by an algorithm converging to the global optimum.

2 Initialization

In this section we shall investigate the performance of an algorithm for initializing

the search for projections with extreme kurtosis, and evaluate its performance via

simulations. The algorithm was proposed by [12], and theoretically motivated by

[13, 14].

Consider a n × d data matrix X and the corresponding sample covariance matrix

S, which is assumed to be of full rank. The algorithm is defined as follows. First, stan-

dardize the data, obtaining the matrix Z = HnXS−1∕2, where Hn is the n × n centring

matrix, and S−1∕2 is the symmetric square root of S−1. Second, obtain the fourth stan-

dardized momentM4,Z =
∑d

i=1 zi ⊗ zTi ⊗ zi ⊗ zTi ,where zTi is the i-th row of Z. Third,

find the dominant eigenvector c of M4,Z , let the matrix A be such that vec(A) = c and

G = (A + AT )∕2. The latter operation is motivated by numerical problems, which

might lead to asymmetric G matrices. Fourth, when interest lies in projections with

maximal (minimal) kurtosis, compute XS−1∕2g, where g is the eigenvector associated

with the largest (smallest) eigenvalue of G.

In order to assess the accuracy of the proposed initialization, it is necessary to

compare them with the projections which achieve extreme kurtosis. As shown by
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[16, 17], projections with extreme kurtosis have many desirable properties when

dealing with two-component normal mixtures. Hence we focused on this class of

distributions in order to assess the practical relevance of the proposed approximation.

We simulated 10,000 samples of size n = 50, 100, 150, 200, 250, 300 from the two-

component mixture 𝜋1N2
[
(10, 10)T , diag (1, 1)

]
+
(
1 − 𝜋1

)
N2

[
(0, 0)T , diag (1, 1)

]
,

where 𝜋1 = 0.1, 0.3, 0.5. The same model has been used by [16, 17] to illustrate

the use of directions with extreme kurtosis for multivariate outlier detection. We

confined the simulations to the bivariate case in order to use the analytical results in

the next section for obtaining computationally simple projections either maximizing

or minimizing kurtosis.

For each simulated sample, we computed the correlation between the projection

minimizing (maximizing) kurtosis and the projection obtained by the initialization

method, together with the relative difference between the corresponding kurtoses.

Simulations’ results are reported in Table 1 and suggest that the proposed initial-

izations (a) are very satisfactory, the correlations being always greater than 0.92
(0.97) for projections minimizing (maximizing) kurtosis; (b) are more accurate for

projections maximizing kurtosis, than for projections minimizing it; (c) are only

mildly affected by increases in sample sizes and components’ weights. We performed

another simulation study to compare the performance of the proposed method with

another method, based upon the kurtosis matrix K4 (Z) = n−1
∑d

i=1 z
T
i ziziz

T
i , as pro-

posed by [18]. We simulated 10, 000 samples of size n = 50, 100, 150, 200, 250
from multivariate normal-gamma distributions [1] of dimensions d = 3, 6 and shape

parameters g = 0.5, 1.5, 5. For each sample we computed the absolute correlations

between the data projections obtained with our method and the method in [18].

Table 2 reports the simulation’s results, which may be summarized as follows. For

all sizes and dimensions the proposed method outperforms the one proposed by [18].

The difference tends to increase with the sample size and to decrease with the mul-

tivariate kurtosis of the sampled distribution.

Table 1 The first row reports weights of the first mixture’s components. The first column under

each weight reports the numbers of observations in each simulated sample. The second (third)

column under each weight reports the average correlations between projections minimizing (max-

imizing) kurtosis and their initial values

Weight = 0.1 Weight = 0.3 Weight = 0.5

Num Min Max Num Min Max Num Min Max

50 0.9351 0.9912 50 0.9362 0.9777 50 0.957 0.9763

100 0.9472 0.9978 100 0.9558 0.9754 100 0.9735 0.9766

150 0.9529 0.9991 150 0.9671 0.9738 150 0.9803 0.9758

200 0.9566 0.9996 200 0.9744 0.9733 200 0.9843 0.9763

250 0.9590 0.9999 250 0.9783 0.9720 250 0.9868 0.9761

300 0.9611 0.9999 300 0.9822 0.9714 300 0.9886 0.9764
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Table 2 The columns contain the integer part of the absolute correlations, multiplied by

100, between projections maximizing kurtosis and data projections onto the directions of the domi-

nant eigenvectors of sample G and K matrices for n = 50, 100, 150, 200, 250, d = 3, 6 and g = 0.5,

1.5, 5
𝐝 = 𝟑 𝐝 = 𝟑 𝐝 = 𝟑 𝐝 = 𝟔 𝐝 = 𝟔 𝐝 = 𝟔

Size Shape: 0.5 Shape: 1.5 Shape: 5 Shape: 0.5 Shape: 1.5 Shape: 5

K G K G K G K G K G K G

50 26 94 42 72 47 63 17 82 29 53 32 45

100 20 98 36 82 42 70 12 93 25 65 29 52

150 18 99 31 87 40 76 9 96 22 72 28 57

200 16 99 28 91 37 80 8 97 20 78 26 63

250 15 99 24 93 35 83 7 98 18 82 25 65

3 Iteration

This section describes the iteration step of an algorithm for kurtosis optimization.

We shall focus on finding projections of random vectors which achieve maximal

kurtosis. The algorithm might be trivially modified when minimal kurtosis is sought

or when only a data matrix is available.

The higher-order power method (HOPM) for a symmetric, fourth-order tensor

might be summarized as follows [4, 5] . Let W0 = vT0 x be our initial guess for the

projection of x achieving maximal kurtosis, where v0 is a d-dimensional real vec-

tor. Compute vi+1 = xi∕ ‖‖xi‖‖, where xi = cok(z)
(
vi ⊗ vi ⊗ vi

)
, where cok(z) is the

cokurtosis of z. Alternatively, the iteration step might be repeated until the distance

‖‖vi − vi+1‖‖ between vi, and vi+1 becomes negligible. Unfortunately, as remarked by

[5], the HOPM might not converge to the global maximum, that is the direction max-

imizing kurtosis.

In order to overcome this problem, we propose an iteration step which builds

upon convenient analytical properties of kurtosis maximization for bivariate ran-

dom vectors. We look for a linear combination a1X1 + a2X2 of the random vector

x =
(
X1,X2

)T
with either minimal or maximal kurtosis, as measured by its fourth

standardized moment 𝛽2
(
a1X1 + a2X2

)
. We shall follow the approach outlined in

[5] for the eigenvectors of third-order, symmetric and binary tensors. Our presenta-

tion will be more detailed and less technical, in order to show the method’s potential

among statisticians with little background in tensor algebra.

Kurtosis optimization does not depend neither on location nor scale. Hence,

without loss of generality, we shall focus on the standardized random vector z =(
Z1,Z2

)T = 𝛴
−1∕2 (x − 𝜇). We shall obtain a simple analytical form for the projec-

tion v1Z1 + v2Z2 with extreme kurtosis, where v =
(
v1, v2

)T
is a real, bivariate vector

of unit norm: v ∈ ℜ2
, vTv = v21 + v22 = 1. Clearly, the vector a =

(
a1, a2

)T
is a sim-

ple linear function of v: a = 𝛴
−1∕2v.
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The assumptions E
(
Z1
)
=E

(
Z2
)
=E

(
Z1Z2

)
= 0 and vTv = E

(
Z2
1
)
= E

(
Z2
2
)
= 1 imply

𝛽2
(
vTz

)
= 𝛼40v41 + 4𝛼31v31v2 + 6𝛼22v21v

2
2 + 4𝛼13v1v32 + 𝛼04v42, where 𝛼ij = E

(
Zi
1Z

j
2

)
,

for i, j = 0, 1, 2, 3, 4 and i + j = 4. Then we have

𝛽2
(
v1Z1 + v2Z2

)
=
⎛
⎜
⎜
⎜
⎝

v21
v1v2
v1v2
v22

⎞
⎟
⎟
⎟
⎠

T
⎛
⎜
⎜
⎜
⎝

𝛼40 𝛼31 𝛼31 𝛼22
𝛼31 𝛼22 𝛼22 𝛼13
𝛼31 𝛼22 𝛼22 𝛼13
𝛼22 𝛼13 𝛼13 𝛼04

⎞
⎟
⎟
⎟
⎠

⎛
⎜
⎜
⎜
⎝

v21
v1v2
v1v2
v22

⎞
⎟
⎟
⎟
⎠

, (4)

which may be more compactly represented as
(
vT ⊗ vT

)
M4,z (v⊗ v), where “M4,z”

denotes the fourth moment of z (that is the fourth standardized moment of x) respec-

tively. The kurtosis of vTz is either a maximum or a minimum if v is a solution

of 𝜕
[
𝛽2

(
vTz

)
− 𝜆

(
vTv − 1

)]
∕𝜕v = (0, 0)T corresponding to the maximum or mini-

mum value of 𝜆, respectively. Standard differentiation techniques lead to the system

of equations

⎧
⎪
⎨
⎪
⎩

𝛼40v31 + 3𝛼31v21v2 + 3𝛼22v1v22 + 𝛼13v32 = 𝜆v1

𝛼31v31 + 3𝛼22v21v2 + 3𝛼13v1v22 + 𝛼04v32 = 𝜆v2
(5)

The vector v is proportional to (1, 0)T if and only if 𝛼31 equals zero. In order to rule out

this case, we shall assume that both 𝛼31 and v2 differ from zero. First, eliminate 𝜆 by

subtracting the first equation, multiplied by v2, from the second equation, multiplied

by v1:

𝛼31v41 +
(
3𝛼22 − 𝛼40

)
v31v2 + 3

(
𝛼13 − 𝛼31

)
v21v

2
2 +

(
𝛼04 − 3𝛼22

)
v1v32 − 𝛼13v42 = 0.

(6)

Next, divide each side of the above equation by v42 and let t = v1∕v2:

𝛼31t4 +
(
3𝛼22 − 𝛼40

)
t3 + 3

(
𝛼13 − 𝛼31

)
t2 +

(
𝛼04 − 3𝛼22

)
t − 𝛼13 = 0. (7)

The above polynomial has four roots in the complex space, of which at least two

are real, corresponding to either miminum or maximum kurtosis. It follows from the

kurtosis of a linear combination being never smaller than one (by ordinary proper-

ties of kurtosis) and never greater than the dominant eigenvalue of M4,z [14]. The

identities t = v1∕v2 and v21 + v22 = 1 imply that v equals either
(
t0, 1

)T ∕
√

1 + t20 or

(
−t0,−1

)T ∕
√

1 + t20, where t0 is an appropriate real root of the above polynomial.

The results obtained for the bivariate case are useful when addressing the prob-

lem of kurtosis maximization for random vectors of any dimension. Let Y0 = aT0 x
be our initial guess for the projection of x achieving maximal kurtosis, where a0 is

a d-dimensional real vector. Replace the first component of a0 with zero, name the

resulting vector a1 and let Y1 = aT1 x be another projection of x. Since
(
X1,Y1

)T
is a
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bivariate random vector, the scalar

c0 = argmax
h∈R0

𝛽2
(
hX1 + Y1

)
(8)

admits an analytical, easily computable representation. Now repeat the two following

steps for i = 2,… , d. First compute the scalar

ci = argmax
h∈R0

𝛽2
(
hXi + Yi−1

)
. (9)

Then replace the i-th and the (i − 1)-th components of ai−1 with zero and ci, to obtain

the vector ai and the projection Yi = aTi x. By construction, 𝛽2
(
Y0
)
≤ 𝛽2

(
Y1
)
≤ … ≤

𝛽2
(
Yd
)
. Repeat the two steps for the required number of times or until a chosen

condition is met.

4 Application

In this section we shall use real data to illustrate both kurtosis-based projection pur-

suit and the limitations of HOPM which motivated the proposed iterative method.

Due to space constraints, we shall focus on kurtosis maximization.

The data belong to the same dataset in [2], and provide an evaluation of PM10
(particulate matter having an aerodynamic equivalent diameter of up 10µ) concen-

trations recorded in 259 monitoring stations scattered throughout Italy during year

2006. The variables are the average of daily values (AVE), maximum of daily values

(MAX) and number of daily exceedances (EXC). Table 3 below reports the summary

statistics of the three variables. All variables are positively skewed, AVE and MAX

are platikurtic, while EXC is leptokurtic. In neither case kurtosis is significantly dif-

ferent from 3, that is its epected value under normality (the corresponding p-values

are always greater than 0.2). Figures 1a, b and c contain the histograms of the three

variables. Their visual inspection is consistent with the shape measures in Table 3:

the three histograms are clearly unimodal and positively skewed, with no apparent

peakedness.

Table 3 Summary statistics (mean, standard deviation, skewness and kurtosis of the average of

daily values (AVE) maximum of daily values (MAX) and number of daily exceedances (EXC))

AVE MAX EXC

Mean 125.0579 35.3514 62.3398

Deviation 49.6028 11.4721 49.4461

Skewness 0.6702 0.4155 0.8321

Kurtosis 2.8925 2.7795 3.3852
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Fig. 1 Histogram of the average of daily values (AVE), Histogram of the maximum of daily values

(MAX), Histogram of the number of daily exceedances (EXC)

We first found the projection maximizing kurtosis by direct search, which is a

computationally feasible method for tridimensional data:

𝛽2 (0.8723 ⋅ AVE + 0.1833 ⋅MAX − 0.4533 ⋅ EXC) = 10.9917.

Remarkably, this kurtosis is almost three times the largest kurtosis among those of

the original variables. Then we used the proposed initialization method and found

𝛽2 (0.8744 ⋅ AVE + 0.1821 ⋅MAX − 0.4498 ⋅ EXC) = 10.9887.

Both the kurtosis and the weights are very similar to the previous ones, and the

correlation between the two projections is about 0.99. Finally, we used the iterative

procedure described in Sect. 3, which needed only an iteration to converge to its

maximum

𝛽2 (0.8721 ⋅ AVE + 0.1800 ⋅MAX − 0.4498 ⋅ EXC) = 10.9913.

The difference between the first and the third kurtoses is negligible and due to round-

ing errors. Also, the correlation between the corresponding projections is virtually

one. However, the direct search method required 4279.910456 s for maximizing kur-

tosis, that is slightly more than 71 min. Our method completed the same task in

0.057836 s, that is about 74581 times faster. On the other hand, each iteration of the

HOPM, starting from the proposed initial value, leads to projections with decreasing

kurtoses: 10.6308, 10.4076, 10.2949, 10.2400, 10.2136, 10.2008, 10.1947, 10.1918,

10.1904, 10.1897.

The histogram of the projection with maximal kurtosis (Fig. 2) clearly hints that

the excess kurtosis is mainly due to two outlying observations. All the projected

data but two are positive, and the negative values are way smaller than the remain-

ing ones. Once the negative values are removed, the kurtosis of the projected data

drops to 3.4056, which is consistent with normokurticity (the p-value is slightly

less than 0.1).



An Algorithm for Finding Projections with Extreme Kurtosis 69

Fig. 2 Histogram of the

projection maximizing

kurtosis
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This example is consistent with the empirical and theoretical results in [16], show-

ing the prominent role of kurtosis-based projection pursuit for outliers detection. The

algorithm for kurtosis maximization would benefit from the proposed starting val-

ues and iteration steps. On the contrary, HOPM is not fully reliable as an iterative

method for kurtosis optimization.
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Maxima Units Search (MUS) Algorithm:
Methodology and Applications

Leonardo Egidi, Roberta Pappadà, Francesco Pauli
and Nicola Torelli

Abstract An algorithm for extracting identity submatrices of small rank and pivotal

units from large and sparse matrices is proposed. The procedure has already been

satisfactorily applied for solving the label switching problem in Bayesian mixture

models. Here we introduce it on its own and explore possible applications in different

contexts.

Keywords Identity matrix ⋅ Pivotal unit ⋅ Label switching

1 Introduction

Identifying and extracting identity matrices of small rank with given features from

a larger, possibly sparse, matrix could appear just of theoretical interest. However,

investigating the structure of a given sparse matrix is not only of theoretical appeal

but can be useful for a wide variety of practical problems and for statistics.

This kind of matrix appears in clustering ensembles methods, which combine da-

ta partitions of the same dataset in order to obtain good data partitions even when

the clusters are not compact and well separated. See, for instance, [1] where mul-

tiple partitions of the same data (an ensemble) are generated changing the number

L. Egidi (✉)

Dipartimento di Scienze Statistiche, Università degli Studi di Padova,

Via Cesare Battisti 241, 35121 Padova, Italy

e-mail: egidi@stat.unipd.it

R. Pappadà ⋅ F. Pauli ⋅ N. Torelli

Dipartimento di Scienze Economiche, Aziendali, Matematiche e Statistiche,

‘Bruno de Finetti’, Università degli Studi di Trieste, Via Tigor 22, 34124 Trieste, Italy

e-mail: rpappada@units.it

F. Pauli

e-mail: francesco.pauli@deams.units.it

N. Torelli

e-mail: nicola.torelli@deams.units.it

© Springer International Publishing AG, part of Springer Nature 2018

C. Perna et al. (eds.), Studies in Theoretical and Applied Statistics,
Springer Proceedings in Mathematics & Statistics 227,

https://doi.org/10.1007/978-3-319-73906-9_7

71

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-73906-9_7&domain=pdf


72 L. Egidi et al.

of clusters and using random cluster initializations within the K-means algorithm.

Another situation where the global number of zeros of a matrix has a relevant role is

in analysing the structure of a matrix of factor loadings; [4] introduces and formu-

lates a statistical index in order to assess how good is the solution based on a factor

analysis.

Matrices with a similar structure and for which the sparseness has to be taken into

account appear in the so-called cost’s optimization theory. [5] builds the well-known

Hungarian method, which uses the zeros matrix elements for finding an optimal as-

signment for a given cost matrix; [6] presents a generalization of such algorithm and

an application to a transportation problem.

In this paper we discuss the so-called Maxima Units Search algorithm (hereafter

MUS). It has been introduced in [2] and used in the context of the label switching

problem [3, 8]. In Bayesian estimation of finite mixture models label switching arises

since the likelihood is invariant to permutations of the mixture components. The

MUS procedure has proved to be useful in detecting some specific units—one for

each mixture component—called pivots, from a large and sparse similarity matrix

representing an estimate of the probability that pairs of units belong to the same

group. The MUS algorithm is then more generally aimed at identifying for a given

partition of the data those units that are not connected with a large number of units

selected from the other groups.

A formal description of the MUS algorithm is provided and discussed. In fact, we

argue that the proposed approach is of a broader interest and can be used for different

purposes especially when the considered matrix presents a non-trivial number of

zeros.

In Sect. 2 we introduce the notation, the algorithm and the main quantities of in-

terest. A simulation study conducted for exploring the sensitivity of the algorithm to

the choice of some parameters is presented in Sect. 3. Possible applications are illus-

trated in Sect. 4: in the first example we report the pivotal identification mentioned

above, which represents the initial motivation for the procedure. Finally the method

is employed to study a small dataset concerning tennis players’ abilities. Section 5

concludes.

2 The Methodology

Let us consider a symmetric square matrix C of dimensions N × N containing a non-

negligible number of zeros and suppose that each row’s—or equivalently column’s—

index represents a statistical unit. Moreover, let us suppose that such N units either

naturally belong toK different groups or have been preliminarily clustered into them,

for instance via a suitable clustering technique.

For some practical purposes an example of which will be given in Sect. 4, we may

be interested in detecting those units—one for each group—whose corresponding

rows have more zeros than the other units. We preliminarily refer to these units as
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the maxima units. More precisely, the underlying idea is to choose as maxima those

units j1, ..., jK such that the K × K submatrix of C, Sj1,...,jK with only the j1, ..., jK rows

and columns has few, possibly zero, non-zero elements off the diagonal (that is, the

submatrix Sj1,...,jK is identical or nearly identical). Note that an identity submatrix of

the given dimension may not exist. From a computational point of view, the issue is

non-trivial and involves a global search row by row; as N, K and the number of zeros

within C increase, the procedure becomes computationally demanding.

Before introducing mathematical details, let us denote with i1, ..., iK a set of K
maxima units and with Si1,...,iK the submatrix of C containing only the rows and

columns corresponding to the maxima. The main steps of the algorithm are sum-

marized below.

(i) For every group k, k = 1, ...,K find the candidate maxima units j1k , .., j
m̄
k within

matrix C, i.e. the units in group k with the greater number of zeros correspond-

ing to the units of the other K − 1 groups, where m̄ is a precision parameter
fixed in advance. Let Ph

k , h = 1, ..., m̄, k = 1, ...,K be the entire subset of units

belonging to the remaining K − 1 groups which have a zero in jhk , that is

Ph
k = {jl, l ≠ k ∶ C(jhk , jl)

= 0}, h = 1, ..., m̄, k = 1, ...,K

where C(jhk , jl)
is the element (jhk , jl) of the matrix. We collect a total number of

m̄K candidate maxima, m̄ for every group.

(ii) For each of these m̄K units, count the number of distinct identity submatrices

of C which contain them, constructed by taking a given candidate h and K − 1
elements of the corresponding set Ph

k . Let us denote this quantity with

Mjhk
= #{Sj1,...,jk−1, jhk , jk+1,...,jK | ji ∈ Ph

k , i = 1, ..., k − 1, k + 1, ...,K}. (1)

(iii) For each group k, k = 1, ...,K, select the unit which yields the greatest number

of identity matrices of rank K. In mathematical terms

ik = argmax

jhk∈{j
1
k ,...,j

m̄
k }
Mjhk

, h = 1, ...m̄, k = 1, ...,K. (2)

The steps of the described algorithm are illustrated via a numerical example in

Fig. 1. The choice of m̄ is crucial in terms of the algorithm performance. This param-

eter is a sort of benchmark for the size of the K subsets where the algorithm searches

for the K maxima units: the greater is this value, the larger is the set of possible

candidates involved in Eq. (2). Conversely, a bigger value enhances the possibility to

build a larger set Ph
k and obtain a more accurate result. In Sect. 3 we deal with this

issue and we consider different choices for the precision parameter m̄.
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Fig. 1 Graphical scheme of the MUS algorithm for K = 3 and precision parameter m̄ = 2.

S. 𝟏 Chooses the candidate maxima, the two units for each group with the greatest number of zeros.

S. 𝟐 Identifies for each candidate the subsets P of units which belong to a different group (than the

candidate) and have a zero in correspondence of it; then builds all the identity matrices of rank three

which contain the candidates. S. 𝟑 Detects the maxima as the three units—one for each group—that

appear the greatest number of times in an identity matrix
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3 Simulation Study

The task of this section is to investigate the performance of the MUS algorithm and

its sensitivity to the choice of N and m̄, for a fixed K, which is determined by some

clustering technique or a given grouping of the units. To this aim, we simulate a

symmetric N × N matrix C where the element (i, j) is drawn from a Bernoulli distri-

bution with parameter p. As mentioned in Sect. 2, the i-th row’s index, i, i = 1, ...,N,

is associated to a statistical unit of interest and each unit is here randomly assigned

to group k, k = 1,… ,K, with probability 1∕K. We consider three different values of

p, i.e. p = 0.8, 0.5, 0.2.

Tables 1, 2 and 3 display the maxima units and the corresponding CPU times in

seconds (in brackets) according to the considered scenarios. As expected, the proce-

dure is sensitive to the choices of input weights, both in terms of units selection and

computational times.

The first issue one may immediately notice is that, regardless of the weights used

for generating data, the computational burden rises dramatically when K > 3. Espe-

cially when N = 1000, the CPU time is huge if compared to the time spent in the

same framework—same m̄ and weights— for K = 2 or K = 3. As the probability p
decreases (from 0.8 to 0.2) the number of zeros becomes larger and, consequently,

the CPU time required keeps growing regardless of the values of N and m̄. A second

remark is that, by fixing N and K, the choice of the precision parameter m̄ does not

seem to affect significantly the performance of the procedure: as m̄ increases, there

is limited variation in the units detection and the difference in the required time be-

tween m̄ = 1 and m̄ = 20 remains relatively small, as can be seen from Tables 1, 2

and 3. This is suggesting that even the choice of a small precision parameter—e.g.

m̄ = 5—may be accurate enough for detecting the maxima.

4 Applications

4.1 Identification of Pivotal Units

As broadly explained in [2], the identification of some pivotal units in a Bayesian

mixture model with a fixed number of groups may be helpful when dealing with the

label switching problem [3, 8].

LetN be the number of observations generated from the mixture model. Consider,

for instance, the probability of two units being in the same group. Such quantity may

be estimated from the MCMC sample and denoted as ĉij. For details, see [2]. The

N × N matrix C with elements ĉij can be seen as a similarity matrix between units.

Now, such matrix can be considered as input for some suitable clustering techniques,

in order to obtain a partition of theN observations intoK groups. From such partition,

we may be interested in identifying exactlyK pivotal units—pivots—which are (pair-

wise) separated with (posterior) probability one (that is, the posterior probability of
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any two of them being in the same group is zero). In fact, as discussed in [2], the

identification of such units allows us to provide a valid solution to the occurrence of

label switches.

Following the procedure described in Sect. 2, one can find units i1, ..., iK such that

the submatrix S of C, with only the rows and columns corresponding to such units,

is the identity matrix. It is still worth noticing that the availability of K perfectly

separated units is crucial to the procedure, and it can not always be guaranteed.

Practically, our interest is in finding units which should be ‘as far as possible’ one

from each other according to a well defined distance measure. The more separated

they are, the better they represent the group they belong to.

Figure 2 shows the pivotal identification of K = 4 units for a sample of N = 1000
bivariate data generated according to a nested Gaussian mixture of mixtures with K
groups and fixed means. Pivots (red) have been detected through the MUS algorithm

and through another alternative method, which aims at searching the most distant

units among the members that are farthest apart. We may graphically notice that

separation is made more efficient by the MUS algorithm, for which the red points

appear quite distant from each other. Moreover, in this specific example the pivotal

search is made difficult due to the overlapping of the K groups.

Fig. 2 Simulated bivariate sample of size N = 1000 from a nested Gaussian mixture of mix-

tures withK = 4 and input means (in black)𝝁1 = (25, 0),𝝁2 = (60, 0), 𝝁3 = (0, 20), 𝝁4 = (50, 20).
Groups have been detected through an agglomerative clustering technique. Pivots—i.e. maxima—

found by MUS algorithm (Left) with m̄ = 5 are shown in red and seem well separated in the bi-

dimensional space. Pivots found by method min
̄i(minj∉K k

C(̄ij)) are less distant each other (Right)
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4.2 Tennis Singular Features

As a simple example we apply our algorithm to a case study regarding tennis play-

ers. We collect N = 8 game’s features (hereafter GF) for T = 25 players from the

Wimbledon Tournament 2016,
1

and we assign the following values

{
GFi,t = 1, if player t has GFi,
GFi,t = 0, if player t has not the GF i.

Game’s features belong to K = 2 groups, which somehow refer to the attack and

the defence skills for each player. We denote with the label 1 the first group and with

2 the second group: ‘First Serve Receiving Points’ (2), ‘Second Serve Receiving

Points’ (2), ‘Break Points Won’ (1), ‘Serve Speed’ (1), ‘Aces’(1), ‘First Serve Points’

(1), ‘Second Serve Points’ (1), ‘Break Points Conversion’ (2).

We decide to assign a specific game feature to a given player if this player belongs

to the first five positions of that game’s feature rank reported by the Wimbledon’s

website. Hence, let us enumerate the above-mentioned features from one to eight.

Our 0–1 dataset has as many records as players. The problem setting is summarized

below.

GF

Player 1 2 3 4 5 6 7 8

Federer 1 1 0 0 0 0 0 0

Murray 1 1 1 0 0 0 0 0

Note that Federer is assigned game’s feature one (‘First Serve Receiving Points’)

and two (‘Second Serve Receiving Points’) only, Murray is assigned game’s feature

one, two and three (‘Break Points Won’) and so on. We define the N × N symmetric

matrix, C, in which the generic element C(i,j) is the number of players that have both

features i and j.

C =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 5 3 1 3 0 0 0
5 1 2 1 2 0 0 0
3 2 1 0 1 0 0 0
1 1 0 1 2 0 0 0
3 2 1 2 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

We would like to extract the two ‘most distant’ game’s features for the two groups,

i.e. the two features in correspondence of which the matrix C is zero more often, and

1
http://www.wimbledon.com/en_GB/scores/extrastats/index.html.

http://www.wimbledon.com/en_GB/scores/extrastats/index.html
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for which Si1,i2 is an identity matrix. We can notice that rows 6 and 7 of C are full

of zeros: this means, for instance, that according to our short dataset C(6,1) = 0, i.e.

the ‘First Serve Points’ (k = 1) and ‘First Serve Receiving Points’ (k = 2) do not

coexist to any player. Are they the most distant features between the two groups? To

answer this question, we run the MUS algorithm by fixing m̄ = 3 and we find the

candidate maxima j11 = 6, j21 = 7, j12 = 8, j22 = 1 and maxima i1 = 6, i2 = 8. Hence

we conclude that ‘First Serve Points’ (six) and ‘Break Points Conversion’ (eight) are

quite unlikely to belong to the same player.

5 Conclusions

A procedure for detecting small identity submatrices from a N × N matrix has been

proposed. It has been initially considered for application to the pivotal approach in

label switching problem in the analysis of Bayesian mixture models. The proposed

method is discussed in detail and employed for different practical problems.

Its efficiency and its sensitivity to parameter choices is investigated through a

simulation study, which shows that for a small number of groups the procedure is

quite fast. Moreover, even for small values of the precision parameter m̄ the procedure

appears quite stable in terms of units indexes, suggesting that a higher value of m̄ is

often not required. This is also confirmed by the results in Sect. 4.

Further issues for future research are related to the optimization of the proposed

algorithm and the definition of suitable indicators for detecting both diagnostic prob-

lems inherent to the procedure and goodness of units choice.

References

1. Ana, L.N.F., Jain, A.K.: Data clustering using evidence accumulation. In: 2002 Proceedings

16th International Conference on Pattern Recognition, vol. 4, pp. 276–280 (2002)

2. Egidi, L., Pappadà, R., Pauli, F., Torelli, N.: Relabelling in Bayesian mixture models by pivotal

units. arXiv:1501.05478v2 (2015)

3. Jasra, A., Holmes, C.C., Stephens, D.A.: Markov chain Monte Carlo methods and the label

switching problem in Bayesian mixture modeling. Stat. Sci. 50–67 (2005)

4. Kaiser, Henry F.: An index of factorial simplicity. Psychometrika 39(1), 31–36 (1974)

5. Kuhn, H.W.: The Hungarian method for the assignment problem. Nav. Res. Logist. Q. 2(1–2),

83–97 (1955)

6. Munkres, J.: Algorithms for the assignment and transportation problems. J. Soc. Ind. Appl.

Math. 5(1), 32–38 (1957)

7. Puolamäki, K., Kaski, S.: Bayesian solutions to the label switching problem. In: Advances in

Intelligent Data Analysis VIII, pp. 381–392. Springer (2009)

8. Stephens, M.: Dealing with label switching in mixture models. J. R. Stat. Soc. Ser. B (Stat.

Methodo.) 62(4), 795–809 (2000)

http://arxiv.org/abs/1501.05478v2


DESPOTA: An Algorithm to Detect
the Partition in the Extended Hierarchy
of a Dendrogram

Davide Passaretti and Domenico Vistocco

Abstract DESPOTA is a method proposed to seek the best partition among the

ones hosted in a dendrogram. The algorithm visits nodes from the tree root toward

the leaves. At each node, it tests the null hypothesis that the two descending branches

sustain only one cluster of units through a permutation test approach. At the end of

the procedure, a partition of the data into clusters is returned. This paper focuses

on the interpretation of the test statistic using a data–driven approach, exploiting

a real dataset to show the details of the test statistic and the algorithm in action.

The working principle of DESPOTA is shown in the light of the Lance–Williams

recurrence formula, which embeds all types of agglomeration methods.

1 Hierarchical Agglomerative Clustering and the Issue
of the Cut

Cluster analysis [3, 6, 8] is an unsupervised technique in which there is no clear indi-

cation of the way units should be joined and of the number of clusters that should be

finally constituted. In Hierarchical Agglomerative Clustering, the grouping is exe-

cuted incorporating all the dissimilarity levels in a bottom-up process, i.e. in a way

that units that are merged cannot be separated anymore. The whole aggregation pro-

cess is exhaustively embedded in the dendrogram. This depicts all the stages at which

units join starting from the leaves up to the root node. Given this (reversed) tree-like

structure, one is required to select a method for cutting the tree in order to identify

the most adequate number of clusters.

The issue concerning the best cut is a crucial one in literature. Several rules of

decision have been conceived to substantially reduce the subjectivity of the final

choice. A few of them were proposed to work directly on the dendrogram, and others
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to operate on the results of other cluster methods [7, 12, 13, 18]. The predominant

approach for cutting the dendrogram only focuses on all possible horizontal cuts.

Among these cuts, the one corresponding to a big jump between two subsequent

branches is usually advised in literature. Despite being reasonable, this approach is

still partly discretionary and, above all, it does not permit exploration of the entire

(extended) hierarchy of the partitions housed in the dendrogram. Such extended hier-

archy is obtainable by cutting the tree in all possible ways. Considering also non

horizontal cuts should provide more valid solutions especially when clusters with

different internal consistencies have to be detected.

Bruzzese and Vistocco [1] introduced DESPOTA (DEndrogram Slicing through

a PermutatiOn Test Approach), a method that seeks the best partition in the extended

hierarchy. The main aim of this paper is to show DESPOTA in action on a real

dataset, highlighting the operating principle of its test statistic. In particular, the

dataset exploited is the “Wholesale Customer dataset”, available on the UCI Machine

Learning Repository [11]. It contains the annual spending in monetary units of

clients of a wholesale distributor. The clients’ purchases are classified according

to six product categories: fresh, milk, grocery, frozen, detergents and paper, deli-

catessen.

The paper is organized as follows. Next section introduces DESPOTA: in partic-

ular, it displays the notation adopted, the derivation of the test statistic (Sect. 2.1),

the permutation distribution (Sect. 2.2), and the algorithm in action on the wholesale
customer dataset (Sect. 2.3). Section 3 evaluates the partition detected by DESPOTA

via the Silhouette index. The final section contains the concluding remarks and future

avenues for research.

2 DEndrogram Slicing through a PermutatiOn Test
Approach

DESPOTA exploits permutation tests [5, 14] to detect the final partition on a den-

drogram. The algorithm visits nodes from the tree root toward the leaves. At each

node, it tests the null hypothesis that the two descending branches sustain only one

cluster of units. A rejection of H0 suggests that the split generating the two branches

really exists at population level. In case the null hypothesis is not rejected, a cluster

is detected on the dendrogram and no further sub-branches referring to the node will

be visited. The algorithm stops when H0 can no longer be rejected. The resulting

clusters constitute the final partition of the data.

The following subsections are intended to provide a basic understanding and inter-

pretation of the test statistic and of its distribution. The algorithm will be illustrated

directly on a working example. The interested reader is referred to the original paper

[1] for more technical details.
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2.1 The Test Statistic as a Ratio of Two Costs

The present section firstly introduces the notation used in Bruzzese and Vistocco [1]

to describe the distinctive traits characterizing the dendrogram at each node. The test

statistic is then derived.

Let us start by supposing the process is at node k, where k is an integer number

that varies from 1 (at the root node) to N − 1 (at the node where the two most similar

leaves join). The following notation, highlighted in Fig. 1 for the case of k = 1, is

adopted:

∙ Lk and Rk define the left and right branch joining at node k;

∙ Lk ∪ Rk identifies node k, because it is where the two branches merge;

∙ h(Lk), h(Rk) and h(Lk ∪ Rk) indicate the dissimilarity levels related to the left

branch, the right branch and the node, respectively.

That said, a hierarchical agglomerative cluster analysis is performed on thewhole-
sale customer dataset, using a Ward’s linkage [19] along with an Euclidean distance,

a common choice for this type of data. The resulting dendrogram is depicted in Fig. 1.

The algorithm starts operating on the highest node of the tree (k = 1), and considers

the following two distances:

∙ |h(L1) − h(R1)| is the absolute difference in the dissimilarity level between the two

branches descending from the node. It is interpreted as the minimum cost required

for merging the two clusters. That is because the dissimilarity measure used in the

agglomeration process has to rise at least by this amount in order to join the two

branches.

Fig. 1 Main notation and comparison of the two involved distances for the case of k = 1 (root

node). |h(L1) − h(R1)| is the minimum cost required for joining L1 with R1, while h(L1 ∪ R1) −
min [h(L1), h(R1)] is the cost actually incurred in the merging process. The actual cost looks much

larger than the minimum cost, which might suggest that L1 and R1 are not the same cluster
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∙ h(L1 ∪ R1) − min [h(L1), h(R1)] is the difference in dissimilarity level between the

node and the branch being at the lowest height. Therefore, it can be interpreted as

the actual cost incurred for merging the two clusters.

The interpretation of these two distances in terms of merging costs makes it rea-

sonable to test whether there is a significant discrepancy between them. Such a dis-

crepancy becomes the determinant for making the decision at the specific node. In

particular, if the actual cost is much higher than the minimum cost, this leads to be

in favour of the presence of two different clusters. This is due to the fact that a size-

able jump in dissimilarity level is unlikely to occur when making the assumption

that there is one homogeneous class of units. Conversely, similar costs indicate that

the two branches have joined with reasonably little effort, which suggests that the

assumption of the presence of only one cluster holds.

Following this line of reasoning, the test statistic is obtained through the ratio of the

minimum cost to the actual cost. Hence, for a general node k, it is defined as:

rck =
|h(Lk) − h(Rk)|

h(Lk ∪ Rk) − min [h(Lk), h(Rk)]

which ranges from 0 to 1: the closer to 0 it is, the larger the difference between

the actual cost incurred for merging the two clusters and the minimum cost being

required. The null hypothesis for this test statistic mirrors the above assumption

of one homogeneous class, supposing the two costs be non significantly different.

Hence, an observed value of rck close to 1 would lead to accept H0.

In order to achieve the sampling distribution of the test statistic, a permutation

test approach is exploited, as shown in the next section. The procedure is set in an

unifying framework exploiting the Lance–Williams formula, which embeds all types

of agglomeration methods used in hierarchical clustering.

2.2 The Permutation Distribution of the Test Statistic
Under H𝟎

In order to introduce the permutation test approach, let us suppose the algorithm

is operating at node k, and the observed value of test statistic has been computed.

This number alone says almost nothing about the decision to be made at that node.

Therefore, the actual aim is to appraise how extreme rck is under the null hypothesis.
This is why a distribution for the test statistic is needed.

In order to obtain it, one can consider that the units referring to a node constitute

one homogeneous class under H0. Thus, since the assumption of exchangeability [5]

holds, they can be rearranged without substantially alterating the aggregation process

under H0. That is done by randomly assigning these units to one branch or the other,

preserving the cardinalities of the two initial clusters. Starting from the two new

classes of units, their respective dendrograms are generated, and then joined using
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the Lance-Williams recurrence formula [9, 10]. Such a formula encloses all types

of linkage and succinctly defines the update of dissimilarities at each step of the

agglomeration process. In particular, let us suppose there are three units (A, B, C),

of which A and B merge. Through such a union, the cluster A ∪ B is constituted. The

distance between A ∪ B and unit C is determined by the following formula [9, 10]:

𝛿A∪B,C = 𝛼A 𝛿A,C + 𝛼B 𝛿B,C + 𝛽 𝛿A,B + 𝛾 |𝛿A,C − 𝛿B,C|

where 𝛼A, 𝛼B, 𝛽, 𝛾 are coefficients characterizing the type of linkage, and 𝛿i, j indicates

the dissimilarity between any two clusters i and j.
The formula is suitably exploited to determine the height at which the node merg-

ing the two simulated trees has to be placed. Referring to the actual case, let us define

the simulated dendrogram with highest node as A ∪ B, because the clusters merg-

ing at the latest step were A (containing nA units) and B (containing nB units). The

other simulated tree is C and contains nC units. Considering that the linkage chosen

is Ward’s and the metric is the Euclidean norm 2di,j, the Lance-Williams formula

becomes [6]:

2dA∪B,C =
nA + nC

nA + nB + nC
2dA,C +

nB + nC
nA + nB + nC

2dB,C +
−nC

nA + nB + nC
2dA,B

since 𝛼A = nA+nC
nA+nB+nC

, 𝛼B = nB+nC
nA+nB+nC

, 𝛽 = −nC
nA+nB+nC

, 𝛾 = 0. Merging the two simulated

trees results in a brand new dendrogram on which the test statistic can be calculated.

The above procedure is replicated M times in order to approximate through M
random samples the permutation distribution of the test statistic, i.e. the distribu-

tion that contemplates all possible rearrangements of the units in the two branches,

preserving the original cardinalities. The Monte Carlo p-value is then computed as

the proportion of times the observed value of the test statistic is greater than the

simulated ones:

p =
#(rcmk ≤ rck)

M

where m is any of the M samples on which the test statistic rcmk has been computed.

2.3 The Algorithm in Action

Here, DESPOTA is shown in action on the wholesale customer dataset and the

steps leading to the detection of the final partition are illustrated. Figure 2 highlights

DESPOTA’s solution on the same dendrogram depicted in Fig. 1. To achieve the

solution, a significance threshold (𝛼) of 1% has been used and 999 random samples

have been drawn from the permutation distribution of the test statistic at each vis-

ited node. The figure also pinpoints such visited nodes by enumerating them from
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Fig. 2 Partition found by DESPOTA at 𝛼=1% on the wholesale customer dataset. Euclidean dis-

tance and Ward’s method have been used to generate the dendrogram. The nodes visited by the

algorithm are enumerated and the corresponding notation reported. On the bottom, there are the

p-values corresponding to the detected clusters

the root downward. Table 1 details the steps needed to accomplish the final partition

consisting of four clusters. In order to illustrate the algorithm, it is useful to introduce

the two following sets, which are edited at each step:

∙ AggregationLevelsToVisit contains the dissimilarity levels corresponding to the

nodes that need to be visited. It is initialized at h(L1 ∪ R1) so to retrace downward

the tree starting from the root.

∙ DetectedClusters includes the clusters that are gradually found. It is clearly empty

at the first step.

The algorithm starts at h(L1 ∪ R1), which is the only dissimilarity level included in

AggregationLevelsToVisit. Therefore, at the first step, the two branches involved in

the test are L1 and R1. The null hypothesis states L1 ≡ R1, in the sense that they both

correspond to the same homogeneous class C
1
. In order to test H0, the algorithm

computes the observed value of rc1, and all the simulated values corresponding to

the trees grown up through M random rearrangements of the units in L1 and R1. The

permutation distribution of the test statistic is approximated through these simulated

values of rc1. In this case, the observed value is lower than the critical value of the

approximate permutation distribution: the null hypothesis is rejected. As a conse-

quence of that, AggregationLevelsToVisit now contains h(R1) and h(L1), the former

needing earlier investigation, inasmuch as greater. Hence, what is tested at node 2 is

H0 ∶ L2 ≡ R2 ≡ C
2
, which, indeed, involves the two branches, L2 andR2, descending

fromR1. The null hypothesis is rejected again. Therefore, h(R2) and h(L2) are inserted

in AggregationLevelsToVisit, while DetectedClusters still contains nothing. At step

3, the algorithm tests h(L1) and fails to reject the null hypothesis that L3 ≡ R3 ≡ C
3
.
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This entails that no further sub-branches descending from node 3 are visited: Detect-
edClusters now includes L1. Conversely, AggregationLevelsToVisit contains h(R2)
and h(L2). The algorithm restarts from h(R2) and continues, as described in Table 1,

until AggregationLevelsToVisit is empty, i.e. H0 can no longer be rejected (step 7).

That leads DetectedClusters to contain the final partition composed by clusters L1,

R2, R5 and L5.

It is interesting to show in detail what actually leads to an acceptance or a rejection

of H0. To this end, Fig. 3 depicts, in panels (a) and (b), the distributions obtained at

node 4 and 5, respectively. The area 𝛼=1% and the one associated with the observed

value of rck are shown using two different pattern fills. The values of the two cor-

responding quantiles are reported on the bottom of each panel. It is evident that the

observed value rc4 is greater (i.e. less extreme) than the critical value of its reference

distribution, whereas rc5 corresponds to a quantile in the critical region of the per-

mutation distribution at node 5. Hence, the null hypothesis is accepted in the former

case and rejected in the latter.

The p-values associated with the detected clusters are reported below each cluster

in Fig. 2 and are all greater than the significance threshold 𝛼 = 1%. Indeed, it is worth

saying that the detection of a cluster always follows from a fail in rejecting H0, except

when the cluster is made of only one unit. In such quite unusual circumstance, not

occurring in the current example, the singleton is detected by rejecting H0 in a test

involving a leaf on one side and a class of units on the other side.

Table 1 Compact representation of the process leading to the solution shown in Fig. 2

Node AggregationLevelsToVisit
H0

Decision DetectedClusters
1 h(L1 ∪ R1)

L1 ≡ R1 ≡ C
1

Reject

–

2 h(R1) , h(L1) L2 ≡ R2 ≡ C
2

Reject

–

3 h(L1) , h(R2), h(L2) L3 ≡ R3 ≡ C
3

Accept L1
4 h(R2) , h(L2) L4 ≡ R4 ≡ C

4
Accept

L1, R2

5 h(L2) L5 ≡ R5 ≡ C
5

Reject

L1, R2

6 h(R5) , h(L5) L6 ≡ R6 ≡ C
6

Accept

L1, R2, R5

7 h(L5) L7 ≡ R7 ≡ C
7

Accept

L1, R2, R5, L5
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Fig. 3 Comparison of the approximate permutation distributions obtained at nodes 4, in panel (a),

and at node 5, in panel (b). The null hypothesis is rejected only in (b), where the observed value

rc5 is in the left tail of the reference distribution of the test statistic and over the critical value

3 Evaluating the Detected Partition

Hierarchical agglomerative clustering is usually controversial for various reasons.

One, very obvious, refers to the initial choice of the combination of methods for mea-

suring the dissimilarity between units (metric) and between groups of units (linkage):

such a combination affects the way units are merged at each step [8].

Another remarkable aspect, related to any kind of cluster analysis, involves the

natural structure of the data which can or cannot underlie the presence of actual

clusters [2]. This may be a relevant issue when needing an interpretation of what

units within each cluster have in common.

That said, the evaluation of the detected partition is a crucial point for validat-

ing cluster results. For this purpose, several possibilities are available in literature.

Among these, a widely used method is silhouette [17]. It aims to evaluate on average

how well units are matched to their own clusters. To this end, it computes the dis-

tances of each unit from both its own cluster and its neighbouring cluster, the latter

being on average the closer cluster not including such a unit. The resulting indices

all range from −1 to 1. The closer to 1 a value is, the better the unit is matched to the

cluster in which it belongs.

The indices are then usually plotted in order to visually inspect the quality of each

detected cluster. Here, such a graphical representation of silhouette is not reported.

Only the overall corresponding index is computed (i.e. the mean of the indices cal-

culated for all units). The goal is to compare the four-cluster solution provided by

DESPOTA to the partition made of the same number of clusters deriving from the
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Fig. 4 Partition consisting of four clusters, coming from the horizontal cut

horizontal cut of the dendrogram. Such a horizontal cut defines a partition in which

L1 is split into two clusters, whereas R5 and L5 are the same cluster (see Fig. 4). From

the point of view of the above index, DESPOTA seems to behave generally better,

as it takes on a value of 0.320 which is greater than 0.249, resulting from horizontal

cut. That does not mean this is the best partition obtainable on such a dendrogram,

since the used index is only one of the many available and does not indicate an undis-

putable truth. Moreover, even sticking to silhouette, a value of 0.320 does not always

assert an evidence of such a natural clustering structure in the data: solutions related

to different numbers of clusters might take on a greater value.

However, the present example reveals that a standard horizontal cut does not

always turn out to be the most appropriate approach for detecting a partition, as

already shown in the original paper using various datasets [1].

4 Concluding Remarks and Future Avenues

DESPOTA is an algorithm that only requires as inputs a dendrogram and the signif-

icance level to be adopted for the testing procedure. In the permutation procedure,

on which it is based, DESPOTA exploits the same methods used to merge units for

growing up the dendrogram, i.e. metric and linkage criterion.

The significance level is the main issue concerning the whole process: one cannot

avoid taking into consideration the probabilities of the errors that can be made at

each node from the root toward the leaves. Therefore, a fixed significance threshold

may not be a plausible choice for this algorithm: an approach exploiting multiple

testing [16] should be recommended in order to automatically lower 𝛼 when moving

down on the dendrogram. Since such approach has not been implemented yet, the

solutions provided by DESPOTA are unlikely to correspond to the actual levels of
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uncertainty declared in theory. For the actual dataset, a Bonferroni correction has

been roughly used to take into account the number of comparisons carried out at the

visited nodes. As a result of this, only the p-value associated with the last cut (level 5

in Fig. 2) becomes visibly closer to—but still lower than—the 𝛼 threshold. However,

it is worth remarking that for this dataset the algorithm returns a small number of

clusters. A more problematic impact there would have been in case of more clusters

detected.

Another, less serious issue, concerns the computational complexity of the algo-

rithm in accomplishing its task. To limit that, the optimization of the existing R [15]

code and/or the use of compiled code may be useful. A possible improvement might

also come from a step-by-step estimation of the number of samples to be drawn from

the permutation distribution of the test statistic. This could provide a reliable p-value

at each node without the need of a large number of iterations [4].

That said, DESPOTA seems to be a valid approach to solve the problem of finding

a partition on a dendrogram. At each node, it investigates whether the actual cluster

structure of the data is plausible under H0, considering the different possible struc-

tures coming from rearrangements of units. That makes it possible to achieve levels

of uncertainty for the detected partition in probabilistic terms.
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The p-value Case, a Review
of the Debate: Issues and Plausible
Remedies

Francesco Pauli

Abstract We review the recent debate on the lack of reliability of scientific results

and its connections to the statistical methodologies at the core of the discovery

paradigm. Null hypotheses statistical testing, in particular, has often been related

to, if not blamed for, the present situation. We argue that a loose relation exists:

although NHST, if properly used, could not be seen as a cause, some common mis-

uses may mask or even favour bad practices leading to the lack of reliability. We

discuss various proposals which have been put forward to deal with these issues.

Keywords Null hypotheses statistical testing ⋅ p-value ⋅ Reproducibility

1 Introduction

A discussion on the role of the hypothesis statistical testing method in jeopardizing

the reliability of scientific results is underway in the recent literature across many

disciplines [18, 39]. It has been argued that a worrying portion of published scien-

tific results, within various disciplines, are actually false discoveries [25]. This state

of things has been related to the widespread use—or abuse—of p-values to measure

evidence and corroborate new theories [7, 16, 34], to the point that a journal in psy-

chology “banned” p-values [48] (although not in a very clear-cut way, for instance,

they are allowed in submissions [49]). That of banning p-values altogether is not

a novel idea nor it is exclusive of psychology [42]. According to a recent survey

of 1576 researchers made by Nature [1], more than 90% have heard of a ‘crisis of

reproducibility’. Most of them think that the crisis is in fact in place and has not

been overemphasized. Statistics is seen both as part of the problem and as a mean to

improve the situation.

It is worth to note that the false discovery rate (FDR) across science (or a disci-

pline) is not a clear-cut concept: a reference population of findings should be iden-

tified and a criterion of falsehood defined. In empirical evaluations a (non random)
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sample of results is usually considered and falsehood is often equated to lack of repli-

cation, which is a different, although related, concept. Notwithstanding how difficult

or ambiguous it may be to precisely define the notion, however, the error rate of

scientific results is a relevant concept of general interest, as the number of attempts

which have been made to quantify it reveals.

Null hypotheses statistical testing (NHST) has a central role in the paradigm

which is commonly employed to confirm new scientific theories (Sect. 2), and a long-

running controversy on its use is in place. Whilst it may or may not be the culprit of

the lack of reliability (Sect. 3), it is relevant to discuss whether alternatives to NHST

may lead to a more reliable procedure to confirm scientific results (Sect. 4).

2 Scientific Discoveries and Statistical Testing

Null hypotheses statistical testing (NHST) is a standard topic in academic curricula

of various disciplines and a standard tool to analyse data in many scientific fields.

Controversies concerning NHST started since the proposal of significance test-

ing (and p-values) by Fisher and the alternative—and incompatible—procedure for

hypotheses testing by Neyman and Pearson. Fisher proposed to measure the strength

of evidence of a given observation against a hypothesis on the probabilistic mech-

anism which generated it with the probability, conditional on that hypothesis, of

obtaining a sample at least as extreme as the observed one (p-value) [12]. Neyman

and Pearson argued that “no test based upon a theory of probability can by itself

provide any valuable evidence of the truth or falsehood of a hypothesis” and propose

instead a procedure to choose between two alternative hypotheses on the data gen-

erating mechanism keeping under control the (conditional) probabilities of making

the wrong choice [37].

NHST plays a central role in the procedure—or mindless ritual as some scholars

provocatively called it [15]—which is used to corroborate scientific theories. The

procedure goes as follows: a theory is posited according to which a relationship is

in place between two quantities; in order to corroborate the theory a null hypothesis

of absence of relationship is statistically tested using a sample; a confirmation is

claimed whenever the null hypothesis is rejected at a specified level, which is usually

5%. Instances of the use of such a procedure abound across disciplines, for practical

examples see [4] in medicine, [2] in psychology, [41] in economics, [20] in zoology.

The exact p-value is generally taken as a measure of the evidence against the null

hypothesis and possibly also as a measure of the evidence in favor of the alternative

hypothesis. Also, acceptance of the null is often taken as evidence of the absence of

the posited effect.

It is commonly maintained that, of the two procedures, the Fisherian p-value is the

more apt to the described task, while the Neyman-Pearson procedure is more apt to

problems which are more naturally cast in a decision framework. It is also to be noted,

however, that the actual interpretation given to NHST in applications is sometimes

a combination of the two. In fact the p-value is used to draw the conclusion but
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an alternative hypothesis is also considered (which also helps to clarify what an

“extreme result” is in the definition of the p-value) and/or an error probability is

attached to the p-value based conclusions [3]. In what follows we refer to NHST

having this somewhat imprecise interpretation in mind.

This description does not encompass all uses of NHST in the scientific literature,

but it represents the most problematic use and is widespread, and debated, across

disciplines. In psychology the debate was already not new in 1994 [7, 28] (it dates

back to 1955 according to [44]), and is lively as of today. On the other hand, the use

of NHST is increasing, due to academic inertia according to some [44]. In medicine

these issues are discussed since the rise of evidence based medicine [16] and still

[19]. The practice is also widespread in economics/econometrics [35, 52], although

some scholars disagree [23] on the extent of the problem.

While it is sometimes argued that NHST is not used in hard sciences like physics

[35, 44], this is not the case: NHST has its place in high energy physics [40], in

cosmology [9], in atmospheric sciences [38]. In these contexts, however, it is

regarded as “only part of discovering a new phenomenon”, the actual degree of belief

depending on substantial considerations [8]. A p-value (or, more often, the Z-score,

which is the (1 − p)-quantile of the standard normal distribution) is used as a measure

of surprise, which suggests further investigation of the alternatives, in particular on

whether they better explain observations. A peculiarity of some hard sciences is that

different thresholds for rejection are customary: threshold values commonly used

are Z = 5 (p = 2.87 × 10−7) and Z = 1.64 (p = 0.05). The first is used for ‘discov-

ery’, that is when the alternative hypothesis includes a sought signal and the null is

a ‘background only’ hypothesis; the second is used when the null is a signal.

3 NHST (p-Value), Good, Bad or Neutral?

The debate on the reliability of scientific results is intertwined with the debate on

the suitability of the p-value as a measure of evidence. We argue that there is a rela-

tion between the use of p-values and the reliability crisis, albeit loose. In fact, some

misuses of the p-value are susceptible to exacerbate some issues of the discovery

paradigm outlined in Sect. 2.

The concerns which have been raised upon p-values can be categorized in three

classes: one related to interpretation; one to the relationship with the size of the

effect; the latter related to the role of the alternative.

Misinterpretations of the p-value take different forms, which in some cases are

equivalent. The more trivial, yet common, misinterpretation is to relate the p-value

to the probability of the null being true. This amounts at wishful thinking, since the

probability of the null is what the researcher actually wants. It is barely worth men-

tioning that such an interpretation is logically wrong (as the p-value is a probability

conditional on the null being true) and potentially strongly misleading, as a given

p-value is compatible with any value for the probability of the null being true.



98 F. Pauli

Another common misinterpretation (seen even in “serious use of statistics” [3]) is

that the p-value is the probability of wrongly rejecting the null (or the probability of

the result being due to chance [19]). That is, the (Fisherian) p-value, which is condi-

tional to the sample, is mistaken for the (Neyman-Pearson) significance level, which

is a long run error probability. The coexistence of the two approaches, whose logical

incompatibility is often under-appreciated by non-statisticians users of statistics, is

probably to be blamed for this [3].

A second class of issues arises from the fact that the p-value is a function of both

the estimate of the effect size and the size of the sample; a low p-value, indicating

a statistically significant effect, is not necessarily associated to a substantially sig-

nificant effect, and vice versa. In spite of this, in many fields it is common practice

to choose models—for example selecting the covariates in a regression analysis—

based on the significance of coefficients, that is, only those coefficients which are

significantly different from zero at a specified level are reported, implicitly assum-

ing that the others are zero. Within econometrics this practice has been labeled “sign

econometrics”, interpreting the sign of a significant coefficient regardless of its size,

and “star econometrics”, ranking importance of variables according to their signifi-

cance level ignoring their relative sizes [35, 52]. It is contended that the key question

in scientific inquiry, establishing “How large is large” (to be substantively relevant),

can not be answered by p-values [21, 30, 35, 52]. It has also been said that the p-

value alone may be only a measure of how large is the sample, since in many settings

the null hypothesis is a nil hypothesis (of absence of any effect) and this is (almost)

surely false due to what Meehl [36] calls the crud factor—the fact that in many situ-

ations the effect is not precisely zero, but the actual scientific hypothesis of interest

is the effect being so low to be irrelevant rather than it being exactly zero.

An obvious solution is to complement the information given by the p-value with

the estimate of the effect: if the p-value leads to rejection, the estimate is reported.

It has been noted, however, that coupling NHST and the size estimate is an issue

in certain circumstances: if the true effect size is non zero but such that, given the

sample size, the test has low power, then the estimate conditional on the p-value

being lower than the significance threshold is upward biased [24].

A number of authors phrase their critics of the p-value saying that it does not

convey a valid measure of the evidence against the null or in favor of the alternative.

Different meanings may be attached to this, in many cases the same issues outlined

above lie at the root of it. For instance, the already mentioned dependence on the

sample size reflects a failure of conveying evidence against the null. The fact that the

same p-value may correspond to very different probabilities of the null if a Bayesian

analysis is performed on the same data is also seen as evidence that it does not convey

all information [50]. Finally, from a formal point of view the fact that the p-value does

not measure evidence in favor of the alternative is almost obvious since by using the

p-value we do not consider an alternative, and the data may be unlikely given the

null but even more unlikely given a specific alternative. It is to be noted that this

plays well with the fact that the alternative hypothesis is usually phrased vaguely as

merely the direction of the effect, if at all.
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Rather than being genuine pitfalls of the p-value, the above are instances of misuse

of it. In fact, in the search for the causes of the alleged low reliability of scientific

results, it has been suggested that the p-value per se is not problematic, rather, it is

the use which is made that is questionable, prompting the recent statement by the

American Statistical Association on p-value use [51].

Roots of the reliability crisis may lie upstream the p-value. It has been pointed

out that from an epistemological point of view, the procedure outlined in Sect. 2

may not be suitable to corroborate scientific theories [13, 36]. Despite this, its use is

widespread, probably due to its simplicity, apparent objectivity and perceived com-

pelling nature as a measure of evidence. In fact, the p-value alone is a compelling

measure of evidence only if misinterpreted through wishful thinking (“it [NHST]

does not tell us what we want to know, and we so much want to know what we want

to know that, out of desperation, we nevertheless believe that it does!” [7]). The dif-

fusion of its misinterpretations may also be seen as a hint that the simplicity of the

p-value is only illusory.

The objectivity of the p-value may be a fallacy as well. In fact, the p-value may

be seen as an objective measure of a theory (whatever it measures) if the theory

and the test to be performed are specified in advance of collecting the data. If this

is not the case, the value which is obtained as a result of the testing procedure may

be driven not only objectively by the data but by the subjective judgment of the

experimenter through the conscious (or even unconscious) processes of p-hacking

[45] or the “garden of forking paths” (GOFP) [14]. The former, p-hacking, refers

to the fact that each single researcher or team uses the same data to probe different

theories, thus the final p-value is the minimum of a set of p-values obtained from

a number of (related) tests. The latter, GOFP, refers to the fact that a single theory

(even pre-specified) may be tested, but the details of the data analysis may be driven

by the data through mechanisms such as the selection of the relevant variables or the

inclusion/exclusion of observations, thus introducing a bias in the testing procedure.

Evidence of such phenomena can be found by analyzing the frequency distribution

of samples of p-values (p-curves, [46]): both phenomena are expected to lead to

a relatively high frequency in a (left) neighborhood of the common 5% threshold.

This feature has in fact been observed in different disciplines [5, 22, 32]. A further

confirmation of the effect of the researcher degrees of freedom on the likelihood of

finding significant results comes from a natural experiment in large NHLBI clinical

trials, where it has been noted that, upon the introduction of pre-registration, the

share of experiments leading to significant results dropped [26].

4 What Then?

Various changes of the procedure have been proposed to make it able to deal with sci-

entific questions. We may broadly distinguish them based on whether the paradigm

itself is left unchanged but the p-value is substituted by an alternative summary
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of compliance of data to theory (Sect. 4.2) or the paradigm is changed altogether

(Sect. 4.1).

4.1 Changing the Paradigm: The Hard Way

Gelman [13] advocates a total change of methodology in which the focus is on esti-

mation rather than testing. He argues that the correct interpretation of the p-value

makes it (almost) irrelevant to the purpose for which it is used in science (it remains

useful in indicating lack of fit of a model for the purpose of deciding how to improve

it). Moreover, from a practical point of view, the use of the p-value may mask

p-hacking or GOFP. Any conclusion concerning scientific discoveries should rather

be derived from the implications of the estimated model. This approach does not, in

general, offer a clear-cut (yes/no) answer and requires more expertise in data analysis

than what is needed to use NHST.

A different approach is to remedy the limitations of the p-value by complement-

ing it with some other measure related to the reliability of conclusions. The basic

idea can be traced back to Meehl [36], who suggested that the strength of an experi-

ment in corroborating a theory can be measured by the precision with which exper-

imental results can be predicted by the theory. More recently, Mayo and Spanos

[33] proposed the severity, which is defined as follows. Suppose that {t(Y) > t(yc)}
is a Neyman-Pearson rejection region for H0 ∶ 𝜃 ≤ 𝜃0. If y0 is observed and H0 is

accepted, this is evidence against 𝜃 > 𝜃1(> 𝜃0) and the strength of this evidence is

measured by P(t(Y) > t(y0)|𝜃 = 𝜃1). A similar notion is defined in case of rejec-

tion of the null. Loosely speaking, the evidence against a hypothesis is measured

by the probability that the test statistic would have shown less agreement with the

null had the hypothesis been false. The severity is related to the power (they are

equal if the sample is at the boundary of the rejection region) but is a different con-

cept (it is a function of the observed data, thus being a measure of power given the

observed sample). It can be said that it “retains aspects of, and also differs from, both

Fisherian and Neyman-Pearsonians accounts” [33], in particular it explicitly allows

for the alternative hypothesis but also retains the post-data interpretation of the

p-value.

A similar approach is used in physics, where a p-value is often complemented by

the “median p-value” (the p-value one would get if the observed value of the test

statistic is the median of the sample distribution in the alternative hypothesis) or

the expected significance level, both measures of the p-value one would get under

specific alternatives.

Focusing on avoiding bias phenomena such as p-hacking and GOFP, it has been

proposed to apply the principles of blinded analysis [31]. This method was intro-

duced in particle physics [27] and entails adding noise to data and/or masking labels

so that the researcher who performs the data analysis can not anticipate the substan-

tive conclusions of his inferences. The main difficulty is to hide enough information

to avoid bias but still allowing a meaningful analysis.
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Finally, Bayesian tools may be used [17]. Although a well developed technique,

Bayesian analysis has never been widely adopted in applications, likely due to the

fact that, with respect to NHST, it is less simple to use and not perceived as objective.

4.2 Changing the Paradigm: The Soft Way

The proposals reviewed in Sect. 4.1 imply a major change of paradigm and, most

important, they do not share two of the main perceived advantages of NHST: ease of

use and objectivity [50]. Although both “advantages” may be fallacious, their explicit

absence may render the suggested alternatives less appealing to potential users and

prevent their adoption. An alternative approach is to change the least of the paradigm,

substituting the p-value with some other synthetic measure which does not share its

pitfalls but keeps the (purported) advantages. We review below the main proposed

substitutes.

Substituting NHST with confidence intervals [10] is (at least in standard situ-

ations) a change in the way in which the results are communicated rather than a

change of method. However, it may still be a relevant change since it is plausible

that confidence intervals be less prone to misinterpretations (and some empirical

evidence confirming this is available [11]).

Scholars from different fields [6, 50] suggest using model selection criteria: the

null and alternative hypotheses correspond to two different models, the null hypoth-

esis is then “rejected” if the model corresponding to the alternative is preferred. This

is an appealing strategy because of its simplicity of implementation and “objectiv-

ity”. A number of options is available for the model comparison criterion: AIC and

BIC are the ones which are more often put forward. Besides the link with the like-

lihood ratio, it should be remembered that AIC is related to cross validation, while

BIC is the Bayes factor with suitable priors. We note that using BIC may be one way

to introduce the Bayes factor as a substitute of NHST without paying the price of the

complications of the Bayesian approach. Beside AIC and BIC, other similar crite-

ria may be considered depending on the models under consideration (Mallows Cp,

GCV, UBRE score), standard cross validation (leave-one-out, K-fold, fixed samples)

may also be used. Also, using the likelihood alone has been suggested [43] (mainly

on the grounds that it does not depend on the sample space (that is, on experimenter

intention)).

A further model selection method which is suitable for the task is the lasso

method, at least whenever the models can be framed in a (generalized) linear model

specification and the null hypothesis is that a coefficient is equal to zero. In that case

one may accept the null hypothesis if the lasso estimate of the coefficient is null, the

penalization weight being chosen somehow, for instance by cross validation.

Finally, the minimal change which has been suggested is to lower the conven-

tional threshold for significance. It has been noted that the 5% threshold was intro-

duced when fewer hypotheses were being tested so it makes sense to change it today.
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A lower threshold is usually employed in hard sciences, which appear less affected—

although not immune—by the reliability crisis.

One advantage of the above procedures—which admittedly would probably be

seen as a disadvantage by many—is that they offer an automatic choice. This may

allow to compare their performances by means of a simulation study to assess, under

various scenarios, the false discovery rate they would imply if used as a substitute

for NHST/p-value.

5 Discussion

A number of issues have been raised in the literature concerning the use of NHST

and the p-value since the introduction of such tools by Neyman-Pearson and Fisher.

The debate on whether they are useful or harmful for assessing scientific hypotheses

is particularly vivid today and coupled with the debate on the lack of reproducibility

and high false discovery rate of scientific results in many disciplines.

In fact, the misuse and misinterpretation of NHST are the reasons why it is often

singled out as a major weakness. On the contrary, it can be argued that there are

relevant possible reasons for the high FDR/lack of reproducibility which lie upstream

the use of NHST.

First, there is a big leap in inferring from the falsification of a null nil hypothesis

a confirmation of a specific alternative, particularly when the alternative does not

imply a precise prediction of what would have been observed had it been true (i.e.,

the alternative predicts a positive effect rather than an effect of a given size) [36].

Second, a high number of scientific hypotheses is probed. Each single researcher

or team tends to use the same data to probe different theories, thus leading to a mul-

tiple testing situation which may be explicit or, more subtly, due to the degrees of

freedom in specifying the data processing step and the model. This may be phrased

saying that exploratory studies are then treated as confirmatory ones (where by the

latter we mean experiments with pre-specified hypotheses and methods) thus creat-

ing unrealistic expectations on the reliability of the result (on the probability of it

being a false discovery). Moreover, this also happens “science-wide” meaning that,

at least in some disciplines, lots of labs and researchers means a high number of

hypotheses being tested leading to an uncontrollable multiple testing situation asso-

ciated to a search for small effects (having the “main ones”, the low hanging fruits,

already been found) [47].

Based on the above considerations, it is reasonable to think that the “soft” changes

to the present paradigm, where basically the p-value is substituted by some other

measure of concordance/discordance between theory and data would hardly be a

solution [29]. Also, it is probably unrealistic to try to devise a synthetic measure

of evidence for or against a scientific theory. A “hard” change of paradigm is more

promising, however no generally accepted alternative has been identified as of today.

Moreover, it is to be noted that most, if not all, promising changes do not give a
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clear-cut answer to the posited question (of whether a given theory is true), a cir-

cumstance which is likely to make it hard for them to become generally accepted.

Acknowledgements This work was supported by Univesity of Trieste within the FRA project

“Politiche strutturali e riforme. Analisi degli indicatori e valutazione degli effetti”.

References

1. Baker, M.: Is there a reproducibility crisis? Nature 533, 452–454 (2016)

2. Beall, A.T., Tracy, J.L.: Women are more likely to wear red or pink at peak fertility. Psychol.

Sci. 24, 1837–1841 (2013)

3. Berger, J.O.: Could Fisher, Jeffreys and Neyman have agreed on testing? Stat. Sci. 18(1), 1–12

(2003)

4. Boland, M.R., Shahn, Z., Madigan, D., Hripcsak, G., Tatonetti, N.P.: Birth month affects life-

time disease risk: a phenome-wide method. J. Am. Med. Inform. Assoc. ocv046 (2015)

5. Brodeur, A., Lé, M., Sangnier, M., Zylberberg, Y.: Star wars: the empirics strike back. Am.

Econ. J. Appl. Econ. 8(1), 1–32 (2016)

6. Burnham, K., Anderson, D.: P values are only an index to evidence: 20th-vs. 21st-century

statistical science. Ecology 95(3), 627–630 (2014)

7. Cohen, J.: The earth is round (p < 0.05). Am. Psychol. 49, 997–1003 (1994)

8. Cowan, G., Cranmer, K., Gross, E., Vitells, O.: Asymptotic formulae for likelihood-based tests

of new physics. Eur. Phys. J. C 71(2), 1–19 (2011)

9. Cowen, R.: Big bang finding challenged. Nature 510(7503), 20 (2014)

10. Cumming, G.: The new statistics why and how. Psychol. Sci. 25, 7–29 (2013)

11. Fidler, F., Loftus, G.R.: Why figures with error bars should replace p values: some conceptual

arguments and empirical demonstrations. J. Psychol. 217(1), 27–37 (2009)

12. Fisher, R.A., et al.: Statistical methods for research workers. In: Statistical Methods for

Research Workers, 10th. edn. (1946)

13. Gelman, A.: Commentary: P values and statistical practice. Epidemiology 24(1), 69–72 (2013)

14. Gelman, A., Loken, E.: The statistical crisis in science. Am. Sci. 102, 460–465 (2014)

15. Gigerenzer, G.: Mindless statistics. J. Socio-Econ. 33(5), 587–606 (2004)

16. Goodman, S.N.: Toward evidence-based medical statistics. 1: the p value fallacy. Ann. Intern.

Med. 130(12), 995–1004 (1999)

17. Goodman, S.N.: Toward evidence-based medical statistics. 2: the bayes factor. Ann. Intern.

Med. 130(12), 1005–1013 (1999)

18. Goodman, S.N.: Aligning statistical and scientific reasoning. Science 352, 1180–1181 (2016)

19. Greenland, S., Poole, C.: Living with p values: resurrecting a bayesian perspective on frequen-

tist statistics. Epidemiology 24(1), 62–68 (2013)

20. Hart, et al.: Dogs are sensitive to small variations of the Earth’s magnetic field. Front. Zool.

10, 80 (2013)

21. Hauer, E.: The harm done by tests of significance. Accident Analysis & Prevention 36(3), 495–

500 (2004)

22. Head, M.L., Holman, L., Lanfear, R., Kahn, A.T., Jennions, M.D.: The extent and consequences

of p-hacking in science. PLoS Biol. 13(3), e1002,106 (2015)

23. Hoover, K.D., Siegler, M.V.: Sound and fury: Mccloskey and significance testing in economics.

J. Econ. Method. 15(1), 1–37 (2008)

24. Ioannidis, J.P.: Contradicted and initially stronger effects in highly cited clinical research. Jama

294(2), 218–228 (2005)

25. Ioannidis, J.P.: Why most published research findings are false. PLoS Med. 2(8), e124 (2005)

26. Kaplan, R.M., Irvin, V.L.: Likelihood of null effects of large nhlbi clinical trials has increased

over time. PloS one 10(8), e0132,382 (2015)



104 F. Pauli

27. Klein, J.R., Roodman, A.: Blind analysis in nuclear and particle physics. Ann. Rev. Nucl. Part.

Sci. 55(1), 141–163 (2005)

28. Krantz, D.H.: The null hypothesis testing controversy in psychology. J. Am. Stat. Assoc.

94(448), 1372–1381 (1999)

29. Leek, J.T., Peng, R.D.: Statistics: P-values are just the tip of the iceberg. Nature 520(7549)

(2015)

30. Lovell, D.: Biological importance and statistical significance. J. Agric. Food Chem. 61(35),

8340–8348 (2013)

31. MacCoun, R., Perlmutter, S.: Blind analysis: hide results to seek the truth. Nature 526(7572),

187–189 (2015)

32. Masicampo, E.J., Lalande, D.R.: A peculiar prevalence of p-values just below.05. Q. J. Exp.

Psychol. 65(11), 2271–2279 (2012)

33. Mayo, D.G., Spanos, A.: Severe testing as a basic concept in a neymanpearson philosophy of

induction. Br. J. Philos. Sci. 57(2), 323–357 (2006)

34. McCloskey, D.: The insignificance of statistical significance. Sci. Am. 272, 32–33 (1995)

35. McCloskey, D.N., Ziliak, S.T.: The standard error of regressions. J. Econ. Lit. 34(1), 97–114

(1996)

36. Meehl, P.: The problem is epistemology, not statistics: replace significance tests by confidence

intervals and quantify accuracy of risky numerical predictions. In: What if there were no sig-

nificance tests, pp. 393–425. Psychology press (2013)

37. Neyman, J., Pearson, E.S.: On the problem of the most efficient tests of statistical hypotheses.

Philos. Trans. R. Soc. Lon. Ser. A 231, 289–337 (1933)

38. Nicholls, N.: Commentary and analysis: the insignificance of significance testing. Bull. Am.

Meteorol. Soc. 82(5), 981–986 (2001)

39. Nuzzo, R.: Scientific method: statistical errors. Nature 506(7487), 150–152 (2014)

40. Reich, E.S.: Timing glitches dog neutrino claim. Nature 483(7387), 17 (2012)

41. Rogoff, K., Reinhart, C.: Growth in a time of debt. Am. Econ. Rev. 100, 573–578 (2010)

42. Rothman, K.J.: Writing for epidemiology. Epidemiology 9(3), 333–337 (1998)

43. Royall, R.: Statistical Evidence: A Likelihood Paradigm (Chapman & Hall/CRC Monographs

on Statistics & Applied Probability). Chapman and Hall/CRC (1997)

44. Schmidt, F., Hunter, J.: Eight common but false objections to the discontinuation of signif-

icance testing in the analysis of research data. In: S.A.S.J. Harlow L.L. (ed.) What if There

were no Significance Tests?, pp. 37–64. Psychology Press (1997)

45. Simmons, J.P., Nelson, L.D., Simonsohn, U.: False-Positive psychology-undisclosed flexibility

in data collection and analysis allows presenting anything as significant. Psychol. Sci. 22(11),

1359–1366 (2011)

46. Simonsohn, U., Nelson, L.D., Simmons, J.P.: P-curve: a key to the file-drawer. J. Exp. Psychol.

Gen. 143(2), 534–547 (2014)

47. Sterne, J.A.C., Smith, G.D., Cox, D.R.: Sifting the evidence-what’s wrong with significance

tests? Phys. Ther. 81(8), 1464–1469 (2001)

48. Trafimow, D.: Editorial. Basic Appl. Soc. Psychol. 36(1), 1–2 (2014)

49. Trafimow, D., Marks, M.: Editorial. Basic Appl. Soc. Psychol. 37(1), 1–2 (2015)

50. Wagenmakers, E.J.J.: A practical solution to the pervasive problems of p values. Psychon. Bull.

Rev. 14(5), 779–804 (2007)

51. Wasserstein, R.L., Lazar, N.A.: The ASA’s statement on p-values: context, process, and pur-

pose. Am. Stat. 70(2), 129–133 (2016)

52. Ziliak, S., McCloskey, D.: Size matters: the standard error of regressions in the american eco-

nomic review. J. Socio-Econ. 33(5), 527–546 (2004)



Part III
Statistical Models and Methods for

Network Data, Ordinal and Symbolic Data



A Dynamic Discrete-Choice Model
for Movement Flows

Johan Koskinen, Tim Müller and Thomas Grund

Abstract We consider data where we have individuals affiliated with at most one

organisational unit and where the interest is in modelling changes to these

affiliations over time. This could be the case of people working for organisations or

people living in neighbourhoods. We draw on dynamic models for social networks to

propose an actor-oriented model for how these affiliations change over time. These

models specifically take into account constraints of the system and allow for the sys-

tem to be observed at discrete time-points. Constraints stem from the fact that for

example not everybody can have the same job or live in the same neighbourhood,

something which induces dependencies among the decisions marginally. The model

encompasses two modelling components: a model for determining the termination

of an affiliation; and a discrete-choice model for determining the new affiliation. For

estimation we employ a Bayesian data-augmentation algorithm, that augments the

observed states with unobserved sequences of transitions. We apply the proposed

methods to a dataset of house-moves in Stockholm and illustrate how we may infer

the mechanisms that sustain and perpetuate segregation on the housing market.
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1 Introduction

In the economic, social, and behavioural sciences there is a long tradition of analysing

why people end up in certain professions, particular schools, and different neigh-

bourhoods. Standard statistical approaches such as discrete-choice models allow for

investigating how different characteristics increase a person’s likelihood to end up

in one destination rather than another or how characteristics of the final destinations

explain who ends up there. It has however been recognised that there are systemic

properties of these phenomena that constrain and structure choices and destinations.

For example, whereas everybody might want to go to the best school, one school

cannot accommodate everyone [1]. When it comes to, say, occupations, typically

(excluding individuals with for example multiple part-time jobs) people only have

one occupation at any one time and the likelihood that an individual ends up in one

job might be a function of their own preference as well as the composition of employ-

ees already in that job [3].

To accommodate the systemic dependencies and restrictions associated with an

allocation system we formulate a constrained version of the stochastic actor-oriented

modelling (SAOM) family for two-mode networks proposed by Koskinen and Edling

[10]. The SAOM, originally developed for modelling the evolution of one-mode net-

works by Snijders [17], models the dynamic network as a discrete Markov chain in

continuous time, where changes to the network can be seen as incremental updates

where the network changes one tie at a time. The process thus defined is a random

walk on a d-cube [2] for d number of tie-variables. A particularly attractive aspect of

Snijders’ [17] modelling framework is that each incremental change to the network

can be modelled as an independent discrete-choice model, conditional on the current

state of the network (Snijders [16], additionally provided a model formulation that

enjoys similar properties but that relaxes the assumption of choice). Furthermore,

even if we only observe the network at discrete points in time, the SAOM provides

us with a model for imputing or augmenting our observed data with any changes that

might have occurred in-between observations. The extension to two-mode network

data or, indeed, any system that affords dissagregating complex dependencies into a

series of cumulative changes modelled as discrete-choice models is mostly a choice

of appropriate restrictions and determining the decision process.

In the following we proceed by defining the data-structure that motivates our

model. We then defined the model in detail and outline the inference scheme. Finally

we provide an illustrative example of applying the model to a data set that is a subset

of a rich and very complex register data set for inhabitants in Sweden.

2 Data Structure

We will distinguish between two types of social entities, individuals and their loca-

tions. Individuals may be alternatively people, organisations, or some other social
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entity that we are willing to endow with some form of decision-power. The locations

will represent collections of individuals, such as organisations, sectors, etc. For the

sake of our empirical setting we will refer to these two entities as individuals and

neighbourhoods. Let I = {1,… , n} be a set of individuals and J = {1,… ,m}
a set of neighbourhoods. A binary variable Yij(t) indicates whether i ∈ I lives in

neighbourhood j ∈ J at time t ∈ ℝ+
.

We denote by vi(t) a k × 1 vector of covariates of i and wj(t) a vector of covariates

for j. In addition we may have dyadic covariates for the individuals, e.g. aiu being

one or zero according to whether there is a kinship tie between i and u.

We assume that the matrix Y = (Yij)(i,j)∈I ×J is row-regular such that Yi+ =
∑

j Yij = 1 for all individuals. This eliminates homeless individuals and individuals

registering multiple living addresses, as well as individuals moving to areas that are

not in J . For the purposes of defining the model, we need not necessarily need to

distinguish between individuals being people or households. However, for the pur-

pose of analysis, individuals may conveniently be collapsed into households. This

prevents direct analysis of transition into cohabitation, children transitioning from

dependants to independants, etc.

Data could be time-stamped in the sense that we observe the exact time at which

every change occurs. In most cases we would however expect that there is some

form of discretisation of observation times, for example that only the month or year

of a change is known. For this reason we make the tacit assumption that data are

observed at discrete points in time t0, t1,… , tM+1 but in order to account for the fact

that changes do not happen simultaneously, we assume that there are unobserved

time-points s1,u,… , sKu,u in-between tu−1 and tu at which changes are made to Y .

For the purposes of inference we will assume that Yi⋅ may change at most once

in-between tu−1 and tu for any u = 1,… ,M + 1. We use the notational conventions

of letting j(Yi∙(t)) = {j ∈ J ∶ Yij(t) = 1} and ti = ti({Y(t)}t∈[s,T]) = inf{t ∈ [s,T] ∶
Yi∙(t) ≠ Yi∙(s)}.

We may construe the process of changes as a process of evolution of a bipartite

network [10] subject to the constraints of row-regularity and parsimonious paths.

3 Model Formulation

We follow the schema of Snijders [16, 17] in defining the process in terms of

waiting times and conditionally on this a discrete-choice model. When an indi-

vidual i chooses to move at, say, time t, we assume that i has complete informa-

tion about the entire state of the system and that i may choose to move to any

of the neighbourhoods in J . We assume that i associates with j ∈ J a utility

Ui(j;Y(t), t, 𝜃) = fi(j;Y(t), t, 𝜃) + 𝜀(i, j, t), where fi is an objective function that we

aim to model and 𝜀(i, j, t) are random components that we will assume are i.i.d.

extreme value type one distributed for all i, j, and t. We assume that the individu-

als maximise this function which implies [12] that the conditional probability when
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a change is made conditional on the current state (at t = ti − 𝛿) is given by

Pr(Yij(ti) = 1|Yi⋅(t)) =
efi(j;Y(t),t,𝜃)

∑
k∈𝛺(J ;Y(t)) efi(k;Y(t),t,𝜃)

,

where 𝛺(J ;Y(t)) denotes the option set. We shall limit the formulation of the sys-

tematic part of the utility function to being a weighted sum of statistics. The latter

shall be functions of Y , v, w, and a.

While the conditional discrete choice model is the main focus, for purposes of

specifying a generative model we also need to specify a process for picking who is

moving. In the most general form, we assume that the rate at which an individual i
moves out of their current neighbourhood is 𝜆i(Y(t), t, 𝜃), and that the holding-times

are conditionally independent conditional on the current state Y(t) and observable

covariates. We may construct indicators Ai(t) for each actor, indicating whether at

time t, actor i has moved (Ai(t) = 1) or not Ai(t) = 0. Once Ai(t) = 1, the actor is

no longer permitted to move. This is to fit the credible constraint that people move

at most once in each interval. From standard properties of exponential distributions

(see also the definition of rates in SAOMs for social networks [17]), the probability

at time t that actor i ∈ At = {i ∈ I ∶ Ai(t) = 0} is the first person to move is

𝜆i(Y(t), t, 𝜃)
∑

i∈A t
𝜆i(Y(t), t, 𝜃)

.

We make the explicit assumption that the rates of moving out are not confounding

the discrete choice model for the destination. Thus we tacitly disallow individuals

deciding to move because they have decided where to move to.

For computational purposes, we further make the simplifying assumption that

𝜆i(Y(t), t, 𝜃) = 𝜆i(𝜃) and that these rates may only depend on individual-level covari-

ates and time-constant characteristics of the neighbourhoods. This simplification

means that independently for each i, Pr(Ai(t) = 1) = Pr(Ti ≤ t) = 1 − e−t𝜆i(𝜃) and

Pr(Ai(t) = 0) = Pr(Ti > t) = e−t𝜆i(𝜃). Assuming that the system is not ‘full’, i.e. that

there is always somewhere to move to, this means that the parameters of the moving

out process may be estimated independently of the destination model. In particular,

with 𝜆i = e𝜂i , for some linear function 𝜂i of fixed covariates, this model formulation

implies that cloglog(Pr(Ai(t) = 1)) = 𝜂i, where cloglog(⋅) is the complimentary log-

log link function. Note that this simplification does not imply that the time-ordering

does not matter. Individuals with higher rates are likely to move earlier and the order

of moves consequently has to be weighted in the course of estimating the destination

process.

Should 𝜆i(⋅) be allowed to depend on time-varying characteristics, then the rates

would have to be updated every time anyone moves from a neighbourhood. However,

while neighbourhood characteristics can be accounted for by including a ‘lagged’

measure, e.g. the ethnic composition at the start of a period, this assumption prevents

us from investigating phenomena such as ‘white flight’ [4] in the same detail as the
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destination processes (e.g. ‘white avoidance’). Note that the simplifying assumptions

for the decision to move will not systematically bias our analysis of the destination

choice as long as the assumption that the processes are not confounded is true.

3.1 Example Statistics

We will focus here on defining elements of the discrete-choice model for the destina-

tions of moves. We can break the effects down into properties of the actors, origins,

potential destinations, as well as combinations of these. As the origin of i at the time

ti of a change j∗ = j(Yi∙(s)), s < t, is fixed in evaluating the decisions 𝛺(J ;Y(t)),
effects in fi cannot depend on j∗ only. Similarly, effects in fi cannot depend only on

properties of i. However, all interactions between properties of j∗ and i on the one

hand and properties of j ∈ 𝛺(J ;Y(t)) are admissible. Some effects relevant to our

empirical example are the following.

Destination Capacity and Popularity A natural restriction on movements is avail-

ability of housing—no matter how desirable a neighbourhood, if there is no housing

no move is possible. We call this the ‘capacity’ cj of j at time t. We may take the

capacity into account through the objective function fi. The sequential nature of the

model means that moves will free up accommodation in the sense that the move will

increase the utility for others and thereby create vacancy chains [20]. A potential

effect in the opposite direction is that popular neighbourhoods may become more

popular (a Matthew effect, see [14, 19]). We may combine these effects in a statistic

fi that makes sure that the sizes of the neighbourhoods do not fluctuate wildly over

time and also prevents heaping in popular neighbourhoods.

It is clear from data over time, however, that the number of residents remain

relatively fixed. This may be reflected by a stricter use of capacity, namely that

𝛺(J ;Y(t)) = {j ∈ J ∶ Y+j < cj}. The utility for j given that j ∈ 𝛺(J ;Y(t))
should reflect the increasing utility of availability as reflecting market prices as well

as a decreasing utility of availability as reflecting decreased popularity (the Yogi

Berra effect, [7]). In addition to the restrictions on 𝛺, we model the effect of occu-

pancy as a decaying utility of available housing

Sij(t) = exp{−𝛼min(cj − y+j(t), c)}, (1)

where c is some truncation point set for computational convenience.

Prices of Housing and Household Assets To reflect differences in the prices of

housing, we may include as a statistic Sij(t) = wj(t), where wj(t) is the average log

price or another appropriate measure. Instead, or in addition, we may here have a

compositional variable Sij,comp(t) =
∑

i ykj(t)vk(t)∕y+j for some measure of household

assets vk.
Assuming that housing costs wj and household assets vk are measured on compa-

rable scales, household-area pricing discrepancy can me modelled using the effect
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Sij,dif f (t) = (vI(t) − wj(t))2.

Instead of wj we may use average income Sij,comp(t), which comprises two aspects,

the compositional aspect and a pragmatic proxy for cost of housing. Additionally, we

may consider income differences between neighbourhoods (Sij∗,comp(t) − Sij,comp(t))2.

Ethnic Mixing To model ethnic mixing, let vi indicate if i belongs to a minority

ethnic group or not (the extension to multiple categories is straightforward), and we

can model mixing through:

Sij(t) = 1 −
|
|
|
|
|
vi(t) −

∑
k ykj(t)vk(t)
y+j(t)

|
|
|
|
|
. (2)

A positive parameter means that individuals tend to associate higher utility with areas

with high proportion of inhabitants of the same ethnic group.

Spatial Embedding A plausible factor in moves is the spatial embedding of neigh-

bourhoods. On the one hand, neighbourhoods that are more central may be more

attractive, on the other hand there are considerable transaction costs associated with

moves over large distances. We focus here only on the latter factor and define a

statistic

Sij,5(t) = log ||wj − wj∗ ||
2
,

where j∗ ∈ J is the current area of i. For longitudinal networks it is common to

use distances on a log-scale [9, 15], something which may be motivated through a

relation to the attenuated power-law form of spatial decay (see further e.g. [5]).

Kinship and Social Networks The literature suggests that information is not sym-

metrically disseminated and that considerable advantages may be had through extra-

market structures [6]. While networks of acquaintances, work colleagues etc., are

difficult to gather data on, we may have register data on kinship networks. A sim-

plistic approach for modelling a preference for moving to neighbourhoods where

you have relatives is to include the effect Sij,6(t) =
∑

k ykj(t)aik that is large for areas

where i has others k that are kin.

Dynamic Endogeneity The incremental nature of the model captures two aspects

of endogeneity and emergence. Firstly, the move of i from j∗ to j implies that any

compositional variables for areas are updated by removing the contribution of i
to j∗ and giving j the additional contribution of i. A compositional change in the

ethnic composition of a neighbourhood thus comes about by successive updates to

the neighbourhood ethnic composition, for example ethnic minorities moving into a

neighbourhood, incrementally increasing the proportion of ethnic minorities.

Second, the conditional nature of the model means that we may include path

dependencies. The simplest form of path dependency is the first-order, whereby we

model the probability that an individual moves into a neighbourhood j given that the

individual currently lives in neighbourhood j∗.
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Similar to homophily and influence effects in stochastic actor-oriented models

for social network evolution [17], there may be strong effects of segregation without

there being any evidence in the changes of the marginal distributions of ethnic com-

position. If there is no effect of segregation, we expect that the ethnic compositions

of neighbourhoods will tend to be evenly distributed across networks, everything

else equal. If, however, there is already segregation initially (as reflected in unequal

distribution of ethnic proportions), a strong effect for segregation may be needed

to maintain the distribution of ethnic composition across neighbourhoods (for lon-

gitudinal exponential random graph models this has been addressed through joint

modelling of initial conditions and dynamics; [9]).

4 Estimation Issues

Given an observed sequence of moves by individuals with known attributes, the like-

lihood is tractable and inference is straightforward. In the case that data are only

observed, say, once every year, the sequence of moves is not observed. Had utilities

been independent of past moves and constant over time, the exact sequence might

have been of minor importance. Here, the order of moves is potentially important

and while it is unobserved, the composition of areas and individual attributes may

bias transitions in an informative way. Of particular interest is the case of moves are

the restrictions imposed by capacity of areas [20].

Given that the process is equivalent to that of Koskinen and Edling [10] with

added constraints, a straightforward modification of the Bayesian inference proce-

dure proposed by Koskinen and Snijders [11] applies. In particular, given that actors

may only move once in any given time-interval, this means that the Bayesian data-

augmentation scheme can be considerably simplified. To propose updates to the

unobserved sequence we only need to shuffle the order of moves. Here, we pick two

changes and propose swapping their order provided this does not lead to a violation

of the maximal capacity of any neighbourhood.

5 Empirical Illustration

Figure 1 illustrates the structure of the movements on the Stockholm housing mar-

ket. The 128 nodes represent the neighbourhoods defined by the small area market

statistics of Statistics Sweden.

We consider here a simplified model where we only use transitions in the period

1990–1991. In total there were 572,389 actors (households) in the Stockholm area

in this period and a total of 41,578 actors were registered at different addresses in

1990 and 1991. The main focus of interest is to explain ethnic segregation on the

housing market as measured by the different proportions of actors that were either

second or first generation immigrants in neighbourhoods. The overall proportion of
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0
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Fig. 1 Movement flows among 128 Stockholm neighbourhoods (based on small area market statis-

tics) aggregated across 1990–2003 (directionality has been suppressed for visibility). In the period

1990–1991 there were 572,389 households across the 128 areas and 41,578 moves. The thickness

and saturation of a line is proportional to the number of moves between respective areas (code from

spatial.ly gratefully acknowledged)

thus defined immigrants in the Stockholm area was 22.4%. We model segregation

by including the two effects ‘mover-dest immig sim’ and ‘orig-dest immig diff’. The

former is defined as Eq. 2 and the latter as |
∑

i yij∗vi(t)∕yij −
∑

i y+jvi(t)∕y+j|, which

measures the dissimilarity in proportion of immigrants in the origin and potential

destination neighbourhood of i. To control for income distribution, two effects ‘orig-

dest income diff’, (Sij∗,comp(t) − Sij,comp(t))2, and ‘mover-dest income diff’, (vj(t) −
Sij,comp(t))2, were constructed.

To capture the potential of vacancy chains the capacity cj of each neighbour-

hood is set to 100.05% of the total number of inhabitants in 1991. Thus a neigh-

bourhood that increases its population by 0.05% early on in the period is effectively
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Table 1 Posterior summaries for SAOM fitted to the movement flows on the Stockholm Housing

market between 1990 and 2003

Effect Parameter mean Std

capacity −2.945 0.027
dest income −5.409 0.508
orig-dest income diff −2.396 5.089
mover-dest income diff −10.890 0.744
orig-dest immig diff −3.500 0.145
mover-dest immig sim 1.292 0.048
orig-dest distance −128.725 1.423

removed from the choice-set of actors until someone moves out of this neighbour-

hood. The scaling parameters in Eq. 1 are set to 𝛼 = 0.25 and c = 19.

For this example we have not estimated the moving-out process nor have we

taken into account actors entering or leaving the Stockholm market. Estimation

results from a Markov chain Monte Carlo algorithm based on a modified version of

Koskinen and Snijders [11] using 5,000 iterations are provided in Table 1.

The negative capacity effect could be interpreted as neighbourhoods being more

popular the more popular they are, or equivalently, the further they are from capacity,

the less attractive they are. However, the proxy for capacity is blunt and its interpre-

tation in terms of popularity could be argued to be somewhat circular.

There is no discernible effect of neighbourhood homophily on income level but a

clear preference for actors moving to neighbourhoods with a similar average income

level to their own. The negative coefficient for distance indicate that actors prefer

to move only short distances. Over and above these other effects, there are two

clear segregation effects: actors move between neighbourhoods with similar pro-

portions of immigrants (coef: −3.5); and immigrant actors prefer to move to neigh-

bourhoods that have high proportion of immigrants (coef: 1.29) (and conversely,

non-immigrants prefer low proportion of immigrants).

The relative effect of vacancy chains is indicated by the proportion of proposed

permutations in the course of estimation that would have resulted in a neighbourhood

exceeding its capacity. Here, in 30% of proposals for draws from the full conditional

posterior of the unobserved sequence of moves, given the rest, an actor was attempt-

ing to move to a neighbourhood that had no vacancy.

6 Conclusions and Future Directions

We presented a generative model for modelling allocation of individuals to neigh-

bourhoods while taking systemic dependencies into account. For the example of

the Stockholm housing market we found that there is clear evidence of households
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sorting themselves according to ethnic background, sustaining and reproducing eth-

nic segregation on the housing market. As one of the key purposes is to generate

predictions under various scenarios we need to specify the moving-out process in

order to fully leverage the generative capacity of the model. Furthermore, applying

the model to data across 13 consecutive years, gives us an opportunity to investigate

how the model changes over time. This could be done by drawing on work on change-

point analysis for sequential models [13] or by specifying a hierarchical model as in

Koskinen et al. [9] and model a smooth change to the parameters as a function of

time.

There are obvious connections to demographic micro-simulation techniques [8]

but, as pointed out by Snijders and Steglich [18], the inferential framework of the

actor-oriented model allows a simulation model that is informed by real data. As the

modelling of housing moves demonstrates, the principles of Snijders [17] stochastic

actor-oriented model provides a general framework that applies much more widely

than to just social networks.
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On the Analysis of Time-Varying
Affiliation Networks: The Case of Stage
Co-productions

Giancarlo Ragozini, Marco Serino and Daniela D’Ambrosio

Abstract Multiple Correspondence Analysis and Multiple Factor Analysis have

proved appropriate for visually analyzing affiliation (two-mode) networks. However,

more could be said about the use of these tools within the positional approach of

social network analysis, relying upon the ways in which both these factorial methods

and blockmodeling can lead to an appraisal of positional equivalences. This paper

presents a joint approach that combines all these methods in order to perform a posi-

tional analysis of time-varying affiliation networks. We present an application to an

affiliation network of theatre companies involved in stage co-productions over four

seasons. The study shows how the joint use of Multiple Factor Analysis and block-

modeling helps us understand network positions and the longitudinal affiliation pat-

terns characterizing them.

Keywords Multiple Factor Analysis ⋅ Generalized blockmodeling ⋅ Positional

approach

1 Introduction

Affiliation networks are a special case of two-mode networks [1] and occur when-

ever a number of social units (i.e. individual or collective agents) are connected to

each other through specific activities or settings. These networks consist of two dis-

joint sets: a set of actors and a set of events (or activities) in which those actors are

involved. When a number of actors attend a number of events over different time

occasions, we deal with a time-varying affiliation network. This type of network is

of interest in a number of fields, such as organizational, economic, sociological, and

political studies, but also in the arts [2].

In the present paper we focus on a time-varying affiliation network resulting from

the co-productions that theatre companies release by participating in joint projects
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during different seasons. In such a case it is interesting to study roles and positions

that can emerge from a thorough analysis of the relational patterns of the network

units, also considering their attributes.

In social network analysis (SNA) literature, two main tools have recently been

considered to undertake the positional analysis [3] of two-mode networks, namely

generalized blockmodeling [4, 5] and Multiple Correspondence Analysis (MCA)

and/or Multiple Factor Analysis (MFA) [6, 7]. In this paper we take a further step

in this direction by presenting a joint approach that combines factorial methods and

generalized blockmodeling for two-mode networks [4, 5]. Thanks to the connection

between the principle of distributional equivalence, which pertains to MCA, and that

of structural equivalence related to blockmodeling [8], the combination of these two

methods is pursued in order to accomplish in a novel way the positional analysis

typical of SNA. This joint approach can provide greater insights into the analysis

of the relational patterns of both actors and events, along with their attributes and

variation over time, and into positional analysis in particular.

2 The Stage Co-production Network

In this paper we deal with a collaboration network in the art world of theater. Actu-

ally, collaboration networks are of interest especially in the case of complex artworks

such as theater productions [9]. SNA scholars have paid increasing attention to col-

laboration networks in the art worlds (see e.g. [10, 11]), and co-production networks

in the theater sector are a particular, relatively unexplored example of such networks

[12, 13]. Collaboration among theater companies takes the form of the co-production

when two or more companies jointly release a given theatrical work. These linkages

among co-producing organizations give rise to an affiliation network, which is char-

acterized by a set of nodes (the co-producing organizations) and a set of events (or

affiliations, i.e., the co-productions). When co-productions occur over different sea-

sons we have to do with a time-varying affiliation network.

Formally, a time-varying affiliation network can be represented by a set of K affil-

iation networks {k}k=1,…,K . The k index refers to different time points, and in the

following we will generally refer to them as occasions [7]. Each affiliation network

k consists of two sets of relationally connected units, and can be represented by a

triple k
(
V1k,V2k,k

)
composed of two disjoint sets of nodes—V1k and V2k of car-

dinality Nk and Jk, respectively—and one set of edges or arcs, k ⊆ V1k × V2k. By

definition, V1k ∩ V2l = ∅,∀k.

For the sake of presentation, in this paper we assume that V1k = V1 ∀k.
1

The set

V1 = {a1, a2,… , aN} represents the set of N actors, whereas V2k = {e1k, e2k, … , eJk
}

represents the set of Jk events. We are thus considering networks in which the set of

actors is fixed over time while the events can be fixed or fleeting occurrences over

1
The case of nodes in V1k that partially change over k can be treated by considering V1 as the overall

set of nodes that includes all the V1k’s, i.e. V1 = ∪K
k=1V1k.
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time. The edge rijk = (ai, ejk), rijk ∈ k is an ordered couple and indicates whether

or not an actor ai attends an event ejk.

Each set V1 × V2k can be fully represented by a binary affiliation matrix𝐅k = (fijk),
i = 1,… ,N, j = 1,… , Jk, k = 1,… ,K, with fijk = 1 if (ai, ejk) ∈ k and 0 other-

wise. Given 𝐅k, the row and column marginals fi.k =
∑Jk

j=1 fijk and f
.jk =

∑N
i=1 fijk coin-

cide with the degree dik of the ith actor at occasion k and the size sjk of the jth event at

occasion k, respectively, i.e., fi⋅k = dik and f⋅jk = sjk. The set of all affiliation matrices

{𝐅k}k=1,…,K can be represented through a data table, usually called the grand table,

F = [𝐅1|… |𝐅K] = (fijk), with fijk ∈ {0, 1}, i = 1,… ,N, j = 1,… , Jk, k = 1,… ,K.

The grand table F is built up by stacking the subtables {𝐅k}k=1,…,K side by side.

Given F, for each i, i = 1,… ,N, the row marginal fi.. =
∑Jk

j=1
∑K

k=1 fijk coincides

with the total degree of the ith actor, and L =
∑N

i=1
∑Jk

j=1
∑K

k=1 fijk is the total number

of edges over all the occasions.

We aim to (i) analyze the relational (affiliation) patterns and characteristics of

both companies and co-productions over the four-season span; (ii) assess the space

of network positions of actors (theater companies) on the basis of their participation

in events (co-productions); (iii) identify the models of structure characterizing our

network; (iv) explore the variation the relational patterns over time. In order to pursue

the previously listed aims, we propose to jointly use Multiple Factor Analysis (MFA)

based on Multiple Correspondence Analysis (MCA) for affiliation networks, and

generalized blockmodeling.

3 The Joint Use of Multiple Factor Analysis
and of Generalized Blockmodeling

Our proposal seeks to combine the main advantages of both factorial and positional

analysis methods. Indeed, both methods seek to identify and synthesize the underly-

ing structure of the observed phenomena by looking at them from a global perspec-

tive. Both methods allow detecting the structural similarity in the network on the

basis of a certain criterion of equivalence between the units. Thus, they both have

the same object but examine it with different levels of detail and from different points

of view, allowing an in-depth analysis. Their combination rests on the existence of

formal connections between them.

MCA [14], like simple Correspondence Analysis (CA), is based on the princi-

ple of distributional equivalence, while blockmodeling, in one of its formulation, is

based on the principle of structural equivalence [15]. These two forms of equiva-

lence have a different nature. Distributional equivalence is related to the frequency

distributions of the row and column profiles, while structural equivalence refers to

the links between network units. The connection between these two principles is vis-

ible especially in the case of MCA, since the complex system of weights on which it

is based makes the resulting distances very similar to the correct Euclidean distances
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[6, 8]. These latter measures are compatible with structural equivalence. It follows

that graphic representations made by MCA are based on properties that allow repro-

ducing a relational structure akin to the one emerging from a blockmodeling based

on structural equivalence. This connection legitimates our choice of combining the

two techniques, i.e., our joint approach.

In order to do that, we follow three steps. We first analyze the time-varying two-

mode network through MFA. In a second step, starting from the previous results, we

derive for each season the generalized blockmodeling solutions. Finally, in a third

step, we incorporate the blockmodeling network positions in MFA along with actors’

and events’ attributes.

3.1 Multiple Factor Analysis for Time-Varying Two-Mode
Networks in Brief

Given the relational structure embedded in each 𝐅k, and in the grand matrix F, we

analyze the relational patterns by using MFA, which provides a unifying and general

framework to deal with multiple-way matrices, like F. MFA is an extension of fac-

torial techniques [16] tailored to handle multiple data tables. This allows to jointly

analyze quantitative and qualitative variables, providing displays in which represen-

tations of the set of individuals associated to each group of variables are superim-

posed. By applying MFA to time-varying affiliation networks, we can perform four

different analyses [8]: (i) analysis of each 𝐅k, k = 1,… ,K through a suitable fac-

torial method (partial analysis); (ii) analysis of F (global analysis); (iii) analysis of

structural changes among occasions; (iv) analysis of actor/event variation over the

occasions by projecting the weighted affiliation matrices 𝐅k on the global factorial

plane. To perform MFA, a factorial method has to be chosen for the analysis of both

𝐅k and F. We choose to use MCA because of its nice properties in the analysis of

network data [6, 8].

In order to perform MCA for the partial analyses, and then for the global analysis,

we consider actors as observational units and the participation in events as dichoto-

mous categorical variables, and apply the usual CA algorithm—SVD of the doubled

normalized and centered profile matrix—to the multiple indicator matrix 𝐙k derived

from 𝐅k through a full disjunctive coding, as described in [6]. To this end, we con-

sider each event ejk as a dichotomous variable with categories e+jk and e−jk, where e+jk is

a dummy variable coding the participation in the event, and e−jk is a dummy variable

coding the non-participation. Hence, each 𝐙k matrix is a N × 2Jk matrix of the form:

𝐙k ≡
[
𝐅+

k ,𝐅𝐤
−]

, where 𝐅+
k = (e+jk) = 𝐅k, and 𝐅−

k = (e−jk) = 𝟏 − 𝐅+
k = 𝟏 − 𝐅k, with 𝟏

the N × Jk all-ones matrix. The indicator matrix 𝐙k turns out to be a doubled matrix.

For the sake of presentation, in the present paper we focus on the joint represen-

tation of actors and events in the common barycentric space, considering the space

given by the global analysis ofF and actors’ and events’ variations over the occasions

by projecting the weighted affiliation matrices 𝐅k on the global factorial plane.
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3.2 Generalized Blockmodeling for Affiliation Networks

In the second step, we perform generalized blockmodeling. This class of methods

aims to partition network units into equivalent classes, which are called network posi-
tions, or clusters, as well as the links within and between such equivalent classes [5,

17]. These partitions of links are called blocks. Generalized blockmodeling for two-

mode networks relies upon the same general theoretical basis concerned with block-

modeling for one-mode networks, but aims to obtain a two-clustering [4, 5]. As “the

partitions of rows and columns are not identical”, in two-mode blockmodeling the

rows and columns of the matrix, i.e. the two clusters, are partitioned simultaneously

but in a different way [5, p. 249]. Given the dual nature of the clusters in affiliation

networks [18], blocks that connect two different clusters of units (actors and events)

have special properties: each block is formed by the ties between a cluster (position)

of the first set and a cluster (position) of the second set. The generalized blockmod-

eling approach [5] to affiliation (two-mode) networks is developed in order to cope

with such properties, so as to obtain a two-clustering that reflects the structure of a

selected block type among a wider set of blocks that have to do with a relaxation

of the equivalence concept, beyond structural and regular equivalences. Generalized

blockmodeling allows us to treat of this possibly wide range of equivalence forms,

which can be named generalized equivalences.

Formally, given the affiliation networks {k}k=1,…,K , we look for a set of a two-

clustering Ck = (C1
k ,C

2
k) ∈ 𝚽, with C1

k = {C1
1k
,C1

2k
,… ,C1

Hk
} a partition (or cluster-

ing) of the set V1 in Hk clusters, C2
k = {C2

1k
,C2

2k
,… ,C2

Mk
} a partition of the set V2k

in Mk clusters, 1 ≤ Hk ≤ N and 1 ≤ Mk ≤ Jk, 𝚽 the set of all possible feasible par-

titions. Two-mode generalized blockmodeling can be formulated as the following

optimization problem [5]:

P(C∗
k ) = min

Ck∈Φ
P(Ck), (1)

with C∗
k the optimal partition, and P(Ck) the criterion function defined as

P(Ck) = P((C1
k ,C

2
k)) =

∑

Cik∈C1
k ,Cjk∈C2

k

min
B∈(Cik ,Cjk )

d(R(Cik ,Cjk ),B), (2)

where (Cik ,Cjk ), with Cik ⊆ V1 and Cjk ⊆ V2k, is the set of all ideal blocks corre-

sponding to the observed blocks R(Cik ,Cjk ), and the expression d(R(Cik ,Cjk ),B) the

measure the number of inconsistencies, i.e. the number of not corresponding ties

between empirical blocks R(Cik ,Cjk ) and the corresponding ideal blocks B.

Given the wide range of possible ideal blocks and equivalence forms, it could be

very hard to find a unique solution. In our case, we use the results from MFA in order

to make hypothesis on blocks to be tested. This prespecified blockmodeling can be

considered as a sort of confermative analysis [5].



124 G. Ragozini et al.

3.3 Incorporate Blockmodel Positions in MCA
Representation

In the last step, we integrate all the results in a unique analysis, characterizing actors

and events by using also their attributes. This is possible by adding to the indicator

matrix 𝐙k a set of columns (rows) corresponding to complete disjunctive coding

of both qualitative variables used as attributes [6], and actors’ and events’ clusters

(blockmodel positions) arising from the two-mode blockmodeling procedure. These

latter are treated as supplementary rows and columns in MFA.

Starting from 𝐙k, an augmented matrix 𝐙+
k is defined as:

𝐙+ =
⎛
⎜
⎜
⎝

𝐙k 𝐀a
k 𝐁a

k
𝐀e

k 0 0
𝐁e

k 0 0

⎞
⎟
⎟
⎠
, (3)

where 𝐀a
k and 𝐀e

k are the complete disjunctive coding matrices of attributes (of actors

and of events, respectively), and 𝐁a
k and 𝐁e

k are the matrices encoding the member-

ships of actors and events in clusters (positions) given by the partitions resulting

from blockmodeling.

Attributes and clusters can be projected as supplementary points on the facto-

rial plane, and their positions can be used to support the interpretation of the net-

work structure emerging by the factorial configuration. In addition, it is possible to

explore the relationships between the relational patterns and the corresponding clus-

ters established through the blockmodeling procedure. In this way, we can maximize

the informative contribution present in the data and enrich the interpretation of the

final solution, for the purposes of both MCA and blockmodeling.

In turn, MCA, among other advantages, adds to the blockmodeling the possibility

of representing actors/events’ positions, or clusters, in a metric space, allowing us to

analyze their associations with the underlying relational structure and to assess their

location in a “social space” in terms of distance. In addition, the presence of actors’

and events’ attributes permits us to reconstruct a “significant information context”

by which the actors/events positions can be usefully characterized and interpreted.

4 The Case Study of Stage Co-productions

In the present paper we focus upon the theater system of the Campania region

(Italy), where a distinguished theatrical tradition survives side by side with avant-

garde productions [19]. In addition, this system resembles the national one for it

is composed of all types of major and minor theater institutions acknowledged by

the Italian Ministry of Cultural Heritage (MIBACT, in Italian). Our network data
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consist of a main set including information on the network ties between compa-

nies and the co-productions which they participated in, along with the categorical

attributes of both. By means of web-based questionnaires and relying upon infor-

mation available on companies’ websites, between 2013 and 2015 we have col-

lected data on the co-productions released in the course of four seasons (2011/2012,

2012/2013, 2013/2014, 2014/2015) by the resident theater companies that were

located in the region and actively operating during the period of data gathering.

In the affiliation network, each company is an actor, and each co-production is an

event. The participation of a company to a co-production at time k gives rise to

a collaboration tie, which may also involve other organizations than those consid-

ered for the basic data collection, with i = 1,… , 100, j = 1,… , Jk, k = 1,… , 4, and

J1 = 37, J2 = 45, J3 = 40, J4 = 35 for a total of J = 157 events. The 100 organiza-

tions consist of 67 theater companies plus other 33 non-theatrical organizations.

The global MFA shown in Fig. 1 displays the joint representation of companies

(actors), represented by points, and co-productions (events), represented by vectors.

In the map, points’ coordinates result from the weighted average of the coordinates

of the related points over the four seasons. By this map it is possible to illustrate the

(dis)similarity among the patterns of participation of companies in co-productions,

and among the attendance patterns of co-productions with respect to the companies

Fig. 1 Global analysis: companies’ and co-productions’ joint representation. Points represent com-

panies (regular labels), vectors represent co-productions (bold labels ending with the number of

times the same co-production occurs). Blockmodeling clusters are superimposed (bold labels in

the boxes)
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involved. This can be done by looking at the distances between points but also at the

angle between vectors. In addition, the map shows the clusters (network positions)

to which blockmodeling assigns the companies by reason of the similarity of their

relational patterns.

By a visual inspection of the factorial map, five subgroups of companies can be

easily identified. At the top right, Teatro Stabile di Napoli (TSN) and Fondazione

Campania Festival (FCF) form a first subgroup, while, below, a second subgroup

consists of the companies Teatro Le Nuvole (TLN) and Progetto Museo (PM). These

four companies are the ones with the largest coordinates, and thus give the main

contribution to the first and second axes. Further, the points representing them are

the farthest ones from the axes origin. Thus, their relational patterns are very rare and

the most peculiar in the network: they participate in a large number of co-productions

with a given number of partners and this differentiates them from the rest of the

network. This peculiarity also emerges from the length of the vectors lying close to

each pair of points. The vectors on the top right panel characterize TSN and FCF,

while a bundle of vectors on the bottom right panel highly characterizes the relational

patterns of TLN and PM. Interestingly, the longest vector standing very close to the

horizontal axis corresponds to the co-productions that involve both groups and act

as a bridge between these two positions.

On the left-hand side of the map, other two subgroups appear: the first one

includes Magazzini, TeatrAzione, and La Carrozza d’Oro, while the second one

comprises Teatro Bracco and Teatro Totò. At the bottom left of the map the fac-

torial representation provides a plain visual counterpart to the patterns displayed on

the other side. The vectors of the co-productions involving Magazzini and FCF at

the top right are negatively correlated, which clearly expresses the opposite relational

patterns of these companies.

A fifth subgroup of companies lies close to the axes origin by virtue of their very

sparse participation patterns. In fact, around the origin we find the most common co-

production profiles, characterized by very low rates of attendance of companies, as

well as those co-productions (and companies) which give the lowest contribution to

the first two axes. Overall, these first results drove the prespecification of the block-

modeling [5], i.e. the definition of block types and their location in the blockmodel

structure, which has been subject to a fitting procedure whose results are put directly

into the map of Fig. 1. For the sake of brevity we do not show this procedure (detailed

results are in [13]). We project the resulting clusters as supplementary points on the

map following the procedure described in Sect. 3.3.

As the blockmodeling procedure assigns these companies to distinct clusters, we

have an evidence of the segmented structure of the network, while the factorial plane

displays the mutual exclusion of these clusters by reason of their different relational

patterns. In addition, the resulting blockmodels reveal a hierarchical structure emerg-

ing from some core-periphery models in which the clusters with peculiar relational
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Fig. 2 Global analysis: joint representation of clusters (solid squares) and companies’ and co-

productions’ attributes (empty circles and squares)

patterns (i.e. the clusters
2 (C1

3,C
2
3) are linked to those having common profiles (like

the clusters (C1
5,C

2
5)). These are some of the benefits of our joint approach.

MFA also allows considering to what extent the clusters are characterized by

companies’ and co-productions’ attributes. The map in Fig. 2 shows that the clus-

ters (C1
3,C

2
3) differ from (C1

1,C
2
1) as for the type of theatrical work the corresponding

companies mainly focus on. For instance, the former are more inclined to produce

classic and contemporary plays; the latter, instead, mainly devote their work to youth

theater with a multidisciplinary orientation. The location of these two clusters clearly

marks the distinction between them and those lying at the opposite side of the map

in line with the difference we observed in the respective relational patterns.

Transitions of companies in the space of relational patterns over the time occa-

sions (partial analysis) are also of interest. In Fig. 2 we have highlighted the chang-

ing pattern of participation of companies in the clusters (C1
3,C

2
3), which turn out

to include only TSN in the 2014/2015 season. This transition is better understood

by looking at the individual trajectories of the companies over time, as shown in

Fig. 3, where FCF moves towards the axes origin, i.e. the area of non participation,

until it no longer belongs to clusters (C1
3,C

2
3) (in the last time occasion), and TSN

denotes an odd trajectory mainly due to the complex patterns of its participation in

co-productions over the four-time span.

2
We omit the reference to the occasion, as the clusters are stable during the four seasons.
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Fig. 3 Partial analysis: trajectories of some companies over time
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Similarity and Dissimilarity Measures
for Mixed Feature-Type Symbolic Data

Manabu Ichino and Kadri Umbleja

Abstract This paper presents some preliminary results for the similarity and
dissimilarity measures based on the Cartesian System Model (CSM) that is a
mathematical model to manipulate mixed feature-type symbolic data. We define the
notion of concept size for the description of each object in the feature space. By
extending the notion to the concept sizes of the Cartesian join and the Cartesian
meet of the descriptions for objects, we can obtain various similarity and dissimi-
larity measures. We present especially asymmetric and symmetric similarity
measures useful for pattern recognition problems.
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1 Introduction

Many similarity and dissimilarity measures have been extensively developed in
various research fields. Johnson [1] treated similarity in clustering problems, and
Hubert [2] extended Johnson’s hierarchical clustering algorithms. Tversky [3]
presented a detail discussion for features of similarity. As a generalization of
clustering problems, Michalski and Stepp [4] described conceptual clustering in
which each cluster is described by conjunctive logical expression. Jain, Murty, and
Flynn [5] presented a wide range of review for data clustering including conceptual
clustering.

As noted by Bock and Diday [6], Billard and Diday [7], and Diday and
Noirhomme [8], symbolic data analysis aims at extending the classical data models
to take into account more complete and complex information. De Carvalho and
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De Souza [9] presented clustering methods for mixed feature-type symbolic data
with a thorough survey. Ichino and Yaguchi [10] defined generalized Minkowski
metrics for mixed feature-type data based on the Cartesian System Model (CSM)
and present dendrogram obtained from the application of standard linkage methods.
Guru et al. [11] presented proximity measure and concept of mutual similarity value
for clustering interval-valued symbolic data.

The purpose of this paper is to present some preliminary results of the similarity
and dissimilarity measures for mixed feature-type symbolic data under the CSM. In
Sect. 2, we describe the Cartesian System Model (CSM). In Sect. 3, we present
various similarity measures defined with respect to the concept size and the con-
ditional concept size. We describe the asymmetric similarity measure and then
compactness measure useful for pattern recognition problems with simple
examples.

2 The Cartesian System Model [10] and a Generalization

Let Dk be the domain of feature Fk, k=1, 2, . . . , d. Then, the feature space is
defined by

D dð Þ =D1 ×D2 ×⋯×Dd. ð1Þ

Since we permit the simultaneous use of various feature types, we use the
notation D(d) for the feature space in order to distinguish it from the d-dimensional
Euclidean space Dd. Each element of D(d) is represented by

E=E1 ×E2 ×⋯×Ed orE= E1,E2, . . . ,Edð Þ, ð2Þ

where Ek, k = 1, 2, …, d, is the feature value taken by the feature Fk. We permit not
only continuous and discrete quantitative features (e.g. height, weight, and the
number of family members) but also interval values of the form Ek = [a, b]. By
assuming a proper numerical coding, we can also manage ordinal qualitative fea-
tures (e.g. academic career, etc.). We call the Cartesian product (2) as an event. Any
point in the feature space is also an event of the reduced form.

2.1 The Cartesian Join Operator

The Cartesian join, A ⊞ B, of a pair of events A= A1,A2, . . . , Adð Þ and
B= B1,B2, . . . ,Bdð Þ in the feature space D(d), is defined by
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A⊞B= ½A1 ⊞B1�× ½A2 ⊞B2�×⋯× ½Ad ⊞Bd�, ð3Þ

where ½Ak ⊞Bk� is the Cartesian join of feature values Ak = AkL,AkU½ � and
Bk = BkL,BkU½ � defined by

½Ak ⊞Bk�= ½min AkL,BkLð Þ,max AkU ,BkUð Þ�. ð4Þ

Figure 1a illustrates the Cartesian join of two interval-valued objects A and B in
the Euclidean plane.

2.2 The Cartesian Meet Operator

The Cartesian meet, A⊠B, of a pair of events A= A1,A2, . . . ,Adð Þ and
B= B1,B2, . . . ,Bdð Þ in the feature space D(d) is defined by

A⊠B= ½A1 ⊠B1�× ½A2 ⊠B2�×⋯× ½Ad ⊠Bd�, ð5Þ

where ½Ak ⊠Bk� is the Cartesian meet of feature values Ak and Bk for feature Fk

defined by the intersection

½Ak ⊠Bk�=Ak ∩ Bk . ð6Þ

When the intersection (6) takes the empty value ϕ, for at least one feature, the
events A and B have no common part. We say this fact that A and B are disjoint.

Fig. 1 Cartesian join and meet in the Euclidean plane
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If all feature values have no common part simultaneously (see Fig. 1a), we say that
A and B are completely disjoint and we denote as

A⊠B=∅. ð7Þ

Figure 1b illustrates the Cartesian meet of two interval-valued objects A and
B. We call the triplet ðDðdÞ,⊞,⊠Þ the Cartesian System Model (CSM).

2.3 A Generalization of the CSM to Histogram Valued Data

We use the Oils’ data [10, 12] to illustrate the generalization of our model. In this
data, we describe six plant oils; Linseed, Perilla, Cotton, Sesame, Camellia, and
Olive, and two animal fats; Beef and Hog, by four interval valued features; Specific
Gravity, Freezing Point, Iodine Value, and Saponification Value, and one nominal
histogram feature; Major Acids in Table 1.

In Table 1, the order of six major acids owes to their molecular weights. Each
row shows the set of bin probabilities. We attach the unit interval to each nominal
bin, and we assume that each object is defined on the whole interval [0, 6]. Then,
we can find the cumulative distribution function for each object. Figure 2a is the
illustration of eight distribution functions as parallel monotone line graphs.
Figure 2b is the corresponding quantile functions represented by 0, 10, 25, 50, 75,
90, and 100% values. For each object, we select here 10 and 90% quantile values
denoted by large dots. As the result, we obtain five interval-valued Oils’ data in
Table 2.

We use the Oils’ data in Table 2 to illustrate the asymmetric and symmetric
(dis) similarity measures in the following sections.

Table 1 Major acids for oils and fats

Palmitic Stearic Oleic Linoleic Linolenic Arachic
C16:0 C18:0 C18:1 C18:2 C18:3 C20:0

Linseed 0.07 0.04 0.19 0.17 0.53 0.00
Perilla 0.13 0.03 0.00 0.16 0.68 0.00
Cotton 0.24 0.02 0.18 0.55 0.00 0.00
Sesame 0.11 0.05 0.41 0.43 0.00 0.00
Camellia 0.08 0.02 0.82 0.07 0.00 0.00
Olive 0.12 0.02 0.74 0.00 0.10 0.01
Beef 0.32 0.17 0.46 0.03 0.01 0.01
Hog 0.27 0.14 0.38 0.17 0.01 0.03
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Fig. 2 Distribution functions and quantile functions

Table 2 Oils’ data by five interval-valued features

Specific
gravity: F1

Freezing
point: F2

Iodine
value: F3

Saponification
value: F4

Major
acids: F5

Linseed [0.930, 0.935] [− 27, −18] [170, 204] [118, 196] [1.75, 4.81]
Perilla [0.930, 0.937] [− 5, −4] [192, 208] [188, 197] [0.77, 4.85]
Cotton [0.916, 0.918] [− 6, −1] [99, 113] [189, 198] [0.42, 3.84]
Sesame [0.920, 0.926] [− 6, −4] [104, 116] [187, 193] [0.91, 3.77]
Camellia [0.916, 0.917] [− 21, −15] [80, 82] [189, 193] [2.00, 2.98]
Olive [0.914, 0.919] [0, 6] [79, 90] [187, 196] [0.83, 4.02]
Beef [0.860, 0.870] [30, 38] [40, 48] [190, 199] [0.31, 2.89]
Hog [0.858, 0.864] [22, 32] [53, 77] [190. 202] [0.37, 3.65]
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3 Similarity and Dissimilarity Measures

3.1 Concept Size, Conditional Concept Size, and Several
Similarity Measures

Let U= fω1,ω2, . . . ,ωNg be the given set of objects, and let each object ωk be
described by an event Ek = Ek1,Ek2, . . . ,Ekdð Þ in D(d).

Definition 1 We define the concept size P(Ekj) of ωk in terms of feature Fj as

PðEkjÞ= Ekj
�
�

�
� ̸ Dkj
�
�

�
�, j=1, 2, . . . , d; k=1, 2, . . . ,N, ð8Þ

where |Ekj| and |Dkj| are the lengths of intervals Ekj and Dkj.

Definition 2 We define the concept size for the event Ek by the arithmetic mean:

P Ekð Þ= ∑j P Ekj
� �� �

̸d. ð9Þ

It is clear that 0≤P Ekð Þ≤ 1.
For two objects ωp and ωq, we can define various symmetric similarity measures

based on Definition 2 as follows.

Definition 3

(1) SJaccardðωp,ωqÞ=PðEp ⊠EqÞ ̸PðEp ⊞EqÞ
(2) SDiceðωp,ωqÞ=2PðEp ⊠EqÞ ̸ P Ep

� �

+P Eq
� �� �

(3) SSimpsonðωp,ωqÞ=PðEp ⊠EqÞ ̸min P Ep
� �

,P Eq
� �� �

(4) Scosineðωp,ωqÞ=PðEp ⊠EqÞ ̸ P Ep
� �

× P Eq
� �� �1 ̸2

They have desirable properties as similarity measures. However, they always
take zero whenever the given two events are completely disjoint (see the case in
Fig. 1a).

Definition 4 We define the conditional concept size of ωp under ωq by

PðEpjEqÞ=PðEp ⊠EqÞ ̸PðEqÞ, ðPðEqÞ≠ 0Þ. ð10Þ
We have the following proposition for the conditional concept size.

Proposition 1

(1) 0≤P EpjEq
� �

≤ 1.
(2) From (10), we have the relations:

P EpjEq
� �

P Eq
� �

=PðEp ⊠EqÞ andP EqjEp
� �

P Ep
� �

=PðEp ⊠EqÞ.
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These lead to the Bayes theorem:

P EqjEp
� �

P Ep
� �

=P EpjEq
� �

P Eq
� �

. ð11Þ
Definition 5 We can define an asymmetric similarity measure of ωp to ωq by

SInclusionðωpjωqÞ=PðEp ⊠EqÞ ̸PðEqÞ, ðPðEqÞ≠ 0Þ. ð12Þ

However, this inclusion type asymmetric measure is null again, whenever two
objects are completely disjoint in the feature space.

3.2 Improved Asymmetric and Symmetric Similarity
Measures

In order to remove the drawback occurring in completely disjoint cases, we redefine
new asymmetric similarity measure as follows.

Definition 6 We define the asymmetric similarity of ωp to ωq by

SAðωpjωqÞ=PðEqjEp ⊞EqÞ=PðEq ⊠ ðEp ⊞EqÞÞ ̸PðEp ⊞EqÞ
=PðEqÞ ̸PðEp ⊞EqÞ.

ð13Þ

In this definition, the similarity of ωp to ωq, i.e., SA(ωp |ωq), and the similarity of
ωq to ωp, i.e., SA(ωq |ωp), owes to their respective concept size and the size of their
Cartesian join. Therefore, we can determine the degree of similarity whether or not
their Cartesian meet is completely disjoint.

We have the following two propositions.

Proposition 2

(1) 0≤ SAðωpjωqÞ≤ 1
(2) If ωp =ωq, SAðωpjωqÞ= SAðωqjωpÞ=1
(3) Ep⊆Eq implies SAðωpjωqÞ=1
(4) If SAðωpjωqÞ= SAðωqjωpÞ, then PðEpÞ=PðEqÞ, however, we may not have

ωp =ωq (Fig. 5b illustrates a counter example).

Proposition 3 (“A larger tree is a better shelter”)

SAðωpjωqÞ≤ SAðωqjωpÞ iff PðEqÞ≤ ðEpÞ.
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Proof

SAðωpjωqÞ≤ SAðωqjωpÞ iff P Eq
� �

̸PðEp ⊞EqÞ≤P Ep
� �

̸PðEp ⊞EqÞ iff P Eq
� �

≤P Ep
� �

.

Q.E.D.

Tversky [3] presented a detail discussion about features of similarity. According
to Tversky, let Ep and Eq in Fig. 3 are the descriptions for “tiger” and “leopard”,
respectively. A larger sized concept “tiger” is more common compared to a smaller
sized concept “leopard” with respect to the concept spanned by these two concepts,
i.e., the Cartesian join Ep ⊞Eq. Then, the Proposition 3 asserts that “leopard” is
more similar to “tiger” than “tiger” is to “leopard”.

We should note that our new asymmetric similarity measure works well in wider
situations as the measure of membership degree in pattern recognition problems.
Figure 4 illustrates the result of clustering of Oils’ data by the asymmetric similarity

Fig. 3 An example of two
different sized concepts
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Fig. 4 Clustering result for Oils’ data by the asymmetric similarity measure
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measure by Definition 6. The numbers attached to each circle by dotted line are the
average values of asymmetric similarities between pair of objects and/or clusters.

We can also define the following min or max type symmetric similarity measures
that depend only on the Cartesian join.

Definition 7

Sminðωp,ωqÞ=minðPðEpÞ,PðEqÞÞ ̸PðEp ⊞EqÞ ð14Þ

Smaxðωp,ωqÞ=maxðPðEpÞ,PðEqÞÞ ̸PðEp ⊞EqÞ. ð15Þ
These measures have the following properties.

Proposition 4

(1) 0≤ Sminðωp,ωqÞ≤ Smaxðωp,ωqÞ≤ 1
(2) Sminðωp,ωqÞ= Smaxðωp,ωqÞ=1 if ωp =ωq

(3) Ep⊆Eq implies Sminðωp,ωqÞ≤ 1 and Smaxðωp,ωqÞ=1
(4) Sminðωp,ωqÞ= Sminðωq,ωpÞ and Smaxðωp,ωqÞ= Smaxðωq,ωpÞ.

We should note that the similarity measure Smaxðωp,ωqÞ may also be useful as
the measure of membership degree in pattern recognition problems.

3.3 A Measure of Compactness

In Fig. 5, the Cartesian join regions generated by event pairs (Ep, Eq) in (a) and
(Ep, Eq) in (b) are the same. However, the values of the similarity for these event
pairs are different. Therefore, the similarity (or the dissimilarity) of the given
objects is a different aspect from the size of the generalized concept (the Cartesian
join region) that is obtained by the objects. This fact suggests the measure of
compactness for the concept generated by two objects ωp and ωq as the following
definition.

Definition 8 We define the compactness of the generalized concept by ωp and
ωq as

Cðωp,ωqÞ=PðEp ⊞EqÞ. ð16Þ
We can obtain the compactness from three different similarity measures with

respect to the whole concept by the feature space D(d) as follows.
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Proposition 5

(1) Cðωp,ωqÞ= SInclusionðfωp,ωqgjwhole conceptÞ,
(2) Cðωp,ωqÞ= SAðwhole conceptjfωp,ωqgÞ, and
(3) Cðωp,ωqÞ= Sminðfωp,ωqg,whole conceptÞ,
where {ωp, ωq} denotes the concept generated by objects ωpand ωq.

Proof Definitions 5, 6, and 7 lead to

(1) SInclusionðfωp,ωqgjwhole conceptÞ=PðEp ⊞EqjDðdÞÞ=PððEp ⊞EqÞ⊠DðdÞÞ ̸PðDðdÞÞ
=PðEp ⊞EqÞ

(2) SAðwhole conceptjfωp,ωqgÞ=PððEp ⊞EqÞ⊠DðdÞÞjðEp ⊞EqÞ⊞DðdÞÞ
=PðEp ⊞EqÞ ̸PðDðdÞÞ=PðEp ⊞EqÞ,

and

(3) Sminðfωp,ωqg,whole conceptÞ=minðPðEp ⊞EqÞ,PðDðdÞÞÞ ̸PððEp ⊞EqÞ⊞DðdÞÞ
=PðEp ⊞EqÞ ̸PðDðdÞÞ=PðEp ⊞EqÞ.

Q.E.D.

Since the Cartesian join Ep⊞ Eq generates the smallest description spanned by
the given two events Ep and Eq, the compactness C(ωp, ωq) evaluates quantitatively
the size of the generated concept.

The compactness satisfies the following properties.

Fig. 5 Minimum concept spanned by two events
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Proposition 6

(1) 0≤Cðωp,ωqÞ≤ 1
(2) Cðωp,ωpÞ=PðEpÞ≥ 0
(3) Cðωp,ωpÞ,Cðωq,ωqÞ≤Cðωp,ωqÞ
(4) Cðωp,ωqÞ=0 iff Ep ≡Eq and has null size ðPðEqÞ=0Þ
(5) Cðωp,ωqÞ=Cðωq,ωpÞ
(6) Cðωp,ωrÞ≤Cðωp,ωqÞ+Cðωq,ωrÞ may not hold in general (see the counter

example of Fig. 6).

In hierarchical clustering, the compactness by Definition 8 works to generate
clusters as compact as possible contrast to the whole concept space. Therefore, we
may expect that the compactness play not only the role of similarity measure
between objects and/or clusters, but also the role of measure of cluster quality.

Figure 7 is the result of hierarchical conceptual clustering for Oils’ data by using
the compactness. By cutting the dendrogram around 0.5, we obtain three clusters
and their mutually disjoint conjunctive logical expressions in Table 3.

3.4 Other Similarity and Dissimilarity Measures

We define a symmetric similarity measure by using the asymmetric similarity
measures in Sect. 3.2 as follows.

Definition 9

Sðωp,ωqÞ= ðSAðωpjωqÞ+ SAðωqjωpÞÞ ̸2= ðPðEpÞ+PðEqÞÞ ̸ð2PðEp ⊞EqÞÞ. ð17Þ

Fig. 6 A counter example
for property 6
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We have another way to obtain the same measure as follows:

Sðωp,ωqÞ= ðSminðωp,ωqÞ+ Smaxðωp,ωqÞÞ ̸2
= ðmin PðEpÞ,PðEqÞ

� �

̸PðEp ⊞EqÞ
+max PðEpÞ,PðEqÞ

� �

̸PðEp ⊞EqÞÞ ̸2
= ðPðEpÞ+PðEqÞÞ ̸ð2PðEp ⊞EqÞÞ.

ð18Þ

By using Definition 9, we have the following dissimilarity measure.

Definition 10

Dðωp,ωqÞ=1− Sðωp,ωqÞ=1− ðPðEpÞ+PðEqÞÞ ̸ð2PðEp ⊞EqÞÞ. ð19Þ

0.502

0.342

0.643

0.299

0.238

0.271

Fig. 7 Clustering of Oils’
data by the compactness

Table 3 Mutually disjoint conjunctive logical expressions for three clusters

{Linseed, Perilla}: 0.502 [Specific gravity = [0.930, 0.937]] & [Freezing point =
[− 27, −4]] & [Iodine value = [170, 208]]

{Cotton, Sesame, Camellia,
Olive}: 0.342

[Specific gravity = [0.914, 0.926]] & [Freezing point =
[− 21, 6]] & [Iodine value = [79, 116]]

{Beef, Hog}: 0.299 [Spceific gravity = [0.858, 0.870]] & [Freezing point =
[22, 38]] & [Iodine value = [40, 77]]

142 M. Ichino and K. Umbleja



We can prove the metric properties of this measure by the same way in [10]. We
summarize the properties of the similarity measure (17) and the dissimilarity
measure (19) in the following proposition.

Proposition 7

(1) Sðωp,ωqÞ≥ 0, Sðωp,ωqÞ=1 iff ωp =ωq

(2) Sðωp,ωqÞ= Sðωq,ωpÞ
(3) Sðωp,ωqÞ+ Sðωq,ωrÞ≤ 1+ Sðωp,ωrÞ
(4) Dðωp,ωqÞ≥ 0,Dðωp,ωqÞ=0 iff ωp =ωq

(5) Dðωp,ωqÞ=Dðωq,ωpÞ
(6) Dðωp,ωqÞ+Dðωq,ωrÞ≥Dðωp,ωrÞ.

These measures are also applicable to analyse mixed feature-type symbolic data
in the same manner as in [10].

4 Concluding Remarks

This paper presented some preliminary results for various asymmetric and sym-
metric (dis)similarity measures based on the Cartesian System Model (CSM). We
summarize our results as follows.

(1) By using the concept size defined in the CSM, we presented four symmetric
similarity measures of Definitions 3, and an asymmetric measure of Definition
5 using the conditional concept size. However, these measures do not work well
when the given objects are completely disjoint in the feature space.

(2) In order to remove the drawback for the measures in (1) we defined conditional
concept size and an asymmetric similarity measure in Definitions 6 and 7,
respectively, based only on the Cartesian join operator.

(3) The compactness of Definition 8 owes only to the Cartesian join, and is useful
as the measure for hierarchical clustering. In each step of clustering, we merge
objects and/or clusters so as to minimize the compactness. This means that the
compactness plays the role of similarity measure for objects and/or clusters. On
the other hand, in each step of clustering, the generated concept maximizes
dissimilarity from the whole concept. Therefore, the compactness plays not
only the role of similarity measure between objects and/or clusters but also the
role of measure for cluster quality contrasting with the whole concept.

(4) In the design of pattern classifiers, we can apply the compactness of Definition
8 to obtain class-conditional conceptual description for each pattern class.
Then, we can use asymmetric similarity measure of Definition 6 to determine
the class membership degrees for new coming patterns.

(5) The measures in Definitions 9 and 10 are also applicable as the measures of
similarity and dissimilarity in standard agglomerative hierarchical clustering.
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As a further research, we are interesting in feature selection and dimensionality
reduction based on the compactness and the geometrical thickness [13].
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Dimensionality Reduction Methods
for Contingency Tables with Ordinal
Variables

Luigi D’Ambra, Pietro Amenta and Antonello D’Ambra

Abstract Several extensions of correspondence analysis have been introduced in

literature coping with the possible ordinal structure of the variables. They usu-

ally obtain a graphical representation of the interdependence between the rows and

columns of a contingency table, by using several tools for the dimensionality reduc-

tion of the involved spaces. These tools are able to enrich the interpretation of the

graphical planes, providing also additional information, with respect to the usual

singular value decomposition. The main aim of this paper is to suggest an unified

theoretical framework of several methods of correspondence analysis coping with

ordinal variables.

Keywords Ordinal variables ⋅ Single and double cumulative correspondence

analysis ⋅ Orthogonal polynomials ⋅ Generalized singular value decomposition

1 Introduction

Correspondence Analysis (CA) is a widely used tool for obtaining a graphical rep-

resentation of the interdependence between the rows and columns of a contingency

table, and it is usually performed by applying a generalized singular value decom-

position to the standardised residuals of a two-way contingency table obtaining a
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dimensionality reduction of the space. Dimension reduction can be achieved via a

suite of interrelated methods for a two-way contingency table. We draw our attention

to singular value decomposition (hereafter SVD), generalised singular value decom-

position (GSVD), bivariate moment decomposition (BMD), and hybrid decomposi-

tion (HMD). After a review of several CA extensions coping with ordinal categorical

variables, the last section presents an unified approach of these methods. This frame-

work can aid the user to better understand the methodological differences between

these approaches and provides the basic rationale for an easier single software imple-

mentation of all of them.

2 Basic Notation

We consider samples from I different populations (A1,… ,AI), each of which is

divided into J categories (B1,… ,BJ). We assume that the samples of sizes n1,… , nI
from different populations are independent and that each sample follows a multi-

nomial distribution. The probability of having an observation falls in the i-th row

and j-th column of the table is denoted 𝜋ij. An I × J contingency table 𝐍 of the

observations nij (i = 1,… , I; j = 1,… , J) is considered with n =
∑I

i=1
∑J

j=1 nij. The

(i, j)-th element of the relative frequencies matrix 𝐏 is defined as pij = nij∕n such that
∑I

i=1
∑J

j=1 pij = 1. Let’s suppose that 𝐍 has one ordered set of categories (column)

with row and column marginal frequencies given by pi. =
∑J

j=1 pij and p
.j =

∑I
i=1 pij,

respectively. Finally, let 𝐃I and 𝐃J represent the diagonal matrices of row and col-

umn marginal pi. and p
.j, respectively, with 𝐫 = 𝐃I𝟏I and 𝐜 = 𝟏TJ𝐃J .

3 Correspondence Analysis and Its Extensions
Based on SVD

3.1 Correspondence Analysis

CA of two categorical variables is usually presented as a multivariate method that

decomposes the chi-squared statistic associated with a contingency table into orthog-

onal factors. Row and column categories are usually displayed in two-dimensional

graphical form. This approach has been described from other points of view. For

instance, Goodman [10] shows that CA can be performed by applying the Singu-

lar Value Decomposition (SVD) on the Pearson’s ratios table [10]. That is, for the

I × J correspondence matrix 𝐏 then its Pearson ratio 𝛼ij is decomposed so that 𝛼ij =
pij∕(pi.p.j) = 1 +

∑K
m=1 𝜆maimbjm with aim and bjm {m = 1,… ,K = min(I, J) − 1}

singular vectors associated with the i’th row and j’th column category, respectively,

and 𝜆m is the m’th singular value of the ratio. Moreover, these quantities are such to
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satisfy the conditions
∑

j p.jbjm =
∑

i pi.aim = 0 and
∑

j p.jbjmbjm′ =
∑

i pi.aimaim′ = 1
for m = m′

, 0 otherwise.

Using the matrix notation, the above least squares estimates are obtained by

a generalized singular value decomposition (GSVD) of matrix 𝛺 = 𝐃−1
I (𝐏 − 𝐃I

𝟏I𝟏TJ𝐃J)𝐃−1
J = 𝐀𝐃

𝜆

𝐁T
with 𝐀T𝐃I𝐀 = 𝐈, 𝐁T𝐃J𝐁 = 𝐈 and where 𝐃

𝜆

is a diagonal

matrix with all singular values 𝜆m in descending order. It is well known that

𝜙

2 =
𝜒

2

n
= trace(𝐃−1∕2

I (𝐏 − 𝐃I𝟏I𝟏TJ𝐃J)𝐃−1
J (𝐏 − 𝐃I𝟏I𝟏TJ𝐃J)T𝐃

−1∕2
I ) =

K∑

m=1
𝜆

2
m

where 𝜒

2
is the Pearson’s chi squared statistic. See [3] for a bibliographic review.

3.2 Non Symmetrical Correspondence Analysis

In two-way contingency tables, rows and columns often assume an asymmetric role.

This aspect is not taken into account by correspondence analysis where it is sup-

posed a symmetric role between the categorical variables. When the variables are

asymmetrical related, it has been introduced in literature a new approach named

non symmetrical correspondence analysis (NSCA) which aim is to examine predic-

tive relationships between rows and columns of a contingency table, and where it is

assumed that columns depend on rows, but not viceversa (see [3, 8] for a compre-

hensive review). NSCA amounts to the GSVD 𝐃−1
I (𝐏 − 𝐃I𝟏I𝟏TJ𝐃J) = 𝐀𝐃

𝜆

𝐁T
with

𝐀T𝐃I𝐀 = 𝐈, and 𝐁T𝐁 = 𝐈. This GSVD leads to

N
𝜏

= n × trace(𝐃−1∕2
I (𝐏 − 𝐃I𝟏I𝟏TJ𝐃J)(𝐏 − 𝐃I𝟏I𝟏TJ𝐃J)T𝐃

−1∕2
I ) = n ×

K∑

m=1
𝜆

2
m

where N
𝜏

is the numerator of the Goodman-Kruskal’s tau index [11]

𝜏 =

∑I
i=1

∑J
j=1 pi.

(
pij
pi.

− p
.j

)2

1 −
∑J

j=1 p
2
.j

=
N
𝜏

1 −
∑J

j=1 p
2
.j

See [13] to assess the statistical significance of dependence.

3.3 The Decomposition of Cumulative Chi Squared Statistic

Beh et al. [2] perform CA when one of the cross-classified variables has an ordered

structure. This approach determines graphically how similar cumulative categories

are with respect to nominal ones. Let zik =
∑k

j=1 nij be the cumulative frequency of
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the i-th row category up to the k-th column category providing a way of ensuring

that the ordinal structure of the column categories is preserved. Similarly, let dk =∑k
j=1 n.j∕n =

∑k
j=1 p.j be the cumulative relative frequency up to the k-th column

category. Moreover, let 𝐖 be the ((J − 1) × (J − 1)) diagonal matrix of weights wj
and 𝐌 a ((J − 1) × J) lower triangular matrix of ones. CA of cumulative frequencies

(TA) amounts to the GSVD 𝐃−
I (𝐏 − 𝐃I𝟏I𝟏TJ𝐃J)𝐌T𝐖

1
2 = 𝐔𝐃

𝜆

𝐕T
with 𝐔T𝐃I𝐔 = 𝐈

and 𝐕T𝐕 = 𝐈, such that

T = n × trace(𝐃− 1
2

I (𝐏 − 𝐃I𝟏I𝟏TJ𝐃J)𝐌T𝐖𝐌(𝐏 − 𝐃I𝟏I𝟏TJ𝐃J)T𝐃
− 1

2
I ) =

I∑

i=1
𝜆

2
i

where T =
∑J−1

j=1 wj

[∑I
i=1 ni.(zij∕ni. − dj)2

]
is the Taguchi’s statistic [19, 20], with

0 ≤ T ≤ [n(J − 1)] andwj suitable weights. Possible choices forwj could be to assign

constant weights to each term (wj = 1∕J) or assume it proportional to the inverse of

the conditional expectation of the k-th term under the hypothesis of independence

(wj = 1∕[dj(1 − dj)]). T performs better 𝜒
2

when there is an order in the categories

on the columns of the contingency table and it is more suitable in studies (such as

clinical trials) where the number of categories within a variable is equal to (or larger)

than 5 [12]. The T statistic was originally developed for the one-way Anova model

for industrial experiments to test the hypothesis of homogeneity against monotonic-

ity in the treatment effects. An I × J contingency table with row multinomial model

with equal row totals (ni. = K observations per level of a factor A with I levels)

has been then obtained. For this model, Nair [16] shows that the sum of squares

for the factor A is given by SSA = n
∑J−1

j=1
∑I

i=1(zij∕K − dj)2∕(dj(1 − dj)) which is T
with fixed and equal rows totals. He highlighted also that T =

∑J−1
j=1 𝜒

2
j where 𝜒

2
j

is the Pearson chi-squared for the I × 2 contingency tables obtained by aggregating

the first j column categories and the remaining categories (j + 1) to J, respectively.

Several authors refer the Taguchi’s statistic T as the “Cumulative Chi-Squared statis-

tic” (CCS). Moreover, Nair [16] showed that the distribution of T can be approxi-

mated using the Satterthwaite’s method [18].

Let 𝐝T = [d1,… , dJ−1]T be the vector of the cumulative column relative marginal

frequencies dj, and let be the joined (J − 1) × J matrix ̃𝐃 = [(𝐇 − 𝐝𝟏TJ−1)|(−𝐝)]
where𝐇 is a unit lower triangular matrix. In addition, let 𝐲i = [ni1,… , niJ]T be a vec-

tor of observed frequencies for the i-th row. Then, the CSS statistic can be written

as T =
∑I

i=1 𝐲
T
i
̃𝐃T𝐖 ̃𝐃𝐲i∕ni. = trace(𝐃−1∕2

I 𝐍 ̃𝐃T𝐖 ̃𝐃𝐍T𝐃−1∕2
I ). The matrix ̃𝐃T𝐖 ̃𝐃

can be then decomposed such that ̃𝐃T𝐖 ̃𝐃 = 𝐐𝐃
𝜆

𝐐T
. Under the assumption of

equiprobable columns (wj = J∕[j × (J − j)]−1 with j = 1,… , J − 1), the eigenvectors

are linked to the j-th degree Chebychev polynomial on the integers {1,… , J}. The

first (linear) and the second (quadratic) component are equivalent to the Wilcoxon

statistic for the 2 × J table and to the Mood’s test [15], respectively.
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3.4 The Decomposition of Double Cumulative
Chi Squared Statistic

D’Ambra et al. [7] proposed a generalisation of the Taguchi decomposition based

on cumulative frequencies for the rows and columns (HDA). This approach intro-

duces two suitable cumulative matrices 𝐑 and 𝐂 to pool the rows and columns of

contingency table. Let 𝐑 be a 2(I − 1) × I matrix formed by alternating the rows of

an (I − 1) × I unit lower triangular matrix with the rows of an (I − 1) × I unit upper

triangular matrix (by first removing the row consisting of all ones in both matrices).

𝐂 is a J × 2(J − 1) matrix obtained likewise 𝐑. Moreover, 𝐏R and 𝐏C ( ̃𝐃R and ̃𝐃C)

are the diagonal matrices with the marginal relative (absolute) frequencies hi. and h
.j

of the doubly cumulative table 𝐇 = 𝐑𝐏𝐂 (𝐇 = 𝐑𝐍𝐂), respectively. This approach

amounts to the SVD of the matrix 𝐃− 1
2

R 𝐑(𝐏 − 𝐃I𝟏I𝟏TJ𝐃J)𝐂T𝐃− 1
2

C . This approach [12]

considers the decomposition of Hirotsu’s index 𝜒

∗∗2 =
∑I−1

i=1
∑J−1

j=1 𝜒

∗∗2
ij =

n(I − 1)(J − 1)
∑K

k=1 𝜆
2
k . Hirotsu [12] introduced 𝜒

∗∗2
in order to measure the asso-

ciation between two ordered categorical variables in a two-way contingency table,

where 𝜒

∗∗2
ij is the chi-squared statistic for the 2 × 2 contingency table obtained by

pooling the original table I × J data at the i-th row and j-th column. He showed

also that the null distribution of the statistic 𝜒

∗∗2
is approximated by d𝜒2

v with d =
d1 × d2 and v = (I − 1)(J − 1)∕d, where d1 = 1 + 2(J − 1)−1[

∑J−2
k=1(

∑k
s=1 𝜆s)∕𝜆k+1]

e d2 = 1 + 2(I − 1)−1[
∑I−2

=1 (
∑k

s=1 𝛾s)∕𝛾k+1] con 𝜆s = (
∑s

h=1 n.h)∕(
∑J

g=s+1 n.g) e 𝛾s =
(
∑s

h=1 nh.)∕(
∑I

g=s+1 ng.). See [7] for deeper theoretical aspects.

Another approach to deal with the study of the association between ordered

categorical variables has been suggested in literature by Cuadras and Cuadras [4]

named CA based on double accumulative frequencies. The Cuadras and Cuadras’s

method (DA) is based on the SVD of the matrix 𝐃− 1
2

I 𝐋(𝐏 − 𝐃I𝟏I𝟏TJ𝐃J)𝐌T𝐖
1
2 which

amounts to GSVD[𝐃−
I 𝐋(𝐏 − 𝐏I𝟏I𝟏TJ𝐏J)𝐌T𝐖

1
2 ]𝐃I ,𝐈 where 𝐋 is an unit upper triangu-

lar matrix. This approach does not seem to lead to the decomposition of any known

association index, and matrices 𝐋 and 𝐌 pool the rows and the columns of table in

a successive manner such that they do not provide the necessary 2(I − 1) × 2(J − 1)
2 × 2 tables to compute Hirotsu’s index 𝜒

∗∗2
.

4 Correspondence Analysis of Ordinal
Cross-Classifications Based on the Bivariate
Moment Decomposition

Consider the matrix 𝛺 = 𝐃−1∕2
I (𝐏 − 𝐃I𝟏I𝟏TJ𝐃J)𝐃

−1∕2
J of size I × J with 𝐑 = 𝛺𝛺

T

and 𝐂 = 𝛺

T
𝛺. It is well known [3] that the generalised singular value decomposi-

tion of the matrix of Pearson contingencies yields results that are equivalent to those
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obtained by performing an eigen-decomposition on the matrices 𝐑 and 𝐂. A reliable

method of calculating the orthogonal vectors with the Gram–Schmidt process is to

use the recurrence formulae of Emerson [9]. Using Emerson’s orthogonal polyno-

mials (OPs) it is possible to decompose 𝜙

2
in different components, each of which

represents a different power of the supposed relationship between row and column

(linear, quadratic, . . . ). The resulting scoring scheme allows then a clear interpreta-

tion of these components.

4.1 Double Ordered Correspondence Analysis

Double Ordered Correspondence Analysis [1] (DOCA) decomposes the (i, j)-th
Pearson ratio 𝛼ij so that 𝛼ij = 1 +

∑I−1
u=1

∑J−1
v=1 au(i)bv(j)z̃uv. For this method of

decomposition, z̃uv =
√
n
∑

i,j au (i) bv (j) pij is the (u, v)th generalised correlation

where {au(i) ∶ u = 1,… , I − 1} and {bv(j) ∶ v = 1,… , J − 1} are the OPs [9] for

the i-th row and j-th column respectively. The bivariate association z̃uv are col-

lected in 𝐙 = 𝐀T
∗𝐏𝐁∗ where 𝐀∗ contains the I − 1 non-trivial row OPs and 𝐁∗ is the

J × (J − 1) matrix of the J − 1 non-trivial column OPs. The matrix 𝛺 can be then

rewritten as𝐃−1∕2
I (𝐏 − 𝐃I𝟏I𝟏TJ𝐃J)𝐃

−1∕2
J = 𝐀∗𝐙𝐁T

∗ with𝐀T
∗𝐃I𝐀∗ = 𝐈 and𝐁T

∗𝐃J𝐁∗ =
𝐈. This kind of decomposition has been named “Bivariate Moment Decomposition”.

The elements of 𝐙 (that is, the bivariate associations z̃uv) are independent and

asymptotically standard normal [1]. Moreover, Rayner and Best [17] showed that

the 𝜒
2

can be decomposed into the sum of squares of the generalized correlations so

that 𝜙
2 = 𝜒

2∕n =
∑I−1

u=1
∑J−1

v=1 z̃
2
uv. Observe that 𝜒

2
is partitioned into (I − 1)(J − 1)

terms, where the significance of each term can be compared with the 𝜒

2
with one

degree of freedom (dof). Sources of variation for the row and column profiles can

be easily obtained. For instance, any difference in the row profiles in terms of their

location is computed by
∑J−1

v=1 z̃
2
1v while the row dispersion component is given by

∑J−1
v=1 z̃

2
2v. The significance of each component can be compared with the 𝜒

2
with

(J − 1) dof. Similarly, location and dispersion column components can be computed.

This approach to correspondence analysis uses then the bivariate moment decompo-

sition to identify linear (location), quadratic (dispersion) and higher order moments.

4.2 Double Ordered Non Symmetric Correspondence
Analysis

For the analysis of the cross-classification of two ordinal variables, Lombardo et al.

[14] propose the BMD decomposition of the 𝜏 index by the methodology named

Doubly Ordinal Non Symmetric Correspondence Analysis (DONSCA). Thy apply

BMD to the centred row profiles such that 𝐃−1
I (𝐏 − 𝐃I𝟏I𝟏TJ𝐃J) = 𝐀∗𝛬𝐁∗ where

𝛬 = 𝐀T
∗𝐃I𝐏𝐁∗ with 𝐀T

∗𝐃I𝐀∗ = 𝐈I−1 and 𝐁T
∗𝐁∗ = 𝐈J−1. Lombardo et al. [14] showed
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that the numerator of the Goodman-Kruskal 𝜏 index can be decomposed into the

sum of squares of the generalized correlations so that N
𝜏

=
∑I−1

u=1
∑J−1

v=1 𝜆
2
uv. Each

term 𝜆

2
uv shows the quality of the symmetric/asymmetric association of the ordered

categorical variables. The linear components for row and column variables can be

obtained. The significance overall predicability can be tested by the C statistics given

by C =
∑I−1

u=1
∑J−1

v=1
̃
𝜆

2
uv where each term ̃

𝜆

2
uv = 𝜆

2
uv[(n − 1)(J − 1)∕(1 −

∑J
j=1 p

2
.j)]

1∕2

is a random variable from an asymptotically standard normal distribution [6] and

C ∼ 𝜒

2
(I−1)(J−1) and each ̃

𝜆

2
i. ∼ 𝜒

2
(J−1).

5 Correspondence Analysis Based on the Hybrid
Moment Decomposition

5.1 Singly Ordered Correspondence Analysis

An alternative approach to partitioning 𝜒

2
for a two-way contingency table with

one ordered set of categories is given by the Singly Ordered Correspondence Anal-

ysis [1] (SOCA). This method combines the approach of orthogonal polynomi-

als for the ordered columns and singular vectors for the unordered rows (named

Hybrid Moment Decomposition, HMD), such that 𝜒
2 =

∑M∗

u=1
∑J−1

v=1 𝐙
2
(u)v withM∗ ≤

I − 1 and where z̃(u)v =
√
n
∑

i,j pijaiubv (j) are asymptotically standard normally dis-

tributed random variables. The parentheses around u indicates that the above formu-

las are concerned with a non-ordered set of row categories. Quantities z̃(u)v can be

written as 𝐙 = 𝐀T𝐏𝐁∗ where 𝐀 is the I × (I − 1) matrix of left singular vectors. The

value of z̃(u)v means that each principal axis from a simple correspondence analy-

sis can be partitioned into column component values. The Pearson ratio is given by

𝛼ij =
∑M∗

u=0
∑J−1

v=0 aiu(z̃(u)v∕
√
n)bv (j). Eliminating the trivial solution, the matrix 𝛺

can be also rewritten as 𝐃−1∕2
I (𝐏 − 𝐃I𝟏I𝟏TJ𝐃J)𝐃

−1∕2
J = 𝐀𝐙𝐁T

∗ with 𝐀T𝐃I𝐀 = 𝐈 and

𝐁T
∗𝐃J𝐁∗ = 𝐈. For deeper information refer to [1].

5.2 Singly Ordered Non Symmetric Correspondence Analysis

Singly ordinal non-symmetric correspondence analysis [14] allows to combine the

summaries obtained from SVD and BMD of the data. The total inertia as well as

the partial inertia can be expressed by components that reflect within- and between-

variable variation in terms of location, dispersion and higher-order moments. For

this approach, the numerator of the Goodman–Kruskal tau index N
𝜏

, is partitioned

using generalised correlations. The authors illustrate two distinct approaches: one

when the predictor variable consists of ordered categories (SONSCA1) and another

when the response variable consists of ordered categories (SONSCA2).
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In SONSCA1, the hybrid decomposition uses OPs for the row categories and

singular vectors for the nominal column categories such that 𝐃−1
I (𝐏 − 𝐃I𝟏I𝟏TJ𝐃J) =

𝐀∗𝛬𝐁 where 𝛬 = 𝐀T
∗𝐃I𝐏𝐁 with 𝐀T

∗𝐃I𝐀∗ = 𝐈I−1 and 𝐁T𝐁 = 𝐈. N
𝜏

is decomposed

as N
𝜏

=
∑I−1

u=1
∑M

m=1 𝜆
2
um. The significance overall predicability can be tested by

C =
∑I−1

u=1
∑M

m=1
̃
𝜆

2
um where each term ̃

𝜆

2
um = 𝜆

2
um[(n − 1)(J − 1)∕(1 −

∑J
j=1 p

2
.j)]

1∕2
is

a random variable from an asymptotically standard normal distribution.

Similarly, in SONSCA2 , the hybrid decomposition uses instead singular

vectors for the nominal row categories and OPs for the column categories such

that𝐃−1
I (𝐏 − 𝐃I𝟏I𝟏TJ𝐃J) = 𝐀𝛬𝐁∗ where𝛬 = 𝐀T𝐃I𝐏𝐁∗ with𝐀T𝐃I𝐀 = 𝐈 and𝐁T

∗𝐁∗ =
𝐈J−1. N𝜏

is decomposed as N
𝜏

=
∑M

m=1
∑J−1

v=1 𝜆
2
mv. The significance overall predicabil-

ity is tested by C =
∑M

m=1
∑J−1

v=1
̃
𝜆

2
mv where each term ̃

𝜆

2
mv = 𝜆

2
mv[(n − 1)(J − 1)∕(1 −

∑J
j=1 p

2
.j)]

1∕2
is a random variable from an asymptotically standard normal distribu-

tion.

5.3 Hybrid Cumulative Correspondence Analysis

D’Ambra [5] extends the properties of OPs to the Cumulative Correspondence

Analysis with the aim to identify the linear, quadratic and higher order compo-

nents of rows with respect to the aggregate columns categories. The joint effect

of these methods leads to the decomposition of the T in power components. In

hybrid cumulative correspondence analysis (HCCA) both variables present an ordi-

nal structure and only for the response one (column) it has been considered the

cumulative sum. In HCCA, the hybrid decomposition uses OPs for the ordinal

row categories and singular vectors for the cumulative column categories such

that 𝐃−1
I (𝐏 − 𝐃I𝟏I𝟏TJ𝐃J)𝐌T𝐖

1
2 = 𝐀∗𝛬𝐁 where 𝛬 = 𝐀T

∗𝐃I𝐏𝐁 with 𝐀T
∗𝐃I𝐀∗ = 𝐈I−1

and 𝐁T𝐁 = 𝐈. D’Ambra [5] shows that Taguchi’s index T is decomposed as T =
n
∑I−1

u=1
∑M

m=1 𝜆
2
um. Moreover, let 𝐏j be the I × 2 contingency table obtained by aggre-

gating the first j column categories and the remaining categories (j + 1) to J of

table 𝐏. The linear, quadratic and higher order components of T can be written

as sum of the correspondence components of rows computed for each matrix 𝐏j,

respectively. For example, the linear components of TL can be decomposed accord-

ing to the sum of the linear components
j
𝜒

2
L of matrices 𝐏j with j = 1,… , J − 1:

TL = n
∑J−1

v=1 z̃
2
1v =

1
𝜒

2
L +

2
𝜒

2
L +⋯ + J−1

𝜒

2
L . Similarly, the quadratic and higher

order components of T can be obtained. The T statistics can be also written as

T =
∑J−1

j=1
∑I−1

i=1
j
̃
𝜆

2
i where each element

j
̃
𝜆i is a statistical variable that follows an

asymptotically standard normally distribution. Moreover, each
j
̃
𝜆

2
i follows a chi-

square distribution with 1 degree of freedom.
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6 A Unified Approach

Let’s consider the following factorization of a matrix into a product of matrices that

we name “Generalized Factorization of a Matrix” (GFM).

Let 𝛤 and 𝛷 be given positive definite symmetric matrices of order (n × n) and

(p × p), respectively. The GFM of matrix 𝐗 is defined as 𝐗 = 𝐔𝛬𝐕T
where the

columns of 𝐔 and 𝐕 are orthonormalized with respect to 𝛤 and 𝛷 (that is 𝐔T
𝛤𝐔 = 𝐈

and 𝐕T
𝛷𝐕 = 𝐈), respectively, and 𝛬 is a positive definite matrix. It is noted as

GFM(𝐗)
𝛺,𝛷

. GFM can take several forms. For instance, if the used GFM is the

GSVD then matrices 𝐔 and 𝐕 are given by 𝐀 and 𝐁 that are orthonormalized with

respect to 𝛤 and 𝛷 (that is 𝐀T
𝛤𝐀 = 𝐈 and 𝐁T

𝛷𝐁 = 𝐈), respectively, with 𝛬 = 𝐃
𝜆

is a diagonal and positive definite matrix containing the generalized singular values,

ordered from largest to smallest. They can be obtained by means the ordinary SVD.

Similarly, if the used GFM is instead the BMD then matrices 𝐔 and 𝐕 are given

by the the vectors of 𝐀∗ and 𝐁∗ orthonormalized with respect to 𝛤 and 𝛷 (that is

𝐀T
∗𝛤𝐀∗ = 𝐈 and 𝐁T

∗𝛷𝐁∗ = 𝐈), respectively, with 𝛬 = 𝐀T
∗𝐏𝐁∗ (𝛬 in this case is not a

diagonal matrix). In order to represent the rows and columns of N we can consider

the following unifying expression

GFM[𝐃−
(R)

̂𝐑(𝐏 − 𝐏I𝟏I𝟏TJ 𝐏J) ̂𝐂T𝐖
1
2𝐃−

(C)]𝐃(R),𝐃(C)
(1)

that is equivalent to write 𝐃−1∕2
(R)

̂𝐑(𝐏 − 𝐏I𝟏I𝟏TJ𝐏J) ̂𝐂T𝐖
1
2𝐃−1∕2

(C) = 𝐔𝛬𝐕T
. According

to type of used factorization (GSVD/SVD, BMD and HMD), this GFM let us to

subsume all the previous approaches (see Table 1). Methods for which the ordinal

structure of a categorical variable is directly taken into account in their formulations

are listed in bold character in Table 1.

For instance, if 𝐃(R) = 𝐃I ,
̂𝐑 = 𝐈, ̂𝐂 = 𝐈, 𝐖 = 𝐈 and 𝐃(C) = 𝐃J , with 𝐔 = 𝐀,

𝐕 = 𝐁 and 𝛬 = 𝐃
𝜆

, then GFM[𝐃−
(R)

̂𝐑(𝐏 − 𝐏I𝟏I𝟏TJ 𝐏J) ̂𝐂T𝐖
1
2𝐃−

(C)]𝐃(R),𝐃(C)
amounts to

ordinary Correspondence Analysis (CA). Double Ordered Correspondence Analy-

sis (DOCA) is instead obtained by using in (1) 𝐃(R) = 𝐃I ,
̂𝐑 = 𝐈, ̂𝐂 = 𝐈, 𝐖 = 𝐈 and

𝐃(C) = 𝐃J , with 𝐔 = 𝐀∗, 𝐕 = 𝐁 and 𝛬 = 𝐀T
∗𝐏𝐁∗.
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7 Conclusion

In multivariate analysis, it is usual to link several methods in a closed expression,

which depends on the choices of the nature and characteristics of several matrices.

Consider as example the notation of the statistical study (𝐗,𝐐,𝐃) to describe the data

and their use. Indeed, this notation subsumes several methods with suitable choices

for the data 𝐗, and the columns and rows metrics 𝐐 and 𝐃, respectively.

Several CA extensions cope with the possible ordinal structure of the vari-

ables using several tools for the dimensionality reduction of the involved spaces.

These tools enrich the interpretation of the graphical planes providing additional

information. A framework of these approach has been then proposed by a for-

malization of a generalized factorization of a matrix into a product of matrices.

This factorization subsumes several tools like SVD, GSVD, BMD and HMD. This

framework can aid the user to better understand the methodological differences

between these approaches, providing the rationale for an easier their single software

implementation.
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Extended Realized GARCH Models

Richard Gerlach and Giuseppe Storti

Abstract We introduce a new class of models that extends the Realized GARCH

models of Hansen et al. (J Appl Econom 27:877–906, 2012, [10]). Our model gener-

alizes the original specification of Hansen et al. (J Appl Econom 27:877–906, 2012,

[10]). along three different directions. First, it features a time varying volatility per-

sistence. Namely, the shock response coefficient in the volatility equation adjusts to

the time varying accuracy of the associated realized measure. Second, our frame-

work allows to consider, in a parsimonious way, the inclusion of multiple realized

measures. Finally, it allows for heteroskedasticity of the noise component in the mea-

surement equation. The appropriateness of the proposed class of models is appraised

by means of an application to a set of stock returns data.

Keywords Realized measures ⋅ GARCH ⋅ Volatility forecasting

1 Motivation and Aim

Aim of this paper is to develop a generalized version of the Realized GARCH model

proposed by Hansen et al. [10]. In particular, we propose an alternative parameteriza-

tion that generalizes the standard realized GARCH in three different directions. First,

we allow for time varying persistence in the volatility equation. Namely, we allow the

coefficient of the lagged realized volatility (RV) to depend on a measure of its accu-

racy, the realized quarticity, such in a way that more weight is given to lagged volatil-

ities when they are more accurately measured. This is in line with the recent findings

of Bollerslev et al. [6]. Considering a HAR model, they observe that, by letting the

volatility persistence to depend on the estimated degree of measurement error, it is

possible to remarkably improve the model’s predictive performance. Along the same
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track, Shephard and Xiu [13] find evidence that the magnitude of the response coeffi-

cients associated with different RV measures in a GARCHX is related to the quality

of the measure itself. Finally, Hansen and Huang [9] observe that the response of

the current conditional variance to past unexpected volatility shocks is negatively

correlated with the accuracy of the associated realized volatility measure. Second,

our framework allows for considering multiple volatility measures in a parsimonious

way. Differently from Hansen and Huang [9], this is achieved by considering a sin-

gle measurement equation where the dependent variable is given by an average of

different realized measures whose weights are estimated along with the other model

parameters. Third, and last, we allow for heteroskedasticity in the noise component

of the measurement equation by introducing an ARCH-style updating equation for

the noise variance. Our empirical results show that introducing heteroskedasticity

into the model does have a remarkable effect on the estimated parameters and on the

out-of-sample forecasting performance of the model.

The paper is organized as follows. In Sect. 2 we recall the standard Realized

GARCH model of Hansen et al. [10] while the proposed flexible Realized GARCH

specifications are introduced and discussed in Sect. 3. Section 4 presents the results

of an application to a time series of stock returns. Section 5 concludes.

2 The Realized GARCH Model

Hansen et al. [10] have proposed the Realized GARCH class of models as an alter-

native to standard GARCH models where, in the dynamic volatility equation, the

squared returns are replaced by a much more efficient proxy such as a realized

volatility measure. The standard Realized GARCH model, in its linear formulation,

is defined as

rt = htzt zt ∼iid (0, 1)

h2t = 𝜔 + 𝛾vt−1 + 𝛽h2t−1
vt = 𝜉 + 𝜙h2t + 𝜏(zt) + ut ut ∼iid (0, 𝜎

2
u )

where vt is the chosen realized volatility measure. The last equation (measurement

equation) is justified by the fact that any consistent estimator of the IV can be written

as the sum of the conditional variance plus a random innovation. The function 𝜏(z)
can accommodate for leverage effects. A common choice is to set

𝜏(z) = 𝜏1z + 𝜏2(z2 − 1).

It can be easily shown that the model implies an AR(1) representation for h2t

h2t = 𝜇 + 𝜋h2t−1 + wt−1.
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where

𝜇 = 𝜔 + 𝛾𝜉

𝜋 = 𝛽 + 𝛾𝜙

wt = 𝛾𝜏(zt) + 𝛾ut.

The condition |𝜋| < 1 ensures that h2t has a stationary representation.

The model parameters can be easily estimated by standard maximum likelihood.

In general, the contribution of the t-th observation to the joint likelihood of the com-

plete data (rt, vt), for t = 2,… ,T , can be decomposed as

lr,u(rt, vt|It−1) = lr(rt|It−1)lv(vt|rt, It−1)

where It−1 is the past information vector including {v1, ..., vt−1, r1, ..., rt−1}. As in

Gerlach and Wang [8] we assume that (rt|It−1) ∼ t
𝜈

and (vt|rt, It−1) ∼ N(0, 𝜎2
u ). These

choices give

lr(rt|It−1) =
⎧
⎪
⎨
⎪
⎩

A(𝜈) + 1
2
log(h2t ) +

𝜈 + 1

2
(

1 + r2t
h2t (𝜈−2)

)

⎫
⎪
⎬
⎪
⎭

lv(vt|rt, It−1) = −1
2

{

log(2𝜋) + log(𝜎2
u) +

u2t
𝜎
2
u

}

where

A(𝜈) = log
(

𝛤

(
𝜈 + 1
2

))

− log
(

𝛤

(
𝜈

2

))

+ log(𝜋(𝜈 − 2)).

3 Flexible Realized GARCH Models

In this section we present two different generalizations of the standard Realized

GARCH model illustrated in Sect. 2. First, in Sect. 3.1 we introduce an adaptive

RGARCH model allowing for time varying persistence in the volatility equation.

Furthermore, the proposed model allows to account for the presence of heteroskedas-

ticity in the noise component of the measurement equation. Second, in Sect. 3.2 we

extend this specification to allow for the inclusion of multiple realized measures.

Both specifications nest the standard RGARCH model which can be obtained as a

special case under standard parametric restrictions.
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3.1 Single Measure Adaptive RGARCH Models

A single measure adaptive RGARCH (SMA-RGARCH) model differs from the stan-

dard RGARCH model of Hansen et al. [10] for the structure of its volatility equation

which, for a (1,1) model, is given by

h2t = 𝜔 + (𝛾 + 𝛿g(RQt−1))vt−1 + 𝛽h2t−1
= 𝜔 + 𝛾tvt−1 + 𝛽h2t−1 (1)

where 𝛾t = (𝛾 + 𝛿g(RQt−1)). In the above relationship, g(.) is an appropriately defined

mathematical function and RQt denotes the realized quarticity at time t that, up to a

scale factor, is given by

RQt =
M∑

i=1
r4t,i

where rt,i indicates the i-th intradaily return on day t, for i = 1,… ,M, which is the

number of intra-daily observations available at the chosen frequency. Although sev-

eral choices of g(.) are in principle feasible, in this paper we have set

g(RQt) = log(RQ1∕2
t ).

The transformation to a logarithmic-scale has the advantage of significantly

reducing the relative variability of realized quarticity and, on empirical ground, we

found this to have a beneficial effect on the variability of the estimates. In addition,

in order to further smooth the dynamics of the state variable g(RQt), one could also

consider pre-smoothing its argument by some linear filter such as an Exponentially

Weighted Moving Average (EWMA)

̃RQt = (1 − 𝜆) ̃RQt−1 + 𝜆RQt−1 (2)

where the smoothing coefficient 0 < 𝜆 < 1 can be estimated along with the other

parameters leaving to the data the choice of the optimal amount of smoothing. Values

of 𝜆 close to 1 will result in a very smooth curve while, on the other side, values close

to 0 will return a filtered series much closer to the raw data.

The choice of the realized quarticity as state variable determining the instanta-

neous volatility persistence is motivated by asymptotic arguments. Following

Barndorff-Nielsen and Shephard [4] let us assume

dlog(Pt) = 𝜇tdt + 𝜎tdWt, (3)

where Pt is the price process, 𝜇t and 𝜎t are the drift and the instantaneous volatil-

ity process and Wt is a standard Brownian motion. The integrated variance at time

t is given by IVt = ∫ t
t−1 𝜎

2
s ds. Barndorff-Nielsen and Shephard [4] find that, under
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standard regularity conditions, IVt can be consistently estimated by the realized vari-

ance

RVt =
M∑

i=1
r2t,i

where rt,i = log(Pt−1+i𝛥) − log(Pt−1+(i−1)𝛥) is the i-th 𝛥-period intraday return and

M = 1∕𝛥. In particular they show that, as 𝛥 → 0, the following holds

RVt = IVt + 𝜂t, 𝜂t ∼ N(0, 2𝛥IQt) (4)

where IQt = ∫ t
t−1 𝜎

4
s ds is the integrated quarticity which can be consistently esti-

mated by the realized quarticity
M
3
RQt.

Similar results can be shown to hold for other realized measures such as, among

others, the medRV estimator and the Bipower and Tripower Variation (see [1]), Sub-

sampled RV [14] and Realized Kernels [5]. For all these realized measures the vari-

ance of the estimation error 𝜂t would depend on the value of the integrated quarticity

which is inherently time varying. Given that RQt takes positive values very close to

zero, by far smaller than 1, its log-transform will always be negative. It follows that,

if the 𝛿 parameter is negative, the model in (1) is giving more weight to the lagged

realized volatility measure in periods in which this is more accurately estimated. On

the other hand, as the realized quarticity increases and, hence, the accuracy of the

volatility measure worsens, log(RQ1∕2
t ) increases leading the model to downweight

the lagged volatility measure. We expect this to have a positive effect on the fore-

casting accuracy of the volatility model.

3.2 Multiple Measure Adaptive RGARCH Models

This section presents an extension of the SMA-RGARCH model which is able to

incorporate information from multiple realized volatility measures. In order to save

parameters and escape from the incumbent curse of dimensionality, instead of defin-

ing and estimating a different measurement equation for each of the realized mea-

sures included, we consider a single measurement equation where the dependent

variable is a weighted average of the realized measures appearing in the volatility

equation. The weights are not predetermined but they can be estimated by maximum

likelihood with the other parameters. Although, for ease of exposition we will focus

on a model with two realized measures, the generalization to k (≥2) measures is

immediate.

The volatility equation of a 2 component multiple measure adaptive

RGARCH(1,1), MMA-RGARCH(2,1,1), model is given by

h2t = 𝜔 + (𝛾 + 𝛿g(RQt−1))v̄t−1 + 𝛽h2t−1 (5)
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where v̄t = w1v1,t + w2v2,t, with w2 = 1 − w1, is a weighted average of the two real-

ized measures v1,t and v2,t. So, as a by-product of the estimation procedure, the model

also returns an optimized volatility measure which is computed as the average of the

realized measures appearing in the volatility equation. The model specification is

completed by the measurement equation for v̄t

v̄t = 𝜉 + 𝜙h2t + 𝜏(zt) + ut. (6)

It is important to note that, since the measurement equation is unique, the number

of additional parameters is fixed and does not increase with k, the number of realized

measures included in the model. Furthermore, by simple algebra, Eq. (5) can be

rewritten as

h2t = 𝜔 + (𝛾w1 + 𝛿w1g(RQt−1))v1,t−1
+ (𝛾(1 − w1) + 𝛿(1 − w1)g(RQt−1))v2,t−1 + 𝛽h2t−1
= 𝜔 + 𝛾1,tv1,t−1 + 𝛾2,tv2,t−1 + 𝛽h2t−1

where 𝛾1,t = 𝛾w1 + 𝛿w1g(RQt−1) and 𝛾2,t = 𝛾(1 − w1) + 𝛿(1 − w1)g(RQt−1).

4 An Application to Stock Market Data

In this section we illustrate the results of an application to a time series of log-returns

on the Allianz stock, traded on the Xetra Market in the German Stock Exchange.

The original dataset included tick-by-tick data on transactions taking place over the

period from 2/1/2002 to 27/12/2012. The raw data have been cleaned using the proce-

dure described in Brownlees and Gallo [7] and then converted to an equally spaced

series of five-minute log-returns. These have been aggregated on a daily basis to

compute a time series of 2792 daily open-to-close log-returns and two different real-

ized measures: the standard realized variances (RVt) and the jump-robust medRV

(medRVt) estimator proposed by Andersen et al. [1]. Following Bandi and Russell

[2], in order to limit the impact of jumps, the realized quarticity has been computed

using a coarser grid based on 20 min sampling.

The data have then been modelled by a SMA-RGARCH(1,1), fitted using both

5 min RV and the medRV estimator, and a MMA-RGARCH(2,1,1) model, blending

both volatility measures into a single model. In addition we have considered the het-

eroskedastic versions of these models where we have assumed that the measurement

noise variance is time varying according to the dynamic equation

var(ut) = 𝜎

2
t = e𝜓0+𝜓1u2t−1 t = 2,… ,T .

In the reminder we will indicate these variants as the HSMA-RGARCH and

HMMA-RGARCH models, respectively. The results have been compared with those
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obtained by fitting standard RGARCH models. The full sample estimates of model

parameters and associated p-values have been reported in Table 1. The 𝛿 parameter is

always negative and significant in three cases out of six (SMA − RGmrv, MMA − RG
and HMMA − RG) providing evidence of a state dependent response of h2t to the

lagged realized measure. It is particularly interesting to analyze the value of the esti-

mated 𝜙 in the MMA-RGARCH model. In the homoskedastic model 𝜙 is ≈1.45,

coupled with w1 ≈ 0.80, suggesting that the optimized measure v̄t is biased. The

situation changes when a heteroskedastic component is included. In this case we

have 𝛿 ≈ 1.04 with w1, the weight of RVt, halved. Similar considerations hold for

the value of 𝜉. Hence we expect the proxy v̄t, obtained under the heteroskedasticity

assumption, to have nicer statistical properties and, in particular, to be approximately

unbiased.

For completeness, for each model we also report the values of 𝓁r,u, and the associ-

ated BIC, along with the partial returns log-likelihood 𝓁r. However, we must remark

that the overall log-likelihoods 𝓁r,u are in general not comparable across different

models while it makes sense to compare the returns partial likelihoods 𝓁r. Our in-

sample results show that the values of 𝓁r are fairly stable across different models

failing to indicate a clear winner.

The out-of-sample predictive ability of the fitted models has been assessed by

means of a rolling window forecasting exercise using a window of 1000 days. The

out-of-sample period goes from June 7, 2005 to the end of the sample and includes

1792 daily observations covering the credit crisis and the turbulence period running

from November 2011 to the beginning of 2012. Forecast accuracy is measured by

means of the QLIKE loss function. Our choice is motivated by the consideration

that, compared to other robust alternatives, such as the Mean Squared Error (MSE),

this loss function has revealed to be more powerful in rejecting poorly performing

predictors (see [12]). Looking at average values of the QLIKE loss function for each

of the models considered, reported in the last row of Table 1, it turns out that the

lowest value is obtained for the HMMA-RGARCH model. Furthermore, assessing

the significance of differences across different models by the Model Confidence Set

(MCS) of Hansen et. al [11], it turns out that the HMMA-RGARCH model is also

the only model entering the MCS at the 0.80 confidence level.

Figure 1 compares the in-sample estimated time varying volatility response coef-

ficient (𝛾t) for the (H)SMA-RGARCH and (H)MMA-RGARCH models. The SMA-

RGARCH models fitted to RV and medRV give very close value of 𝛾t (to avoid

overlapping of the two curves, the 𝛾t series obtained for medRV has been shifted

upwards adding 0.3 to the fitted values). It is also evident that the introduction of the

heteroskedastic component has the effect of lowering the variability and, except for

HSMAmrv, even the level of 𝛾t. The comparison with the RQt plot shows that in all

cases more or less pronounced drops of 𝛾t correspond to the peaks in the RQt series.
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Fig. 1 Estimated time varying volatility response coefficient (𝛾t) for (from left to right and top

to bottom) SMA-RGARCH, HSMA-RGARCH and (H)MMA-GARCH. The bottom right panel

reports the 20 min realized quarticity series. Note: in the top left panel, in order to avoid overlapping

with SMA-RV, SMA-MRV has been shifted by adding a constant equal to 0.3

5 Concluding Remarks

Our results suggest that incorporating time varying persistence and multiple realized

measures into a RGARCH model can lead to an improvement in its predictive abil-

ity. An interesting special case arises when the model incorporates realized variances

computed at different frequencies. It can be easily shown that the volatility equation

of such a model can be represented as a GARCHX model including a realized mea-

sure given by a linear combination, with time-varying weights, of realized variances

computed at different frequencies. Such a model structure is close in spirit to the

two time scales estimator of Zhang et al. [14] with the difference that the weights

assigned to the two realized variances estimators are data driven and time varying.

Also, Bandi et al. [3] show that the optimal frequency for computing RV measures is

by its own nature time varying and correctly modeling its dynamics can potentially

deliver superior forecasts than those obtained by assuming time invariance of the

optimal frequency. Investigation of this issue is currently left for future research.
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Updating CPI Weights Through
Compositional VAR Forecasts: An
Application to the Italian Index

Lisa Crosato and Biancamaria Zavanella

Abstract Worldwide, monthly CPIs are mostly calculated as weighted averages of

price relatives with fixed base weights. The main source of estimation of CPI weights

are National Accounts, whose complexity in terms of data collection, estimation of

aggregates and validation procedures leads to several months of delay in the release

of the figures. This ends up in a non completely consistent Laspeyres formula since

the weights do not refer to the same period as the base prices do, being older by one

year and then corrected by the elapsed inflation. In this paper we propose to forecast

CPI weights via a compositional VAR model, to obtain more updated weights and,

consequently, a more updated measure of inflation through CPIs.

Keywords CPIs ⋅ Laspeyres formula ⋅ Compositional data analysis ⋅ CVAR

1 Introduction

In most OECD countries, Consumer Price Indexes (CPIs) are calculated according

to a Laspeyres formula given by a weighted average of price relatives with fixed

base weights summing to a constant and measure the change in the price of a basket

of fixed composition. Weights are usually derived from Household Final Monetary

Consumption Expenditures estimated in National Accounts and related to goods and

services belonging to the fixed basket (for a thorough discussion on theory and prac-

tice of CPIs see for example [5]).

In Italy, the national CPI
1

is achieved by subsequent aggregation steps going

from the price relatives surveyed in local markets for single products to the index

1
This methodology holds for the main National index, NIC, as well as for the European

Harmonized index HCPI. Both are chained Laspeyres indexes.
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corresponding to aggregate products (simply products henceforth), groups of con-

sumption and divisions of consumption, which is the last breakdown before the

global index according to the ECOICOP
2

classification.

In each year t, monthly CPIs are calculated with respect to a base period fixed

at December of year t − 1 which, according to Laspeyres formula, also corresponds

to the weight reference period. Different kind of weights are applied to products

throughout the aggregation mechanism, but the first Laspeyres formula is involved

when averaging the elementary national product indexes to obtain the indexes for

the subsequent level in the ECOICOP classification (see the ISTAT archive on price

indexes for methodological details).

Unfortunately, the data necessary to calculate the weights for the products, mainly

the Household Expenditures retrieved from the National Accounts,
3

are not available

for December of year t − 1. For this reason ISTAT uses the Household Expenditures

of year t − 2 updated to December of year t − 1 using the change in the index of the

corresponding product [7]. Once inflated, the expenditures are converted into shares

as a proportion of the total expenditure over all considered products.

Therefore in practice, in Italy as well as in other countries (such as Sweden,

Ireland, UK, France, Belgium and Austria), the CPI is not a true Laspeyres index

because, although for year t the base price is set to December of year t − 1, the

weights cannot be dated back to the same period.

Thus, the idea of this paper arises from the conflict between theory and practice

of CPI calculation. Is there a way to produce more updated weights for CPIs? If so,

we could calculate the CPIs within a framework more consistent with the Laspeyres

formula and, at the same time, account for the latest trends in expenditure shares

leaving aside oldest prices movements.

For instance, if ISTAT had the (t − 1)’s expenditure data available on time for

the release of year t’s indexes, a rough estimate of the average inflation rate in 2015

would have been 0% instead of the official 0.1%. Given the impact that even small

movements in the inflation rate exert on the whole economy, we think it is worthwhile

to explore the possibility of updating the CPIs through forecasting.

Our methodology builds on the compositional nature of CPI weights proposing

to replace currently used weights, one year older with respect to those the Laspeyres

formula allows, with forecasted weights. With compositional time series, we need

to face the unit sum and non-negativity constraints that make the use of classical

VAR models unfeasible. Therefore, to make predictions for more updated weights,

we resort to C-VAR models [2]. As far as we are concerned, there was no earlier

attempt on forecasting CPI weights.

In particular, we use the time series of Household Final Monetary Consump-

tion Expenditures to forecast updated weights. Both currently used weights and the

predictions are then compared with a benchmark weight constructed in order to pre-

serve the Laspeyres formula.

2
European Classification of Individual Consumption according to Purpose.

3
Other sources of information on Household expenditures, both official and nonofficial, are

exploited.

http://www.istat.it/it/archivio/prezzi+al+consumo
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The paper is organized as follows: in Sect. 2 we describe our original approach to

CPI weight forecasting and the data construction process, in Sect. 3 main results are

reported while Sect. 4 concludes.

2 Methodology and Data Description

Compositional data are data whose elements are non-negative and which sum to a

constant, usually set to be one (for the basics and more on compositional data analysis

see [1]). The sample space of compositional data is called a simplex and is defined as:

SD =

{
x = [x1,… , xD]|xi ≥ 0 and

D∑
j=1

xj = k

}
(1)

CPI weights can be well viewed as compositional data that, over time, become com-

positional time series, since they consist in D non-negative components x1t,… xDt
which at each time t sum to a constant.

Due to the non-negativity and unit-sum constraints, classical time series tech-

niques are unviable because they could lead, for instance, to forecasted weights out-

side of the simplex. In short, the solution is to exit the simplex using a transformation,

apply the traditional techniques and go back to the simplex via the inverse transfor-

mation, i.e. apply Compositional multivariate Time Series models (see [2]).

More in detail, the Vectorial Autoregressive model for compositional time series

xt, C-VAR(p), is defined as follows:

(
xt ⊖ (𝜉)

)
⊖ ((𝛷)C,1 ⊙ (xt−1 ⊖ (𝜉)))⊖⋯⊖

(
(𝛷)C,p ⊙ (xt−p ⊖ (𝜉))

)
= wt (2)

where (𝛷)C,1,… , (𝛷)C,p are ADXD matrices, 𝜉 is the C-mean vector, wt ∼ WNC(1c,
ΣC) is a white noise and ⊖ and ⊙ are the usual difference perturbation and product

operations.

The concise form for this model is described by Eq. 3 as follows:

(𝛷)C(LC)(xt ⊖ (𝜉)) = wt (3)

with (𝛷)C(LC) = GD ⊖ ((𝛷)C,1 ⊙ LC)⊖⋯⊖ ((𝛷)C,p ⊙ LpC), where GD is the cen-

tering matrix and LC is the backshift operator.

The time series of NIC weights at the COICOP consumption class level are avail-

able on the ISTAT website for a time span from 1998 to 2016. However, we cannot

base our prediction on the original ISTAT weights because of the time structure the

forecasted weights would inherit. For instance, keeping the 2015 weights for the

sake of comparison, the predicted one-step-ahead weights would share the structure

of ISTAT weights for 2015,
4

4
All weights indicate by capitalW are before normalization just to highlight their temporal structure.
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̂Wh
2015 = S2013h ⋅

Ih12,2014
Ih2013

(4)

where h indicates the generic item, S the related expenditure in the indicated year and

I the price index. Our goal, instead, is to obtain a forecast for the 2015 weights with

a time structure closer to the one imposed by the Laspeyres formula which would

ideally be, considering the impossibility of attributing the whole expenditures to the

single month of December 2014,

̂Wh
2015 = S2014h ⋅

Ih12,2014
Ih2014

(5)

Therefore, to properly forecast the ideal weights, we need a time series of weights

with the same ideal structure. In order to forecast the 2015 weights using the ideal

weight time series, we just need the data available to ISTAT in order to produce the

weights for the same date (National Accounts until 2013).

Applying the C-Var model to the ideal weight series preserves the Laspeyres

structure for the one-step-ahead forecast but using only information available at time

t − 2.

Now, since the expenditures necessary to construct the weights are not available

at the product level, we have recalculated the time series of ideal weights according

to the formula:

WIdeal,h
t = St−1h ⋅

Ih12,t−1
Iht−1

(6)

using expenditures at the consumption group level, which are the most disaggregated

data on Household final expenditure publicly available.

As can be expected, the time series of official ISTAT weights based on consump-

tion shares derived from the single products, and the recalculated ideal weight time

series differ substantially. Both series of weights and a third one, given by weights

recalculated according to ISTAT formula but using consumption groups, is repre-

sented in Fig. 1 for Division 4 (Housing, Water, Electricity, Gas and other fuels),

which serves as a leading example throughout the paper. Two remarks are in order.

The first is that this gap is decreasing, most probably because of the deceleration of

inflation in the second part of the considered period. Second, the greatest part of the

difference seems to be due to the ECOICOP level of expenditures used, rather than

to the different formulas, although the ideal weights are somewhat smoother with

respect to the other two series (see for example 2012 in the low panels).

Ideal weights and recalculated weights were computed and rescaled to sum to

one for eleven out of twelve consumption divisions, in order to work with lowest

dimensional compositions. Given the shortness of the time series it would not have

been possible to work on the composition of all consumption groups.

Our methodology, therefore, consists in forecasting the ideal weights for the 2015

NIC.
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Fig. 1 Time series of the ISTAT, ideal and group recalculated weights, 1998–2015

First, the time series must be transformed to enable us to use traditional time series

analysis. We chose an isometric log-ratio (ilr) transformation [4] which

preserves distances. The centered log-ratio transformation (clr) was not used due to

the singularity of the variance-covariance matrix, which causes problems during the

estimation procedure, while the use of additive log-ratio (alr) transformations pro-

duced results very similar to the ilr-transformation (for the choice of an appropriate

ilr transformation in compositional time series analysis see [6]).

The subsequent steps involve the estimation of a VAR model, which in 4 out of

11 cases collapses to a single AR (two groups only on the simplex). We verify the

presence of unit roots using an Augmented Dickey-Fuller test on each of the separate

time series. We then use information criteria to establish the lag order of the C-VAR

model. Finally, we test for cointegration using the results of the analysis to estimate a

Vector Error Correction Model (VECM) which will be used to make our predictions.

Finally, we compare our forecasted weights for the 2015 indexes with both

ISTAT’s weights and the recalculated weights, in order to eliminate the influence

of the different aggregation level on the validity of the results. Our benchmark is the

Ideal Weight for 2015, which uses the latest Household Expenditures (year 2014)

and is calculated as described by Eq. 7:

wideal
h,2015 =

Sh,2014 ⋅
Ih12,2014
Ih2014∑n

h=1 Sh,2014 ⋅
Ih12,2014
Ih2014

(7)

where h is the group, Sh,2014 is the expenditure for the year 2014, I12,2014 is the NIC

index in December of the year 2014 and Ih2014 is the mean of the NIC index in year
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2014. Such data were not available when ISTAT calculated the 2015 weights (which

uses 2013 expenditure shares) and this makes the ideal weight more updated with

respect to ISTAT’s. Finally, to check for the robustness of our fitting and forecasts,

we create bootstrap simulated distributions for the forecasted weights.

3 Results

We give a detailed description of all the analyses performed for Division 4 only,

due to the similarity of the procedure for the remaining divisions. First of all, we

perform an Augmented Dickey-Fuller test on each of the individual ilr-transformed

time series to verify the presence of a unit root. The results lead us to conclude that

each time series contains one unit root. We proceed by calculating the lag order of

the VAR model through information criteria: the AIC and HQ criteria suggest a VAR

model with three lags whereas the SC and FPE criteria suggest 1 lag only.

The Johansen cointegration test for the VAR(3) model suggests that the cointe-

gration rank should be equal to one. We decided on the one-lag-one-rank of cointe-

gration combination due to a better fit of the time series and to the shortness of the

series at hand, and estimated a VECM model with cointegration rank equal to one.

Results were obtained through the R statistical software and in particular with the

packages compositions, vars and tsDyn and are available on request.

We then use this model to forecast the weights for the year 2015. Figure 2 displays

the graphs of the original time series and the fitted values: for all the groups the fitted

and original weights seem to get along with one another.
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Fig. 2 Ideal weight time series versus fitted data (Division 4). The last value in the fitted data is

the forecast for 2015
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In order to check for robustness of the forecasts, we bootstrap the model first

on the ilr-transformed series parameters and then we go back to the simplex. Thus,

we have drawn 1,000 pseudo-random realizations from the CVAR (or VECM) esti-

mated model and re-estimated the model to obtain a set of 1,000 forecasts. Figure 3

displays the densities of the simulated forecasts for each of the groups of Division 4.

Along with the densities, we plotted the mean (black vertical line) of the simulated

forecasts, the 2015 ISTAT weights (blue solid line), the Group recalculated weights

(blue dashed line), our prediction (red line) and finally the ideal weight (green). The

proximity of the various weights to the ideal one will be discussed further on for all

divisions. Rather, note that the ideal weights seem well placed around the center of

the distributions bootstrapped from our C-VAR estimates at least in three out of four

cases, confirming that our predictions are not one-shot validity forecasts.

In order to have a complete basis for assessment of the prediction power of our

forecasted weights, we compare the predictions, the official ISTAT weights and the

recalculated weights with the ideal weights.

All weights will be used for the CPI of the year 2015, although they were obtained

using Expenditures of different years, 2013 (ISTAT and recalculated) and 2014

(ideal and forecasted). It is worthwhile to recall that the difference between ISTAT’s

weights and the recalculated weights is the level of aggregation (products versus

groups), while the forecasted weights were obtained as a one-step-ahead prediction

after modeling the time series of ideal weights up to 2014.

The absolute difference between forecasted weights and the ideal weights is

smaller with respect to the same difference applied to recalculated weights in 67% of
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Fig. 3 Simulated weight prediction densities with superimposed ISTAT weights, group recalcu-

lated weights, ideal weights and our forecasted weights (all weights to be used for 2015 CPI)
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groups (differences multiplied by 1,000,000 are reported in Table 1). The same per-

centage rises to 79% when we compare the results with the official ISTAT weights,

although as we have already specified, in the last case the difference could be

explained by the different level of aggregation. The sum of absolute differences

confirms the global advantage achieved through forecasted weights: 201,711 ver-

Table 1 Differences between indicated weights and ideal weights by Consumption Groups

for 2015s NIC according to ECOICOP classification. All differences have been multiplied by

1,000,000. Gray shades highlight divisions. Source the official weights are retrieved directly from

ISTAT database on price indexes, the other figures are calculated by the authors

laicfifOGroup-RecalculateddetsaceroFspuorGnoitpmusnoC
08.62153.911dooF1.1 1043.93

1.2 Non-alcoholic beverages 119.35 126.80 1043.93
2.1 Alcoholic beverages 5178.50 7915.70 112543.63
2.2 Tobacco 5178.50 7915.70 112543.63

13.3400106.32403.998gnihtolC1.3
06.32403.998raewtooF2.3 10043.31

4.1 Actual rentals for housing 6091.27 4539.24 1570.95
4.2 Maintenance and repair of the dwelling 1787.91 1165.23 5988.34
4.3 Water supply and misc. 11487.07 12646.67 11232.38
4.4 Electricity, gas and other fuels 3607.79 9272.67 18791.66
5.1 Furniture and furnishings, carpets and other 2600.88 1623.12 5491.38

75.82951.709281.3002selitxetdlohesuoH2.5
40.234317.39582.574secnailppadlohesuoH3.5

5.4 Glassware, tableware and household utensils 2347.59 777.50 3660.67
5.5 Tools and equipment for house and garden 630.49 638.76 1296.88
5.6 Goods and services for routine household maint. 2790.09 3797.82 14809.53
6.1 Medical products, appliances and equip. 144.70 9016.80 102695.76
6.2 Outpatient services 1345.60 9871.90 56613.27
6.3 Hospital services 1201.00 855.10 46082.50

05.024302.74251selcihevfoesahcruP1.7 27956.58
7.2 Operation of personal transport equipment 19883.10 4094.70 18548.13
7.3 Transport services 4636.00 674.30 9408.34
8.1 Postal services 2852.20 3388.29 410.91
8.2 Telephone and telefax equipment 28068.73 36280.87 64491.84
8.3 Telephone and telefax services 25216.52 32892.57 64902.75
9.1 Audio-visual, photographic and inf proc. equip. 3289.62 6977.01 16434.27
9.2 Other major durables for recr. and culture 846.07 1207.71 2384.32
9.3 Other recr. items and equip., gardens and pets 2804.30 5566.99 204.01
9.4 Recreational and cultural services 4948.05 6257.17 2270.94
9.5 Newspapers, books and stationery 3901.51 9283.97 13855.86
9.6 Package holidays 7518.17 2824.48 2280.87
11.1 Catering services 1973.10 3050.60 3771.93
11.2 Accommodation services 1973.10 3050.60 3771.93

74.4609676.627657.2974eraclanosreP1.21
12.2 Personal effects n.e.c. 2629.90 1089.02 26543.76
12.3 Social protection 10411.67 3368.01 13485.63
12.4 Insurance 1781.44 12109.70 63530.48
12.5 Financial services n.e.c. 2425.12 5877.72 55290.86
12.6 Other services n.e.c. 7605.15 8981.77 9727.48
Sum 201,711 231,761 988,191
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sus 231,761 considering recalculated weights and 988,191 with the official ones

(Table 1, last row).

4 Conclusions

This paper builds on two characteristics of consumer price indexes: first, the calcula-

tion of CPI weights referring to the single goods and services composing the basket

is not as established by the Laspeyres formula which is officially used (for instance,

but not only, in Italy), but are one year older than the corresponding base prices; sec-

ond, the CPI weights constructed as shares of Household Consumption are proper

compositional vectors.

These two facts together delineate our aim and methodology. In order to obtain

more updated weights for the CPI, we proposed to replace them by forecasted

weights. We did so by exploiting both the full time path of Household expenditures

and the relative information contained in the vector of weights themselves, using

compositional VAR models. We applied the proposed methodology to all the Con-

sumption divisions in the COICOP classification (except for the tenth), forecasting

the weights and CPIs for 2015.

For each division, we recalculated the ISTAT weights for the period 1998–2014

using National Accounts data on the consumption groups, then applied the ilr trans-

formation and proceeded to the model estimation and forecasts. Bootstrap robustness

graphs were obtained to indicate the solidity of the approach. Forecasted weights

were then compared to the 2015 ISTAT and ideal weights, as well as to the Group

recalculated weights. Our predictions are closer to the ideal weights in the majority

of groups.

This exercise does however have a few limitations. In the first place, our method

might lead to more reliable results if expenditure data were available for the aggre-

gate products. If they were, it would be possible to obtain ideal and forecasted

weights at all levels of aggregation. Furthermore, the shortness of the time series

of weights does not allow us to forecast the weights for all the groups together and,

due to the high number of parameters needed to be estimated, forecasts for the whole

basket of products cannot be obtained. However, future research could apply some

dimension reduction approach, for example a reduced rank regression [8] combined

with the compositional VAR estimation. Indeed, this methodology should yield bet-

ter results with longer time series. In addition, the estimation of several C-VAR start-

ing from the aggregate products could lead to the final estimation of NIC based on

forecasted weights.

Above all, we think that the main merit of this work is to show that forecasting

CPI weights could lead to a more updated estimation of consumer price indexes with

respect to the current practice of indexing the consumption figures from National

Accounts of two years earlier. In fact, the forecasted weights based on the recent

pattern of expenditure shares could capture upcoming trends in the composition of

expenditures.
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Finally, the gap between weights and base prices in CPI calculation is not a pecu-

liarity of Italian indices but characterizes many OECD countries (see for example

the UK technical manual on CPIs, 2014) so that our method could be applied to CPI

and HICP data from several countries. Another even more interesting application

might be to Italian Producer Price indexes, whose weights are calculated using data

which is two years older with respect to the base of the index.

References

1. Aitchison, J.: The Statistical Analysis of Compositional Data. Monographs on Statistics and

Applied Probability, 416 p. Chapman & Hall Ltd., London (1986) (Reprinted in 2003 with

additional material by The Blackburn Press)

2. Barcelo-Vidal, C., Aguilar, L., Martín-Fernández, J.A.: Compositional VARIMA Time Series,

pp. 91–107. Wiley (2011)

3. Consumer Price Indices Technical Manual, 2014 ed. Office for National Statistics, UK

4. Egozcue, J.J., Pawlowsky-Glahn, V., Mateu-Figueras, G., Barcelo-Vidal, C.: Isometric logratio

transformations for compositional data analysis. Math. Geol. 35(3), 279–300 (2003)

5. ILO Manual on CPI: Consumer Price Index Manual: Theory and Practice. Published for ILO.

IMF, OECD, UN, Eurostat, The World Bank by ILO, Geneva (2004)

6. Kynčlová, P., Filzmoser, P., Hron, K.: Modeling compositional time series with vector autore-

gressive models. J. Forecast. 34(4), 303–314 (2015)

7. Mostacci, F.: Aspetti teorico-pratici per la costruzione di indici dei prezzi al consumo, Docu-

menti ISTAT (2004)

8. Velu, R., Reinsel, G.C.: Multivariate Reduced-rank Regression: Theory and Applications, vol.

136. Springer Science & Business Media (2013)



Prediction Intervals for Heteroscedastic
Series by Holt-Winters Methods

Paolo Chirico

Abstract The paper illustrates a procedure to calculate prediction intervals in case

of heteroscedasticity using Holt-Winters methods. The procedure has been applied to

the Italian daily electricity prices (PUN) of the year 2014; then the prediction inter-

vals have compared to those provided by an ARIMA-GARCH model. The intervals

obtained with HW methods have been very similar to the others, but easier to calcu-

late. Moreover, the HW procedure is more flexible in dealing with periodic volatility

as proved in the case study.

Keywords Holt-Winters methods ⋅ Heteroscedasticity ⋅ Prediction intervals

1 Introduction

The Holt-Winters (HW) methods are forecast methods grounding on recursive for-

mulas for updating the structural components of time series: the local mean level,

Lt; the local trend, Tt; the local seasonal index, It, if the series is affect by periodic

effects. According to the composition model of the structural components, the HW

methods can be either additive or multiplicative. In the first case, when a new obser-

vation, yt becomes available, the forecast of yt+k, denoted by ŷt(k), is:

ŷt(k) = Lt + kTt + It+k−hS h = int(k∕S) + 1 (1)

after having updated the structural components:

Lt = 𝛼(Yt − It−s) + (1 − 𝛼)(Lt−1 + Tt−1) (2)

Tt = 𝛽(Lt − Lt−1) + (1 − 𝛽)Tt−1 (3)

It = 𝛾(Yt − Lt) + (1 − 𝛾)It−S (4)
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where 0 ≤ 𝛼, 𝛽, 𝛾 ≤ 1 are smoothing coefficients, and S is the length of the sea-

sonal cycle. The additive HW provides optimal forecast if the series derives from

a SARIMA process of order (0, 1, S + 1)(0, 1, 0)S [8].
1

Originally, the HW methods were not thought for prediction intervals (PIs), but

over time, some authors have proposed ways to get PIs. The proposal of [8] for the

additive method allows to get the same PIs of the equivalent SARIMA model. They

define the k-steps-ahead prediction error as:

et(k) =
k−1∑

i=0
viet+k−i (5)

where et = yt − ŷt−1 (1) is the one-step-ahead (OSA) prediction error, and:

vi =
⎧
⎪
⎨
⎪⎩

1 i = 0
𝛼 + i𝛼𝛽 i ≠ 0, S, 2S, ...
𝛼 + i𝛼𝛽 + (1 − 𝛼)𝛾 i = S, 2S, ...

(6)

If the OSA prediction errors are uncorrelated and Gaussian N(0, 𝜎2), the k-steps-

ahead prediction intervals, at 1 − 𝜃 confidence level, is:

ŷt(k) ± z(𝜃∕2)
√
PMSEt(k) (7)

PMSEt(k) = 𝜎

2
k−1∑

i=0
v2i (8)

Nevertheless this proposal assumes the OSA prediction errors are homoscedastic,

that is not realistic in some cases like electricity prices (see Sect. 3).

2 An HW Method for Heteroscedastic Series

Let’s suppose the OSA prediction errors are heteroscedastic, and the volatility level

of them, denoted by Ht, is only locally approximative constant. Following the crite-

rion of the Exponential Smoothing, the update of the volatility level may be formu-

lated as:

Ht = 𝜆e2t + (1 − 𝜆)Ht−1 (9)

where 0 ≤ 𝜆 ≤ 1 is a smoothing coefficient.

1
Instead, the multiplicative HW is not optimal for any linear process. In case of multiplicative

composition of the structural components, it is worthwhile to apply the additive HW to the log-

serie.
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According to the criterion: 𝜎
2
t+1 = Ht, the volatility forecasts are:

𝜎

2
t+1 = 𝜆e2t + (1 − 𝜆)𝜎2

t (10)

𝜎

2
t+k = 𝜎

2
t+1 k = 2, 3, ... (11)

The Eq. (10) is known in Statistical Process Control as Exponentially Weighted
Moving Variance, EWMV [6]. It is formally similar to the IGARCH model, but there

are conceptual differences: the IGARCH model, as well as all models of GARCH

family, shapes the conditional heteroscedasticity of homoscedastic processes [3]; the

method (10) treats a general heteroscedasticity where the volatility can be viewed

as a stochastic process. Then the method (10) is conceptually more similar to the

methods for stochastic volatility [7].

Taking into account the (11), under the assumption of uncorrelated OSA predic-

tion errors, the PMSEt(k) becomes:

PMSEt(k) =
k−1∑

i=0
v2i 𝜎

2
t+k−i (12)

= 𝜎

2
t+1

k−1∑

i=0
v2i (13)

where the coefficients vis have been defined in (6).

This formula is very similar to (8), but presents a fundamental difference: now

the PMSEt(k) depends on the last predicted volatility; that means more accurate PIs
in case of heteroscedastic e2t .

Periodic Volatility In case of seasonal data, heteroscedasticity can follow a seasonal

pattern (seasonal volatility): e.g. daily electricity prices present seasonal patterns in

the price levels and in the price volatilities. A way to deal with such a case in GARCH

framework was proposed by Koopman et al. [4] who suggested to scale volatility by

means of seasonal factors. According to that idea, but remaining in HW framework,

the method (10) should be changed in the multiplicative following HW method
2
:

𝜎

2
t+k = Ht ⋅ Xt+k−hS h = int(k∕S) + 1
Ht = 𝜆(e2t ∕Xt−S) + (1 − 𝜆)Ht−1 (14)

Xt = 𝜆x(e2t ∕Ht) + (1 − 𝜆x)Xt−S

where Xt represents the seasonal effect on volatility, and 0 ≤ 𝜆x ≤ 1 is the corre-

sponding smoothing coefficient.

Note that now the formula (12) cannot be reduced into the formula (13) because

𝜎

2
t+k is only periodically constant, then PMSEt(k) presents cyclical fluctuations.

2
Here the multiplicative HW should be preferred to the additive one because it avoids negative

values for volatility forecasts.
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The smoothing coefficients The value (1 − 𝜆) can be viewed as the persistence

degree of volatility: when (1 − 𝜆) = 1, volatility (or its level) is constant (max per-

sistence); when (1 − 𝜆) = 0, each variance/level does not depend on any previous

variances/levels (null persistence). Similarly, (1 − 𝜆x) = 1 means that the seasonal

pattern on volatility is constant, and (1 − 𝜆x) = 0 means that there is no seasonal

pattern on volatility.

The smoothing coefficients, 𝛼, 𝛽, 𝛾 , 𝜆 and 𝜆x, could be chosen minimising the

following sum: ∑
[ln 𝜎2

t + u2t ] (15)

where ut = et∕𝜎t are the standardised OSA prediction errors.

If ut ∼ N(0, 1), the criterion (15) is equivalent to the maximum likelihood, but

should not be viewed as an estimation method. Indeed, according to the theory of

HW methods, the smoothing coefficients are not process parameters, but instruments

to perform time series forecasting. Nevertheless, in case of financial prices, the pre-

diction standardised errors are generally leptokurtic/heavy tailed like standardised

Student’s t-distributions: tv
√
(v − 2)∕v. In that case, it is more appropriate to min-

imise the following sum:

∑
[ln(𝜎2

t ) + ln(1 +
u2t

v − 2
)v+1] (16)

where v are the degrees of freedom of the Student’s distribution.
3

3 Prediction Intervals for the Italian PUN

We have considered the series of the daily electricity price (PUN), cleared by the

Italian wholesale electricity market in 2014. As all daily electricity market prices,

Italian PUN is characterized by strong seasonality affecting the price level and price

volatility too (Fig. 1). On the series we have calculated one step ahead prediction

intervals using the method described in the previous sections, and using a suitable

ARIMA-GARCH model. Then we have compared the results obtained with both

approaches.

3.1 The HW Approach

Since the presence of spikes and jumps makes the standardised prediction errors of

electricity prices strongly leptokurtic, the smoothing coefficients of the HW method

3
Minimizing the sum (16) is nearly equivalent to the maximum likelihood in case of Student’t

distribution [1].
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Fig. 1 The Italian PUN in 2014

Table 1 Smoothing coefficients

𝛼 𝛽 𝛾 𝜆1 𝜆x v RMSE
0.272 0.000 0.000 0.037 0.000 7.40 5.066

have been chosen minimising the sum (16). Table 1 reports the optimal values of the

smoothing coefficients, the degree of freedom and the standard deviation of the OSA

prediction errors (RMSE).
4

We can note that the smoothing coefficients present some interesting features: 𝛽 =
0 means that the price level does not present any locally persistent drift; 𝛾 = 0 means

that the seasonal effects on the price level are periodically constant (deterministic

seasonality); 𝜆x = 0 means that the seasonality on the volatility is deterministic too.
5

Finally, the low value of the degree of freedom (7.4) confirms the assumption of

leptokurtic standardised prediction errors.

We have compared the standardized prediction errors, ut, to the standardised Stu-

dent’ t-distribution with 7.4 degrees of freedom by means of the quantile-quantile

plot (Fig. 2).

We can note that the uts correspond almost well to the theoretical distribution

except some errors at the distribution extremities. That is due to the presence of

spikes and jumps which cannot be consistent with the other data.

4
The optimal values are reported without inferential information (standard errors, p-values, etc.)

because the coefficients are not interpreted here as process parameters.

5
The daily effects on PUN have become quite constant since 2013, but it was not in the previous

years [2].
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Fig. 2 Q-Q plot of the standardised errors versus standardised Student’s t

Therefore the one-step ahead prediction intervals (at 1 − 𝜃 confidence level) have

been calculated with the following formulas:

LB ∶ ̂PUNt(1) − t∗
𝜃∕2

√
PMSEt(1) (17)

UB ∶ ̂PUNt(1) + t∗
𝜃∕2

√
PMSEt(1) (18)

where t∗
𝜃∕2 is the 𝜃∕2-th percentile of the standardised Student’s t distribution with

7.4 degrees of freedom.

3.2 The ARIMA-GARCH Approach

We have repeated the study in Sect. 3.1 using an ARIMA-GARCH model. Similar to

the method illustrated in the previous subsection, we have fitted the PUN series with

an ARIMA-EGARCH model
6

with daily regressors (dj) and Student’s standardised

errors (ut):

6
We have chosen an EGARCH model to avoid the risk of negative variance because that risk is high

including seasonal regressors in classic GARCH model.
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zt = 𝛥

dPUNt = 𝜇t + 𝜀t

𝜀t = 𝜎tut ut ∼ tv
√
(v − 2)∕v

𝜇t = 𝛿 +
p∑

j=1
𝜙jzt−j +

q∑

j=1
𝜃j𝜀t−j +

6∑

j=1
s1,jdj

ln 𝜎2
t = 𝜔 +

P∑

j=1
𝛽j ln 𝜎2

t−j +
Q∑

j=1
(𝛼j|𝜀t−j| + 𝛾j𝜀t−j) +

6∑

j=1
s2,jdj

(19)

More specifically awe have identified an ARIMA(6,1,0)-EGARCH(1,1) model

with daily regressors, that we have estimated using the GIG package of Gretl [5]. For

space reasons, we don’t report here all the estimation output of the model, but only

the standard deviation of the OSA prediction errors, RMSE = 5.062. This statistic

is practically equal to one of the HW approach, that means the HM method fits the

series as good as the ARMA-EGARCH model.

Finally, we have calculated the PIs of PUN series in the period September, 2014–

December, 2014 using both methods (Fig. 3). Although both intervals capture the

90% of the series in the period, the intervals may be quite different some days. Actu-

ally the interval by ARMA-EGARCH model (thin line) seem more sensitive to spike

and jumps than one by HW methods does (thick line); this characteristic is typical of

EGARCH models because outliers (jumps and spike) produce exponential effects on

volatility. On the other hand, the HW procedure provides an interval whose width is

quite regular: the seasonality on volatility is periodically constant (𝜆x = 0), and the

non-seasonal volatility, Ht, is quite smoothed (𝜆 = 0.037).

Fig. 3 Prediction intervals
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4 Final Considerations

The presence of heteroscedasticity is one of the reasons for preferring ARIMA-

GARCH models to HW methods. Nevertheless heteroscedasticity can be treated

by HW methods, if some adjustments are taken; the paper illustrates a method to

do it. The method has been applied to a case study, and the PIs obtained with this

method have been similar to the those provided by an ARIMA-EGARCH model;

some days the HW procedure seems to work better than ARIMA-EGARCH model

too. The most considerable strengths of using HW methods are the ease-of-use and

the ability of dealing with several type of heteroscedasticity: stochastic volatility,

periodic stochastic volatility, periodically constant volatility. On the other hand, the

weakness is that the HW methods are optimal only for specific ARIMA processes

although works quite well with a lot of real processes; moreover the HW procedure

does not deal with the issue of asymmetry. Nevertheless other versions of the method

above-illustrated are possible, and it is our intention to check them.
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Measuring Residential Segregation
of Selected Foreign Groups
with Aspatial and Spatial Evenness
Indices. A Case Study

Federico Benassi, Frank Heins, Fabio Lipizzi and Evelina Paluzzi

Abstract Over the last decades there have been important methodological
advances in measuring residential segregation, especially concerning spatial indi-
ces. After a discussion of the fundamental concepts and approaches some of the
numerous indices are introduced. We focus in particular on the most known aspatial
and spatial indices in the dimension of evenness namely segregation and dissimi-
larity indices. The contribution is based on data of the geographic distribution of
selected foreign groups resident in the census enumeration areas that form the Local
Labour Market Area (LLMA) of Rome. Data refer to the population censuses 2001
and 2011. Applying the indices to the LLMA of Rome serves as a test of the
practical and potential usefulness of the proposed measures and their possible
interpretation.
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1 Introduction

The presence of foreigners in Italy is not a new phenomenon. The first arrivals of
immigrants were in fact registered back in the 1970s and they intensified during the
following two decades [5]. However, the recent increase of the foreign population
resident in Italy has been unexpectedly high: it grew in fact from approximately 1.3
million people by the end of 2001 to over 4 million by 2011.

As shown by Strozza et al. [24], the growth in the number of foreign residents
has followed clear geographical patterns: the foreign population in Italy grew in
general, however large cities and their surrounding areas have recorded the greatest
increase. One of the key traits related to the foreign population is its spatial dis-
tribution and, in particular, the level of its residential segregation. In general resi-
dential segregation is in fact seen as detrimental to the development of an open and
inclusive society [25, 26].

The residential segregation of foreigners is a phenomena widely studied by
scholars of many disciplines like geography, demography and sociology. Numerous
studies have been undertaken by scholars during recent years—especially regarding
the situation in the U.S. and the U.K.—on this topic. A wide range of measures and
indices have been proposed concerning different geographical settings and several
geographical scales of analysis: see for instance Massey and Denton [14], Reardon
and O’Sullivan [19] and Feitosa et al. [11].

In Italy the academic interest in the study of the settlement patterns of the foreign
population and the segregation of foreign groups grew as well since the 1980s. In
more recent years several analysis of the residential segregation of the foreign
population in Italian metropolitan municipalities were undertaken [4, 6, 12] espe-
cially for the case of Rome [1, 7, 8, 17, 18].

The present study intends to contribute to the national and international literature
by studying the diachronic evolution (2001–2011) of the residential segregation of
the foreign population and selected foreign groups in Rome’s Local Labour Market
Area.1

The contribution concentrates on the most known aspatial and spatial indices
that measure the evenness of the distribution of the foreign population. Despite the
fact that residential segregation of foreigners is a multidimensional concept,
evenness is regarded by most authors as the foremost component of the segregation
of a population group and this is why this study concentrates on this later
dimension.

The contribution is structured as follows: in the next section a brief description
of existing concepts, approaches and indices for measuring segregation is provided.

1Defined by Istat on the basis of the commuting patterns observed in 2011 Population and Housing
Census, for more details see http://www.istat.it/en/archive/142790.
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In the following section the data used and the indices adopted are described. Next
the results of the estimation of the aspatial and spatial indices are shown. In the final
section of the contribution the results are discussed and then some conclusions are
provided.

2 Residential Segregation, Concepts and Measures

The segregation of a given population is a concept used to indicate the separation
between different population groups in a given environment. Most often segregation
is viewed as a multidimensional process whose depiction requires different indices
for each dimension. Massey and Denton [14] were the first scholars to define
segregation as a multidimensional concept, identifying the different dimensions that
can be measured by different indices: evenness, exposure, concentration, central-
ization and clustering. In the conceptual model proposed by Massey and Denton
evenness and exposure are aspatial dimensions of segregation, while, clustering,
centralization and concentration are per se spatial, since they need information
about location, shape, and/or size of territorial units. The model of Massey and
Denton has been criticized over the years by scholars. The idea behind these
criticisms was that the single territorial units are not independent from each other
and that the process of segregation cannot be confined to a single unit. Reardon and
O’Sullivan [19], for example, argued that segregation should be seen as a complete
spatial process and they propose a spatial version of the Massey and Denton model
which is composed by just two dimensions: evenness-clustering and
exposure-isolation.

Over the years, several measures for each dimension of segregation have been
proposed by scholars as well as different approaches to classify them. Even
restricting the discussion to the evenness indices the number of existing measures
still remains high. Generally speaking indices of evenness measure a group’s over
or under representation in the spatial units of a given environment. The more
unevenly a population group is distributed across these spatial units, the more
segregated it is [13].

Before moving to a brief description of some of the most common evenness
indices, it is useful to explain the existing criteria normally used to classify the
segregation indices. A first fundamental distinction is between one, two or multi-
group segregation indices. The one-group indices measure the distribution of a
population group compared to the total population. The two-group indices compare
the distribution of two different population groups. Finally the multigroup indices
analyse the distribution of several population groups simultaneously. Another
important criterion is the one that concerns the aspatial or spatial nature of the
segregation indices. Aspatial indices don’t need information about location, shape,
and/or size of territorial units while, on the opposite, spatial indices are based on the
spatial setting of spatial units. Finally, it is useful to distinguish among global and
local indices. Whereas the global measures provide a summary value for the entire
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study area the local measures provide one value for each of the territorial units of
the study area.

Moving to the description of the most known segregation measures, the first
generation were one group and two-group aspatial indices. In the dimension of
evenness we recall the segregation index (IS) and the dissimilarity index (ID), both
in the version proposed by Duncan and Duncan [9, 10]. To measure segregation
among multiple population groups in the same dimension, were introduced, among
others, the multigroup dissimilarity index (D) [15, 22]. Nevertheless, all of the
aforementioned indices were insensitive to the spatial arrangement of the areal units
[16, 27]. To overcome this shortcoming spatial versions of the indices have been
advanced. We recall for the one group indices the segregation index adjusted for
tract contiguity (ISadj) [16] and the two adjusted versions of the same index pro-
posed by Wong [28]: the segregation index adjusted for tract contiguous boundary
lengths (ISw) and the segregation index adjusted for contiguous tract boundary
lengths and perimeter/area ratio (ISs). The same authors proposed also spatial
versions of the two-group indices, namely the index of dissimilarity adjusted for
tract contiguity (IDadj) [16], the index of dissimilarity adjusted for contiguous tract
boundary lengths (IDw) and the index of dissimilarity adjusted for contiguous tract
boundary lengths and perimeter/area ratio (IDs) both proposed by Wong [28]. In the
same way, spatial versions of the multigroup dissimilarity index have been pro-
posed by Wong [29], Reardon and O’Sullivan [19] and Feitosa et al. [11]: the
spatial version of multigroup dissimilarity index (SD), the multigroup spatial dis-
similarity index (D ̃) and the local version of the multigroup dissimilarity index (di/
m) respectively.

The last two indices belong to a class of spatial indices in which it is possible to
specify functions that define contiguity. In fact, in the spatial segregation measures
the distance between basic territorial units can be treated quite differently: the
criteria range from tract contiguity to specific distance functions between centres of
the basic units. Obviously, in the absence of a detailed geolocalization of the
population all measures are only estimates of the real distance between individuals
or families. It must be kept in mind, however, that all measures of segregation are
sensitive to definitions of the boundaries of the basic spatial units due to an
aggregation or scale effect and to the zoning effect [19]. In this perspective the latest
approach for computing spatial measures of segregation—global and local—allows
specifying functions that define how population groups interact across boundaries
of the basic units, see for instance Reardon and O’Sullivan [19] and, in particular,
the contributions of Roberto [20] and of Roberto and Hwang [21].

However, the methods and indices proposed are not always easily applied,
because they require information regarding the exact location of individuals and
their proximities to one another in the residential space, data usually not available.
In order to partially solve these problems, Reardon and O’Sullivan [19] have
proposed methods for estimating population densities from aggregated data (for
example by the use of the density kernel estimation), but it is also true that these
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methods imply a high degree of subjective evaluation, for example regarding the
definition of the kernel function or the bandwidth of the kernel.

3 Data and Methods

The data used in this contribution are collected in the 2001 and 2011 Italian
Population and Housing Census. The census is unique in providing a wide range of
information with a socio-demographic and territorial detail in order to capture the
different social realities in their peculiarities and specificities.

The daily commuting patterns observed by the censuses are used by Istat to
aggregate the municipalities into Local Labour Market Areas. The LLMAs repre-
sent socio-economic entities and are a good approximation of the places where
people live and work and usually they comprise the social and economic rela-
tionships of the individuals and families. The Rome LLMA is with a surface of
almost 4,000 km2 and about 3.5 million residents one of the largest ones. The
municipality of Rome dominates the entire Local Labour Market Area, that is
composed by a total of 89 municipalities.

The 2001 population and housing census data are here presented in the 2011
boundaries to facilitate the comparison between the two years. It should be noted
that between the 2001 and 2011 censuses, the number of enumeration areas in the
LLMA of Rome increased from 14,404 (13,335 with at least 10 and 10,532 with at
least 50 inhabitants) to 15,242 (14,087 with at least 10 and 11,358 with at least 50
inhabitants). These changes did not affect substantially the computation of the
proposed indicators. Most of the changes were concentrated in newly built up areas.

With reference to the adopted measures, the contribution is limited to the use of
two aspatial indices, namely the segregation index (IS) and the index of dissimilarity
(ID) and to their spatial version, namely the segregation index adjusted for tract
contiguity (ISadj) and the index of dissimilarity adjusted for tract contiguity (IDadj).

The four adopted indices are obtained as:
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where cij is the cell value of a binary contiguity matrix (1 where i and j are contiguous
and 0 otherwise); n is the number of spatial units in the metropolitan area; T is the total
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population in the metropolitan area; ti is the total population in spatial unit i; tj is the
total population in spatial unit j; X is the population of group X in the metropolitan
area; xi is the total population of group X in spatial unit i; xj is the total population of
group X in spatial unit j; Y is the total population of group Y in the metropolitan area; yi
is the total population of group Y in spatial unit i. The values of the indices vary from
0 to 1 where 0 means absence of segregation and 1 means complete segregation. The
results reported were obtained using the Geo-Segregation Analyzer [2].

4 Results

In 2001 Italy is characterized by a wide spectrum of nationalities, whereas in 2011
some nationalities are becoming more dominant, but the variety of nationalities
present remains very ample. During the inter-censual decade the foreign presence in
Italy has more than tripled. Whereas in 2001 22 nationalities represented 75% of the
total foreign population, in 2011 this number dropped to 15. At all territorial levels
—Italy, Latium region and the Rome LLMA—very substantial gains for the 5
nationalities considered were recorded, especially for the Romanian and the Bengali
communities. From 2001 to 2011 the average annual population growth in the
Rome LLMA was 0.6% with most of the growth coming from the foreign popu-
lation that grew at an average of 8.7% on a yearly base. Whereas the ‘old’ immi-
gration communities like the ones from Poland and the Philippines grew less the
number of nationals from Romania and Bangladesh grew most. In 2011 8.8% of the
population of the Rome LLMA had a foreign nationality. The 2.8% of the total
population were from Romania, 0.8% from the Philippines, 0.5% from Bangladesh,
0.4% from China and 0.4% from Poland.

The empirical example focuses on the Italian and the foreign population, as well
as 5 selected foreign communities from Romania, the Philippines, China, Poland
and Bangladesh. The aim is to show the working of the indices and the potential of
the instruments, but not to provide a complete analysis of the segregation of the
foreign communities in the Rome LLMA.

Nationality is certainly a better criterion than continent to form distinct groups,
but the authors are aware that citizenship does not signify by definition homoge-
nous groups: ethnic and social differences can persist and different life course stages
might play an important role in defining groups with their specific pattern of seg-
regation. The selection includes 3 Asian communities with very different settlement
patterns in the Rome LLMA and two European communities with Poles a ‘tradi-
tional’ immigrant community (well before Poland became member of the EU in
2004) and Romanians arriving in more recent years, especially after Romania
joined the EU in 2007.

The one-group segregation indices (Table 1) show the similarity between the
aspatial and the spatial versions of the indices. The following comments are limited
to the spatial version of the segregation index: ISadj. The values of the indices are
reported including all inhabited census enumeration areas, but the indices were also
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estimated including only the ones with at least 50 residents. In most cases the
exclusion of enumeration areas with only few residents did, somewhat unexpect-
edly, not change the value of the segregation indices significantly.

The segregation indices are the lowest for the total foreign population and show
a clear contrast between the Asian and the European communities. The residual
category ‘other foreign communities’ follows the total and also Romanians and
Poles record low values of the segregation index. The Filipinos are in a medium
position, whereas the Bangladeshi and Chinese communities show the highest
segregation. Between 2001 and 2011 the values of the indices decreased for all
categories of the foreign population. This decrease goes hand in hand with the
increase in the numbers of foreigners living in the Rome LLMA, but can certainly
not be attributed to it.

The Romanian community seems to have changed the most regarding their
segregation: whereas in 2001 Romanians and Poles had similar values of the
segregation index, in 2011 the Romanians seem to be the most evenly distributed
community over the census enumeration areas of the Rome LLMA.

The two-group indices (Table 2) underline the different settlement patterns of the
single nationalities compared to the one of the Italian population. The dissimilarity
remains relative low in the case of the Romanian and the Polish population,
whereas the highest one exists between the settlement patterns of the Italian pop-
ulation and the nationals of China and Bangladesh. The changes of the segregation
indices that occurred between 2001 and 2011 point to important changes in the
dissimilarity of the geographic distribution of the Romanian nationals compared to
all other nationalities, whereas in the case of the Philippine nationals the pattern
seemed to change relatively little. These differences led to the positioning of the
Philippine community between the European communities and the other Asian
communities, whereas in 2001 the indices tended to be closer to the values of the
Romanian and the Polish community.

Table 1 One-group
segregation indices by
citizenship, Rome Local
Labour Market Area, 2001
and 2011a

Country of citizenship 2001 2011
IS ISadj IS ISadj

Romania 0.668 0.659 0.505 0.456
Philippines 0.720 0.712 0.650 0.633
Bangladesh 0.921 0.920 0.800 0.793
China 0.908 0.907 0.798 0.791
Poland 0.662 0.657 0.578 0.569
Other foreign
countries

0.403 0.364 0.382 0.326

Total foreign
population

0.390 0.336 0.357 0.248

Source Our own elaboration on ISTAT data—the 2001 and 2011
Population and Housing Census
aNote the group of comparison is the total population
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The values of the indices for the different pairs of foreign communities reveal
specific affinities or similarities in the settlement patterns, as well clear dissimi-
larities. These results indicate that the strongest segregation seems to form not with
the Italian population, but between the different foreign communities. Also in the
case of the two-group indices, the indices were recalculated for the enumeration
areas with at least 50 residents and the resulting values differ only slightly from the
ones reported in Table 2. Since for all five communities in the inter-censual decade
a decreasing trend in the degree of dissimilarity can be observed, it can be con-
cluded that their spatial distribution is progressively less different from that of the
Italian population although still rather high values of segregation do persist.

The significant decrease noted for the Romanians may be influenced by the fact
that the Romanian community is the most numerous one. The intermediate position
regarding segregation of the Filipino community is probably due to the fact that this
is an ‘old’ immigration community that very often cohabitates with Italians living
and working in an Italian household. Probably this was even more true in 2001 than
in the last census, perhaps because the Filipino community changed its demo-
graphic structure and is today more often characterised by families than single
persons that would live with an Italian family. Also the Polish community is an old
immigration community in the Rome LLMA, and like the Filipino one, their seg-
regation indices did not decrease as much as those the other nationalities. In
summary, we observe a clear polarization between the European communities and
the Asian communities, although a general decrease of the dissimilarity, both in
respect to the Italian population and in respect to the other nationalities can be
observed. Our results confirm existing analysis [1, 3, 7, 17, 18].

The cultural differences between the different immigration communities and the
Italian population are certainly an important factor regarding the causes of segre-
gation. It seems central to distinguish the situation where segregation is a process
imposed by the majority population (Italians) or where it is a strategy for the
advancement of the own community.

Table 2 Two-group
dissimilarity indices by
citizenship, Rome Local
Labour Market Area, 2001
and 2011a

Country of citizenship 2001 2011
ID IDadj ID IDadj

Romania 0.671 0.617 0.509 0.400
Philippines 0.723 0.669 0.650 0.541
Bangladesh 0.923 0.869 0.806 0.697
China 0.910 0.856 0.806 0.697
Poland 0.666 0.612 0.584 0.475
Other foreign
countries

0.406 0.352 0.392 0.283

Total foreign
population

0.390 0.336 0.357 0.248

Source Our own elaboration on ISTAT data—the 2001 and 2011
Population and Housing Census
aNote the group of comparison is the Italian population
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The socio-demographic characteristics of the immigrant communities are
another important factor influencing their segregation: the gender balance, as well
as the age structure of a community, define the degree of its family orientation. Also
the time spent in Italy is an important characteristic: about 15% of foreigners
belonging to the total of the five communities in question was born in Italy, in
particular, 93% of children less than 5 years, three-quarters between 5 and 9 years,
more than 40% of youngsters between 10 and 14 years and a share of about 22% of
the ones 15–19 years old. The highest values, especially in the later age group, are
registered by the Polish community, the Chinese and the Filipinos, indicating their
earlier immigration and their stronger rootedness. Also the economic situation of a
community is important and of special interest is the owner/tenant status of the
individual or the family. The 61% of the members of the five communities are living
in rented housing and 20% own their own homes. Almost half of the Chinese
nationals are home owners, followed by the Poles with 29.2%, whereas 56.4% of
the Filipinos live in rented houses and 28.2% are occupiers in another capacity. The
Romanian and Bangladeshi communities are mostly tenants, respectively, 64% and
73%. These numbers indicate that the degree of segregation is not an expression of
economic difficulties. The community with the highest segregation is also the
community with the highest share of home owners. This might be an indication that
the relative high segregation of the Chinese community is a chosen one.

5 Concluding Remarks

One of the most important conclusion is probably the usefulness of the analysis of
the distribution of the segregation of specific nationalities, since any policy to
further the integration of foreign residents should be focused on specific national-
ities. It should be recognized that segregation could be a strategy by some com-
munities to further the advancement of the community [23], so actively sought by
the community and not endured passively. There is no question that spatial indices
ought to be given priority in analyzing socio-demographic characteristics of the
population of small areas. However the advantages seem to remain in the realm of
academic studies since they become explicit when comparing different areas. The
spatial segregation indices provide an instrument to improve our understanding of
the processes behind the forming and persistence of local concentrations of ethnic
groups. However they cannot provide us with direct evidence regarding the
socio-demographic and socio-economic factors involved in the process of
segregation.
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Space-Time FPCA Clustering
of Multidimensional Curves

Giada Adelfio, Francesca Di Salvo and Marcello Chiodi

Abstract In this paper we focus on finding clusters of multidimensional curves with

spatio-temporal structure, applying a variant of a k-means algorithm based on the

principal component rotation of data. The main advantage of this approach is to com-

bine the clustering functional analysis of the multidimensional data, with smoothing

methods based on generalized additive models, that cope with both the spatial and

the temporal variability, and with functional principal components that takes into

account the dependency between the curves.

Keywords FPCA ⋅ Clustering of multidimensional curves ⋅ GAM

Spatio-temporal pattern

1 Introduction

Variable reduction and partitioning of objects in homogeneous groups are the most

used analyses for exploring complex structures in the data and obtaining the main

information in a limited number of dimensions. These methodologies have been

applied to functional data in recent years. Usually, we refer to data varying over a

continuum (such as seismic waveforms, financial time series, temperatures recorded

by a central source, etc.) as functional data and the continuum is often time. Since in

many statistical applications realizations of continuous time series are available as

observations of a process recorded in discrete time intervals, one crucial point is to

convert discrete data to continuous functions, that is, from vectors to curves or more
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generally functions 𝐱 in ℝd
, d ≥ 1. When we talk about functional data, we refer

to J pairs (tj, 𝐲j), j = 1, ..., J, where 𝐲j is the value of an observable d-dimensional

function 𝐱(⋅) at time tj. The functional predictor is observed with error:

𝐲ij = 𝐱i(tj) + 𝜀ij; i = 1, 2,… ,N; j = 1, 2, ..., J; 0 ≤ tj ≤ T

Therefore, assuming that a functional datum for replication j arrives as a set of

discrete measured values the first task is to convert them to functions computable

for any t, called functional objects [17]. Several clustering methods for spatial func-

tional data have been proposed in the literature (see [12]). In this paper we combine

the aim of finding clusters from a set of individual curves (waveforms) with the

functional nature of data in order to highlight some of the common characteristics of

data; indeed, functional data analysis can quantify differences throughout waveforms

that would not be evident when applying standard statistical methods to discrete

variables. Many functional clustering methods have been developed, together with

heuristic approaches in this context, such as: variants of the k-means method [23],

clustering after transformation and smoothing [22], some model-based procedures,

such as clustering sparsely sampled functional data [11], a model-based approach

for clustering time-course gene expression data using B-splines in the framework

of a mixture model [14], a wavelet-based methodology for clustering time series of

smooth curves [3]. Chiodi [4] proposed a method for clustering multivariate short

time series, based on the similarities of shapes.

In this paper we provide a new perspective of the Curve Clustering approach

proposed in [1], considering multidimensional curves. The first version of the new

algorithm, denoted as FPCAC, is based on the trimmed K-means Robust Curve Clus-

tering (by RCC) proposed by Garca-Escudero and Gordaliza [8], and introduces a

functional principal component rotation of data (FPCA, [17]), that overcomes the

limitation of the cross-correlation among variables.

It also represents an alternative to the spatial clustering methods applied straight

to geo-referenced functional data, among which, some ignore the spatial correlation

of the curves (see [12]) and others take the spatial dependence into account through

proximity measures between curves [9, 18, 21].

2 Clustering of Waveforms by FPCA

Statistical techniques handling huge amounts of information play a basic role in this

context and synthesis of objects and variables aims to detect the most relevant infor-

mation which allows an appropriate interpretation of the data. Various alternative

methods, combining cluster analysis and the search for a lower-dimension represen-

tation, have been also proposed in the finite dimensional setting [24]. More recently,

the use of clustering is considered as a preliminary step for exploring data repre-

sented by curves, with a further difficulty associated to the infinite space dimension
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of data [5, 12, 19]. In this work, we get a procedure dealing with the simultaneous

optimal clustering and managing with multidimensional curves.

Waveform clustering may be considered as an issue of clustering of functional

data; more generally it could be defined within the wider framework of parti-

tion type cluster analysis. Let {𝐱1,… , 𝐱N} be N multivariate curves, where 𝐱i are

functions in ℝd
, d ≥ 1 and depending on a real parameter t. We seek a partition

P = {G1,G2,… ,GK} of the N curves in K exhaustive clusters with strong inter-

nal homogeneity; as usual, we need to define a measure of internal homogeneity, or,

alternatively, a measure of distance from a reference curve 𝐂 defined in each group.

For this purpose a measure of distance between two multivariate curves 𝐱i and 𝐱h is

defined as:

𝛿ih =
d∑

r=1
𝓁2
2(xir − xhr), ∀i ≠ h (1)

where xi = {xi1, xi2,… , xid}, with xir a single curve, and 𝓁(⋅) is defined as 𝓁2(𝐱) =(
∫

T
0 𝐱(t)2 dt

)1∕2
. In the presence of discrete data the above integration will be sub-

stituted by a suitable quadrature formula or summation.

It is easy to see that if the curves are standardized, in order to be centered and

scaled to unity, then 𝛿ih = 2 − 2𝜌(𝐱i, 𝐱h), where 𝜌(𝐱i, 𝐱h) is the correlation function

between curves 𝐱i and 𝐱h,∀i ≠ h. Then, minimizing the sum of distances defined in

(1) for standardized curves is equivalent to maximizing the sum of correlations.

Some sort of curve registration procedure can also improve the overall similarity

of this kind of data. The distance of a generic curve 𝐱i from a group Gm is defined

as the distance of the curve 𝐱i from a reference curve 𝐂m of Gm (in our implementa-

tion 𝐂m is the average of the curves 𝐱i belonging to Gm, although other choices are

plausible, like median curves, medoids, etc. (see [20]). Then, given a partition P ,

we denote by g(⋅) an associated labelling function, such that g(i) = m ∶ 𝐱i ∈ Gm ∀i,
define an overall measure of distances as the average of the N distances of the curves

from their group template, that is:

𝛥P =
∑N

i=1 𝛿
(
𝐱i,𝐂g(i)

)

N
(2)

Theoretically, given the number of groups K, a curves clustering procedure looks

for a partition P∗
and m reference d-dimensional curves 𝐂∗

m, which jointly minimize

the value of (2), which minimize the value of (1).

In [2] the authors proposed an algorithm, structured as the K-means method, that

deals with the simultaneous optimal clustering and warping of curves by means of a

Procrustes fitting criterion, implemented by alternating expectation and maximiza-

tion steps, as in an EM-type algorithm [16, 20]) since data are replaced by estimated

curves taking into account the space-time nature of the original data, here we do not

account for warping of curves.
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2.1 The Used Robust Clustering of Curve Algorithm

Briefly, the Robust Clustering of Curve algorithm (RCC) is a kind of robust version

of the K-means methodology through a trimming procedure. In few words, given a d-

dimensional data sample X1,X2, ...,Xn with Xi = Xi1, ...,Xiq, and fixed the number

of clusters K, the trimmed K-means clustering algorithm looks for the K centers

C1, ...,CK that are solution of the minimization problem:

Ok(𝛼) = min
Y

min
C1,…,CK

1
[n(1 − 𝛼)]

∑

Xi∈Y
inf
1≤j≤k

||Xi − Cj||2 (3)

with 𝛼 the trimming size and Y is the set of subsets of X1,… ,Xn containing

[n(1 − 𝛼)] data points, where [x] is the integer part of x. This method allocates each

non-trimmed observation to the cluster identified by its closest center Cj, dealing

with possible outliers by the given proportion of observations to be discarded 𝛼. This

curve clustering procedure is based on a least-squares fit to cubic B-spline functions

bases [10], applying the trimmed K-means clustering as Eq. 3 on the resulting coef-

ficients

The proposed functional PCA-based clustering approach (FPCAC) is a variation

of the RCC algorithm, looking for clusters of functions according to the direction

of largest variance. The starting clusters K are determined by a random procedure.

In this paper we use a modified version of the trimmed K-means algorithm, that

considers a preprocessing of data accounting for their multivariate nature and applies

the clustering algorithm to the results of the eigen-analysis performed on the curves,

instead of using straightforward the coefficients of the linear fitting to B-spline bases.

The proposed approach has the advantage of an immediate use of PCA for functional

data [17] avoiding some objective choices as in RCC. Simulations and applications

suggested also the well behavior of the FPCAC algorithm, both in terms of stable

and easily interpretable results. The proposed multivariate clustering algorithm was

performed by using the R software package [15].

3 Functional Principal Components for multivariate
spatio-temporal data

The idea behind most dimension reduction methods is to reduce the original set of

variables to a few of new transformed variables incorporating most of the informa-

tion contained in the original ones and, as for the Principal Component Analysis,

with the advantage to be uncorrelated. Functional Principal Component Analysis

(FPCA) determines the uncorrelated linear combinations of the original dimensions,

that account for most of the variability expressed by the covariance functions.

In [6] the authors propose an extension of the FPCA proposed by Ramsay and

Silverman [17] to study possible spatial modes of variability and their changes in
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more than one dimension. This approach, based on the definition of functional data

as functions of space and time, incorporates the spatial and time main effects through

Generalized Additive Model estimation (GAM, [10, 25]); then, by mean of an eigen-

analysis of the Variance function, the approach provides a reduction of the dimen-

sions.

Let consider multivariate curves observed at N sites with coordinates 𝐬 = (s1, s2).
The D dimensional vector 𝐲st observed in a site 𝐬 and time t, is considered as real-

ization of a function of both space and time and affected by noise:

yst = xst + 𝜀st

Let xst
{
s ∈ S ⊆ R2; t ∈ T ⊆ R

}
be a non-stationary functional random field and

the set 𝜀st be a stationary Gaussian process with a zero first moment and isotropic

spherical covariance. The underlying functional predictor is assumed to be smooth

and square integrable in its domain and is represented in terms of a linear combina-

tion of orthonormal polynomial basis and coefficients:

xdst = 𝛷(s, t)𝜃d (4)

or in matrix terms: X = 𝛷𝛩, where 𝛷, with (N × T) rows and M columns, is

the space-time smoothing basis matrix defined as the Kronecker product of the

Basis matrices 𝛷s, referred to space, and 𝛷t referred to time; 𝛩 is the matrix

of coefficients (M × D), and M is the number of parameters. The Variance func-

tions COV(Xd(s, t),Xd′ (s∗, t∗)) quantify the dynamics of the space-time structures

of the smoothed data in the dimensions d and d′. It is estimated on the basis of

the linear expansion (4) as an M order penalized Variance in terms of the bases 𝛷

and coefficients 𝛩 and a Penalty matrix 𝐏, with anisotropic smoothing structures

(see [6, 13]):

𝐕 = {𝛷
(
𝛷

′
𝛷 + 𝐏

)−1}′𝛷𝛩𝛩

′
𝛷{𝛷

(
𝛷

′
𝛷 + 𝐏

)−1}, (5)

Under suitable regularity conditions, there exists an eigen-decomposition of the

estimator (5) of the Variance function; the eigenfunctions, as solutions of the eigen-

analysis, synthesize over the D dimensions and retain the most relevant information

on the variations in space and time. This space-time structures is exploited in the

cluster algorithm, that is applied on a given number of the eigenfunctions, selected

according to the percentage of explained variance.

4 Application to Data and Conclusion

Multivariate spatio-temporal structures are actually very common in literature: some

of the most common examples are environmental data, signals observed in multiple

dimension (e.g. the components of a seismic wave: UpDown, NorthSouth and East-
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Fig. 1 Map of the first eigenfunction for four months: synthesis by variable: the time (month)-

specific eigenfunction allows to identify months with a higher variability among pollutants in space

West). A spatio-temporal multivariate dataset related to air quality is here considered

in order to prove the effectiveness of the proposal. Data concern concentrations of

five main pollutants (CO, NO2, O3, PM10, SO2) recorded during a year (2011) at dif-

ferent monitoring stations dislocated along the California state. Two different point

of views can be considered: we can consider a synthesis by time, and the variable

(pollutant in our example)-specific eigenfunctions allow to verify higher (or lower)

variability along time (months). Spatial plots of the eigenfunctions, conditioning on

pollutants, highlight the areas characterized by higher variability along time. On the

other hand, when a synthesis by variable is considered, the time (month)-specific

eigenfunctions allow to identify months with a higher variability among pollutants:

as an example, in Fig. 1 we consider a synthesis by variable, such that the map of the

time (months)-specific eigenfunctions allow to identify areas with a higher variabil-

ity among pollutants.

The present version of the algorithm, reference curves have been estimated simply

by an average curve for each cluster. Since the curve of arithmetic mean minimizes

the sum of squares along a generic curve, this is in agreement to the minimization

of squared distance used in the clustering criterion. Although a reasonable starting
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partition could be obtained cutting the tree diagram resulting from a hierarchical

agglomerative clustering procedure [7], we know that this choice is usually con-

siderably better than a random starting partition and is computationally acceptable

when dealing with hundreds of waves. In our case we prefer to start with a random

partition, in order to get also a random approach for the choice of K. Indeed, for

finding a ‘good’ number of clusters, we studied the correlation inside the groups,

for K = 4, 5, 6, 7, 8, 9, since values of K > 9 would produce also empty groups and

K < 4 forced and spurious clusters, and therefore, useless results. For each value of

K, we sampled 100 random partitions of the 59 curves in K groups, computing on

each of them the average correlation rK , computed for each pair of curves inside each

cluster. For each K, we computed also the average rmK
and the standard deviation rsK

of the 100 simulated values rK , and used them to standardize the sequence of rK ;

than, we look for the number of clusters such that the median of the standardized

correlation ṙK =
rk−rmk
rsK

inside them is maximized. The values ṙK are plotted against

K in Fig. 2. The choice of the value K = 7, corresponding to local minimum values,

is suggested. Once we have chosen the number of clusters, we can apply the proposed

algorithm, moving from FDA results of the GAM-PCA procedure proposed by Di

Salvo et al. [6]. The FPCAC is performed and a FPCs subset is retained and sub-

jected to varimax rotation, considering three harmonics, that account for the 85%of

the variance; the Fig. 3, on the left, shows the seven clusters on the space of the first
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Fig. 2 Values of ṙK against K, K = 4, ..., 8, for the choice of the number of groups
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Fig. 3 Plot of the first two eigenfunction aggregate by time—clusters are identified by different

colors (on the left). Boxplot of correlations among curves for the seven clusters (on the right)

Table 1 Mean correlation among the curves of each cluster and dimensions of the seven identified

clusters

m 1 2 3 4 5 6 7

r̄m 0.867 0.859 0.893 0.839 0.883 0.951 0.802

nm 13 6 5 7 5 4 7

two eigenfunctions. These seven clusters contain signals with internal mean correla-

tion (r̄m =, m = 1, 2, .., 7, greater than 0.87. The boxplot of correlation among curves

(rm) for the seven clusters is reported in Fig. 3 on the right. The r̄m values, together

with cluster dimensions nm, are reported in Table 1. The lines, conditioned to each

pollutant, correspondent to the more numerous clusters (m = 1, 2, 4, 7 with 13, 6, 7

and 7 clustered curves respectively) of 59 curves, together with the average curve

and the three estimated harmonics are reported in Fig. 4.

The application of the proposed method provides interesting results in finding rea-

sonable clusters of curves combined with an immediate use of FPCA. The approach

uses a P-spline smoothing as a regularization step and the simultaneous reduction of

objects and dimensions has the advantage of defining the clusters along the direc-

tions in which the curves have the highest variability; overcoming the limitation of

the cross-correlation approaches, it turns out to be more suitable in presence of a

considerable number of dimensions.
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Fig. 4 Main clusters (m = 1, 2, 4, 7) considering as input of the FPCAC approach the result of the

GAM-PCA procedure, for the five pollutants. The blu lines correspond to average curves and the

red lines refer to the three estimated harmonics
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The Power of Generalized Entropy
for Biodiversity Assessment by Remote
Sensing: An Open Source Approach

Duccio Rocchini, Luca Delucchi and Giovanni Bacaro

Abstract The assessment of species diversity in relatively large areas has always

been a challenging task for ecologists, mainly because of the intrinsic difficulty to

judge the completeness of species lists and to undertake sufficient and appropriate

sampling. Since the variability of remotely sensed signal is expected to be related to

landscape diversity, it could be used as a good proxy of diversity at species level.

It has been demonstrated that the relation between species and landscape diver-

sity measured from remotely sensed data or land use maps varies with scale. While

traditional metrics supply point descriptions of diversity, generalized entropy’s

framework offers a continuum of possible diversity measures, which differ in their

sensitivity to rare and abundant reflectance values. In this paper, we aim at: (i) dis-

cussing the ecological background beyond the importance of measuring diversity

based on generalized entropy and (ii) providing a test on an Open Source tool with its

source code for calculating it. We expect that the subject of this paper will stimulate
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discussions on the opportunities offered by Free and Open Source Software to cal-

culate landscape diversity indices.

Keywords Biodiversity ⋅ Generalized entropy ⋅ Rényi entropy ⋅ Remote sensing

1 Introduction

Species-based measures of diversity like species richness (alpha-diversity) or species

turnover (beta-diversity) are the most commonly used metrics for quantifying the

diversity of an area. Nonetheless, the assessment of species richness in relatively

large areas has always been a challenging task for ecologists, mainly because of the

intrinsic difficulty in judging the completeness of species lists and in undertaking suf-

ficient appropriate sampling [1]. Inventorying species over large regions is hampered

by the effort required for field sampling and complications resulting from changes in

species composition through time. Therefore, different methods have been proposed

to overcome these issues. These methods include the use of habitats as a proxy for

estimating species diversity [2], or the examination of remotely-sensed proxies for

richness [3].

Given the difficulties of field-based data collection, the use of remote sensing for

estimating environmental heterogeneity and (subsequently) species diversity repre-

sents a powerful tool since it allows for a synoptic view of an area with a high tem-

poral resolution. As an example, the availability of satellite-derived data like those

achieved by the Landsat program makes it feasible to study all parts of the globe up

to a resolution of 30 m. This is particularly relevant in view of the availability of

recent Open Source systems for the analysis of remotely-sensed imagery [4].

In this paper we will present one of the most straightforward measures of spatial

complexity available in the Free and Open Source Software GRASS GIS, namely

the Rényi entropy measure to estimate key ecological variability patterns and related

processes.

2 Rényi Calculation in GRASS GIS

2.1 Software Used

GRASS GIS (Geographical Resources Analysis Support System, [5]) represents

one of the most powerful free and open source tools for geographical mapping,

which includes more than 450 modules for managing and analyzing geographical

data. GRASS was created in 1982 by the U.S. Army Construction Engineering

Research Laboratories, and nowadays it is one of the cutting-edge projects of the

Open Source Geospatial Foundation (OSGeo, founded in 2006). The adoption of the

free open source software (FOSS) license in 1999 and the introduction of an online

source code repository (Concurrent Versioning System at that time) changed the
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development process of GRASS, thus allowing worldwide contributions from the

scientific community.

In this manuscript we will deal with the most powerful functions in GRASS GIS

to measure spatial complexity under an ecological perspective.

2.2 Rényi Entropy as a Local Diversity Measure
in a Neighbourhood

Calculating local diversity is important to detect spots of diversity at a local scale. As

an example, in biodiversity research, this is known as 𝛼-diversity and it is a widely-

used metric in ecology [3].

GRASS GIS is capable of handling common Information-theory based statistics

such as Boltzman or Shannon-Weaver entropy H [6], Pielou evenness [7] and Simp-

son’s reversed dominance (1-D, [8]). Such diversity measures are generally used

to summarise large multivariate data sets, providing for one potentially meaningful

single value. Such an approach inevitably results in information loss, since no single

summary statistic can characterize in an unequivocal manner all aspects of diversity

[10]. Rocchini and Neteler [11] addressed such problems when measuring diver-

sity from a satellite image relying on the richness and relative abundance of Digital

Numbers (DNs), by only using entropy-based metrics. In particular, they observed:

(i) the intrinsic impossibility of discriminating among different ecological situations

with one single diversity index, and (ii) the impossibility of understanding whether

diversity of different sites is more related to differences in richness or in relative

abundance of DN values. As an example, they provided a theoretical case in which

the same value of the Shannon index would actually be related to very different sit-

uations in terms of DNs richness and abundances (see Fig. 2 in [11]). In general, to

solve this issue, combining these entropy-based indices with evenness-based met-

rics might lead to an increase in their information content. In this regard, the most

commonly-used metric is the Pielou evenness index J = −
∑

p×ln(p)
ln(N)

[7], which can be

rewritten as: J = H
Hmax

since it contains the maximum possible diversity (ln(N)), for

N DNs.

All the previously described metrics based on Information theory only supply

point descriptions of diversity. By contrast, Rényi [9] firstly introduced a general-

ized entropy metric, H
𝛼
= 1

1−𝛼
× ln

∑
p𝛼 which shows a high flexibility and power

because a number of popular diversity indices are special cases of H
𝛼
. In mathemat-

ical terms, if we consider e.g. the variation of 𝛼 from 0 to 2:

H𝛼 =
⎧
⎪
⎨
⎪
⎩

𝛼 = 0,H0 = ln(N)
𝛼 → 1,H1 = −

∑
(p × ln(p))

𝛼 = 2,H2 = ln(1∕D)
(1)

where N = number of Digital Numbers (DNs), p = relative abundance of each

DN value, D = Simpson index.
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Concerning the results attained when 𝛼 = 1, the Shannon index is derived accord-

ing to the L’Hôpital’s rule of calculus [10]. Rényi generalized entropy represents a

continuum of diversity measures, meaning that it is possible to maintain sensitiv-

ity to both rare and abundant DNs, and it is more responsive to the commonest DNs

while 𝛼 increases. Varying 𝛼 can be viewed as a scaling operation, not in a real space

but in the data space.

As far as we know, GRASS GIS is the only software capable of calculating gener-

alized measures of diversity in 2-D such as the Rényi formula, based on the following

function:

r.li.renyi conf=conf3 in=input_image out=output_renyi
alpha=2

Changing the parameter 𝛼 will change the behaviour of the formula, generating

different maps of diversity, representing a continuum of diversity values over space

instead of single measures. Increasing alpha values in the Rényi diversity index will

weight differences in relative abundance more heavily than differences in simple

richness. In the aforementioned code a moving window of 3 × 3 cells passes over

Fig. 1 A Landsat ETM + image (band combination 7:4:2) may represent the spectral behavior

of an area composed by very different habitats. In this example a tropical forest over the Tanzania

region is shown. The Rényi entropy formula applied in GRASS GIS might lead to a diversity profile,

by changing the alpha parameter
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the original image and caculateds the Rényi value at fixed space lags. Applying the

aforementioned code in GRASS GIS to a MODIS image the Rényi leads to different

maps of diversity shown in in Fig. 1.

3 Discussion

In this paper we presented a GRASS GIS-based tool for calculating landscape diver-

sity to be potentially related to biodiversity studies at different spatial scales (moving

window sizes). The proposed automatic and freely available tool for calculating land-

scape diversity has the potential towards, e.g., (i) the generation of species-diversity

proxies or indicators [12], (ii) an increase of species-inventory efficiency [13], (iii)

quantitative comparison of different areas with different degrees of diversity at multi-

ple scales [14]. Remotely sensed information can function as a driver for developing

field sampling design strategies. As previously stated, sampling species in the field

has a number of drawbacks such as (i) observer bias [15], (ii) the definition of statis-

tical population when developing sampling designs [16], (iii) reproducibility [17],

(iv) spatial errors [18], (v) historical bias about species distribution records [19].

Refer to [20] for a complete dissertation about imperfectness of species field data

considering both quality (data labelling) and quantity (sample size).

Hence, although we are unable to directly detect organisms remotely, proxies for

community properties provide a valuable data source for the study of species diver-

sity. Therefore, the use of indirect remote sensing techniques for estimating diver-

sity of landscapes shows promise to forecast species diversity over different spatial

scales. In this view, r.li.renyi allows measuring landscape diversity and relating it to

species diversity at multiple moving window sizes the analysis process, from fine

scale field sampling units to the entire study area.

While a number of tailored software tools exist for calculating landscape diver-

sity metrics like FRAGSTATS [21] or Patch Analyst [22] they do not allow users to

access and/or review directly the source code, thus hampering the straightforward

development of new metrics by several researchers at a time. In this view, the intro-

duction of a concurrent versioning system of GRASS GIS in 1999 enabled different

institutions and individuals to contribute to the code base simultaneously from dif-

ferent countries around the world, along with real time peer review of the submitted

changes. The modular software design of GRASS facilitates the introduction of new

functionalities without affecting the overall performance of the system. Moreover,

recent improvements also allow GRASS users and developers to make use of the

Python programming language [23] to introduce new features.

Diversity cannot be reduced to single index information, since one can never cap-

ture all aspects of diversity in a single statistic [24]. As an example, [25], dealing

with the Shannon H index and the Simpson diversity index 1D, reports the case of

discordant diversity patterns obtained by considering different indices. Such infor-

mation may remain hidden once only one index is considered. Hence, a restricted

set of non redundant indices could reach significant aspects on the spatial patterns.
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For this reason, future work will be devoted to the development of a continuum of

diversity measures such as the Rényi entropy presented in this paper. Such measures

are particularly important since they are not redundant and they allow to consider

several measures at a time, by varying one parameter therein, like the alpha param-

eter in the generalized Rényi entropy. The very aim of using the Rényi entropy in

ecology does not consist in selecting the most appropriate parameter (if any) that

best explains the problem under study, but rather in constructing a diversity profile

showing how parametric diversity responds to changes in the parameter sensitivity

to rare and abundant DNs. As far as we know, this is the first example in which Rényi

entropy is provided in an Open Source framework. Hence r.li.renyi’s code is avail-

able from the GRASS GIS source code repository (https://grass.osgeo.org/grass70/

manuals/r.li.renyi.html) for further modifications, improvements, if needed, bug fix-

ing, and the reuse for a development of new indices based on new or still underused

mathematical theory.

Understanding the ecological processes which shape diversity over space at dif-

ferent spatial scales may be done by the quantification of surface gradients. Spatial

gradients may be quantified by relying on the variability—or diversity—of a surface

over space, being such surface for instance a remotely sensed image. In this view,

r.li.renyi in GRASS GIS can be a valuable tool, on the strength of its major advan-

tages like: (i) the availability of a continuous variation of multiple indices at a time,

(ii) the possibility to create new indices directly reusing the code, (iii) the possibility

to calculate landscape diversity at multiple spatial scales in an explicit way based on

varying moving windows, and thus (iv) reducing the problems of hidden patterns of

the relation between field- and landscape-based diversity due to scale mismatch.
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An Empirical Approach to Monitoring
Ship CO𝟐 Emissions via Partial
Least-Squares Regression

Antonio Lepore, Biagio Palumbo and Christian Capezza

Abstract Kyoto Protocol and competitiveness of the shipping market have been

urging shipping companies to pay increasing attention to ship energy efficiency mon-

itoring. At the same time, new monitoring data acquisition systems on modern ships

have brought to a navigation data overload that have to be fully utilized via statisti-

cal methodologies. For this purpose, an empirical approach based on Partial Least-

Squares regression is introduced by means of a real case study in order to give prac-

tical indications on CO2 emission control and for supporting prognosis of faults.

Keywords Partial least-squares ⋅ CO2 emission monitoring ⋅ Prediction error

Multivariate control chart

1 Introduction

The new Regulation of the European Union [3] in accordance with the Interna-

tional Maritime Organization (IMO) guidelines urges shipping companies to set

up a system for Monitoring, Reporting and Verification (MRV) of CO2 emissions

based on ship fuel consumption [11]. However, in nowadays market there is a lack

of effective tools that can be adopted in a real environment. With respect to this

problem, the marine engineering literature mainly relies on the use of speed-power

curves [16], which describe an empirical relation between the engine power and

the vessel speed. In fact, the engine power can be put in relationship with the

fuel consumption through the specific fuel consumption coefficient [2]. However,

these curves are based on experiments obtained from specific tests which usually
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overlook further factors the vessel may be subject to (e.g. different routes, weather

conditions, sea weaves, displacement, trim, engine operation mode). Therefore, they

give poor predictions in real cases and result unreliable for supporting verification of

fuel consumption and harmful emissions [1]. The purpose of this paper is to intro-

duce a statistical approach that can exploit the massive navigation data collected on-

board by modern Data AcQuisition (DAQ) systems to better characterize the ship
operating conditions via the Partial Least-Squares (PLS) regression. As is known,

PLS techniques naturally deal with large data matrices that unavoidably have issues

with classical regression assumptions. The new approach is illustrated by means of

a relevant case study to directly demonstrate its practical applicability into MRV of

CO2 emissions and engineering prognosis of faults.

2 Ship Navigation Data Analysis with a Real Case Study

PLS techniques have been used in several areas after firstly appeared in the Econo-

metric field. They are a good alternative to the classical multiple linear regression,

ridge regression and other well known regression techniques because of the stabil-

ity of predictors [9] and the robustness of the parameter estimators to new reference

samples [19, 25].

The model starts off with a matrix X of n observations for m predictor variables

(Table 1) and a vector y of n observations for the response variable. Incidentally,

variables are standardized (i.e. divided by the sample standard deviation) and mean-

centered (i.e. the average value of each variable is subtracted from the data) to give

them equal weight in the data analysis. This improves the interpretability of the

model [6] and allows regarding inner products as covariances [21].

2.1 Data Description

Navigation data are collected from a cruise ship owned by Grimaldi Group that oper-

ates on standard commercial routes in the Adriatic Sea. Ship name, voyage dates and

port names are intentionally omitted for confidentiality reasons. All the voyages are

identified by a Voyage progressive Number (VN).

According to the international laws, master and chief engineer must fill the voyage

report at the end of each voyage and deliver it to the Energy Saving Department

(ESD) on land. Unfortunately, those reports result mostly unuseful for managerial

decision-making.

Therefore, the shipping company installed on-board a DAQ system (patented by

CETENA S.p.A) that provides, at each voyage, summary statistics of measurements

collected by a large-scale sensor network, thus also removing the human interven-

tion. Table 1 reports the complete set of m = 19 predictor variables of engineering

interest that describe the ship operating conditions.
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Table 1 Predictor variables considered to build the model

Variable Description

1 V Speed over ground (SOG) cubed [kn]

2 𝜎V SOG standard deviation [kn]

3 WH Head wind [kn]

4 WF Following wind [kn]

5 WS Side wind [kn]

6 SGP Shaft generator power (port) [kW]

7 SGS Shaft generator power (starboard) [kW]

8 𝛥P Power difference between port and starboard propeller shafts [kW]

9 TFD Departure draught (fore perpendicular) [m]

10 TAD Departure draught (aft perpendicular) [m]

11 TPD Departure draught (midship section—port) [m]

12 TSD Departure draught (midship section—starboard) [m]

13 TFA Arrival draught (fore perpendicular) [m]

14 TAA Arrival draught (aft perpendicular) [m]

15 TPA Arrival draught (midship section—port) [m]

16 TSA Arrival draught (midship section—starboard) [m]

17 TrimD Departure trim [m]

18 TrimA Arrival trim [m]

19 𝛥 Displacement [Mt]

Predictor variables Physical variables reported in Table 1 are used as predictors to

build the PLS model. Strictly speaking, those variables are function of (and not the

pure measurements collected by) the sensor signals. Variable definition and some

information on data acquisition mode are given below. Further details can be found

in [1]. Explicitly note that statistics recorded by the DAQ system refer to the actual

voyage navigation time, which is defined as the time between the finished with engine

order (when the ship leaves the departure port) and the stand by engine order (when

the ships enters the arrival port) [10].

Speed Over Ground (SOG) is obtained as the ratio between the sailed distance over

ground (calculated by DAQ system from latitude and longitude by using the Haver-

sine formula [23]) and the actual navigation time.

SOG standard deviation is the sample standard deviation of SOG observations

recorded every 5 min on the actual voyage navigation time. It takes into account

SOG variation (acceleration).

Head, following and side wind are defined based upon comprehensive engineering

considerations on the wind component influence. Let VWT denote the true wind speed

and 𝛹WT the difference between the true wind angle (in the earth system) and the

course over ground [12]. Then WH , WF and WS are obtained as the mean value of
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̃WH =
{

0 if 90◦ ≤ 𝛹WT ≤ 270◦
VWT cos(𝛹WT ) otherwise

, (1)

̃WF =
{

−VWT cos(𝛹WT ) if 90◦ ≤ 𝛹WT ≤ 270◦
0 otherwise

, (2)

and ̃WS = |VWTsin(𝛹WT )|, respectively.

Port and starboard shaft generator power allow taking into account the different

modes of navigation (constant and combinator mode).

Power difference between two propeller shafts allows discovering anomalies or mal-

functioning in the main engines.

Departure and arrival trim are obtained through the inclinometer measurements and

the geometric features of the ship.

Draughts are measured both at departure and arrival ports by four submersible trans-

mitters located at fore and aft perpendiculars, and at port and starboard midship sec-

tions [1].

Displacement is derived from the hydrostatic data on the basis of the mean draught

at midship and trim.

Response variable Hourly CO2 emission at each voyage is chosen as response vari-

able. It is calculated based on fuel consumption through a fuel mass to CO2 conver-

sion factor for heavy fuel oil [11], where fuel consumption is obtained as described

in [7].

2.2 Model Building

The idea in PLS algorithms is projecting the m original variables into a smaller num-

ber a of orthogonal components (i.e. latent variables), whose observations are col-

lected into score vectors ti (i = 1,… , a). The criteria for the determination of a is

illustrated later in this section.

The proposed approach is based on the Nonlinear Iterative PArtial Least-Squares

(NIPALS) algorithm [8] for a single response variable that is summarized in the

following steps. Initialize the algorithm by setting X0 = X and y0 = y. Then, at each

iteration i = 1,… , a:

1. calculate the weight vector wi = XT
i−1yi−1∕(yT

i−1yi−1);
2. scale wi to be unit length;

3. calculate the score vector as linear combination of X-columns ti = Xi−1wi;

4. regress yi−1 on ti obtaining the coefficient bi = yT
i−1ti∕(t

T
i ti);

5. calculate the loading vector pi = XT
i−1ti∕(t

T
i ti);

6. deflate the matrices Xi = Xi−1 − tipT
i and yi = yi−1 − biti and start from step 1 to

find a new component.
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In such a way, at each iteration i the objective function of PLS is such that ti does

not only explain as much variance in X as possible, but is also highly correlated with

y [5]. Then, the following matrices are obtained: T = (t1,… , ta), P = (p1,… ,pa),
W = (w1,… ,wa) and b = (b1,… , ba). Note that the vectors ti’s are orthogonal, as

well as wi’s [9] and usually a few components can express most of the variability in

the data when the variables are highly correlated. The error terms E = Xa and f = ya
are assumed to be independent and normally distributed random variables.

Other ways of computing PLS latent vectors are discussed by Hoskuldsson [9].

However, Dayal and MacGregor [4] presented a faster kernel algorithm based on the

proof that only one of either X or y needs to be deflated in PLS algorithms during

the sequential process of computing latent vectors.

In order to determine, as anticipated, the number of components a to retain in

the final model, a cross-validation procedure is used as follows. For each (tentative)

number of components j = 1,… ,m, the data set is divided into g parts (1 ≤ g ≤ n).
Then, the prediction residual is calculated for each part through the model built on the

remaining g − 1 ones, providing the residual vector f(g), and the Prediction REsiduals

Sum of Squares (PRESS) is calculated as fT(g)f(g). The number of components a is

the one that corresponds to the lowest PRESS. In the proposed approach, the cross-

validation procedure is done by setting g = n (leave-one-out cross-validation). In

this case study, a = 10 components are included into the model based on one year’s

worth of data (525 voyages). Note that reference voyages are obtained by excluding

outliers that could be confirmed as exceptional by the ESD engineers.

Figure 1a shows the score values corresponding to the first two components,

whereas the loading plot (Fig. 1b) shows the orientation of the obtained plane in

relation to the original variables. Variables that are grouped together (e.g. draughts

and displacement) contribute similar information because they are correlated. Influ-

ential, variables are found on the periphery of the loading plot, whereas uninfluential

ones are around the origin. As expected by speed-power curves, the kinematic vari-

ables V and 𝜎V are confirmed to have the most influence.

Fig. 1 Score plot t1 versus t2 (a) and loading plot p1 versus p2 (b) for reference model
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2.3 Monitoring Phase

At the end of a new voyage, predictor variable observations can be arranged into a

row vector xT
new and then the corresponding score vector tTnew can be calculated as

tTnew = xT
newW(PTW)−1 [20]. Therefore, tTnew can be used to predict the new response

value ŷ. If tTnew is close to the origin, then the voyage is plausibly similar to those

used as reference to build the model.

The proposed approach encourages to monitor new observations through the fol-

lowing control charts.

Prediction error chart The error in predicting the response variable, defined as the

difference between the observation y and its prediction ŷ, can be usefully monitored

in order to visualize trends and/or patterns over time (i.e. consecutive voyages). A

control chart can be then obtained by plotting, at each VN, y − ŷ and the approximate

100(1 − 𝛼) percent prediction intervals derived by [18] as

±tn−a−1,𝛼∕2�̂�

√
(1 + tTnew(T

TT)−1tnew), where tn−a−1,𝛼∕2 is the 100𝛼∕2 percentile of

a Student’s distribution with n − a − 1 degrees of freedom. The estimate �̂� is cal-

culated as fT f∕(n − a − 1) and can be regarded as the mean squared error of the

residuals in the reference model. However, before evaluating prediction error at new

voyages, predictor variables have to show no unusual variation.

This can be monitored via the two following classical multivariate control charts.

Hotelling T2 chart The Hotelling control chart on scores monitors the variation

inside the latent variable model. The Hotelling T2
statistic for a new observation

is calculated as T2 = tTnewS
−1tnewn(n − a)∕(a(n2 − 1)) [17, 22], where S is the esti-

mated covariance matrix of the scores in reference model. T2
follows a F-distribution

with a and n − a degrees of freedom because scores are linear combination of mea-

surement variables (see step 3 of NIPALS algorithm) and can be assumed as nor-

mally distributed. Therefore, T2
can be used to build a multivariate control chart

on the scores, by defining an upper control limit able to test whether a new obser-

vation remains within the normal operating region in the projection space or not

[15]. Figure 2a shows the T2
control chart with 99% control limit for new voyages

2042 ÷ 2050 that do not show unusual inside variation. This can also be verified in

the t1 versus t2 plot depicted in Fig. 2b, where no voyage has a significant distance

from the origin.

Squared Prediction Error of X chart (SPEX) The SPEX control chart detects

the occurrence of any new event which causes the ship operating conditions to

move away from the hyperplane defined by the reference model. A valid specifi-

cation in the reduced space involves not only monitoring the scores of the prop-

erties from new observations, but also requires monitoring the residuals or the

distance of the multivariate properties from the PLS model [5]. The Squared Pre-

diction Error (SPE) of the residuals for predictor variables, also called Q-statistic

[13], is defined for a new observation as SPEX =
∑m

j=1(xnew,j − x̂new,j)2, where x̂new,j
is the value of the new observation for the j-th variable predicted by the latent
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Fig. 3 SPEX control chart (a) and SPEX versus T2
chart (b) for voyages 2042 ÷ 2050

variable model. In other words, it represents the squared perpendicular distance of an

observation from the projection space and gives a measure of how close the obser-

vation is to the reduced space [15]. Upper control limit for this statistic is calcu-

lated assuming that it is approximately distributed as a weighted chi-squared [13,

17]. The expression of the control limit Q with a significance level equal to 𝛼 is

Q
𝛼
= 𝜃1[z𝛼(2𝜃2h20)

1∕2∕𝜃1 + 𝜃2h0(h0 − 1)∕𝜃21 + 1]1∕h0 [14], where 𝜃i can be estimated

from the covariance matrix V of E (i.e. the X-residuals matrix), as 𝜃i = trace(Vi),
h0 = 1 − 2𝜃1𝜃3∕3𝜃22 , and z

𝛼
is the 100(1 − 𝛼) percentile of the standard normal dis-

tribution. Figure 3a shows that for the new voyages 2042 ÷ 2050, all the observations

do not fall outside the upper 99% limit, i.e. the distance from the projection hyper-

plane is in control.

In those conditions, i.e. both T2
and SPEX are in control (it can also be verified in

Fig. 3b), the prediction error chart for the response variable can be used to monitor

CO2 emissions.

Prediction error chart for voyages 2042 ÷ 2050 with 𝛼 = 0.05 is shown in Fig. 4.

All the observations for prediction errors fall within the prediction limits, but from

VN 2047 to 2049, hourly CO2 emissions values fall over the upper control limit.

Since there is no unusual variation in the predictors (Figs. 2 and 3), further engineer-
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Fig. 4 Prediction error chart

for voyages 2042 ÷ 2050
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ing investigation that plausibly involves different variables than those considered in

Table 1 has been encouraged to detect whether any anomaly occurred. The higher

emissions have in fact been due to a malfunctioning in two of the four main engines

that does not have any effect on the considered variables. This shows a case not

detected by the classical multivariate control charts (e.g. T2
and SPEX) in which the

response variable may not meet the performance standards.

However, if any observation falls over the upper control limit in either T2
or SPEX

control chart, contribution plots can be utilized in order to identify variables, among

the predictors used in the model, that show unusual variation [24].

On-the-fly maintenance of engines involved in malfunctioning has allowed solv-

ing the problem. Figure 4 shows that CO2 emissions came back into control limits

after voyage 2049.

3 Conclusion

The proposed approach based on Partial Least-Squares regression is shown to be

capable of monitoring CO2 emissions through a latent variable model that char-

acterizes ship operating conditions better than the classical regression models by

exploiting the massive navigation data available from modern DAQ systems.

A real case study has demonstrated the approach to be effective for controlling

CO2 emissions even when no classical multivariate control charts (T2
and SPEX)

have displayed any anomalies for the predictor variables. In particular, the use of the

additional prediction error control chart has supported engineers in technological

investigations on variables outside the monitored ones and has allowed for faster

diagnosis of technical causes.
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Part VI
Statistics and the Education System



Promoting Statistical Literacy
to University Students: A New Approach
Adopted by Istat

Alessandro Valentini, Monica Carbonara and Giulia De Candia

Abstract Istat, Italian National Statistical Institute, has been pursuing the aim of
promoting statistical literacy for many years. Recently (2013) the constitution of a
territorial network of experts in disseminating activities is a further effort towards
this direction. A new project is devoted to university students. The new approach is
gradual: (i) to assess statistical literacy of students; (ii) to intercept statistical
requirements of professors; (iii) to design standardized educational packages aimed
at improving students ability to read data and statistical information; (iv) to guide
students towards statistical thinking through laboratories. Implications of the new
approach are discussed.

Keywords Statistical literacy ⋅ University students ⋅ Microdata

1 Background

Modern society is characterized by a large amount of information freely available to
all citizens, mainly linked to the enormous development of internet. In 2015 internet
users overtook the quota of 3 billion. The amount of information produced is
impressive: above others, a particularly significant figure is that of 4.3 billion of
Facebook messages daily posted. The number of internet researches is even more
relevant (every day more than 6 billion of Google queries). These new and simple
methods of data retrieval are only apparently signs of progress: the risk is that this
growing dissemination of data becomes incomprehensible, unnecessary, mislead-
ing, or even dangerous. The data deluge may generate uncertainty and confusion in
users who need to read, interpreter or use data. More and more frequently, for the
same phenomenon, different figures are provided by various institutes, newspapers
or even citizens, without being properly explained and reconciled. This confusion is
often enhanced by politicians and opinion leaders that often argue their reasoning
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by citing figures, results of surveys or opinion polls without verifying the reliability
and accuracy of sources.

In this cultural framework actions to increase statistical literacy become more
and more urgent. As well known, statistical literacy is intended as the ability to
understanding and using the basic language and tools of statistics [2, 3, 7]. This is
more than numeracy but also the capability to communicate statistics and to use
statistics for professional and personal decisions.

With the scope to strengthen statistical literacy, according to statistical agenda
Stat2015 [1], Italian National Statistical Institute, Istat, recently (2013) constituted
the “Territorial network of experts in promoting statistical literacy” (NPSL) [5]. The
main scope of NPSL is to design and implement actions, activities and instruments
to support the development of statistical literacy in the various Italian regions. The
network is composed by a staff of more than 80 Istat researchers (working for the
project for around 20% of their time) located in the various Territorial Offices of the
institute.

Recipients of this initiative are: students, teachers of primary and secondary
schools, civil servant, stakeholders and the general public. In the first three years of
activity (2013–2015) the network produced more than 500 events reaching around
40,000 participants; moreover 34 learning packages for school students were
released on the institutional site of Istat.

This article focuses on the promotion of statistical literacy among university
students. This target is particularly significant for at least two reasons. Firstly this is
the last opportunity to educate young adults to numeracy, to communicate statistics
and to use statistics to make professional or personal choices. Secondly, university
students will play a key role in society in the near future. The new approach of
NPSL for university students is to propose paths for increasing their critical
thinking, instruments for understanding statistics about society. Actions take into
account that students are digital natives with a long educational experience. So
traditional education is accompanied by new practices.

The main idea is that knowledge of basic elements of statistics will allow stu-
dents to read and interpret graphs, tables, and data, as a prerequisite for the modern
citizen. More in detail, according scientific methods, the study and analysis of each
discipline requires to collect and/or analyze data and to transform data into infor-
mation. Unfortunately, this operation is too often realized in a superficial and
misleading fashion. Academic studies have, instead, to provide specific data anal-
ysis skills. The statistical skills can no longer be niche competencies, but they
should be part of the cultural baggage of a modern citizen.

The new multifaceted strategy adopted by Istat to promote statistical literacy
among university students is articulated in 4 steps. The first two steps are the
assessment of students’ statistical literacy (Sect. 2) and the analysis of statistical
requirements of professors (Sect. 3). These activities defined the framework of the
new strategy and concluded in 2015. The other two steps were designed according
to results of the previous activities and produced materials for students in terms of:
packages useful to better understand official statistics and statistical methods
(Sect. 4); proposals of laboratory activities based on the use of survey microdata

232 A. Valentini et al.



(Sect. 5). The last two activities are only partially concluded: materials have to be
extended in terms of contents and further improved in their ability to catch the
interest of university students; laboratories need to be tested before the release.

2 Measurement of Statistical Literacy

Istat with the collaboration of the statistical departments of the three universities of
Firenze, Pisa and Siena assessed the level of statistical literacy of the university
students. An on-line questionnaire, QValStat [4, 6], was administered to more than
10,000 first-year under-graduated students of Tuscany using a funny approach:
slogan of the operation was “Play with statistics … and you will discover your
profile!” (Fig. 1). Profiles were defined as Seed, Germ, Shoot, Tree, Statistical tree
and each profile was described by a sentence.1 The profile was assigned to each
respondent in proportion to the number of correct answers, according to the posi-
tioning of the pointer (an angle between 0 and 180°) on a “statistical dashboard”.

More than 3,000 students (31.9%) answered the questionnaire. The highest
response rate was recorded in Siena (37.3%), with the peak of 39.1% for students of
Economics and Statistics. The response rates of Pisa (31.9%) and Florence (28.7%)
were lower, with the remarkable exception of the Science group (42.5%) in Pisa.

The modal profile was Tree (43.7%), followed by the profile of Shoot (33.5%).
Percentages were lower for Statistical Tree (11.7%), Germ (10.6%) and Seed
(0.5%).

Standardizing results on a scale from 0 to 100, the mean level of statistical
literacy was 63.7 points. Differences were accounted among individual covariates
(gender, previous scholastic curriculum) and between the various typologies of
degree groups. The highest result was that of students of scientific groups (78.0),
followed by groups of engineering (69.9) and medicine (67.5). The lowest results
were accounted by students of legal (53.1), literacy-humanistic-linguistic (56.1) and
socio-political (58.0) groups.

A deeper two-level analysis was realized to assess the effect of the various
covariates. The first step consisted in a One-way Anova test within the following
groups: individual characteristics (gender; citizenship), university choice (place of
university; group of degree course), scholastic curricula (high school specialization;
high school final grade).

1The slogan associated to each profile is the following: Seed: Your statistical culture needs to be
improved; Germ: You started to cultivate your statistical culture; Shoot: Your statistical literacy is
growing; Tree: Your statistical literacy is putting down its roots!; Statistical tree: Congratulations,
you are in full flowering!
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The second step analysis was a logit model with the covariates significant at the
first step2: gender, high school specialization, high school final grade. To apply the
logit model, the reference category for each of the three independent variables was
the one with the highest level of statistical literacy in the univariate case: (in the
order) males, students that attended Lyceum and students with the highest final
evaluation (98 and more).

The most significant effect among different variables concerned the final grade
and consisted in the switch between the highest and the lowest levels (98 and more
vs. 60–74); this switch halved the odds ratio. A similar effect is that of gender: odds
ratio reduces of 42% from male to female. Even the effect on odds ratio of high
school specialisation was interesting: limited (−10%) the shift from Lyceum to a
Technical school, much more significant the one to Artistic (−23%), Pedagogic
(−24%) and Vocational (−34%) school.

According to the survey results, the level of statistical literacy is quite unsatis-
factory for the most part of university students, especially for those that attended an
Artistic or a Vocational school and for those with a low high school final grade.
NPSL tries to solve these criticisms approaching to university with a new strategy
specifically designed to catch Academic needs.

Fig. 1 QValStat: available
profiles

2Note that even the group of degree course is significant at the first step analysis. This variable was
excluded from the second step because of the significant (P < 0.0001) connection with the high
school specialization.
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3 Identification of Statistical Requirements

During 2015 Istat realized an exploratory survey in order to catch statistical
requirements of university teachers. The survey was conducted in 10 Universities
located throughout the Country to identify potential areas of collaboration. 85 co-
ordinators of degree courses answered the survey: 32.9% of economic science and
statistics, 36.5% of social science, 20% of base and applied sciences and 10.6% of
life sciences.

Results of the inquiry are interesting. The main statistical requirement concerns
data sources: which official statistics are available, where data are located and how
they can be correctly extracted and used. According to the professors, students have
to become familiar with statistical sources, in order to be able to distinguish
between good data and fallacious data. Moreover students have to learn to look for
metadata and to understand their meaning. This implies a targeted approach to the
official sources and the adoption of the proper instruments in order to illustrate data
bases and to show examples. The requirement of professors is addressed to focus on
statistical procedures adopted by Istat to build socio-economic indicators and to
focus on data quality processes.

It also emerges the need of developing and promoting the features and the
specificities of micro data treatment. The first approach of students with official
micro data is often arduous: some guidelines tailored for students and some labo-
ratory on data analysis conducted by Istat’s experts can be useful at this scope.

Finally, the last requirement emerges is that of “story-telling” in order to
enhancing the potential of quantitative communication and to build small stories
about social, demographic and economic transformations using time-series data.
The oral and written presentation of statistical analysis carried out by the students
reinforces and clarifies its understanding [3].

4 Educational Packages

Afirst NPSL response to the information needs expressed by the professors consists of
educational materials (packages) useful for students of different areas. The packages
are structured in the form of slide in PowerPoint with the following features:

• flexibility: the topics covered and the level of detail achieved must be appro-
priate for students of all faculties;

• hypertextuality: the slides contain hypertext with links to in-depth documentation;
• self-consistency: the packages contains all information necessary for an under-

standing of subject matter;
• completeness: in the notes are inserted information that helps the user to

understand the train of thought and (or) to gain detailed information.
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Packages deal with statistical issues from the point of view of an official
statistics’ producer. At this scope packages are much applied, abundant of examples
and referred to Istat’s surveys and data analysis methods and results. Method-
ological aspects are illustrated in terms of description of the statistical processes.
Results are referred to the use of official indicators as instruments able to read the
socio-economic conditions of our country. At present, six packages were released
(Table 1) on the following themes:

• Methodological aspects of official statistics and surveys;
• Data sources of Istat;
• Socio-demographic profile (from Population Census);
• Dynamics of prices.

Packages are available in the platform of Statistical training and promotion,
recently released on the web (https://formazione.istat.it/).

Before the release, the packages are tested by some universities in Lombardy,
Tuscany, Puglia and Calabria. The test involved 20 professors and 40 undergrad-
uate students from different degree programs, in particular Economics, Political
Science and Medicine. Professors and students participating in the test were asked
to express their feedback by filling in an online questionnaire. Aspects to evaluate
were: effectiveness of communication, language adopted, balance between theory
and practice, strengths and weaknesses, integration into the curriculum.

Both professors and students have preferred to deal with the package on statistics
and the quality of data, on Istat dissemination system and I.Istat data warehouse,
and on inflation. The judgment was positive: on a scale of 1–10 the judgment varies
in the range from 7 to 8 both for professors and students. Moreover, to improve
statistical literacy, all have expressed the need to have more packages on the data
analysis and the planning and implementation of indicators.

Table 1 Packages released to university students (2015)

No. Title Content

1 Official statistics, Sistan and
Istat

Description of Italian NSI

2 Statistical surveys and data
quality

Introduction to the various phases of a survey

3.1 Istat dissemination system Access to statistical information Istat
3.2 I.Stat: the datawarehouse of

Istat
Instructions/examples to navigate the database

4 Evolution of the Census in
Italy

History and perspectives of census in Italy

5 Socio-demographic profile of
Italy

Socio-demographic aspects at 2011 Census

6.1 Inflation: what is it and how it
is measured

Description of the method adopted by Istat to produce
information on inflation

6.2 The recent inflation in Italy Recent trends in index of consumer prices
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5 Directions for Future Work

In the last three years NPSL has been engaged to promote statistical literacy to
university students both by producing standardized educational materials and by
organizing training sessions and seminars on the territory. At the moment, new
packages are under construction; they will be released in the next future in order to
completely fulfil the requirements of professors. Prototypal seminars on official
statistics have been performed in various universities and more standardized pro-
jects are being implemented.

The particular relevance of the target represented by university students spurs
NPSL to increase the efficacy and the efficiency of actions to promote statistical
literacy.

A particularly promising line of action is that of laboratories for the analysis of
micro-data. Students can experience the whole statistical process from micro-data
analysis to macro-data production. Data treatment can be performed using sta-
tistical packages with free license available on the net. In the laboratories students
can develop abilities to manage collections of elementary data, to read record
layout and metadata, to analyse data using statistical methods, to read and
interpret their findings. Laboratories are thought to be used by professors even
without Istat support. Documentation on the meaning of micro-data, the role of
macro-data and some hints for data elaboration is available for students. A series
of research questions will be requested to students on a dataset freely down-
loadable. Questions will facilitate students for the reading of data and for their
interpretation.

Efficacy of laboratories will be tested in sample courses before the release. Test
will consist in replicating the experience of measuring statistical literacy at the start
and at the end of courses to two groups of students randomly selected. The labo-
ratories will be followed only by students of the first group. In this way, it should be
possible to evaluate the improvement in statistical literacy due to the activities in the
laboratories by comparing the two groups.
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From South to North? Mobility of
Southern Italian Students at the
Transition from the First to the Second
Level University Degree
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Abstract In the last decades, the Italian University System has encountered sev-

eral structural reforms aimed at making it more internationally competitive. Among

them, the introduction of the University financial autonomy has triggered an “inter-

nal” competition among Universities to attract students from the entire country. Stu-

dents’ enrollment at the first level has decreased significantly especially after the

economic crisis of 2008, while the students’ migration from the South to the Central

and Northern regions of the country has increased. These phenomena have created

further inequalities within the country and a cultural and socio-economic loss for

the South that does not appear to slow down. While Italian internal mobility at the

first level has been previously investigated, second level mobility has received little

attention. This work attempts to fill this gap, by analyzing the transition from first to

second level university degree courses of the Southern Italian students in terms of

macro-regional mobility. The data were provided by the Italian Ministry of Educa-

tion, University and Research. They are a national level longitudinal administrative

micro-data on educational careers of the freshmen enrolled at the first level Italian

university degree course in 2008–09 and followed up to 2014. We will use a discrete-

time competing risk model with the aim to detect the determinants of the choices

of Southern Italian students after their bachelor degree: discontinuing university;

enrolling at the second level University degree course in a Southern university, or

(moving) to Central or Northern universities. We will analyze the role played by

demographic variables, time elapsed to get the first level degree, the performance

in the previous schooling career, etc. in order to provide mover or stayer profiles of

Southern bachelors.
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1 Introduction

In the last decades, the Italian University System has encountered several structural

reforms that produced many changes, with the aim to make the system more effi-

cient and internationally competitive. Among these reforms, the university financial

autonomy (1994) was introduced as a tool to reduce the inefficiencies of many uni-

versities, particularly those of the Southern Italy. However, in the years these reforms

were accompanied by repeated cuts to public spending. This process has triggered an

“internal” competition among universities to receive public funds through a reward-

ing mechanism, so inserting public higher education in a market perspective. Central

and Northern Italy universities, located in most favorable territorial contexts than the

Southern ones, have easily won this competition. Therefore, Southern universities

are not only deprived of financial resources but also of human capital, accelerating

a students’ migration process toward the North and abroad. From this view, stu-

dents’ mobility (SM) analysis has become particularly of interest in the last years.

The study of SM is aimed at detecting the determinants of the migration at the level

of student, of University and region. For example, students might be motivated by

their own socio-cultural background, by the type of training offered by an extra-

regional University and/or by possible future job opportunities of the more wealthy

regions. On the grounds of the data availability, such a study usually follows two

major approaches proposed in the literature: the analysis of aggregate (or flow) data

(AD) and that of individual student data (ISD). The first one is concerned with flows

of “moving” students and usually performed through the so-called spatial interaction

model, originated by an adaption of Newtons law of gravitation to the students mobil-

ity [1–3]. The second approach analyzes the effect of the individual features, such

as the talent of the student [4–7], on the decision of moving. In both the approaches

the distance between the place of origin and the chosen University has been demon-

strated to have a frictional effect [8]. However, while Italian internal mobility has

been investigated for the transition from the high school to the first level degree

course (first level mobility), the second level mobility, that is the bachelors’ mobility

to enroll at a second level degree course has received little attention.

This work deals with the analysis of the Southern Italian SM. There are two nov-

elties in this paper. The first one is filling this lack of contributions on the analysis

of the transition from first to second level university degree courses of the Southern

Italian Bachelors (SIBs) in terms of macro-regional mobility. The second novelty

is proposing the use of an alternative model, the discrete-time competing risk one,

to detect the determinants of the SIBs’ choices. The competing risk are: discontinu-

ing university; enrolling at the second level University degree course in a Southern

university, or (moving) to Central or Northern universities. The data were provided

by the Italian Ministry of Education, University and Research. They are a national

level longitudinal administrative micro-data on educational careers of the freshmen

enrolled at the first level Italian university degree course in 2008–09 and followed

up to 2014. We analyze the role played by demographic variables, time elapsed to

get the first level degree, the performance in the previous schooling career, etc. in
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order to provide mover or stayer profiles of Southern bachelors. Another main ques-

tion is concerned with “regular” students, that is those students who get their degree

in at most four years, according to the Italian rules. Are they more inclined than non

regular students at continuing university at the master level? Moreover, does their

performance affect the choice of where enrolling?

The paper organized as follows. In Sect. 2, we first briefly introduce the discrete-

time survival analysis and then we focus on competing risk methodology. Then,

Sect. 3 describes the transition from first to second level. Section 4 contains the

model estimates and the results of the analysis, while the conclusions are in Sect. 5.

2 Methodological Approach

In discrete-time survival analysis [9] event (or failure) times are measured in dis-

crete intervals, where t = 1, 2, 3,… , (for instance months, years). Interest is usually

focused on the hazard function h(t), and how it depends on covariates. By denot-

ing with T the event time, such function is defined as h(t) = Pr(T = t|T ≥ t), that is

the probability that an event occurs during interval t, given that no event occurred

before t. Another quantity of interest is the survivor function S(t) = Pr(T ≥ t), that is

the probability that an event has not occurred before t. The hazard and the survivor

functions are linked by the relation S(t) = [1 − h(1)] × [1 − h(2)] × · · · × [1 − h(t −
1)] = S(t − 1) × [1 − h(t − 1)]. The hazard function is usually made depend on a set

of p covariates Z through a proportional-hazard (PH) model h(t|Z) = h0(t) exp(𝛽′Z),
where h0(t) is the baseline hazard at time t, and 𝛽 a vector of regression parameters

describing the effect of the covariates on the risk of failure. Let K be the follow-

up time, a common choice to specify the hazard baseline is h0(t) = exp(𝛼1D1 +
𝛼2D2+,… , 𝛼KDK), where 𝛼t, t = 1,… K, is the coefficient of the dummy variable

Dt for time t. The PH model assumes that the effect of 𝛽 on the hazard baseline is

constant over time. It is shown this model can be fitted by using a logistic regression

model after transforming data in the person-period format [10].

However, when the risk of failure comes from different causes the modelling

approach used is the competing risk one. Discrete-time examples are in educational

research, where at any time university students are at risk to get a degree or to

drop out, but only one event can occur. Suppose there are J competing risks, the

event-specific hazard (or cause-specific hazard), that is the hazard of failing from jth
(j = 1,… , J), event is

h(j)(t) = Pr(event of type j at time t|T ≥ t), (1)

while the hazard that no event occurs at time T , given survival at time t, is h(0)(t) =
1 −

∑J
j=1 h

(j)(t). Accordingly, the probability of survival to any event is S(t) = h(0)(1)
× h(0)(2) × · · · × h(0)(t − 1), and the event-specific hazard model follows a

proportional-hazard model
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h(j)(t|Z(j)) = h(j)0 (t) exp(𝛽
(j)′Z(j)), (2)

where h(j)0 , 𝛽
(j)

and Z(j)
are the baseline hazard, the regression coefficients and the set

of covariates for the jth event. In the same way, by specifying h(j)0 (t) = exp(𝛼(j)
0 (t)) =

exp(𝛼(j)
1 D(j)

1 + 𝛼

(j)
2 D(j)

2 +,⋯ ,+𝛼(j)
K D(j)

K ), and by denoting h(j) = h(j)(t|Zj), model (2) can

be fitted within the framework of a multinomial logit model:

log
(
h(j)

h(0)

)

= 𝛼

(j)
0 (t) + 𝛽

(j)′Z(j)
, (3)

where h(0) = 1 −
∑J

r=1 h
(j)(t|Z(j)) is the hazard for the reference category. Parameter

interpretation is made in terms of relative risk ratio i.e. exp(𝛽(j)) is the multiplicative

effect of a 1-unit increase in z on the risk of event type j versus the risk that no

event occurs [11]. It can be also useful to look at the predicted event-specific hazard

directly:

h(j) =
exp(𝛼(j)

0 (t) + 𝛽

(j)′Z(j))

1 +
∑J

l=1 exp(𝛼
(l)
0 (t) + 𝛽

(l)′Z(l))
, (4)

j = 1, 2,… , J, representing the risk that jth event occurs given the presence of all

other types of events.

In order to check for the PH assumption, one could include time-varying coeffi-

cients into the linear predictor:

h(j)(t|Z(j)) = h(j)0 (t) exp(𝛽
(j)′Z(j) + 𝛽

(j)′(t)X(j)), (5)

where 𝛽

(j)(t) is the vector of time-varying coefficients and X(j)
indicates the set of

interaction terms between t (or a function thereof) and the variables which the PH

assumption is checked for. If the time varying coefficients are not significant there

is evidence that the PH assumption holds. If they are, these coefficients remain into

the model and the quantity (4) is modified accordingly.

An alternative approach to fit model (2) is using a logit model for each event.

Although estimated coefficients using this latter method will, in general, be different

as the reference category is not the same, the predicted probabilities will be similar.

3 Modelling the Second Level Degree Students’ Mobility

The objects needed to apply the model described previously are: the population at

risk, the follow-up time, the time and the censored units. The population at risk is

the sub-cohort of SIBs from the 2008/09 cohort, with a follow-up time of 4 years.

The time t is defined in terms of academic years passed since getting the first level
degree. For example, an undergraduate who gets his/her bachelor in 3 years, i.e. in
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the academic year (AY) ’10/’11 (t= 0), can enroll at a master degree course in one of

the following AYs: ’11/’12 (t= 1); ’12/’13 (t= 2); ’13/’14 (t= 3) and ’14/’15 (t= 4).

At the end of the follow-up time, students who did not enroll anywhere are cen-
sored. Moreover, there are students who delay one, two or three years in getting their

degree, thus we can observe them for at most three, two and one year, respectively,

before being censored. We assume that all the students are at risk of enrollment dur-

ing the four-year observation time. This means that students who decide to enroll

either abroad or at another first level or five/six-year degree course are, for simplic-

ity, considered at risk as well.

The competing risk structure is depicted in Fig. 1. At any academic year (hereafter

year), a SIB can enroll at university to attend a second level degree course in either a

Southern or a Central or a Northern Italy university or, otherwise, he/she can remain

at risk of enrolling successively. We observed 34164 SIBs who are potentially at

risk of enrollment in one of the three Italian macro-regions within four years of

observation. At the end of the fourth year of observation, the bachelors who decided

to enroll were 21753, that is about 64%. Table 1 reports their cross-classification

according to the time of observation and the macro-region.

Fig. 1 Structure of the

discrete-time competing risk

model. At each year a SIB

can enroll to attend a second

level degree course in either

a southern or a central or a

northern Italy university or,

otherwise, he/she can remain

at risk of enrolling

successively

Table 1 Cross-classification of the bachelors who decide to enroll at a second level degree course

according time of observation and macro-region

Time since

graduation

Center North South Total

t = 1 629 1256 13419 15304

t = 2 441 687 3587 4715

t = 3 247 251 645 1143

t = 4 100 144 347 591

Total 1417 2338 17998 21753
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Table 2 Covariate coding and percentages/medians for the southern Italian bachelor’s data

Variable Level/Range %/Median Description

SEX Female 64.0 Student’s sex

Male 36.0

AGE 17; 80 19 Student’s age at the

enrollment

DEGTIME ≤4 64.4 Time to first level

graduation in years

=5 22.0

=6 13.6

HSGRADE −23.5; 18.5 0 High school final grade

scaled at the mean 83.5

LICEO Yes 56.6 Classical or scientific high

schools?

No 43.4

HSPRIV Yes 3.3 Private high school?

No 96.7

DFGRADE −30; 10 0 First level degree final

grade scaled at the mean

101

DISCONTINUITY Yes 5.8 More than one year delay

to enroll at university since

high school?

No 94.2

As expected, most of the bachelors who decide to enroll does it at the fist year since

graduation, with a strong preference to remain in the Southern Italy, followed by

Northern and Central Italy respectively. However, there are 6449 students, about

30% out of total, who enroll after the first year.

The covariate coding is reported in Table 2, along with the observed percentages

for the categorical covariates or the medians for the continuous ones. Both AGE and

DFGRADE were correlated to other covariates, so we they were not included into

the model. The first one is correlated to variable DISCONTINUITY, while the sec-

ond one to variables HSGRADE and LICEO. In fact, in many analyses of students’

performances [12, 13] both HSGRADE and LICEO result to be good predictors of

DFGRADE.

4 Model Estimates

Before model fitting, data were transformed into the person-period format. We used

two R packages [14, 15] for data preparation and model fitting, respectively. Starting
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from a model with interaction between all covariates and DEGTIME, we first per-

formed an AIC-based backward model selection. The selected model (called mod0)

contains all main effects except HSPRIV, and the interaction between DEGTIME

and LICEO. Then, we used likelihood ratio (LR) tests to check mod0 for propor-

tional hazard assumption. In particular, we considered new interactions between the

covariates of mod0 and the time t (considered as continuous). Because some of such

interactions were significant, we included them into the new final model called mod1

(Table 3).

As expected, at any time the baseline hazard to enroll in the South is the highest

among the macro-regions and shows a sensible decreasing trend. Estimated main

effects of DEGTIME are all negative and significant only for the enrollment in the

South, or the North when the graduation is at most at the fifth year. Bachelors com-

ing from liceo have relative risks of exp(0.684 − 0.245) = 1.55, 1.79 and 2.19 times

higher than the other high schools, to enroll in the first year at a master degree course

in the Southern, Central and Northern Italy, respectively. However, this effect sig-

nificantly decreases every year in both South and North. At the fourth year, these

relative risk ratios are 0.74 and 1.07 for South and North, respectively. Moreover,

by looking at the positive interactions between DEGTIME and LICEO, it seems that

these bachelors don’t care about the delay in getting their graduation, with a mul-

tiplicative effect on the relative risk ratio of enrolling in the Center or in the North

of about 1.5 for both. When the degree is gotten in six years the only significant

chances to enroll at the master are in the North. An higher high school final grade

Table 3 Model estimates

South→South South→Center South→North

̂
𝛽 p-value ̂

𝛽 p-value ̂
𝛽 p-value

t = 1 −0.699 <0.001 −3.787 <0.001 −3.487 <0.001
t = 2 −1.425 <0.001 −3.980 <0.001 −3.543 <0.001
t = 3 −3.498 <0.001 −5.967 <0.001 −6.246 <0.001
t = 4 −4.006 <0.001 −8.288 <0.001 −6.125 <0.001
DEGTIME_5 −0.090 0.017 −0.262 0.071 −0.355 0.003

DEGTIME_6 −0.066 0.021 −0.177 0.407 −0.326 0.074

LICEO 0.684 <0.001 0.581 <0.007 1.023 <0.001
LICEO: t −0.245 <0.001 −0.181 0.181 −0.240 0.019

DEGTIME_5:

LICEO

0.149 0.003 0.419 0.019 0.402 0.004

DEGTIME_6:

LICEO

0.126 0.072 0.227 0.392 0.438 0.038

HSGRADE 0.047 <0.001 0.014 0.080 0.053 <0.001
HSGRADE: t −0.015 <0.001 −0.002 0.706 −0.014 0.001

SEX_M 0.545 <0.001 0.303 0.122 0.832 <0.001
SEX_M: t −0.228 <0.001 0.008 0.954 −0.182 0.060

DISCONTINUITY −0.876 <0.001 −1.847 <0.001 −1.864 <0.001



246 M. Enea

has a significant positive effect on the decision to enroll but only in the Southern and

in the Northern Italy. However its effect slightly decreases as the time elapsed since

graduation increases. Male bachelors appear to be more inclined to enroll and move

than females in the first year, in the Southern or in the Northern Italy with relative

risks of 1.37 and 1.91, respectively. However, at the fourth year these risks reduce to

0.69 and 1.11. Finally, enrollment at the first level degree after more than one year

since high school graduation has strongly negative effects on the decision to enroll

in anywhere.

From these estimates we construct the predicted hazards of enrollment in the

macro-regions for different student’s profiles. Beyond the baseline profile, we con-

sidered a student with the highest risk to enroll and the lowest one. These hazards

and their cumulative version are graphically reported in Fig. 2.

As expected, the hazards of enrollment are decreasing for all competing risks,

with a change point in t = 3 that set them down to almost zero. Even for the high

risk profile, the probability that bachelors choose to enroll in the Central Italy is

already low at t = 1, while Northern Italy has about 0.1 probability to be chosen.

However, the hazard of enrollment in the Southern Italy in the first year is about 0.6,

for the high risk student, 0.4 for the baseline one and 0.1 for the low risk one.
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Fig. 2 Predicted hazard (top plots) and and cumulative hazard (bottom) to enroll at the second level

degree versus years since first level graduation in either southern (solid line) or central (dashed line)

or northern (dotted line) Italy, for the three different risk profiles of southern Italian bachelors
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The cumulative hazard of enrollment in the first year, summing up all competing

risks, is about 0.7 in the first year and 0.4 in the second one. In the low risk profile

only 10 % students enroll in the first year, but in a Southern Italy university.

Figure 3 reports the predicted cumulative hazards conditioned to enrollments, to

highlight the hazard of choosing among the three macro-regions, once the bache-

lor decided to enroll. Observe that this conditional cumulative hazard is no more

decreasing, as it contemplates only those bachelors who decided to enroll. The lines

appear to be stacked and the vertical distance between them is just the conditional

hazard. Thus, we can say that the conditional hazard to move is, in average, approx-

imately 0.2 for the high risk student and 0.15 for the baseline student.

Figure 4 reports the predicted cumulative hazard conditioned to the moving stu-

dents, to underline difference between the probability to choose Central or Northern

Italy, once bachelors decided to move.

By averaging the conditional hazards of choosing the Central Italy over the time,

the high risk bachelors have an approximately 0.75 conditional hazard to choose the

Northern Italy, and 0.65 and 0.55 for the baseline and the low risk ones, respectively.
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Fig. 3 Predicted cumulative hazard, conditioned to enrollments, to choice whether staying in

southern Italy (solid line) or moving to central (dashed line) or northern (dotted line) Italy to enroll

at the second level degree versus years since first level graduation, for the three different risk profiles

of southern Italian bachelors
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Fig. 4 Predicted cumulative hazard, conditioned to the moving students, to choice between central

(dashed line) or northern (dotted line) Italy to enroll at the second level degree versus years since

first level graduation, for the three different risk profiles of southern Italian bachelors
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5 Conclusions

This work focused on the students’ mobility analysis in the transition from the first

to the second level degree course in Italy. Our target population was the Southern

Italian bachelors. We proposed the use of a discrete-time competing risk model as a

novel and alternative modelling approach. It was assumed that bachelors can enroll

at the master in a Southern university, or (moving) to Central or Northern universi-

ties. If not, they stay at risk of enrollment for the successive years. The model was

based on a multinomial scheme and included some time-varying effects, as the PH

assumption did not hold for some covariates. As main results, we found that the

hazard of enrollment decreases and sets almost to zero in the third year since get-

ting the first level degree. Time to get a first level degree resulted to be significant

in the choice of whether discontinuing university. The analysis confirmed the role

that classical and scientific high schools, as well as high school final grade, play in

determining best students, which have the high risk to enroll and move. These have

approximately a 70% chance to enroll at a second level degree course in the first

after graduation. If they do, then have a 80% chance to stay in the South, while the

remaining 20% choose to move. Conditioned to the decision of moving, a Northern

University is chosen with a 75% chance. Although the SIBs’ mobility rates are not

very high, these students are selected anyway. This means the Southern universities

loose their best students in favor of the Northern ones. Also considering that mov-

ing students choose universities located in regions with a dynamic market labour,

the chances that they return after graduation are very low [3], with the result of an

high-quality human resource pauperization in the already lagged Southern regions.

The covariates we considered were mostly based on students’ registry data. We

are working to include more information at the level of university and macro regions.
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Monitoring School Performance Using
Value-Added and Value-Table Models:
Lessons from the UK

George Leckie and Harvey Goldstein

Abstract Since 1992, the UK Government has published so-called ‘school league

tables’ summarizing the average attainment and progress made by students in each

state-funded secondary school in England. In this article, we statistically critique

and compare prominent past, current and forthcoming value-added and value-table

measures of school performance. We discuss the advantages and disadvantages of

these different measures as well as their underlying statistical models.

Keywords Value-added model ⋅ Value-table ⋅ Multilevel model ⋅ School

accountability

1 Introduction

The UK has a long history of publishing ‘school league tables’ summarising stu-

dents’ examination and test results [6, 12]. Over time, increasingly sophisticated

measures have been introduced culminating in 2006 with contextual value-added

(CVA), a ‘value-added’ multilevel modelling based approach. However, in 2011

the Government withdrew CVA replacing it with expected progress (EP), a simpler

‘value-table’ descriptive statistic approach. In this paper we: statistically critique the

Government’s reasons for withdrawing CVA; we argue that EP suffers from seri-

ous design flaws; and we show that CVA and EP lead to very different rankings and

therefore that choice of school performance measure has important ramifications for

school accountability.

While we focus on school league tables and the specific performance measures

published in England, the issues we discuss are pertinent to other education sys-
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tems which use student test score data to monitor school performance. Prominent

examples are the Tennessee Value-Added Assessment System in the US [17], the

My School website in Australia [14] and the School Value-added Information Sys-

tem in [16] Hong Kong. Various book-length treatments are available on statistical

models for measuring school performance [2] and on the many difficulties surround-

ing the use of value-added in school and teacher accountability systems [1].

2 Background to National Tests, School Performance
Measures and School League Tables in England

The English education system consists of a primary phase of education (ages 4–

11) followed by a secondary phase of education (ages 11–16). Effectively all stu-

dents change schools at the transition between the two phases. At the end of primary

schooling, all students sit national Key Stage 2 (KS2) tests in English and maths.

These are measured using continuous point scores, but are discretised into ordinal

categories or levels for reporting purposes: W (working below level 1), 1, 2, 3, 4,

5. At the end of secondary schooling, all students sit national ‘GCSE’ examinations

in English, mathematics as well as in a range of other subjects of their choosing.

Attainment in each subject is measured using GCSE grades: U, G, F, E, D, C, B, A,

A*. School league tables are then constructed summarising schools’ performances

in these KS2 tests and GCSE examinations [6]. Our focus is on secondary school

performance measures and therefore schools’ GCSE performances, and especially

the average progress made by students in each school during secondary schooling

between their KS2 tests and their GCSE examinations.

The Government gives three main justifications for publishing school league

tables. First school league tables are published to support parental school choice

based on schools’ ability to teach the national curriculum, and to therefore create

competition and a free market in education. As a result, these tables are routinely

republished by the media and so have a very high national profile [9, 10]. Second,

they are published to enable school accountability; publically funded schools should

be held publically accountable. Schools whose results do not improve face takeover

by neighbouring schools or ultimately closure. Third, they are published to promote

school improvement via school self-reflection and the identification of effective prac-

tices being employed in successful schools. Indeed, a number of commercial and

charitable companies now sell to schools student performance monitoring software

and other services based on the same data which underlies the Government’s tables.

An important distinction to be made is between ‘attainment’ and ‘progress’ school

performance measures. Attainment measures aim to report the average ‘status’ of

students at the end of secondary schooling. The headline attainment measure in Eng-

land for effectively the last 20 years has been the percentage of students achieving

5 or more A*-C GCSE grades (5 A*-C). Attainment measures such as this may

give useful information regarding school inequalities, but it is crucial to realise that

in England and other education systems more generally they reflect differences in
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school intake composition more than school processes. In contrast, progress mea-

sures (e.g., CVA and EP) aim to report the average ‘growth’ or ‘improvement’ made

by students during secondary schooling. Progress measures are generally consid-

ered the fairer and more meaningful way to measure school performance for school

choice, accountability and improvement purposes.

3 Contextual Value-Added (2006–2010)

The Government’s CVA measure is based on the standard approach to modelling

value-added in the school-effectiveness literature which is to fit a two-level student-

within-schools random-intercept model to students’ final attainment adjusting for

student prior attainment and other student socioeconomic and demographic charac-

teristics [7]. The CVA model can be written as

yij = 𝐱′ij𝜷 + uj + eij, uj ∼ N
(
0, 𝜎2

u
)
, eij ∼ N

(
0, 𝜎2

e
)

(1)

The response yij denotes the GCSE score of student i (i = 1, ..., nj) in school j
(j = 1, ..., J), 𝐱ij denotes the vector of student- and school-level covariates with asso-

ciated coefficients 𝜷, uj denotes the school random intercept effect, and eij denotes

the student residual. The vector of covariates includes KS2 score as a flexible poly-

nomial as well as range of additional factors such as student age, gender, ethnicity,

special education needs status and residential deprivation score. The GCSE score is

summed over students’ best eight GCSE results, while their KS2 score is averaged

across their separate English and mathematics scores.The reported CVA scores are

empirical Bayes predictions of uj

ũj = ̂Rj

{
1
nj

nj∑

i=1

(
yij − 𝐱′ij ̂𝜷

)}

, where 0 <
̂Rj ≡

𝜎u
2

𝜎u
2 + �̂�

2
e

nj

< 1. (2)

Conceptually, CVA scores and value-added scores more generally can therefore be

viewed as school-level averages (albeit shrunken towards the overall average as a

function of their reliabilities, ̂Rj) of the differences between students’ actual and pre-

dicted GCSE scores. These scores are presented with 95% confidence intervals to

communicate their statistical uncertainty.

3.1 The Government’s Justifications for Withdrawing CVA

The Government withdrew CVA in 2010 citing several key justifications [4]. First

they argued that ‘[CVA] is difficult for the public to understand’ [4, p. 68]. Clearly
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CVA is more complex than simply reporting school average exam scores. However,

the notion of making adjustments for differences in schools’ student compositions in

terms of their prior attainment and other factors isn’t in itself intrinsically difficult to

understand. There is no need for the public to understand the statistical details of the

model in order to interpret the adjusted school-mean scores. Interestingly, the under-

lying multilevel model is the simplest possible, a two-level random-intercept model.

Many more realistically complex models have been proposed in the literature [1, 2],

including, for example, models which take into account neighborhood and school-

district effects [15], student mobility [8], the instabilty of school effects over time

[18], and which allow schools to have different effects on different student groups.

Perhaps the real problem is that the Government did not do enough to explain and

communicate CVA? For example, one had to delve deep into the technical documen-

tation to find out what the CVA unit of measurement was. Clearly the notion of 95%

confidence intervals is also hard for the public to understand, however perhaps the

Government should have explored various graphical approaches for communicating

statistical uncertainty rather than simply reporting the confidence intervals in tabular

form [11, 13].

The Government’s second reason for ending CVA was that ‘recent research shows

[CVA] to be a less strong predictor of success than raw attainment measures’ [4, p.

68]. It is not entirely clear what the Government are trying to say here (they don’t

cite the research they refer to). One possible interpretation is that a school’s average

GCSE performance (‘success’) is more strongly predicted by their students’ average

KS2 performance (‘raw attainment measures’) than by their school’s CVA score.

Why this may well be the case, such a result does not in itself mean that CVA is a

poor measure of school effectiveness. Indeed, it would more be a reflection of the

relatively small influence that schools have on student progress in England versus

the substantial influence of school differences in the composition of student prior

attainment [15].

The Government’s third reason for ending CVA was that ‘[CVA] also has the

effect of expecting different levels of progress from different groups of students on

the basis of their ethnic background, or family circumstances, which we think is

wrong in principle’ [4, p. 68]. However, CVA did not apriori expect different levels

of progress from different student groups, rather it adjusted for such differences if

they arose. The reality is that some student groups do make less progress than others

and that this must be adjusted for if we are to make fair comparisons between schools.

Failure to do so leads to ‘comparing apples and oranges’.

Expanding on this theme, the Government argue that ‘It is morally wrong to have

an attainment measure which entrenches low aspirations for children because of their

background’ [4, p. 68]. The Government are arguing that by adjusting for student

background, CVA led to a system-level acceptance that socially and other disad-

vantaged student groups will make less progress than their more advantage peers.

Although not stated explicitly, the real concern appears to be that some schools

started to use the published CVA model to set differential GCSE targets for current

students based on their background. This was never the purpose of CVA and reflects

the perverse incentives that so often arise with high-stakes school league tables.
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4 Expected Progress (2011–2015)

In contrast to CVA, the Government’s EP measure is based on value-table method-

ology [2]. EP is published separately for English and mathematics. EP is calculated

simply as the percentage of students making three levels of progress between KS2

and GCSE; it ignores students’ socioeconomic and demographic characteristics. The

Government’s introduction of EP can be seen as an explicit attempt to address the

flaws they perceived in CVA. Specifically, EP is designed to be both easy for the

public to understand and blind to all differences between schools’ intakes other than

their prior attainment.

Every student is effectively set a target GCSE grade in English and separately

in mathematics as a function of their KS2 levels in those subjects. Table 1 presents

this idea in tabular form. Thus, for example, low prior attainers (those who achieved

KS2 level 3) are expected to achieve a D GCSE grade or higher, while middle prior

attainers (KS2 level 4) are expected to achieve a C or higher, and high prior attainers

(KS2 level 5) are expected to achieve a B or higher. Essentially, all students are

expected to progress by 3 (or more) levels during the five year duration of secondary

schooling.

We can write this value-table model for English (or equally for mathematics) as

EPij = I(yij − xij ≥ 3), EP
.j =

1
nj

nj∑

i=1
EPij (3)

where yij denotes the GCSE level associated with the English grade of student i
(i = 1, ..., nj) in school j (j = 1, ..., J), xij denotes their English KS2 level,EPij denotes

whether they made expected progress in English (i.e., 3 or more levels of progress),

and EP
.j denotes the school proportion of students making expected progress in

English.

Table 1 Value-table showing how expected progress in English and Mathematics is calculated [5]

KS2

level

GCSE target grade/level

U G F E D C B A A*

2 3 4 5 6 7 8 9 10

W 0 1 1 1 1 1 1 1 1

1 0 0 1 1 1 1 1 1 1

2 0 0 0 1 1 1 1 1 1

3 0 0 0 0 1 1 1 1 1

4 0 0 0 0 0 1 1 1 1

5 0 0 0 0 0 0 1 1 1

W = Working towards level 1; 0 = EP not made; 1 = EP made
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4.1 Statistical Concerns with Expected Progress

Our first statistical concern with EP is that it will bring about perverse incentives

whereby schools concentrate their efforts on those students who are borderline in

terms of potentially making EP (i.e., those students operating just below the No/Yes

boundary in Table 1). This perverse incentive is largely driven by the fact that the

transition values of the value table are binary (EP is a threshold measure). There are

no partial rewards for just missing target grades; no additional rewards for surpassing

target grades.

Our second statistical concern with EP is that, nationally, there is a strong depen-

dency on prior attainment. Figure 1 plots a scatterplot of the percentage of students

making EP against the underlying continuous prior attainment score in each subject.

The figure shows a very strong overall positive association. For example, in maths,

the percentage of students making their target GCSE grade ranges from below 20%

to above 80% as we move from the lowest to the highest KS2 scores. Thus, it is

harder for low prior attainers to make expected progress than it is for high prior

attainers. Low prior attainers are set relatively tough target GCSE grades while high

prior attainers are set relatively easy target GCSE grades. Schools with higher prior

attaining intakes will therefore do better on EP. Put differently, EP therefore under-

adjusts for school differences in prior attainment and so is not a pure measure of

progress in the way that CVA is. Looking more closely at Fig. 1, we also see that the

overall positive association between the percentage of students making EP and their

prior attainment takes on an illogical sawtooth (zig zag) shape with sharp disconti-

nuities in the probability of making EP as we move from the top of one KS2 level

to the bottom of the next. These discontinuities reveal that at these transitions, even

students with effectively the same prior attainment are set very different educational

challenges in terms of their target grades. This is clearly undesirable.

Our third statistical concern is that EP takes no account of students’ socioeco-

nomic and demographic characteristics and therefore will be biased in favour of

schools which serve more advantaged student groups.

Our fourth statistical concern with EP is that it makes no attempt to quantify

and communicate the statistical uncertainty in measuring school effects. There is no

obvious way for users to establish whether measured differences between schools,

or differences from national averages are meaningful, or whether they more likely

reflect the variations of chance. Consider a school with 180 students where 70%

make EP. The associated 95% Wald binomial confidence interval ranges from 63%

to 77% and so the school has a 7% point margin of error which would be completely

unacceptable in any survey or poll of public opinion. When we plot the 95% confi-

dence interval for every school in the country (not shown), we see that over a third

of schools cannot be distinguished from the national average in either English or

mathematics.



Monitoring School Performance Using Value-Added . . . 257

Level W Level 1 Level 2 Level 3 Level 4 Level 5 Level W Level 1 Level 2 Level 3 Level 4 Level 5
0

20

40

60

80

100

0 6 12 18 24 30 36 0 6 12 18 24 30 36

English Mathematics
N

at
io

na
l p

er
ce

nt
ag

e 
of

 p
up

ils
 m

ak
in

g 
E

P

Pupil KS2 score

Fig. 1 National percentage of students making EP (expected progress) during secondary schooling

against KS2 score in 2014, reported separately for English and mathematics. The magnitude of the

hollow circles are proportional to the national number of students with that KS2 score. The dashed

vertical lines denote the KS2 level thresholds. Level W = working towards level 1. For clarity, the

plot is restricted to values of KS2 score for which there were at least 100 students nationally

5 Expected Progress Versus Contextual Value-Added

We have explained how CVA and EP, based on value-added and value-table method-

ologies, are fundamentally different measures of school progress. However, if the

two measures lead to similar rankings then it could be argued that our arguments are

largely academic. In this section we therefore analyse the 2010 data (3,056 schools)

to contrast the two methods of calculating school progress empirically.

Table 2 reports Pearson correlations between the CVA, EP, 5 A*-C and KS2 APS

(average point score across English and maths). We see that CVA and EP are only

moderately positively correlated (correlations of 0.36 and 0.29 between CVA and

EP in English and maths). Schools ranked high on EP are often ranked low on CVA

and vice versa. The two measure are clearly measuring very different things. EP

is much more highly correlated with 5 A*-C (correlations of 0.85 and 0.89) and

is therefore closer to being a pure attainment measure of school performance than

a pure progress measure. This is supported by the high correlations between EP

KS2 APS (correlations of 0.64 and 0.67), whereas there is effectively no relationship

between CVA KS2 APS (correlation of−0.02); a schools’ success in EP is very much

predetermined by how academic their students are at intake.

An interesting exercise is to consider how schools’ ranks would likely change

were the Government to revert back from EP to CVA and in particular, what types

of schools would benefit or not by such a move. In Fig. 2, we plot the change in

national rank against school mean KS2 APS. As expected, EP is strongly biased in

favour of schools with high prior attaining intakes: schools with high prior attaining
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Table 2 Pearson correlations between 5 A*-C, CVA, and EP in English and Mathematics in 2010

5 A*-C CVA EP English EP Maths KS2 APS

5 A*-C 1

CVA 0.24 1

EP English 0.85 0.36 1

EP Maths 0.89 0.29 0.77 1

KS2 APS 0.87 −0.02 0.64 0.67 1

Number of schools = 3,056. 5 A*-C = percentage of students with five or more GCSEs (or equiva-

lent qualifications) at grade A* to C; CVA = contextual value-added score; EP English = percent-

age of students making expected progress in English; EP English = percentage of students making

expected progress in mathematics; KS2 APS = KS2 average point score
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Fig. 2 Difference between school CVA and EP ranks against school mean KS2 average point

score, based on 2010 school league table data, reported separately for English and Mathematics.

KS2 levels map onto the KS2 point score scale as follows: [18, 24) = KS2 level 3 (i.e., low prior

attainers); [24, 30) = KS2 level 4 (i.e., middle prior attainers); [30, 36) = KS2 level 5 (i.e., high

prior attainers)

intakes would see very large drops in their national ranking were the Government to

switch back from EP to CVA. The distinct cluster of schools which would particularly

lose out with a return to CVA are ‘grammar’ schools, a small subset of around 160

schools which select students academically at intake and therefore have especially

high school mean prior attainment. In grammar school areas, ‘secondary modern’

schools take the remaining students and so these schools therefore have especially

low mean prior attainment. The point, however, is a more general one which is that

CVA and EP are quite different school performance measures leading to substantially

different rankings which will be systematically biased in favour or against particular

types of schools.
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6 Progress 8

In 2016, the Government will withdraw EP replacing it with P8, a new value-added

based measure derived from a multiple linear regression model, a simplified version

of which can be written as

yij = 𝐱′ij𝜷 + rij, r̂
.j =

1
nj

nj∑

i=1
r̂ij (4)

where yij denotes the GCSE score of student i (i = 1, ..., nj) in school j (j = 1, ..., J),
𝐱ij denotes a flexible function of their KS2 score, rij denotes the student residual, and

r̂
.j denotes the predicted school value-added effect which is the P8 score.

By adjusting for a flexible function of student prior attainment, P8 should avoid

the borderline effects and biases of EP. P8 scores will also once again be presented

with 95% confidence intervals and therefore avoid that criticism of EP. However, P8

will continue to ignore school differences in the socioeconomic and demographic

composition of their students.

7 Conclusion

The UK Government’s reasons for withdrawing CVA, a value-added based mea-

sure, are questionable. CVA’s successor, EP, a value-table based measure, appears

fundamentally flawed. In particular, EP perversely incentivises schools’ efforts on

borderline students, it is severely dependent on prior attainment, it ignores school

differences in students’ backgrounds, and it fails to communicate statistical uncer-

tainty. CVA, while by no means perfect, largely avoided these pitfalls. P8 is concep-

tually a return to the value-added based approach of CVA and should therefore also

avoid these pitfalls, however, it will continue to ignore students’ socioeconomic and

demographic backgrounds and we think this fundamentally problematic in terms of

holding schools accountable [3].
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Indexing the Normalized Worthiness
of Social Agents

Giulio D’Epifanio

Abstract A class of indexes is proposed to evaluate the “worthiness” of the perfor-

mance of social agents (e.g. governors of health-care districts, schools, etc.), which is

fully standardized on the conventional reference-framework specified by the policy-

maker. An interdisciplinary attempt is made herein to integrate concepts and methods

from different fields (management and political science, decision theory, statistics,

economics, artificial intelligence, etc.). The performance is interpreted from the view

of the policy-maker which pursues his overall-goal on a sequential planning of goals.

The index is adapted on the data of the reference standard-agent, also normalized on

the conventional behavior which has been specified by stakeholders through setting

of a probabilistic model. Pseudo-Bayes tools are used into the normalization process.

Keywords Normalizing ⋅ Social performance index ⋅ Pseudo-Bayes

Standardizing

1 Social Performance Against Planning

1.1 The General Topic

This work deals the issue of designing and implementing an index for evaluating

social agents (governors of a type of social service to citizens), with respect to the

“social worthiness” of their performance (e.g. see [6]) from the view of the policy-

maker (PM) which pursues his overall-goal on a sequential planning of goals. Within

the general topic of the performance assessment of social agents, various visions

are reported in a lot of papers. For a partial review see, for example, [8, 9]. How-

ever, the activity of evaluating and benchmarking is pragmatically conceived in this

work from a cybernetic perspective, essentially with the aim of helping the PM to

guide (through acts of deciding on incentives/penalties) behaviors of his social agents
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toward planned goals, rather than to describe or perhaps to explain them as in an

econometric perspective. An interdisciplinary attempt is made to integrate concepts

and methods scattered in various fields (management and political science, decision

theory, statistics, economics, artificial intelligence, etc.).

1.2 Performance and Planning

The policy maker (PM) would evaluate social agents A1, A2,… , Ap (the governors

of services to citizens), in a certain reference class D (e.g. a type of health-care

service, of school, etc.), with respect to the “worthiness” (the intrinsic value) of their

performance against a given planning of ordered goals:

O0 ⪯ O1 ⪯ O2 ⪯ ⋯ ⪯ Ol ⪯ ⋯ ⪯ ⋯ ⪯ OL−1 ⪯ OL ∶= OFull (1)

Here, assuming a certain reference framework F , the PM has deployed (taking

into account principles and criteria of social and economic interest) its ideal overall-

goal OFull (to be wished for each citizen) through a chain of (L + 1) increasingly

more stringent goals with binary outcome (achieved/not achieved). The scale of the

level of results, related to planning (1), Y ∈ {0, 1,… , l,… ,L} could be now defined

through setting logical identification of proposition “goal Ol is achieved” with that

of “result-level Y is at least l”, briefly setting Ol ∶≡ {Y ≥ l}, for l ∶= 0, 1,… ,L.

Thus, for any citizen, the degree of achievement of the pursued ideal overall-goal

is represented by the level of Y , starting from the lower level (this is associated

to the “tautological” base-line goal O0 ∶≡ (Y ≥ 0) which is “achieved by default”

for any citizen) up to the higher level which is associated to the achievement of

the more desired goal OL ∶≡ (Y ≥ L). The social behavior of any agent A is that

which will emerge from the behaviors of its subjected citizens against planning

(1). In the assumed framework F , social reference conditions might be considered

also, by the PM, in order to justify evaluations of the agents performance which

are related to the status x of the governed citizens (e.g. related to gender, age, etc.)

on a finite space-state x ∈ {x1,… , xR}. Then, for any social agent A ∈ D, the social

performance will be associated to its “government capacity” to advance (from the

starting base-line) its subjected citizens on planning (1), conditionally on the citi-

zens status x on the established “reference social conditions” {x1,… , xR}. Hence,

the performance of agent A ∈ D against planning (1) is intended described by the

set {p|x[A] ∶= (p0|x, p1|x,… , pl|x,… , pL|x)[A], x ∈ {x1,… , xR} } of the probability

distributions of Y , on the set of the citizens that A governs, conditional on status

x ∶= X ∈ {x1,… , xR}; here pl|x[A] ∶= Pr{Y = l|x} > 0.



Indexing the Normalized Worthiness of Social Agents 265

1.3 Reference Data

An example of agents data, interpreting here distributions pl|x[A] above as empirical

distributions, is reported in data Table 1.

1.4 What This Work Presents

In this work assuming an engineering view, it is proposed the design and the con-

struction of an index for evaluating the performance worthiness (see [7–9]), even

taking also into account “reference conditions” of the agents, standardized on a set of

conventional specifications by the PM (or by other stakeholders) within the assumed

design framework F . The index borrows its formal structure from the Quiggin-

Yaari’s functional, used in the decision theory (e.g. see [2]); but, it is re-framed and

re-interpreted herein. It is constructed on the “increases of the worthiness” (see [7]

for details) through the planned goals on sequence (1), provided these increases have

been primarily standardized on the design requirements specified by the PM. The

standardization process proceeds in two stages. Firstly, the PM explicitly chooses

a certain concrete instance A∗
of standard-agent. At least roughly, such a standard-

agent would represent a certain type of behavior for reference. Subsequently, the

PM attempts to normalize such a concrete behavior upon an “ideal behavior”. Such

ideal behavior is that which adheres to the set of requirements, specified by the PM

through setting constraints on parameters upon an assumed formal reference model.

The conceptual aim is to identify that “ideal standard-agent” from the which the

“normalized increases of the worthiness” on goals sequence (1) have to be extracted.

Subsequently, these increases will enter the index structure.

To this purpose, an highly structured probabilistic model is used in the process of

identification of the normalized “increases of the worthiness” on goals sequence (1).

This model is essentially viewed as a conceptual tool to represent “what should be

the normalized behavior” on the which the agents performance have to be conven-

tionally interpreted. It serves to represent, within the reference design framework F ,

the point of view assumed by the PM (or by other stakeholders) in a formal manner,

thus including its vision and beliefs in a transparent way. A specific interpretation

instance is established through setting of constraints on a proper (hyper-)parameters

space. It is briefly outlined an example where the sequences of the “increases of

the worthiness” on planning (1), interpreted through a complex probabilistic model,

are interrelated through latent processes which are driven by states {x1,… , xR} by

means of an (hyper-)parameters profile 𝛾 . Constraints specifications on parameters

allow to include various types of working assumptions, requirements and perhaps

beliefs of the PM inside the design. Technically, the container model is viewed as a

class of distributions, which is hierarchically structured unless an (hyper-)parameters

profile 𝛾 . Given specifications of constraints according to certain design require-

ments, (hyper-)parameters have to be regulated to adapt (as much as possible) the
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interpretative conventional model on the data associated to the specific concrete

choice of standard agent A∗
. To this technical aim, it is used a pseudo-Bayesian tool

for the automatic identification of (hyper-)parameters 𝛾 from the data of agent A∗
.

Finally, it is recovered the sequence of the “increases of the worthiness” which will

enter the index, normalized on the model specifications, conditionally on the social

status x.

2 Indexing the Worthiness

Let A∗
denote the standard agent (e.g. a recognized meaningful “best practice”, from

the PM’s view), 
∗

the population of the citizens which A∗
governs. The concept

of “intrinsic worthiness” has been conceptually defined in ([7]) and operationalized

herein. The criterion of intrinsic worthiness may be interpreted (see [7]), in partic-

ular, on a probabilistic setup.
1

We define the “worthiness increase standardized on
agent A∗

” between any two goals on planning (1) (i.e. between two any adjacent

levels of Y ∶= l ∈ (0, 1,… ,L)), conditional on status x ∶= X ∈ {x1,… , xR}, as the

following variation:

𝜔

∗
l|x ∶= 𝛥l−1Val|x ∶= Val|x(Ol) − Val|x(Ol−1) =

= 𝜑l(
Pr{Y = l − 1|x; ∗}
Pr{Y ≥ l − 1|x; ∗}

) = 𝜑l(
p∗l−1|x

p∗l−1|x + p∗l|x +⋯ + p∗L|x
) ≥ 0 (2)

l ∶= 1,… ,L

conventionally setting 𝜔

∗
0|x ∶= 0 also. Here, 𝜑l(.) denotes a continuous monotone

function of the conditional probability rates 𝜏l ∶=
Pr{Y = l−1| x;A∗}
Pr{Y ≥ l−1| x;A∗}

. Thus, the basic

scale of Y can be re-quantified to that of Y∗ ∈ {0, 𝜔∗
1|x, 𝜔

∗
1|x + 𝜔

∗
2|x, … , 𝜔

∗
1|x +

𝜔

∗
2|x +⋯ + 𝜔

∗
L|x} which is standardized on agent A∗

. The choice of 𝜑l(.) confers

some features to the scale (see [7]).

Example 1 Among various choices, it might be chosen (a) the function identity

𝜑l(𝜏l) = 𝜏l which will provide a non additive scale through the goals on planning

(1); (b) 𝜑l(𝜏l) ∶= log{ 1
1− 𝜏l

} = − logPr{Y ≥ l| Y ≥ l − 1; x} which will provide an

additive scale.

1
Consider hierarchical chain of goals (1). Given that a certain goal Ol−1 has been achieved in con-

dition x, the greater the resistance, with reference to the evaluation framework, to also achieve the

next pursued goal Ol, by continuing to improve, the greater the increment of value due to the intrin-

sic worthiness of who, in condition x, actually is able to achieve it. Thus, for any citizen “i” in the

reference-status x, having achieved goal Ol−1 on planning (1), the higher “the risk of failing the

next goal Ol”, referring such a risk to the population 
∗

of the citizens governed by A∗
given x, the

greater the “increase of worthiness”, due to the worthiness of the agent which governs “i” as if “i”
was in 

∗
given x, whenever citizen “i” actually achieves goal Ol.
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Formally interpreting such “worthiness increases” as “utility increases”, the “rank

dependent expected utility” (RDEU) (recalling the Yaari-Quiggin functionals, e.g.

see [2], pp. 559) will provide the following conditional index:

A ∈ D, x ∶↦ W[A|x; A∗
, 𝜓(.)] ∶=

∑L
l∶=1 𝜔l|x(A∗) ⋅ 𝜓(Pr{Y ≥ l|x}[A]) (3)

=
L∑

l∶=1
𝜑l(

Pr{Y = l − 1| x;A∗}
Pr{Y ≥ l − 1| x;A∗}

) ⋅ 𝜓(Pr{Y ≥ l|x}[A])

In general, parameters Pr{Y ≥ l|x}[A] may be intended as intrinsic quantities to

be estimated by the data of agent A. However, for the sake of convenience in com-

munication, from now up such parameters are intended as explicit empirical proba-

bilities, associates to the actual data of agent A.

In RDEU theory (e.g. see [2]), 𝜓(.) represents a weighting function (a continuous

monotone function on (0, 1) such that 𝜓(0+) = 0, 𝜓(1−) = 1) which may be inter-

preted to take into account, for example, aversion of the PM to social risk. There-

fore, while index inherits coherence with general principles of rationality in social

choices, it may be adapted on the setting of specific interest for the PM. Of course,

the version of index (3) resized on [0, 1] is the following:

W∗[A| x; A∗
, 𝜓(.)] ∶=

W[A|x; A∗
, 𝜓(.)] −W[AWorst|x; A∗

, 𝜓(.)]
W[ABest|x; A∗

, 𝜓(.)] −W[AWorst|x; A∗
, 𝜓(.)]

(4)

Here, AWorst and ABest denote the “ideally worst” and the “ideally best” social agent

such that W[AWorst|x; A∗
, 𝜓(.)] ∶= 0 and W[ABest|x; A∗

, 𝜓(.)] = 𝜔

∗
1|x + 𝜔

∗
2|x +⋯ +

𝜔

∗
L|x, respectively, provided reference-status x ∶= X ∈ {x1,… , xR} of the citizens.
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Example 2 (Example 1, continued) Using choice (b), as in example (1), and let-

ting 𝜓(.) be the identity function, the correspondent instance of index (4) is the

following
2
:

W∗[A| x; A∗
, 1(.)] =

= k ⋅
L∑

l∶=1
log(Pr{Y ≥ l| Y ≥ l − 1, x;A∗}) ⋅ Pr{Y ≥ l|x}[A] (5)

where constant k ∶= 1
log(Pr{Y ≥L| Y ≥ 0, x;A∗})

.

Finally, the overall evaluation of any agent A ∈ D, on set x ∈ {x1,… , xR} of ref-

erence conditions, is provided by index

A ⟼
R∑

r∶=1
qr ⋅W∗[A| xr; A∗

, 𝜓(.)] (6)

Here, qr ≥ 0,
∑R

i∶=1 qr = 1, are interpreted (at the light of some criterion, e.g. that

of the different “political relevancy” of social reference-domains to the aim of the

PM) as weights.

3 Model-Based Conditional-Scale of the Worthiness

Here, the process is briefly delineated which provides parameters 𝜔

∗
|x =

(𝜔∗
1|x,… , 𝜔

∗
L|x) entering indexes (3), (4) and (6). Such a process takes into input

the data of standard agent A∗
, e.g. those reported in Table 1. Then, it interprets the

data of standard agent A∗
on the formal framework represented through a proba-

bilistic model, for example that represented below in Eqs. (7)–(11). Therefore, it

can recovers the artificial data-table associated to the behavior of an “idealized stan-

dard agent” A∗∗
, in this example that reported in Table 2 below. From this table,

rates 𝜏l ∶=
Pr{Y = l−1| x;A∗∗}
Pr{Y ≥ l−1| x;A∗∗}

could be calculated which yield parameters 𝜔
∗
|x entering

indexes (3), (4) and (6).

In this example, the reference model is structured as it follows.

The manifest outcome model ∶
Yr ∶= {Yr0,… ,YrL} ∣ 𝜓r

ind.∼
r∶=1,…,R

Mult(yr0,… , yirL;𝜓r0, 𝜓r1,… , 𝜓rL, nr) (7)

The normative model ∶

2
Since

Pr{Y ≥ l| x;A∗}
Pr{Y ≥ l−1| x;A∗}

= Pr{Y ≥ l| Y ≥ l − 1, x;A∗} and
Pr{Y ≥L| x;A∗}
Pr{Y ≥ 0| x;A∗}

= Pr{Y ≥ L| Y ≥ 0, x;A∗},

using conditional probabilities on chain (1), it follows index (5).
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𝜓r ∶= (𝜓r0, 𝜓r1,… , 𝜓rL)∣ mr, ar
ind.∼

r∶=1,…,R
Dirichlet(𝜓r0,… , 𝜓rL;mr, ar) (8)

mr ∶= (mr0, mr1,… ,mrL), 0 < mrl ∶= E[𝜓rl] < 1 (9)

L∑

s∶=0
mrs = 1, ar ∶= wr, wr > 0

Constraints specification ∶
⎧
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎩

vr1 ∶=
mr0

mr0+mr1
= e𝜂r1

1+e𝜂r1

…
vrl ∶=

mr0+⋯+mr(l−1)

mr0+mr1+⋯+mrl
= e𝜂irl

1+e𝜂rl

…
vrL ∶= mr0+⋯+mr(L−1)

mr0+mr1+⋯+mrL
= e𝜂rL

1+e𝜂rL

(10)

Latent regression equations ∶

𝜂rl = 𝜇0 +
L∑

s∶=1
𝛿l ⋅ I(s=l) +

R∑

w∶=2
𝛽w(l−1) ⋅ I(X(r)=w); I(.) bin. indic. fun. (11)

r ∶= 1,… ,R ∶= 5 (ref . soc. condit.); l ∶= 1,… ,L ∶= 4 (scale level transit.)

On the rth stratum of the nr individuals in the condition xr, the manifest outcome

Yr ∶= (Yr0,… ,YrL) is distributed as a multinomial, given expectation-profile 𝜓r ∶=
(𝜓r0, 𝜓r1,… , 𝜓rL)which is distributed in turn according to the Dirichlet model, given

complementary profile w which represents prior-vagueness into the model speci-

fication. The entire model is viewed as a structured class of distributions of the

latent (underlying the manifest multinomial outcome Yr, crossing the social strata re-

coded by r ∶= x ∈ {1, 2,… ,R ∶= 5}) profile 𝛹 ∶= E[Y} ∶= (𝜓1,… , 𝜓r,… , 𝜓R),
parametrized by vectorial hyper-parameter 𝛾 ∶= (𝜇0, 𝛿, 𝛽). The hidden transitions

(l ∶= 1,… , 4) on the chains of planning (1) are intended as regulated by a set

of “latent worthiness parameters” vrl, conditionally on strata r ∈ {1,… ,R ∶= 5},

which in turn are interrelated through a system of latent regression equations,

unless a set of hyper-parameters 𝛾 ∶= (𝜇0, 𝛿, 𝛽). Thus, sub-profile (𝜇0, 𝛿) represents

the common “background effects” (shared among the various conditional scales),

the starting base-line 𝜇0 and the background profile 𝛿 ∶= (𝛿1,… , 𝛿l,… , 𝛿L) of the

latent level increments, respectively. Sub-profile 𝛽 represents the “crossed effects”

due to the interactions between social strata r ∶= 1,… ,R ∶= 5 and result levels

l ∶= 1,… , 4.

In attempting to norm the behavior of standard social agent A∗
on such a model,

a value-profile 𝛾

∗
is recursively searched, using the actual performance data y of A∗

given social conditions x as reported in data Table 1, such that the multi-dimensional

“residual from updating”

𝚫y;xT ∶= ∥ Vec ( E(𝛹 ∣ y, x; 𝛾, w) − E(𝛹 ∣ x; 𝛾, w) ) ∥
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Table 2 Recovered model-based table, about the normalized behavior of the standard agent

Normalized

standard agent

A∗

performance level (Y)

Status (X) I II III IV V

x1 13.594267 164.4959028 161.21639 10.10709 1.586352

x2 13.0176318 105.9409114 163.5118 25.05272 5.47693

x3 6.9416901 59.9375878 187.47076 38.14704 6.502919

x4 3.3570336 17.6207492 98.87564 31.31299 8.833582

x5 0.5863062 0.9039199 17.50527 9.04469 2.959813

is minimized at value-profile 𝛾
∗

(see also [5]). Here, E(𝛹 ∣ y, x; 𝛾,w) denotes the formal

predictive expectation of full parameter profile 𝛹 ∶= (𝜓1,… , 𝜓R) which is updated

by outcome y, whereas E(𝛹 ∣ x; 𝛾,w) is his non updated counterpart, over the design-

point x.

The rationale of this approach is based on a general “minimum information prin-

ciple” (e.g. see [3], [4]):

the less a prior representation of knowledge is updated by current data, having specified the

constraints in the model, the more intrinsically it already was accounted for by the intrinsic
information added by such data

Here, this principle is implemented on a pseudo-Bayesian setting (e.g. see [1]).

The computational process used iterated projections on a differential geometric man-

ifold (notes are reported below) up to an equilibrium configuration 𝛾

∗
is reached,

from the which the normalized ideal behavior is recovered, as reported in

Table 2. Generally, associated to the structured probabilistic model, the main geo-

metric manifold (as well also its geometric sub-manifolds, for a sketch see Fig. 1)

it is constructed to be regular in the differential geometric sense (an example to

tackle even non regular manifolds into a regular frame is provided in [5]), so that

his dimension coincides with the number of the free hyper-parameters (recursively

top-down, the dimension of any geometric regular sub-manifold coincides with the

number of the free sub-hyper-parameters which describe that sub-manifold), anal-

ogous to the generalized coordinates in the systems theoretical mechanics. Conse-

quently, derived parameters 𝜔
∗
|x = (𝜔∗

1|x,… , 𝜔

∗
L|x) can be calculated which will enter

index (3)–(4). For example on status x1, recalling the specific choices of example

(1), 𝜔
∗
|x1

= (0.007316, 0.1238, 0.4989, 0.3699).

In concluding, the aim here has been that of re-formatting the behavior of the

reference standard agent A∗
, normalized on the reference model conventionally

assumed by the stakeholder. However, incidentally, it could be formally noticed (see

[4] for details) that, provided that the standard agent is a real actual agent and that

the conventional model is actually right also (i.e. at least “adequate” to represent the

actual behavior), the method would be also consistent and efficient in a classic usual

sense.
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Fig. 1 Sketch: differential

geometric manifolds

3.1 Note on the Computational Process

Let 𝐏(𝛾,w) ∶=< 𝜕

𝜕(𝛾,w)
, [ 𝜕

𝜕(𝛾,w)
]t >−1 ⋅[ 𝜕

𝜕(𝛾,w)
] denote the coordinate projector of the

full variation𝚫y;xT(𝛾,w) upon the tangent space of the sub-manifold at p(𝛾,w). Here,

[ 𝜕

𝜕(𝛾,w)
] denotes the basic coordinate (row-)vector system, < . > the usual inner prod-

uct. The operator

(𝛾,w) ⟼ 𝐏(𝛾,w)[−1∕2𝚫y;x](𝛾,w)

is a vector field which yields a vector over the tangent space at coordinate-point

(𝛾,w). This vector field induces a dynamic over the coordinate space, which yields

the following iterative (dynamical) process:

(𝛾,w)(q+1) = (𝛾,w)(q) + 𝜌 ⋅ 𝐏((𝛾,w)(q))[−1∕2𝚫y;x](m,Σ)((𝛾,w)(q)).

Here,  represents some proper weighting system matrix, 𝜌 denotes the step-length.

Provided this process converges (due to the non-linearity, 𝜌 should be sufficiently

small to assure convergence), the convergence-point would satisfy the orthogonal

equation:

𝐏(𝛾,w)[−1∕2𝚫Y;x(𝛾,w)] = 0

The convergence-point would be a “constrained fixed point” (CFP, see [3, 4]) solu-

tions, by checking that progressively the process reduces distances.
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4 Results and Discussion

From an interdisciplinary methodological point of view, the results of this work

concern the proposal of a structured approach, driven by specifications of the

policy-maker/stakeholder of interest, in order to develop a wide class of indexes

for evaluating the “worthiness” of the performance of social agents, beyond a mere

economic perspective. Incidentally, various concepts have been re-formulated from

different disciplinary fields, attempting to make operative the meaning of the “wor-

thiness”, normalized on a reference setup for the standardization from the point of

view of the policy-maker/stakeholder of interest. It has been briefly showed as the

reference setup might also use sophisticated structured probabilistic models, in a no-

conventional pseudo-Bayesian modeling perspective, which could be geometrically

represented. Perhaps, a future advancing might consider links to the “systems the-

ory” and socio-cybernetics, in social-economics fields where complex social plan-

ning could be related to a network of goals.
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Financial Crises and Their Impacts:
Data Gaps and Innovation in Statistical
Production

Emanuele Baldacci

Abstract Financial crises damage output and social cohesion. Lack of timely and
accurate data makes it more difficult to assess risks’ build up. Information gaps can
also limit the ability to respond to crises. This calls for better data to monitor
economic and financial risks. Several measures taken by the international official
statistics community address information needs. These include efforts to fill the data
gaps, ensure policy relevance of key indicators, and measure the “unmeasured”
complex dimensions of economy and society. Harnessing new data sources and
promoting innovation in statistical production processes are key to improving
timeliness and adequacy of statistical information services. Nowcasting and pre-
dictive analytics can enhance the provision of early warnings about crises.

Keywords Financial crises ⋅ Modernisation of official statistics
Big data

1 Background

There have been many financial crises throughout history, from the United States
banking crash of 1929 to the recent global financial meltdown.

Although crises have differed across time in terms of their key triggers and
contagion mechanisms (e.g., from balance sheet crises and fiscal sustainability
shocks to financial sector risks), they have in common similar impacts. Typically,
these range from short-term damages to output growth and social cohesion, to the
long-term fall out on capital and labour markets [1]. Natural capital is also affected
by economic consequences of financial turmoil. Crises also cause structural changes
in economic agents’ behaviours, including on households’ consumption profiles,
labour market participation, labour demand and government policies. Under-
standing what causes financial crises and their effects is, therefore, critical to limit
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economic and social harm from these shocks and hamper loss of human, physical
and natural assets.

Lack of timely and accurate data makes it more difficult to send early warning
signals about financial risks’ build up, identify upcoming (micro-macro) economic
imbalances, and ultimately assess financial crises’ effects. Lessons from the recent
global crisis show that information gaps can take different shapes. These could
include lack of relevant data, non-availability of pertinent indicators and failure to
assess the extent of interdependencies across sectors and agents.

These needs call for official statistical production to better monitor economic and
financial risks; assessing risk interdependencies and links between micro and macro
dimensions; improving the communication and consumption channels of official
statistics; and ensuring cross-country comparability of data.

In response to the global crisis, the international statistical community has
undertaken several initiatives. These aim to address data needs and strengthen the
ability to assess crises’ risks and the economic and social implications of financial
turmoil. Actions include efforts to fill the data gaps, ensure policy relevance of key
indicators, and measuring the “unmeasured” in areas such as wellbeing, risk
dependencies, resilience, and sustainability.

Section 2 of this paper briefly discusses the transmission mechanisms and the
key impacts of financial crises on economic and social dimensions, reflecting key
findings arising from a rich and well-documented literature. Section 3 focuses on
the key statistical information gaps that emerged from the recent global crisis, both
in terms of the inability to assess risks accumulated over time and to predict their
consequences. Section 4 describes the initiatives undertaken by the international
statistical community to address data gaps and to innovate statistical production
processes in order to deliver better information services; it aims also at presenting
the European experience of the ESS Vision 2020 portfolio of projects to modernize
statistical production systems. In Sect. 5, the paper focuses in particular on the role
of new data sources to help strengthen the timeliness of statistics. This could
support early identification of crises’ risks and assess their implications. Section 6
indicates the next steps for research in this area.

2 Financial Crises Effects

Financial crises had disruptive effects on economic, social and environmental
indicators for many decades [3].

Crises have taken different shapes. During the 1970s, financial crises were
mostly triggered by excessive absorption of the domestic market from external
sources. In particular, these crises hit countries with strong dependencies from
imports for key raw materials and limited export competitiveness.

During the 1980s, several financial crises, which originated in the government
sector, hit the economies of Latin America and had widespread consequences in
other regions. These shocks arose from the excessive accumulation of public debt
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financed through international credits from the banking sector. Fiscal sustainability
issues led to debt repudiation, high inflation and sharp currency depreciations.

The financial crises of the 1990s hit mostly economies in Asia and Eastern
Europe. They stemmed from balance sheet vulnerabilities in the private sector, with
strong accumulation of external currency denominated debt. Currency and maturity
mismatches in corporate and banking sector balance sheets, led to sharp recessions
with large accumulation of public debt. This, in turn, slowed down the path to
economic and social recovery.

The most recent global financial crisis started in the United States financial
sector in 2007. At the beginning, it hit the housing sector, with an excessive credit
build up in the high-risk subprime mortgage sector. However, due to risk links
among sectors and instruments, it quickly became a banking crisis with severe
losses. This, in turn, transmitted sharp shock waves to the economic system through
credit crunch, hitting trade and investment and fostering risk aversion. The need for
the governments to step into limit economic damages and the fall in output affecting
revenue fostered an increase in public debt. The sovereign debt crisis then hit back
the economy, with higher interest rates and pro-cyclical fiscal policies.

Its long-term consequences are still visible today, as global economic growth
remains below pre-crisis levels, long-term and youth unemployment remain high in
several countries. At the same time, public debt has increased sharply both in
mature and emerging economies with scope for crowding out effects.

Damages produced by these crises are not limited to short-term sharp declines in
economic output, usually accompanied by worsening conditions in the labour
market and an increase in poverty incidence. Medium-term implications of financial
crises can be substantial. While output growth typically recovers after the end of
financial shocks, potential output levels and potential output growth are harmed by
the structural productivity decline. This is a consequence of the human and physical
capital destruction caused by the crisis.

Transient unemployment and poverty can easily become entrenched, leading to
higher structural poverty incidence and long-term unemployment spells. This, in
turn, can lead to underinvestment in human capital [9], which further affects pro-
ductivity and long-term output growth perspectives.

Negative implications of crises go, however, beyond economic and labour
market effects, spreading to other sectors of society. During crises, households
spending on preventive health can be compressed as a result of a fall in income,
with harmful consequences for population living conditions and stronger demand
on public services. The latter are typically under strain due to budget constraints and
may not be able to absorb increased demand.

Natural capital can also suffer from the economic fall out of financial crises. With
risk appetite in the financial industry severely curtailed by the economic shock,
investment in more risky environmental friendly production systems in manufac-
turing could fall. Public spending on environmental protection measures may also
be restrained by tight budget constraints.

Economic agents’ behaviours could also change in response to crises.
Risk-taking is reduced by lack of adequate supply of financial services and risk
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aversion by the financial industry. Households’ consumption models may also
change in response to the fall in income. This can lead to a reduction in assets,
postponement of childbearing decisions, and a structural reduction in savings
buffers.

Corporate behaviours also change in response to shocks with a variety of
impacts. Corporate investment tends to fall during crises, while a selection process
takes place in its aftermath. Companies that have adapted better to the opportunities
and risks emerging from the new economic and social environment have a higher
probability of surviving. The financial industry is typically massively affected by
these shocks, with a process of bank consolidation and risk segregation taking place
and tighter regulation being introduced. Risk taking by the banking sector and the
capital markets also tend to suffer at least in the short term, which leads to less
financing for innovation.

As briefly described above, socio-economic implications of financial crises can
be massive and widespread, affect the macro as well the micro level of the economy
and society, and lead to changes in behaviours by different agents. Understanding
the causes of financial crises is therefore important to assess their likelihood ex ante
and prevent the accumulation of excessive risks in the economy. Assessing the
transmission channels of financial crises is also important to understand their
impacts and the consequences on different sectors of economy and society.

3 Statistical Information Gaps

In the aftermath of the recent global crisis, statistical information gaps emerged in
several areas.

These gaps are critical, as they limit the ability of decision makers to have a
complete picture of the risks accumulated in the economic system before the crisis.
It They also cloud the understanding of the channels through which the shocks
propagate across sectors and regions. Key gaps were identified in the following four
areas.

First, balance sheet vulnerabilities were not sufficiently covered by the sta-
tistical information systems. In particular, data about maturity, currency, and
instruments mismatches both in the public and in the private sector were insufficient
to draw a full map of risks and their interdependencies. This is particularly the case
in financial systems where capital market intermediaries play a significant role,
along with the more traditional banking sector.

The second area where statistical information was found to be less than adequate
is the assessment of the underlying strength of the economy. Focus on headline
economic growth indicators, was providing misleading signals in cases where the
economic engine was heavily dependent from historically unprecedented perfor-
mances in some sectors (e.g., financial sector, housing investment, commodity
export). As economic trends in these sectors reverted to “normal” conditions and
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“super cycles” of commodity prices ended, headline output growth and other key
macroeconomic indicators started to signal a less than healthy condition.

Fiscal risks have also been underestimated before the crisis. The focus on
headline fiscal indicators, as opposed to cyclically adjusted targets, gave a sanguine
picture of government finance’s health, reflecting a higher-than-normal trend in
economic output and revenue. Public debt roll over risks were also masked by
high-risk appetite of financial markets, which compressed credit risk premiums on
sovereign papers.

Financial interdependencies was another area were data and analysis gaps
emerged. Risks spilled over from capital markets to the banking sector and hit
rapidly sovereigns in many of the economies that were affected by the global crisis.
Lack of full understanding of risk cross correlation across markets was in part
linked to insufficient analysis of risk patters and risk propagation. This is related, in
turn, to limited knowledge about the structure of credit markets and of the links
between financial sector and macroeconomic stability.

Finally, despite abundant statistical information on social statistics, assessment
of social disparities and their impact on households’ behaviour [4] was limited.
First, links between macroeconomic and microeconomic variables was weak.
Second, lack of comprehensive data hampered the understanding of the relation-
ships between income, consumption and wealth. Third, focus on consumption and
income dimensions of households well-being did not allow to capture the more
complex interdependencies in individuals’ responses to economic and social
shocks. Finally, the link between quality of life and environmental sustainability
was not established.

These data and analysis gaps reflected the limited availability of statistical
information systems, pertinent policy-oriented indicators, and sound conceptual
framework to inform decisions in the run up to crises and in their aftermath.

In order to respond to these challenges, several initiatives have been undertaken
by the international statistical community. These actions were complemented by
efforts from researchers to use better data in order to assess early warning signals of
crises and crises’ effects.

Efforts to address statistical information gaps have focused on three key areas:
dealing with data gaps; strengthening statistical indicators; work on more solid
statistical frameworks.

Several actions aimed to address data gaps. The G-20 Data Gap Initiative
focuses on making comparable data available across G-20 countries in areas that
have resulted particularly relevant in the context of financial crises assessment. The
initiative fosters better coordination among statistical producers of economic and
financial data. It strengthens the monitoring of risks in the financial sector at country
level through financial soundness indicators. It also provides more statistical
information on international network connections, including financial linkages and
cross-border financial flows. Finally, it includes information on vulnerability to
external shocks, through better balance sheet and flow of funds data and asset
prices. The key outcome of this initiative is a set of comparable Principle Global
Indicators (www.principalglobalindicators.org).
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Other initiatives to fill data gaps have led in Europe to more timely dissemi-
nation of key economic indicators, such as GDP [8] and the Harmonised Index of
Consumer Prices (HICP), through flash estimates based on coincident and leading
indicators. Efforts also focused on strengthening the information on asset prices, in
particular in the housing sector, and to enrich statistical information on households’
social conditions.

The international statistical community has also focused on developing indica-
tors for policy decisions. Recently, the United Nations endorsed the Sustainable
Development Goals, which are supposed to guide governments in designing and
implementing sound public policies, with holistic development targets in mind.

In Europe, the Macroeconomic Imbalance Procedure scoreboard identifies
imbalances in EU countries beyond the fiscal sustainability dimensions (http://ec.
europa.eu/economy_finance/economic_governance/macroeconomic_imbalance_
procedure/mip_scoreboard/index_en.htm). The scoreboard focuses on external
imbalances, including external position, competitiveness, export performance, and
internal imbalances (public and private debt, asset markets, financial sector liabil-
ities and unemployment) to complement indicators of fiscal health. During the
crisis, excessive debt and lack of external competitiveness were associated with
higher exposure to the risk of being hit by the shock and to suffer more deeply from
its consequences.

New indicators have also developed in the aftermath of the crisis to measure
progress towards structural reforms in key areas of the economy (e.g., Europe 2020
indicators). This reflects the fact that during the recent global crisis, economies with
stronger economic institutions and solid performance on structural reforms were
more able than others to withstand the effects of shocks.

Early warning indicators can also be helpful in signalling ex ante the risk of a
crisis (e.g., in the case of the growth at risk index used by the International
Monetary Fund) or to identify source of potential stress to the fiscal sector (e.g. the
fiscal stress index).

Finally, decision-oriented indicators have increasingly been adopted in policy-
making. For example, measures of the output gap complement information on
headline GDP growth to measure the underlying strength of the economy. Indi-
cators of structural unemployment are also used to supplement information about
labour market health not affected by cyclical patterns in the economy. These efforts
aim to limit the risk of underestimating the build-up of economic risks in periods of
rising asset prices or unprecedented growth in selected growth engines of the
economy. The use of these indicators can support decisions in terms of the right
macroeconomic policy stance in order to avoid pro-cyclicality.

One of the key lessons from the recent global crisis is that statistical systems
need to provide a better understanding of the links between macroeconomic trends
and individual behaviours, the distribution of income consumption and wealth, the
role of cash and in kind transfers across households and their consequences for
aggregate economic variables and social cohesion.

These information need to be conceptually linked to other quality of life vari-
ables, including well-being perception by individuals, as well as environmental
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sustainability (Fig. 1). Continuous efforts have been made in recent years to
strengthen the capacity of statistical organisations to disseminate information on
these integrated dimensions, based on a sound conceptual framework. The avail-
ability of better data to capture complex dimensions that go beyond GDP can
provide an additional source of knowledge to assess crises implications. It also
helps assess social cohesion vulnerabilities that could pose risks for economic and
financial stability.

4 Modernization of Official Statistics

In addition to addressing statistical information gaps, official statistics organisations
have undertaken significant steps to modernise production processes in recent years.

This is motivated by the need to harness technological progress and in particular,
the “data revolution”, achieve efficiency to lower budget costs and soften respon-
dents burden, and provide better statistical products and services to cater to users’
demands.

While innovation in statistical production processes is not directly linked to data
needs arising from the financial crisis, the ability of statistical organizations to
deliver timely, pertinent and accurate information in response to demands from
stakeholders requires a change in the way the statistical “factory” works. The
change in the statistical production engine that is required for this quality leap in
official statistics has four main components.

First, the raw materials used in the production process (i.e., the data sources) are
increasingly based on the reuse of existing information (e.g., administrative) rather
than its direct collection through surveys. This reflects high budget costs and
response burden of traditional surveys. Innovation in survey collection modes, with

Fig. 1 Beyond GDP: conceptual framework. Source Eurostat
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increasing use of computer-assisted data collection, can only in part respond to the
need to have more integrated data for statistical production.

Reliance on administrative sources, supplemented by direct data collection, leads
to the second major ongoing transformation in official statistics production: data
integration. Direct linkage of massive administrative data sets and statistical
matching among these sources and survey data, increases dramatically the infor-
mation sources for statistical production. It could also lower the time to market of
statistical products, from design to dissemination. Data integration should rely on
sound quality assessment to ensure that statistical outputs are comparable across
countries and fit for purpose in terms of accuracy.

Integrated data need to be processed through appropriate statistical methods. In
the multi-source environment of statistical production, model-based and
algorithm-based estimation methods are required [2]. Models are already used in
the production of official statistics in selected areas, such as the production of
statistics for small areas, seasonal adjustment and flash estimates of macroeconomic
variables. However, the change envisaged by the new “data factory” calls for a
more widespread use of models in statistical production, which in turn requires
good quality frameworks and methodological guidelines for model design, testing
and implementation.

The final component of this transformation is the dissemination of statistics.
Users are mostly driving this change on the characteristics of statistical outputs.
They request fast-changing, on-demand statistics, tailored to their needs. This
means that statistical organizations have to adjust the way they produce statistical
information, to be able to deliver statistics as a service, going beyond statistical
products.

Delivering services implies building platforms for data consumption, which are
interactive for users and guided by strong metadata systems that enable integration
of information into knowledge and storytelling (Fig. 2).

In the European Union, the European Statistical System (ESS) has endorsed a
transformation program based on the above principles. A portfolio of projects,
whose main purpose is more efficient and effective production of European
statistics, supports the ESS Vision 2020 (http://ec.europa.eu/eurostat/web/ess/
about-us/ess-vision-2020). This takes into account users’ needs and leveraging
technologies to innovate the way statistical information is produced (Fig. 3). The
key components of the portfolio are: (i) the use of multiple sources and methods to
process them in statistical production; (ii) the development of platforms and
applications for data processing, which rely on data reuse; (iii) new information
products and services on the corporate sector and intra-EU trade; (iv) new data
consumption and dissemination service for end users.
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5 Harnessing New Data Sources

Recent developments in information technologies led to an increase in the volume,
the frequency and the types of data, which can be accessed and potentially used for
statistical production.

Big data can be a significant source of supplemental information in official
statistics, helping measure concepts that are difficult to assess with traditional
sources and dramatically increasing the timeliness of statistics. Harnessing these
data sources is, however, not without challenges, as the lack of structure in the data

Fig. 2 A new statistical production architecture. Source Eurostat

Fig. 3 The ESS Vision 2020 implementation portfolio
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and limited knowledge of the data generating process could affect the quality of the
statistical estimates.

Notwithstanding the difficulties, big data are increasingly emerging as a key
component of the multi-source statistical production environment described above
(Fig. 4). Several pilots have been launched on the use of big data sources for the
production of official statistics. These include activities undertaken at national level
by statistical offices in collaboration with research centers and international activ-
ities. For example, in Europe the ESS Vision 2020 portfolio includes an important
project dedicated to using different big data sources to produce official statistics,
which are comparable across the European Union. The project is coordinated by
Eurostat with the participation of several national statistical offices. Similar inter-
national collaboration activities have been started under the umbrella of the United
Nations, including the establishment of a Global Working Group on big data for
statistics led by the United Nations Statistical Division (UNSD), and activities
carried out by the High Level Group on Modernization of Statistical Products and
Process led by the United Nations Economic Commission for Europe (UNECE).
These activities also entail the collaboration with a network of researchers and data
scientists.

The use of big data could be particularly important for addressing some of the
information gaps emerged during the recent financial crisis. In particular, new data
sources can be used as stand-alone data or supplement information provided by
traditional sources and models in two areas: (i) nowcasting and predictive analytics;
and (ii) risk spillovers assessment. Both areas are critical to develop early warning
systems to help detect risks’ build up and identify vulnerabilities leading to
potential shocks for the economy.

Big data have been used in several applications of nowcasting economic series.
Results, however, have been mixed. While there is evidence that indicators based
on web activity, for example, can improve the quality of unemployment, sales and
output predictions, these results are conditional on the quality of the models and the
indicators chosen. Also parameters’ stability tends to be an issue, with changes in
the underlying big data series affecting the predictive performance.

Fig. 4 Multi-source
statistical production. Source
Eurostat
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Recent empirical evidence based on studies carried out by Eurostat shows that
nowcasting models using big data as a source of supplementary information can
significantly outperform models based on traditional data sources. In particular, the
use of online search results to build statistical variables with coincident and leading
information about macroeconomic variables, such as inflation, retail sales growth
and unemployment, can help improve the quality of nowcasting and short-term
prediction models.

However, care should be taken in the choice of the appropriate statistical model.
Sparse regression models (such as LASSO) tend to work better for very large data
sets, but data reduction techniques (such as Partial Least Squares) are more helpful
with multiple indicators. In general, the findings of several experiments show that
dimensionality reduction methods improve nowcasting, but pooled models work
best [7]. A data driven strategy is therefore deemed to be the preferred approach,
which entails a model rotation based on forecasting performance at different
intervals.

Other areas of application of different big data sources seems equally promising
on the basis of initial experimental findings, resulting from work carried out at
Eurostat and in collaboration with the ESS partners. For example, webscraping data
on companies can be used to track the extent of factory less production and could
integrate statistical information on activities based on company establishment data.
Smart meters can help track real time electricity consumption and temporary vacant
dwellings, which could be inputs into nowcasting models for aggregate demand.
Automatic identification systems for ships can lead to estimates of trade flows on
the basis of vessel identification data, Finally, mobile phone data offer information
on individuals’ mobility and real time population.

Big data sources can also help explore the amount of risk dependencies and
spillovers, which are important dimensions of early warning systems, to help detect
crises’ occurrence. For example, credit risk premia have been used to assess the risk
correlations across regions, instruments and markets and can complement tradi-
tional space-state models that explore financial sector risk transmission [5].

Notwithstanding encouraging early results from ongoing pilots, the structural
use of big data in a multi-source production environment for official statistics
requires a comprehensive business plan [6]. The ESS has developed a big data
roadmap and action plan to help address the different dimensions underlying the use
of big data in official statistics beyond experiments and pilots. These include the
following priorities:

• secure high-quality data sources, which are accessible, relatively stable over
time and whose provenance is well documented;

• deal with data privacy and data confidentiality issues, based on existing data
protection regulations and statistical legislation;

• build adequate skills and partnerships both inside and outside the official
statistics community;
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• provide adequate computing platforms and related processing services that
enable the use of large streams of data;

• continue to invest in methodological and quality issues, related to the use of big
data in the context of a multi-source production environment.

6 Findings and Future Research Lines

Financial crises are costly for the economy and damaging for the social fabric, this
is why governments try to prevent their occurrence if possible and otherwise mit-
igate the impacts.

However, crises are complex to predict in the absence of solid early warning
systems. These should be based on comprehensive statistical information systems
and accurate analytical models, which take into account crises triggers and trans-
mission channels.

Data gaps have emerged as a key legacy of the recent global financial crisis,
which the international statistical community has been tackling by strengthening
statistical information on risks spillovers, wellbeing and inequality. New indicators
dashboards on vulnerabilities and statistical frameworks to assess quality of life and
environment complement these measures.

Addressing data gaps, although important, is not a unique answer to pressing
information and knowledge needs. Innovations in statistical production can further
help support the quest for data-driven policies, that allow lowering the risk of costly
crises in the future. This requires a change in the statistical “factory”, from data
collection to dissemination. It calls for a shorter time to market of statistical
products to respond to users’ needs and the development of statistical services
centred on data analytics.

The European Statistical System (ESS) has been at the forefront of these ini-
tiatives with the ESS Vision 2020 program, aiming at improving the statistical
production, by leveraging new data sources and methods to deliver better infor-
mation services.

The data revolution offers a new opportunity to address the pending challenges.
A large amount of new sources are available through digital processes. Harnessing
new data sources for the production of official statistics requires adequate methods
to ensure output quality. New statistical production processes based on multi-source
data mesh ups are also required and offer the opportunity to provide better and more
flexible data analytics services to stakeholders.

Data analysis techniques can be used to produce timely information and now-
casting of relevant indicators, thereby contributing to better understanding of crises
risks. Based on lessons learned from pilot results, the use of appropriate statistical
methods to process the data is critical. Models that use a combination of sources
that include non-traditional ones (big data), tend to outperform traditional models.
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However, information about data structures and properties is paramount to avoid
spurious causality errors and misspecifications. Strengthening economic and
financial statistical information system is critical to addressing knowledge gaps.
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European Welfare Systems in Official
Statistics: National and Local Levels

Alessandra Coli and Barbara Pacini

Abstract In the last decades, European welfare systems have undergone

continuous reforms in the light of financial pressures. Monitoring changes requires

to consider several dimensions of welfare systems, such as the composition of risks

and needs covered, the rules for accessing benefits or the type of social benefits

delivered. Finally, it is relevant to take into account the geographical area where

beneficiaries live, since in some countries local governments are assigned managing

and, sometimes, legislative competencies on social protection areas. This paper aims

at exploring official statistics on European welfare systems, by focusing on social

benefits. The objective is assessing if available statistics allow one to compare the

level and the kind of social benefits delivered across European countries both at

national and sub-national levels. We focus on the Italian case to provide some

examples.

Keywords Official statistics ⋅ Social protection systems ⋅ Local welfare

1 Introduction

In the last decades, European countries have undertaken innovation processes of their

welfare systems, essentially through a reshaping of the role of public actors along

with a reduction of financial resources.

Several aspects need to be considered to detect changes in welfare systems such

as the composition of risks and needs covered, the rules for accessing benefits or the

type of social benefits delivered. The level of decentralization of a welfare system

represents a further key dimension to be considered since, in some countries, local

governments are in charge of administrative and managerial responsibilities as well

as of legislative power or political control. For example, the Italian Constitution (art.

117 as amended in 2001) provides a list of matters on which State and Regions (Nuts
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2 level, [7]) have concurrent competencies. Among these, we find health protection,

education, and complementary and supplementary social security. Furthermore, in

several countries, municipalities play an important role in the field of social assis-

tence (disability, old age, poverty etc.). As a result, the place of residence may repre-

sent a crucial dimension to understand the actual kind of social protection received

by citizens.

The awareness of the importance of comprehensive, up to date, comparable and

accessible data on social protection has impelled international official statistics to

promote the stocktaking of existing social protection international data and indica-

tors. [3] describes the on-going process and presents a mapping of data and indi-

cators. These pertain to most of the above-mentioned dimensions of welfare sys-

tems, however neither decentralization nor the need of territorial data are mentioned

explicitly.

Here, we aim to examine information given by European official statistics on

social protection benefits both at national and local levels, and to investigate the

real comparability in terms of social domains, classifications adopted, aggregation

levels, timing and coverage. We discuss the coherence of data coming from different

data sources pointing out common features and main differences. As an example, we

use different sources to provide some empirical evidence on territorial disparities in

Europe and, particularly, in Italy.

The paper is structured as follows. Section 2 presents the definition of social

protection shared at international level and discusses social protection characteris-

tics, which should be taken into account to properly monitor changes of welfare sys-

tems in time. Section 3 describes available European official statistics on social ben-

efits whereas Sect. 4 points out their differences, similarities and main gaps. Some

descriptive analyses are provided on territorial disparities in the provision of social

protection benefits in Europe and in Italy. Section 5 illustrates conclusions.

2 Social Protection in Official Statistics: Main Concepts

A universally accepted definition of the scope of social protection does not exist.

Therefore, European official statisticians established a definition of social protection

considering the needs of both producers and users of statistics. Such definition was

proposed along with the development of Esspros (European system of integrated

social protection statistics), a framework created in the late 1970’s by Eurostat and

European Union member states to allow international comparison among adminis-

trative national data on social protection [5]. According to Esspros, social protection

is defined as encompassing “all interventions from public or private bodies directed

to relieve households and individuals of the burden of a defined set of risks and needs,

provided that there is neither a simultaneous reciprocal nor an individual arrange-

ment involved” [5, p. 9]. Furthermore, Esspros traces the boundaries of social protec-

tion domain, making a list of the risks/needs covered, namely: sickness/health care,

disability, old age, survivors, family/children, unemployment, housing and social
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exclusion. This means that only interventions falling within one of these areas can

be labelled as social protection activity. For years Esspros definition has represented

a yardstick in the field of social protection statistics.

Monitoring the evolution of welfare systems implies looking at changes of sev-

eral aspects of social protection. The literature on the identification and clustering

of welfare regimes has proposed a number of characteristics (dimensions) to be con-

sidered [4, 9, 10]. The type of actors delivering services, the composition of risks

and needs covered, the quota of people covered and the rules for accessing benefits

(e.g. whether they are means-tested or not) are among the most recurrent dimensions.

However, other aspects seem particularly relevant to characterize a welfare system

model, like the kind of economic transaction through which benefits are delivered:

monetary transfers (benefits in cash), direct provisions of goods and services (ben-

efits in kind) or tax breaks. Also, it is relevant to point out whether the funding of

social protection is public (general government contributions from taxes) or private

(social contributions from employers or from protected persons) and to identify the

institutional sector that pays benefits.

The level of decentralization of welfare system represents a further key dimen-

sion since in some countries local governments are assigned managing and, some-

times, legislative competencies on social protection areas. To explore this issue, it

is necessary to go beyond the examination of national legal systems, and consider

the actual implementation of constitutional provisions by decentralized entities [2].

Indeed, effects of local social policies can be assessed only analysing sub-national

data and indicators.

3 European Official Statistics on Social Protection Benefits

Four main data sources provide internationally comparable statistics on social pro-

tection expenditures and receipts: Esspros and National Accounts (NAs) by Euro-

stat, Socx (Social expenditure database) by Oecd and SSI (Social Security Inquiry)

by ILO.

The objective of SSI is mainly to address the lack of (comparable) social protec-

tion statistics outside the Oecd world (see ILO website). In this respect, the inquiry

adopts a systematic approach compatible with existing statistical frameworks for

Oecd countries. The SSI database mainly incorporates Esspros and Socx statistics

when dealing with social protections benefits of European countries. Esspros, in turn,

is a NAs satellite account [6]. Therefore, the four data sources share significant com-

mon concepts and supply statistics on common thematic areas.

National statistical offices disseminate also micro data on the supply and use of

social protection services. However, these statistics seldom permit sound compar-

isons among countries. Data are fragmented and often inconsistent, their availability

and quality vary across countries. This depends on the fact that social protection pro-

grammes are carried out by a multitude of actors (public, private or non-profit insti-

tutions) at different level of government (central, local) and a systematic and shared
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data gathering methodology is lacking. In the following subsections, we examine the

main data sources for the analysis and comparison of social benefits across European

countries.

3.1 National Accounts (NAs)

NAs record social protection expenditure under the “Social benefits category”.

According to the European System of Accounts (ESA 2010, [6]) “Social benefits are

transfers to households, in cash or in kind, intended to relieve them from the financial

burden of a number of risk or needs, made through collectively organized schemes,

or outside such schemes by General Government (GG) units and by Non-Profit Insti-

tutions Serving Households (NPISHs); they include payments from general govern-

ment to producers which individually benefit households and which are made in

the context of social risks or needs” (ESA 2010, 4.83). Risks or needs covered are

the following: sickness, invalidity/disability, occupational accident or disease, old

age, survivors, maternity, family, promotion of employment, unemployment, hous-

ing, education, general neediness (ESA 2010, 4.84). In particular, NAs distinguish

two categories: “Social benefits other than social transfers in kind” and “Social trans-

fers in kind”. The first covers social transfers benefiting households (retirement pen-

sions, unemployment allowances, family and maternity allowances, sick-leave per

diem allowances) and these are recorded in the Secondary distribution of income

account. The second includes expenditures of GG and NPISHs on the provisions of

various individual services (healthcare, education etc.) but also the reimbursement

of purchases of goods and services such as medical consultations and medicines,

as well as housing allowances; these transactions are recorded in the Redistribution

of income account. “Social benefits other than social transfers in kind” and “Social

transfers in kind” contribute to determine the amount of two significant NAs bal-

ancing items, namely “Disposable income” and “Adjusted disposable income”. Dis-

posable income equals gross primary income minus current monetary transfers paid

(e.g. taxes on income and wealth or social contributions), plus monetary transfers

received (among which social benefits in cash). Disposable income shows how much

can be consumed without running down assets or incurring liabilities. However, it is

worth reminding that Disposable income is not appropriate for comparing people’s

material well-being across countries with different welfare systems. In fact, depend-

ing on the type of social protection systems, a relevant share of social protection is

allocated through social transfers in kind. To face this problem, System of National

Accounts 1993 (SNA 93, United Nations [11]) introduced the Adjusted disposable

income, which is equal to Disposable income plus social transfers in kind.

NAs allow one to distinguish various typologies of social benefits. Particularly,

“Social benefits other than social transfers in kind” break down into three categories,

namely “Social insurance benefits in cash”, “Other social insurance benefits” and

“Social assistance benefits”. The first category includes benefits paid out by social
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security plans organized by government and by private pension plans in return for

prior contributions (ESA 20101, 4.103). The second refers to benefits payable by

employers in the contest of other employment social insurance schemes (ESA 20101,

4.104). The third category identifies benefits provided without any previous contri-

bution of beneficiaries (ESA 2010 4.105). Within “social transfers in kind”, NAs

distinguish individual goods and services provided directly to the beneficiaries by

non-market producers (i.e. by GG or NPISHs) from individual goods and services

provided directly by market produces on behalf of GG or NPISHs (ESA 2010, 4.109).

NAs classify the different kinds of social benefits according to the different types

of paying sectors, i.e. by institutional sectors and by the sub-sectors thereof (e.g. Pri-

vate/Public within Non-financial corporations or Central/Local governments within

General Government).

Finally, NAs supply two pieces of information concerning decentralization and

territorial data. The former concerns social benefits (namely “Social benefits other

than social transfers in kind” and “Social transfers in kind provided by market pro-

ducers”) paid by Local government; the latter is the distribution of “Social benefits

other than social transfers in kind” received by Households (HH), at Nuts 2 level.

3.2 The European System of Integrated Social Protection
Statistics (Esspros)

Esspros records the accounting of social protection schemes distinguishing receipts

(sources of financing) from expenditures (uses of financing). Two supplementary

modules contain statistical information on pensions’ beneficiaries and on net social

benefits [8].

Receipts are analysed according to the nature of the payment (general govern-

ment contributions, employers’ social contributions and contributions paid by pro-

tected people) as well as to the kind of paying institutional sector. Institutional sectors

correspond exactly to the NAs’ ones. Expenditures include social benefits but also

administration costs (costs charged to the scheme for its management and adminis-

tration) and other miscellaneous costs.

Social benefits are further analysed by function and by type. The function iden-

tifies the primary purpose for which social protection is provided [5, 109], i.e. the

risk or need covered. The type of benefit refers to the form in which the protection

is provided. In particular, Esspros distinguishes between benefits paid in cash (fur-

ther detailing between those paid at regular intervals or in the form of a lump sum)

and benefits in kind [5, 110–115]. Finally, Social benefits are broken down between

means-tested and non means-tested benefits. Means-tested benefits are conditional

on the beneficiary’s income and/or wealth falling below a specified level [5, 116,

117].
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Esspros database does not contain details at the local level. However, it allows

one to detect the part of social protection receipts coming from “State and local

government”.

3.3 Social Expenditure Database (Socx)

The Oecd database was developed in the 1990 s as a tool for monitoring trends in

aggregate social expenditure and analysing changes in its composition. Oecd defines

social expenditures as “the provision by public and private institutions of benefits

to, and financial contributions targeted at, households and individuals in order to

provide support during circumstances which adversely affect their welfare, provided

that the provision of the benefits and financial contributions constitutes neither a

direct payment for a particular good or service nor an individual contract or transfer”

[1, p. 90].

Oecd distinguishes nine social different policy areas, which only approximately

correspond to the risks/needs specified by NAs and Esspros: Old age, Survivors,

Incapacity-related benefits, Health, family, Active labour market programmes,

Unemployment, Housing, and Other social policy areas. Social expenditure com-

prises cash benefits, direct in-kind provision of goods and services (benefits in kind),

and tax breaks with social purposes.

Social benefits are classified as public when general government (central, state or

local governments, social security funds) controls the relevant financial flows. All

social benefits not provided by general government are considered private. Private

social benefits further break down into two sub-categories: mandatory private social

expenditure, which includes social support stipulated by legislation but operated

through the private sector (e.g. direct sickness benefits paid by employers); voluntary

private social expenditure, which includes benefits accruing from privately operated

programmes. Socx mainly incorporates Esspros data when dealing with European

countries, with the exception of health and active labour market programmes data,

which come from thematic Oecd databases.

Oecd publishes also an estimate of net social expenditure, which considers the

effects of tax systems on social protection. Broadly speaking, this happens through

direct taxation of benefit income, indirect taxation of consumption by benefit recipi-

ents and tax breaks for social purposes [1]. This effect can be considerable and vary

across countries.

3.4 EU Statistics on Income and Living Conditions (Eusilc)

Eusilc is the reference source for comparative statistics on income distribution and

social inclusion in the European Union. The reference population includes all pri-

vate households and their current members residing in the territory of the countries
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at the time of data collection. Eusilc collects information on social benefits received

by households and their members. Social benefits are defined (in accordance with

Esspros) as “current transfers received during the income reference period by house-

holds intended to relieve them from the financial burden of a number of risk or needs,

made through collectively organised schemes, or outside such schemes by govern-

ment units and NPISHs”. Areas covered are the following: unemployment benefits,

old-age benefits, survivor benefits, sickness benefits, disability benefits, and educa-

tion related allowances. Eusilc benefits do not cover benefits in kind, with the only

exception of housing benefits. Finally, Eurostat does not deliver estimates of benefits

by function based on Eusilc data, neither at the national nor at the sub-national level.

4 Combining Information from Different Data Sources

Differences among data sources are due to two main reasons. The first reason con-

cerns the different boundaries of the social domain, i.e. the distinction between social

spending and not-social spending. The second relates to the breakdown of social

expenditure among functions. NAs and Esspros have undoubtedly a more homo-

geneous base and comparable data although some differences are present. A major

difference is that NAs include education in the social domain while Esspros does not.

Furthermore, social benefits within Esspros cover both current and capital transfers

whereas the definition offered by NAs refers to current transfers only. Finally, NAs

in kind transfers also cover transfers, which do not have a social protection objective.

For example, they include expenditures on sport, cultural and recreational activities

[5, p. 65]. Esspros statistics undoubtedly provide a richer analysis of social protection

accounting than NAs. However, NAs have the advantage of directly linking changes

in social protection expenditure to changes in households disposable income. The

scope of Socx is arguably larger than that of NAs and Esspros. Socxs expenditure

also considers lost revenues due to tax breaks with social purposes [1, p. 110]. Fur-

thermore, differently from NAs and Esspros, Socx includes all spending on public

health or labour market programmes like investment in medical facilities, preventive

health initiatives or health education and training, not only expenditures that can

be “allocated” to individuals or families (individual consumptions). Like Esspros

and differently from NAs, Socx does not include education within the social domain

(except pre-primary education, which is recorded under the family policy area). All

Esspros social protection benefits are included in Socx with the only exception of

some expenditures for disability, sickness and unemployment that are directly taken

from thematic Oecd databases.

Table 1 attempts to give an overview of available information on social protection

benefits at the macro and micro level (limited to Eusilc).

The first column makes a list of main social benefits categorizations, which can

be detected in at least one of the analysed data sources. The following columns are

headed to the data sources described in Sect. 3.
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Table 1 Social benefits (paid or received) in EU official statistics

Social benefits

paid or received

NAs Esspros Socx Eusilc

By Needs/risk

covered

paid paid received

Means-tested/

Non-means tested

paid

Cash/in-kind paid paid paid

Public/private paid

Gross/net paid paid

By paying sector received received

By geographic

area

received received

By households’

typologies

received

Fig. 1 Gross social protection expenditure (% GDP) and Social benefits by function (shares), left

and right panel, respectively—Socx Esspros and NAs data—Italy 2011

Full cells indicate that the data source (column heading) contains the information

described in the row heading. Furthermore, the cell specifies whether social benefits

are recorded as received or paid transfers. We observe that, in some cases, more than

one data source gives the same kind of information. In the following, we present

some analysis on overlapped topics for Italy. Figure 1, left panel, shows gross social

protection expenditure in percentage of GDP from 2003 to 2014, computed on the

basis of NAs, Esspros or Socx data. NAs percentages are higher than Socx percent-

ages, which in turn overcome Esspros values. Net social expenditure shows similar

levels in Espross and Socx databases, about 25–26 points of GDP according to the

latest estimates. Figure 1 (right panel) compares Esspros and Socx data on gross

expenditures by type of risk/need covered.

Figure 2 compares cash benefits (left panel) and benefits in kind (right panel)

both expressed as percentages of GDP, stemming from Esspros, Socx and NAs data

sources. Percentages show some significant differences, however changes in time

show similar patterns.

Our exploring of available official statistics on social benefits has shown a general

shortage of data for measuring the level of decentralization of a welfare
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Fig. 2 Cash benefits, and Benefits in kind (% GDP), left and right panel, respectively—Socx

Esspross and NAs data—Italy, years 2003–2011
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Fig. 3 Share of Households disposable income covered by cash benefits by regions (Nuts 2), in a

selection of European countries—NAs data, year 2013

system. Figure 3 shows disparities among a selection of European countries, based

on the only indicator available, namely the amount of cash benefits received by

households, by region (see Sect. 3.1). In particular, the figure shows the share of

disposable income covered by cash benefits in each region (dot) of each country.

National statistical offices disseminate statistics on local social protection activ-

ity. Istat, for example, regularly carries out a survey on municipal social protection

expenditure, which gives an interesting insight into the heterogeneity of social expen-

diture distribution on the Italian territory. Figure 4 shows how municipalities of each

region share differently their resources among family, old age and disability func-

tions. From an in depth analysis, which is not the focus of the present paper and it

is not reported here due to space constraints, we can state that disparities in social

protection provision generally do not agree with the local population needs and the

specific demographic dynamics (see, for example [12]).
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Fig. 4 Municipal social

expenditure by function and

region (Nuts2)—Italy, 2012

5 Concluding Remarks

The main objective of this study was to map comparable official statistics on social

protection benefits at national and local levels for European countries. To this end,

we explored Eurostat and Oecd main data sources on social protection accounting

to provide a complete picture of data and indicators theoretically available, point-

ing out differences and matches among the different data sources. According to our

analysis, European welfare states can be compared only at the country level and not

at the local level, at least for what concerns the financial aspects. The distribution of

cash benefits by region (Nuts 2) from National Accounts represents the only official

data on social protection benefits delivered at the local level. Furthermore, currently

disseminated Eusilc micro data allow one to estimate cash benefits only for large

geographical areas (Nuts 1). National statistical offices supply more information on

social protection at the local level. For example, Istat for example disseminates data

and indicators on municipal social protection expenditures at the province level. The

analysis shown in Sect. 4 shows significant territorial disparities. Further research is

required to understand whether these disparities are the successful responsiveness of

local governments to the specific needs of local populations, or, conversely, a sign

of inequity and territorial injustice.
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Financial Variables Analysis
by Inequality Decomposition

Michele Costa

Abstract This paper illustrates the use of the methods related to inequality decom-

position for the analysis of financial variables. By means of the overlapping com-

ponent and of the inequality between it is possible to detect and to assess the main

factors determining the cross section assets variability.

Keywords Inequality decomposition ⋅ Financial variables ⋅ Gini index

1 Introduction

Advantages of inequality measurement for the analysis of financial variables have

been only partially exploited. Literature on the methods for inequality measurement

explores many different aspects, it addresses the relation with the measurement of

risk [1], but it does not exhaust all topics related to financial variables. Our first aim

is to stress the usefulness of inequality measurement for the analysis of financial

variables and, in order to support our point, we propose three main motivations.

First, we recall that the focus of inequality indexes is represented by the tails

of the distribution, concerning, on the left side, the poverty measurement, and, on

the right side, the inequality issues. Also in assets returns analysis, the tails play

naturally a key role, with the debate on risk measurement focused on the left side

of the distribution. Methods and tools for poverty analysis could, therefore, provide

interesting insights on risk evaluation.

A second property of inequality indexes which could be helpful in assets returns

analysis, refers to the degree of asymmetry of the distribution. In the inequality

measurement, the presence of asymmetry precludes the use of the standard statis-

tical methods, based on the normality assumption, and requires specific indicators,

such as the Gini index. Also asset returns can exhibit relevant levels of asymme-

try, particularly during financial crises, or speculative bubbles. When assets returns
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distribution departs from the Gaussian, and shows an asymmetric form, inequality

methods provide a natural solution for financial studies.

The third aspect of inequality measurement of interest for the analysis of finan-

cial variables refers to the decomposition by subgroups of total inequality. Inequal-

ity decomposition allows to detect the factors underlying the inequality, that is, the

factors determining the global result. Following a similar pattern, by dividing asset

returns into subgroups, inequality decomposition allows to detect which character-

istics (such as risk level, firm size, business sector, etc.) are most relevant into assets

cross section variability.

Focusing on the relevance of this last point, our purpose is to exploit the

advantages of the methods for inequality decomposition into the analysis of finan-

cial variables. To the best of our knowledge, this work is the first attempt to analyze

financial variables by means of inequality decomposition. We contribute to the lit-

erature on inequality measurement by adding the analysis of financial variables as a

new dimension of interest. We also contribute to the analysis of financial variables

by introducing inequality decomposition as a non parametric method for detecting

the main determinants of assets cross section variability.

2 Inequality Decomposition and Financial Variables

Inequality analysis starts from a set of n observations on some variable of interest

Y (such as income, consumption or wealth), which can be disaggregated into k sub-

groups. For a population disaggregated into k subgroups of size nj, with
∑k

j=0 nj = n,

one of the most important inequality measure, the Gini index, can be expressed as

G = 1
nȳ2

k∑

j=1

k∑

h=1

nj∑

i=1

nh∑

r=1
|yji − yhr| (1)

where ȳ is the arithmetic mean of Y in the overall population, yji is the value of Y
in the i-th unit of the j-th subgroup and, accordingly, yhr is the value of Y in the r-th
unit of the h-th subgroup. For a detailed analysis of G see, e.g., [2, 3].

Moving from the traditional inequality analysis to the study of financial variables,

the n observed units (which usually can be individuals, households, regions or also

countries) become n listed companies, while the variable of interest is the mean asset

return of these companies.

Within inequality analyses, equidistribution represents the situation where each

unit possesses the same quantity of Y , while we have maximum concentration when

n − 1 units have 0 and only one unit possesses the total amount of Y . In the case

of financial variables, we get equidistribution if all companies have the same return.

Conversely, maximum concentration corresponds to the case where n − 1 companies

have zero return and only one company gets the total return.
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One of the main goals of inequality analyses refers to inequality decomposition

(see, e.g., [4–7] )which allows to research the sources of inequality, that is the rele-

vant determinants of poverty condition. In the framework of financial variables, we

can use the same methods in order to identify the characteristics able to explain the

assets cross section variability.

Among the many methods, which allow to decompose the Gini index, we use the

decomposition proposed by Dagum [8], where the differences |yji − yhr| in (1) are

assigned to Gw, the component of inequality within subgroups, when j = h, to Gb,

the component of inequality between subgroups, when j ≠ h, ȳj ≥ ȳh, yji ≥ yhr, and

toGt, the component of overlapping, when j ≠ h, ȳj ≥ ȳh, yji < yhr . Globally we have

G = Gw + Gb + Gt.

Gw evaluates the contribution to total inequality related to the variability existing

within the k subgroups, while (Gb + Gt) captures the contribution to total inequal-

ity related to the differences among the k subgroups. An important feature of the

Dagum’s decomposition is to explicitly consider the role of overlapping units, thus

allowing to separately evaluate the contribution to total inequality related to the over-

lapping between the subgroups. For a detailed description of the Dagum’s decom-

position see [8–10].

Overlapping subgroups play a relevant role in inequality decomposition (see, e.g.,

[11–14]). High levels of overlapping indicate that the factor used to obtain the sub-

groups only slightly contributes to total inequality. Conversely, low levels of over-

lapping suggest a stronger contribution. Overlapping can be extremely helpful also

in portfolio analysis, since it allows to detect assets with particular characteristics.

It could be the case, for instance, of assets with low standard deviation, but with

high mean return. Furthermore, high levels of inequality between subgroups indi-

cate strong differences between subgroups, thus stressing the relevance of the factor

used to get the subgroups.

It is possible to analyse over time the contribution of Gb and Gt by means of the

ratios Gb∕G and Gt∕G. Together with inequality between subgroups, overlapping

analysis provides straightforward information on inequality structure.

3 A Case Study

In order to illustrate the usefulness of inequality methods for the analysis of finan-

cial variables, we propose a case study related to the 30 companies belonging to the

Dow Jones index. By analyzing monthly data from 1990 to 2015, observations are

represented by the mean returns calculated over a 12-months period. Figure 7 illus-

trates, for example, the frequency distribution of the mean returns of the 30 Dow

Jones companies for the interval Jan–Dec 2015.

The observed data depicted in Fig. 1 represent an intermediate situation between

the two extreme cases corresponding, respectively, to absence of variability or

equidistribution (all companies have the same return, see Fig. 2) and to maximum
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Fig. 1 Frequency

distribution of the mean

returns of the 30 Dow Jones

companies, observed data

Jan–Dec 2015

Fig. 2 Frequency

distribution of the mean

returns of the 30 Dow Jones

companies, scenario of

equidistribution

Fig. 3 Frequency

distribution of the mean

returns of the 30 Dow Jones

companies, scenario of

maximum concentration

variability or maximum concentration (n − 1 companies have 0 return and only one

company gets the total return, see Fig. 3).

Our purpose is to analyze the variability existing within the observed data by dis-

aggregating the n observations into k subgroups and by evaluating the contribution

to total inequality given by the three components Gw, Gb and Gt.

In the following k = 2 subgroups are selected on the basis of low/high standard

deviation calculated on the same 12-months period used to obtain the mean returns.

Figure 4 depicts, for the interval Jan–Dec 2015, the frequency distribution of the 2
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Fig. 4 Frequency

distribution of the mean

returns of the 30 Dow Jones

companies classified into

low/high volatility

subgroups, observed data

Jan–Dec 2015

Fig. 5 Frequency

distribution of the mean

returns of the 30 Dow Jones

companies, classified into

low/high volatility

subgroups, scenario of no

overlapping

Fig. 6 Frequency

distribution of the mean

returns of the 30 Dow Jones

companies, classified into

low/high volatility

subgroups, scenario of

perfect overlapping

subgroups constituted by the 30 mean returns classified according to low/high level

of standard deviation.

Observed data illustrated in Fig. 4 still represent an intermediate situation between

two extreme cases: real data show a partial degree of overlapping between the two

subgroups, that is neither absence of overlapping nor complete overlapping.

The case of non-overlapping subgroups is illustrated in Fig. 5, where the two sub-

groups are completely separate. Conversely, Fig. 6 depicts the opposite case, where

the two subgroups are perfectly overlapping.
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Fig. 7 Results of the

decomposition of the Gini

index: ratio Gb∕G from 1990

to 2015 for the 30 Dow Jones

companies mean returns

divided into log/high

volatility subgroups

By referring to standard portfolio theory, it is immediate to associate the case of

no overlapping illustrated in Fig. 5 to the mean-variance analysis, where low (high)

standard deviation implies low (high) mean return. Absence of overlapping suggests

that the variability of the mean returns is strongly affected by the standard deviation.

On the contrary, complete overlapping depicted in Fig. 6 indicates the absence of a

relation between standard deviation and mean return.

The Gini index decomposition calculated on the 30 mean returns of our example,

(Jan–Dec 2015), disaggregated into the 2 subgroups low/high standard deviation,

yields Gw∕G = 0.50, Gb∕G = 0.29, Gt∕G = 0.21, thus indicating an intermediate

degree of importance for overlapping and inequality between components.

By repeating the same procedure for all 12-months periods within the interval

1990–2015, we obtain a series of 301 Gini indexes which can be decomposed in

order to analyze the variability existing among the mean returns.

Our main results are represented by the ratiosGb∕G andGt∕G, illustrated in Fig. 7

and in Fig. 8, respectively. High levels of Gb∕G indicate that the risk (measured by

standard deviation) strongly affects the mean returns, while high levels of Gt∕G sug-

gest a low influence of standard deviation on mean return. The analysis of Figs. 7

and 8 provides striaghtforward and useful information, since it allows to assess how

the importance of risk evolves over time. For example, by comparing 2014 to 2015,

it is possible to detect a decrease of Gb∕G, which implies a weaker effect of stan-

dard deviation on mean return, and an increase of Gt∕G, which also suggests a lower

influence of standard deviation on mean return. Therefore, from 2014 to 2015 our

results indicate an important change into the relation between standard deviation and

mean return.

As for the standard deviation, the ratios Gb∕G and Gt∕G allow to evaluate the role

of any other possible determinant of the assets cross section variability. By adding to

the analysis more inequality factors and by comparing the related results, inequality

decomposition is able to provide a relevant and complete information set on financial

variables behaviour.
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Fig. 8 Results of the

decomposition of the Gini

index: ratio Gt∕G from 1990

to 2015 for the 30 Dow Jones

companies mean returns

divided into log/high

volatility subgroups

4 Conclusion

The paper introduces inequality decomposition as a method for the analysis of finan-

cial variables.

The inequality between subgroups, together with the overlapping component, pro-

vides powerful insights on the main determinants of total inequality. In the frame-

work of financial variables, they allow to detect the main factors explaining assets

cross section variability. By means of the ratios Gb∕G and Gt∕G, it is also possible

to assess the importance of the relevant factors and to evaluate their evolution over

time.

To the extent of our knowledge, inequality decomposition is still unapplied in

financial variables analysis and we believe that the method developed in the paper

can be successfully applied to different research areas in the field of financial markets.
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A Novel Perspective in the Analysis
of Sustainability, Inclusion
and Smartness of Growth Through
Europe 2020 Indicators

Elena Grimaccia and Tommaso Rondinella

Abstract The comparison of different territorial areas according to multiple factors
raises the challenge of representing synthetically the complexity of multidimen-
sional phenomena, such as the targets of growth promoted by the Europe 2020
strategy. We considered data for 10 years in order to highlight the evolution of the
similarities and dissimilarities of the 28 European countries in the whole period.
The analysis is centred on a technique which combines cluster analysis with the use
of a composite indicator, thus permitting to identify Countries both according to
their structural characteristics and to their overall performance. We also look at
convergence processes among countries and link our results to GDP growth to
better qualify countries patterns of development.

Keywords Complexity ⋅ Composite indicators ⋅ Cluster analysis
Europe 2020 indicators

1 Introduction

In 2010, with the expiration of the Lisbon Strategy for Growth and Jobs, the
governments of the European Union launched the Europe 2020 initiative [1], a set
of guidelines of action in order to fix mid-term political economy targets which
extended economic growth to a few aspects which should characterize the European
model: namely smartness, sustainability and inclusion. The broad policy objectives
have been declined in quantitative and measurable targets, making governments
“accountable” to the citizens and to the Commission. The targets are measured by
eight headline indicators, concerning research and innovation, employment,
education, poverty, climate change, renewable sources and energy efficiency.
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These guidelines aim at increasing European competitiveness maintaining a social
market economy and improving resource efficiency.

The comparison of different territorial areas according to multiple factors raises
the challenge of representing synthetically the complexity of multidimensional
phenomena. In particular, when comparing different areas (Countries in our specific
case), the attention can be either on the performance shown by Countries, usually
evaluated through rankings, or on the structural models which characterize different
compositions of the various elements.

We present here a technique which combines cluster analysis with the use of a
composite indicator, thus permitting to identify Countries both according to their
structural characteristics and to their overall performance. The combined use of
Cluster analysis and composite indicators allows us to represent the level of pro-
gress combined with the different patterns of growth which characterise different
groups of countries. We considered data for ten years, before and after the eco-
nomic crisis, in order to highlight the evolution of the similarities and dissimilarities
of the 28 European countries in the considered period.

Finally, the building of composite indicators for the monitoring of sustainability,
smartness, and inclusion, as well as for the overall initiative, describes the growth
model of European countries according to different characterizations, looking at the
association of Europe 2020 indicators with GDP growth paths. In this way, we are
able to see which countries chose a smart, inclusive and/or sustainable growth, and
which have not.

2 Conceptual Framework: The Europe 2020 Strategy

In June 2010, the European Council adopted the “Europe 2020 Strategy”, put
forward by the European Commission [1]. It defines three priorities for growth in
the European countries:

• Smart growth: developing an economy based on knowledge and innovation;
• Inclusive growth: fostering a high employment economy, delivering social and

territorial cohesion.
• Sustainable growth: promoting a more resources efficient, greener and more

competitive economy.

The broad policy objectives (smartness, inclusiveness and sustainability) were
declined in measurable, and thus well-defined, numerical targets, making govern-
ments “accountable” to the citizens and to the Commission.

Targets have been fixed for each country and indicator and the monitoring
system is foreseen within the European Semester of economic policy coordination.
This implies that Government must not only monitor the dynamic of the indicators
but have also to make explicit the measures for achieving the goals [1].
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“Smart growth” is measured by the proportion of Early leavers from education
and training, and should be under 10%; the quote of persons (25–34 years old) with
Tertiary educational attainment should be at least 40%, and the percentage of Gross
domestic expenditure on research and development (R&D) on GDP should reach
3% in the EU as a whole.

“Inclusive growth” is measured by the Employment rate, with a target of 75% of
the population aged 20–64 should be employed and the number of People at risk of
poverty or social exclusion should decrease by 20 million from 2008 in total in EU.

“Sustainable growth” is measured by the Greenhouse gas emissions should be
reduced by 20% compared to 1990, the Share of renewable energy sources in final
energy consumption, to be increased to 20%, and the Energy efficiency should be
improved by 20%.

Europe 2020 is the most advanced institutionalization of a multidimensional set
of progress indicators. It is perhaps not a complete set of indicators for the eval-
uation of the progress of societies-literature shows that the choice of domains and
indicators is usually much broader-, but it is the formal realization of European
institutions that GDP cannot be the only target indicator, and that growth mea-
surement has to be equipped with quality measures that take into account equity and
sustainability. Not by chance Europe 2020 indicators have been included in the
European “GDP and beyond” initiative [3] and present the methodological and
accessibility characteristics, such as simplicity and reliability, needed to monitoring
societal well-being. The initiative has also the merit of being based on a reduced
number of goals and indicators fostering its transparency and intelligibility. The
indicators come out from a political debate within the European Council, thus
granting a certain political legitimacy, targets have been fixed for each country and
indicator and the monitoring system is foreseen within the European Semester of
economic policy coordination. This implies that Government must not only monitor
the dynamic of the indicators but have also to make explicit the measures for
achieving the goals.

Nevertheless, the strategy cannot represent a whole success story, since does not
seem to really represent the priority for Europe and European Government and
citizens. Maybe due to the tough economic and financial crisis, the attention has
actually shifted towards the monitoring of the “macroeconomic imbalances” [2]
which is the framework that member countries are actually asked to follow. There is
no broad agreement over the relevance of the indicators for Europe 2020. An
agenda for “smart, inclusive and sustainable growth” is not necessarily one for
progress, well-being or sustainable development, but certainly it is a “beyond GDP
one”. Maybe its full legitimacy is invalidated by the lack of a public debate to
support its definition, the strategy it is not sufficiently influential [8, 9].
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3 Convergence Across Countries: Empirical Evidence

All “smartness” indicators show an overall improvement over time and a contin-
uous process of convergence measured by the Coefficient of variation (CV).1 In the
considered period, EU Member States performance became more similar, for what
concern education and research.

Regarding Inclusion indicators, the number of People at risk of poverty or social
exclusion (RPSE) converges over time even if the indicator strongly worsen
through the crisis. The convergence process is due to the rapid fall of poverty in
Bulgaria, Romania, Latvia, Poland and Lithuania between 2005 and 2008.

Employment rate is a much more uniform indicator across countries, showing a
very low value of the CV, yet after the burst of the crisis it rapidly increased from
7.9 to 9.4% because of the drop in rates in Croatia, Bulgaria, Greece and Spain, and
the recovery in Sweden where it reaches nearly 80%.

Environmental indicators show different trends: since 2008 GHG decreased by
9% in the UE28, following very diverse patterns between +2.9% in Malta and
−18.6 in Denmark. Yet the CV did not change significantly.

The share of renewable sources on energy consumption increased in all coun-
tries. The overall effect is a progressive and intense convergence among European
countries.

Energy consumption per capita has been reduced through the years from 3.5 to
3.1 TOEpc since 2004 in the EU28. Yet some convergence appears especially in the
first years of the period thanks to the reduction in Luxemburg, Sweden and Belgium.

Overall, the 28 Countries show a general process of convergence over time in
the indicators, in particular those regarding education and research, risk of poverty
and use of renewable sources (Table 1).

4 Cluster Analysis

We have applied a cluster analysis to the 28 EU Member States, with the aim to
identify the groups of Countries with similar performance with regard to the eight
Europe 2020 Indicators. We used a Hierarchical clustering. As measure of dis-
similarity, we chose an Euclidean distance and the linkage criterion used was the
decrease in variance for the cluster being merged (Ward’s criterion), because it gave
the best results and it is the most common in the literature.2

1The ratio of the standard deviation to the mean, a standardized measure of dispersion.
2In Ward’s minimum-variance method, the distance between two clusters is the ANOVA sum of
squares between the two clusters added up over all the variables. At each generation, the
within-cluster sum of squares is minimized over all partitions obtainable by merging two clusters
from the previous generation Ward’s method joins clusters to maximize the likelihood at each level
of the hierarchy [6].
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The analysis of the eight indicators in each group permitted to identify their most
relevant characteristics. In general, more homogenous groups form at an earlier
stage and are better characterized, while those with higher internal dissimilarity
present less defined communalities (Fig. 1).

Table 1 Convergence of Europe 2020 indicators (coefficient of variation and percentage change)
—2004–2013

2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2013–2004

School leave 0,63 0,59 0,59 0,59 0,57 0,57 0,54 0,51 0,48 0,48 −0,16
Tertiary
enrolment

0,37 0,37 0,37 0,35 0,33 0,32 0,30 0,28 0,28 0,25 −0,12

R&D 0,67 0,66 0,64 0,62 0,63 0,63 0,60 0,58 0,56 0,56 −0,11
Employment 0,09 0,08 0,08 0,08 0,08 0,08 0,08 0,09 0,09 0,10 0,01

Risk of
poverty

0,45 0,44 0,42 0,41 0,33 0,34 0,34 0,33 0,33 0,32 −0,13

Greenhouse
gasses

0,32 0,33 0,32 0,32 0,32 0,35 0,32 0,32 0,33 0,33 0,02

Renewables 0,89 0,88 0,87 0,83 0,81 0,77 0,73 0,72 0,69 0,66 −0,23
Energy
efficiency

0,48 0,47 0,46 0,45 0,44 0,43 0,46 0,45 0,44 0,45 −0,04

Source Authors’ elaboration on Eurostat data

Austria
Slovenia

Greece
Ireland

Portugal
Spain

Cyprus
Malta

Belgium
France

United Kingdom
Germany

Poland
Luxembourg
Netherlands

Denmark
Finland

Sweden
Bulgaria

Romania
Estonia

Latvia
Lithuania

Croatia
Italy

Czech Republic
Slovakia
Hungary

0 50 100 150 200 250
L2 dissimilarity measure

Fig. 1 Dendrogram for 2012 cluster analysis on Europe 2020 indicators (Ward method,
Euclidean distance)
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The first group to form has been the “Nordic Countries” (Sweden, Finland and
Denmark), that present the highest level of education in the population and research
expenditure (smartness), the highest level of employment and lowest of poverty
(inclusion), and the best performance in terms of environmental sustainability. The
group of Central Europe Countries is characterised by a high level of Research and
Development expenditure, good performance of the education system, a good level
of employment and inclusion, but a moderate level of emission.

Mediterranean Countries present a more problematic situation, with lower levels
of education in the population, low level of expenditure in R&D, quite low
employment and problems of inclusion. Austria and Slovenia present a peculiar
pattern, being part of the first group most of the time, but with worse performance in
tertiary education and GHG emission, and also less school drop-outs.

The Eastern Europe Group presents good levels of performance in the smartness
sub group of indicators but a lower level of inclusion and, mostly, they can be
identified by a lower attention on energy saving.

The group of Baltic Republic together with Romania and Bulgaria presents a low
percentage of R&D expenditure, a high level of poverty but a good performance on
sustainability, with low emissions and high percentage of the use of renewable
sources.

We repeated the analysis for each year between 2004 and 2013 and have
identified seven groups of Countries every year, fixing a value of 55 for the dis-
similarity measure (Fig. 2).

2004 2005 2006 2007 2008 2009 2010 2011 2012 2013
Finland 1 1 1 1 1 1 1 1 1 1 Finland 1
Sweden 1 1 1 1 1 1 1 1 1 1 Sweden 1
Denmark 2 1 1 1 1 1 1 1 1 1 Denmark 1
Austria 1 4 4 1 4 1 1 1 6 1 Austria 4
Slovenia 1 4 4 1 4 1 1 1 6 6 Slovenia 4
France 2 2 2 2 2 2 2 2 2 4 France 2
Belgium 2 2 2 2 2 2 2 2 2 2 Belgium 2
Netherlands 2 2 2 2 2 2 2 2 2 2 Netherlands 2
Luxembourg 2 2 2 2 2 2 2 2 2 2 Luxembourg 2
UK 2 2 3 2 2 2 3 3 2 3 UK 4
Germany 2 2 3 3 3 2 3 3 2 2 Germany 4
Poland 3 3 3 3 3 2 3 2 2 4 Poland 4
Czech Rep 3 3 3 3 3 3 3 3 3 3 Czech Rep 3
Hungary 3 3 3 3 3 3 3 3 3 3 Hungary 3
Slovakia 3 3 3 3 3 3 3 3 3 3 Slovakia 3
Croa a 3 3 4 3 3 2 3 6 3 4 Croa a 4
Italy 4 4 4 3 4 2 6 6 3 4 Italy 4
Greece 4 4 4 4 4 6 6 6 6 6 Greece 6
Ireland 4 4 4 4 4 6 2 2 6 6 Ireland 6
Portugal 6 6 6 4 6 6 6 6 6 6 Portugal 6
Spain 6 6 6 6 6 6 6 6 6 6 Spain 6
Cyprus 6 6 6 6 6 7 7 7 7 7 Cyprus 7
Malta 6 6 6 6 6 7 7 7 7 7 Malta 7
Estonia 5 5 5 5 5 5 5 5 5 5 Estonia 5
Latvia 5 5 5 5 5 5 5 5 5 5 Latvia 5
Lithuania 5 5 5 5 5 5 5 5 5 5,5 Lithuania 5
Bulgaria 5,5 5,5 5,5 5,5 5,5 5,5 5,5 5,5 5,5 5,5 Bulgaria 5,5
Romania 5,5 5,5 5,5 5,5 5,5 5,5 5,5 5,5 5,5 5,5 Romania 5,5

Note: 1 2 3 4 6 7 5 5,5

Nordic
France
Benelux

Central
Europe Other

Mediterr
anean MT+CY Bal c RO+BG

General

Fig. 2 Groups of cluster analysis on Europe 2020 indicators (cut L2 = 55), years 2004–2013
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Through the years, the analysis presents quite stable results in the identification
of groups. In the “Nordic Countries” group, Finland, Sweden and Denmark are
present for the whole period. We can say that the best performing countries present
also a stability in the Europe 2020 indicators trough the economic crisis. The
“Central Europe” group is formed by Czech Republic, Slovakia and Hungary for
the whole decade, with Poland before the crisis. The Mediterranean Countries
group presents a different composition before and after the crisis, because Cyprus
and Malta constitute a different group after 2008, but they still present quite high
level of similarity, and similar values of the Europe 2020 indicators. The last two
clearly identified clusters are those of Baltic countries and Romania and Bulgaria.
They are all characterized by very low GHG emissions and large use of renewable
sources. Moreover (with the exception of Estonia), they also present low R&D
expenditure and high levels of poverty. Within this picture, Romania and Bulgaria
can be grouped separately for the much worse results of smartness and inclusive-
ness indicators.

5 Composite Indicators

In order to assess the performance of Member States according to Europe 2020’s
indicators we opted for the building of a composite indicator for each one of the
three dimensions (inclusiveness, smartness and sustainability) as well as for the
overall initiative.

The methodology we adopted is inspired by the work done by Mazziotta and
Pareto within the BES initiative [4] for building a composite index able to maintain
comparability both in space and time. Most standardization techniques [7] allow
comparisons between units (countries) but since the standardization reference is
changing every year, the comparison over time shows only relative changes with
respect to other units. The Mazziotta-Pareto method, a min-max based on an initial
reference value, is able to monitor also time trends as a typical based index.

Differently to the MPI [5] we opted for perfect substitutability among indicators
for using a more transparent measure and therefore we have not applied their
correction based on the internal variability in one country’s indicators.3 Using this

3The standardization is expressed as:

rij =
xij −Minx
� �
Maxx −Minxð Þ 60+ 70 ð1Þ

where xij is the value of the variable x for the unit j at time i; Minx and Maxx are the “goalposts”
for the variable j. If the variable has negative polarity (in our case school leave, poverty, green-
house gasses and energy consumption), then the complement of (1) with respect to 200 is
computed.
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normalization, every variable will assume value equals to 100 for EU28 in 2004,
and a value relative to such reference for each country and each year allowing both
space and time comparison.

We built composite indexes of Smartness, Inclusiveness and Sustainability, as
simple average of normalised values of the relevant indicators. A composite index
for Europe 2020 is the simple average of the three. Should we have built it as the
average of all the eight considered indicators, inclusiveness, represented only by
two indicators, would be underweighted.

Trends of the eight indicators in recent years show, after the economic crisis in
2008, the pattern toward the target of reducing the Risk of poverty and social
exclusion, and Employment show a reversal.

The results of composite indicators, as known, are characterized by a number of
pros and cons [7]. They provide for an effective quantitative synthesis of multiple
variables allowing for comparison and ranking among units, yet for their inter-
pretation it is always necessary to go back to initial data, especially when the index
comprises very different phenomena. Therefore, a similar value can describe very
different situations, typically for mid-range units.

Looking at the results from the application of the composite indexes over time,
in the EU28 the smartness index shows a continuous increase of +8% in the whole
considered decade thanks to the positive contribution of all the indicators. Simi-
larly, also the sustainability index increases by 7%, but it is determined by the rising
use of renewable sources, and a substantial stability of GHG emissions and energy
consumption. Inclusiveness index, instead, rose only by 2% with a dynamic of fall
and recovery through the crisis and a number of countries experiencing a very weak
or no recovery for both employment and poverty measures.

The overall Europe 2020 index rises by 6% during the decade, and looking at
country results we find Sweden, Finland and Denmark on the top and Malta at the
bottom. Poland and Bulgaria show an over 10% increase, while Croatia, Greece and
Ireland increased the index only by 3%.

Minx =Refx −Δ
Maxx =Refx +Δ

�
ΔΔ SupAx − InfAxð Þ ̸2

The goalposts are calculated as an interval ±Δ around a reference value for the variable x,
where Δ is the midrange of the dataset Ax comprising all units and times taken into account for the
variable x [5].

In our case, the reference value considered is the one for European Union 28 in year 2004,
while Ax comprises the values for the 28 countries in years 2004–2013.
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6 Joint Analysis of Clusters and Composite Indicator

We propose a form of visualization of synthetic data which merges both cluster
analysis and a composite measure in order to show the level and the evolution of
countries while still focussing on their structural similarities as represented by the
clustering (see Fig. 3). Colouring composite indexes scores makes easier to see the
relative position of each country as well as it progression through the years. It also
helps to show the different characterization of the clusters and how the indexes’
scores and the structural elements emerged from the clustering do not necessarily go
together with sometimes very relevant differences within a cluster.

However, performances within clusters tend to be quite homogenous, but rele-
vant differences can be recognized in the Smartness domain for the cases of Ireland
or Latvia, in the Inclusiveness domain for the cases of the Netherlands or the
Central European cluster, and in the Sustainability domain for the Mediterranean
cluster and Malta and Cyprus.

Finally, in the overall Europe 2020 index, differences are obviously smoothened
but still some relevant differences emerge for Czech Republic or Malta and Cyprus.
On the other way, we can find very similar values for countries which have different
profiles. For example, Germany and Estonia, France and Czech Republic, UK and
Slovenia, or Poland and Cyprus.

As an analysis of robustness of our method, we have also reversed the procedure,
applying the cluster analysis to the countries, based on the synthetic indicators of
sustainability, inclusion and smartness and then to the synthetic measure of all the
Europe 2020 indicators in 2012. The results appear quite robust. The cluster
analysis, carried out using the three synthetic indicators, shows (at 40% of dis-
similarity) very close results with the cluster with the eight original indicators. The
application shows a first group of the best performing member states (Finland,
Sweden and Denmark), a second of Central Europe countries including the United
Kingdom, then the Mediterranean countries and so on. Also the cluster analysis
carried out with the one synthetic indicator shows similar groups of countries, such
as the best performing Scandinavian countries, the central Europe countries (in-
cluding UK), the worst performing member states (such as Italy, Greece and Spain).

Even if the aim of the study is not to estimate a unique conclusive measure of
development in the EU, the consistency of the results obtained using a different
order in the procedure can support the validity of the representation of the European
union member states with our method.

Europe 2020 strategy is thought to be specifically an agenda for the qualification
of Member States economic growth. It is thus relevant to associate growth paths
with their “beyond GDP” characterization.

During the whole considered period 2004–2013 (Fig. 4), faster growing coun-
tries (mainly new member states) showed lower levels of R&D and tertiary edu-
cation, higher poverty levels and a smaller effort for energy saving. Yet, they better
performed in increasing employment and reducing poverty and worse performing
on the three green indicators. On the other hand, as predictable, the Mediterranean
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Cluster 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2004-2013 Cluster

1 -8,5 3,4 2,8 -1,0 -1,4 1,2 1
1 -0,6 -5,0 6,6 2,9 0,9 1,6 2,1 1
1 -0,8 -5,7 1,4 1,1 -0,4 0,4 0,6 1
4 -3,8 1,8 2,8 0,9 0,3 1,6 4
4

4,1 2,9 4,4 5,3 0,3
4,2 3,2 4,3 3,3
2,3 2,4 3,4 1,6
2,6 2,4 3,7 3,7 1,4
4,4 4,0 5,8 7,0 3,4 -7,9 1,3 0,7 -2,5 -1,1 1,5 4

2 -0,1 -3,1 1,7 2,0 0,0 0,2 1,0 2
2 -2,8 2,3 1,8 -0,1 0,2 1,3 2
2 2,2 2,0 3,4 3,9 1,8 -3,7 1,5 0,9 -1,2 -0,8 1,0 2
2 4,4 5,3 4,9 6,6 -0,7 -5,6 3,1 1,9 -0,2 2,1 2,2 2
4 3,2 3,2 2,8 3,4 -0,8 -5,2 1,7 1,1 0,3 1,7 1,1 4
4 -5,1 4,0 3,3 0,7 0,4 1,3 4
4 4
3 4,7 6,8 7,0 5,7 3,1 -4,5 2,5 1,8 -1,0 -0,9 2,5 3
3 -6,8 1,1 1,6 -1,7 1,1 0,9 3
3 -4,9 4,4 3,0 1,8 0,9 4,2 3
4 -6,9 -2,3 -0,2 -2,2 -0,9 0,8 4
4 -1,2 -5,5 1,7 0,4 -2,4 -1,9 0,2-            4
6 -0,2 -3,1 -4,9 -7,1 -7,0 -3,9 1,1-            6
6 -2,2 -6,4 -1,1 2,2 0,2 -0,3 1,3 6
6 -2,9 1,9 -1,3 -3,2 -1,4 0,1-            6
6 -3,8 -0,2 0,1 -1,6 -1,2 0,9 6
7 -1,9 1,3 0,4 -2,4 -5,4 1,3 7
7 -0,3 3,6 2,6 4,1 3,9 -2,8 4,2 1,5 0,8 2,6 2,0 7
5 -4,2 -14,1 2,6 9,6 3,9 0,8 3,1 5
5 -2,8 -17,7 -1,3 5,3 5,2 4,1 3,3 5
5 -14,8 1,6 6,0 3,7 3,3 3,6 5

5,5 -5,5 0,4 1,8 0,6 0,9 3,0 5,5
5,5

2,5 1,8 2,5 2,3
3,3 1,8 2,7 2,9 1,0

1,2 0,7 3,7 3,3 1,1
5,3 3,6 6,2 6,8 5,1 1,6 3,9 4,5 2,0 1,6 4,1

4,8 4,0 3,9 0,1 0,9
5,1 6,7 8,3 10,5 5,8
4,1 4,3 4,9 5,1 2,1
1,7 0,9 2,2 1,7
4,4 2,3 5,5 3,5
4,2 6,1 5,5 5,0
1,6 0,8 1,4 2,4 0,0
3,3 3,6 4,1 3,5 0,9
4,2 3,9 4,1 5,1 3,6

6,3 8,9 10,1 7,5
8,8 10,1 11,0 10,0
7,4 7,8 7,8 9,8 2,9
6,7 6,4 6,5 6,4 6,2
8,5 4,2 7,9 6,3 7,3 -6,6 -1,1 2,3 0,6 3,5 3,3 5,5

UE28 2,6 2,2 3,4 3,2 0,4 -4,5 2 1,6 -0,4 0,1 3,29

Finland
Sweden
Denmark
Austria
Slovenia
France
Belgium
Netherlands
Luxembourg
United Kingdom

Czech Republic

Germany
Poland

Hungary
Slovakia
Croa a
Italy
Greece
Ireland
Portugal
Spain
Cyprus
Malta
Estonia
Latvia
Lithuania
Bulgaria
Romania

Fig. 4 Joint visualization of clusters and GDP growth rates (percentage values; colour: from dark
red to dark green on the whole table and on the 2004–2013 column)

Cluster GDP SMART INCLUSIVE SUSTAINABLE E2020
1 Finland 1,2 0% 2% 9% 3,4%
1 Sweden 2,1 5% 3% 9% 5,7%
1 Denmark 0,6 4% -3% 11% 3,7%
4 Austria 1,6 7% 3% 5% 5,0%
4 Slovenia 1,5 14% -4% 3% 4,2%
2 France 1,0 5% 1% 6% 4,1%
2 Belgium 1,3 4% 2% 9% 5,2%
2 Netherlands 1,0 7% 2% 4% 4,5%
2 Luxembourg 2,2 10% 2% 6% 6,1%
4 United Kingdom 1,1 6% 0% 9% 4,8%
4 Germany 1,3 6% 7% 5% 5,6%
4 Poland 4,1 12% 33% -2% 12,4%
3 Czech Republic 2,5 12% 6% 8% 8,4%
3 Hungary 0,9 10% 1% 11% 7,4%
3 Slovakia 4,2 9% 14% 4% 8,9%
4 Croa a 0,8 4% -2% 6% 2,7%
4 Italy 0,2-                8% -3% 13% 5,9%
6 Greece 1,1-                9% -16% 17% 3,4%
6 Ireland 1,3 11% -9% 10% 3,6%
6 Portugal 0,1-                26% -7% 14% 9,4%
6 Spain 0,9 8% -9% 15% 4,5%
7 Cyprus 1,3 10% -9% 7% 2,2%
7 Malta 2,0 23% 6% -12% 4,8%
5 Estonia 3,1 15% 5% 1% 6,5%
5 Latvia 3,3 16% 11% 1% 8,6%
5 Lithuania 3,6 13% 12% 0% 7,7%

5,5 Bulgaria 3,0 8% 18% 7% 10,4%
5,5 Romania 3,3 11% 6% 9% 8,4%

3,3 8% 2% 7% 5,9%

Fig. 5 Joint visualization of clusters, GDP growth rates and Europe 2020 composite indexes
growth rates (percentage values; colour: from dark red to dark green on each column)

A Novel Perspective in the Analysis of Sustainability … 321



countries, which most suffered of the economic crisis, worsened their inclusiveness
index (mainly employment levels) and increased the sustainability one (partly for
the GHG reduction). We could also find among the slowest growing countries some
of the best performing ones in qualitative terms, such as the Nordic countries, which
show a very low increase in the Europe 2020 index.

In general, looking at the dynamics of the phenomena, we find that GDP growth
is very much associated with increases in Europe 2020 index, with fast growing
countries showing also the major improvements (Fig. 5).

7 Conclusions

Europe 2020 indicators allow us to analyse the different characteristics and patterns
followed by the European countries, pointing out differences and similarities. They
worked well in describing the effects of the crisis and they seem robust and sensible
to changes. Member States show different results with respect to the eight indicators
allowing for the identification of similarities characterizing different “patterns of
development”, the most evident being “Nordic countries”, “France and Benelux”,
“Mediterranean countries”, “Malta and Cyprus”, “Central Europe”, “Baltic coun-
tries” and “Bulgaria and Romania”. Yet, results and trends for some indicators may
deeply differ even within the groups. Such differences have sometimes strong
influence when one tries to synthesize the complexity through a composite indi-
cator. Composite indicators, as a matter of fact, hide the qualitative composition of
original indicators leading to similar results for territories which may have a very
different composition of a close final result. On the other hand, they allow the
synthetic representation of the overall performance as well as of the trends countries
have been following over time. The joint representation of clustering and composite
indexes allows the association between overall performance and different models of
development for a more comprehensive synthetic understanding of complex mul-
tidimensional phenomena.

Europe 2020 indicators worked well in describing the effects of the economic
crisis and they seem robust and sensible to changes. It takes into account the
economic issue but it goes “beyond GDP”, however very often GDP changes reflect
in Europe 2020 changes.

The European Union shows an overall convergence with progresses in sus-
tainability and smartness indicators but with difficulties in the inclusion indicators
(especially in Mediterranean countries). Faster growing countries (mainly new
member states) showed lower levels of R&D and tertiary education, higher poverty
levels and a smaller effort for energy saving. Yet, they better performed in
increasing employment and reducing poverty and worse performing on the three
green indicators. We can say about European GDP growth that where there have
been more growth, it hasn’t been green.

In conclusion, EU28 as a whole shows a progress in sustainability and smartness
indicators but it failed in the inclusion process. Nevertheless, Europe 2020
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indicators allow us to analyse the different characteristics and patterns followed by
the European countries, pointing out differences and similarities in their growth
models.
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The Italian Population Behaviours
Toward Environmental Sustainability:
A Study from Istat Surveys

Isabella Mingo, Valentina Talucci and Paola Ungaro

Abstract The interest of the Scientific Community in environmental protection
issues aiming at guaranteeing future sustainability is constantly increasing. For this
reason, the environmental social sciences, in recent years, are treating the interre-
lationships between population and environment. In Italy, an informative contri-
bution comes from both Istat traditional Multipurpose Survey “Aspects of daily
life” and Istat more recent Survey “Energy Consumption of Households”. The aims
of the paper are: (1) to propose synthetic measures of PECB and PEEB (respec-
tively, Pro-Environmental Curtailment and Efficiency Behaviours), by a method-
ology which facilitates the replicability of the analysis over time, on the basis of the
upcoming Istat surveys on these topics; (2) to analyse the determinants of
pro-environmental behaviours of Italian citizens, by deepening the direction of the
relationships with socio-demographic and other relevant characteristics, using a
multivariate data analysis approach.

Keywords Environmental sustainability ⋅ Istat surveys ⋅ Multivariate analysis

1 On Environmental Sustainability and Behaviors

In 1987, the World Commission on Environment and Development provided a
definition that represents the starting point of this paper: “Humanity has the ability
to make development sustainable to ensure that it meets the needs of the present
without compromising the ability of future generations to meet their own needs” [1].
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The core of this definition is the concept of “intergenerationality”, which means to
enforce economic, social and environmental factors that are fair and sustainable for
present generations and especially for future ones. The environmental sustainability
is therefore one of the three crucial dimensions of sustainability and is meant as the
capability to preserve over time ecosystems’ fundamental characteristics and to
safeguard natural assets. Sustainability is a dynamic process, which involves the
whole society, the public opinion, the economic and productive systems, media and
policy makers.

In particular, an increasing number of researches highlight the relevance of
population behaviours that minimize ecological harm and support natural resource
defence [2–4]. These behaviours can refer to private dimension of daily life, as well
as social ones, with regard to activism and social participation such as civic
engagement, social environmentalism, financial support to environmental actions.

This paper is focused on private dimension, considering as a pillar the “con-
servation lifestyle behaviours” [5] which includes many daily activities such as
recycling, riding a bicycle, etc.

With regard to different impact on environmental sustainability, these actions
can be categorized in two different types: “curtailment behaviours” and “efficiency
behaviours” [6, 7]. The first are those activities which reduce the harm to the
environment (e.g. turning off the light when it is not needed, separating waste, etc.);
the second category includes the adoption of more efficient technologies in order to
contain the waste of resources (replacing equipment, installing house thermal
insulation, etc.).

In this study we adopt a broad definition of pro-environmental behaviours
considering both these types of activities.

The approach is “exploratory” and the main goals are the following:

• Identifying “how many” and “which” pro-environmental behaviours are adopted
by Italian population;

• Deepening the regional differences and socio-demographic determinants of
these activities.

2 Statistical Source and Data: Istat Sample Surveys

Istat population1 sample surveys allow to obtain key data useful to study and
measure the subject of this paper. In particular, the traditional Multipurpose Survey
“Aspects of daily life” and the most recent survey “Energy Consumption of
Households” provide much information in order to study the relationship between
population and environment, with a particular focus on energy issues.

1In this paper the expression “Italian population” is referred to residents in Italy (Italian or
foreigners).
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The Multipurpose Survey2 “Aspects of daily life” (ADL), carried out for the first
time in 1993 and then annually, is the main source for social indicators related to
the daily life of Italian population. In the editions of 1998 and 2012, an ad hoc
module investigating behaviours, opinions, concerns towards environment was
introduced. The successive editions present some of those questions and new ones
in order to monitor the population contribution to environmental sustainability,
mostly with regard to “curtailment behaviours”.

In 2014, 71.4% of the population pays attention not to waste electricity, while
67% not to waste water. About 80 people on 100 avoid littering on the street, while
smaller is the share of individuals who avoid adopting noisy driving behaviour
which strongly contribute to noise pollution (about 44%). Moreover, about 20% of
citizens avoid the consumption of disposable products, and the same percentage
prefers means of transport sustainable and alternative to private motor vehicles.
Behaviours of food consumption are finalized to environmental protection, but also
to personal health care: 35.5% of citizens read food labels before buying, 18% buy
food products at km 0 and only 9% biological products [8].

The European Commission is devoting an increasing attention to the issue of
energy sustainability3 [9]. The survey4 on energy consumption of households gives
for the first time in Italy timely statistical information on the energy behaviour of
resident households. The survey has been carried out in 2013 and the aim is to
estimate energy consumption for intended use and source of energy (gas, electricity,
fuel oil, biomass, etc.); moreover, it allows to get information about “efficiency
behaviours”. The interviewed households say they had carried out, over the past
five years, investment in money to reduce energy costs. We consider “efficiency
behaviours” the followed items: (a) the replacement of one or more household
appliances (10.6%); (b) the replacement of the boiler with one more efficient (9.3%);
(c) the replacement of doors, windows and frames (8.4%); (d) residual % of e.g. the
application of thermostats and thermostatic valves, the installation of renewable
energy system or replace one or more individual units with more efficient equip-
ment; [10].

2The survey technique is PAPI (Paper and Pencil Interview), it involves about 24 thousand
families and 50 thousand individuals, the questionnaires are two: one family that deepens
socio-economic dimensions of the family, housing, accessibility services, etc.; and one individual
that concerns topics such as opinions and attitudes, health, media, leisure and security, etc. The
thematic can be fixed, rotary and modular according to the frequency with which they are sub-
jected to respondents.
3One of the three objectives of Europe 20-20-20, aimed at reducing climate change, is focused on
the reduction of 20% of primary energy demand by increasing energy efficiency (Directive 2012/
27UE).
4The survey technique is CATI, on a sample of 20,000 households representative at regional level,
with stratification of approximately 8,000 Italian municipalities for demographic size and altitude
zone.
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3 Method and Results

Operationally, the analysis of pro-environmental behaviours and its relationship
with the objective and subjective conditions of the Italian population takes into
account information concerning individuals, households and housing conditions.

Statistical data analysis requires two steps: (1) the construction of synthetic
measures of PECB and PEEB (respectively, Pro-Environmental Curtailment and
Pro-Environmental Efficiency Behaviours), by a methodology which facilitates the
replicability of the analysis over time, on the basis of the upcoming Istat surveys on
these topics; (2) identifying the relations between these indices and other variables
by regression model.

3.1 The Curtailment Behaviours of Italian Population:
Synthetic Measure and Determinants

The first synthetic measure (PECB, Pro-Environmental Curtailment Behaviours) is
computed using ADL micro-data. We considered seven variables yj expressed by a
Likert scale type (1 = Usually—4 = Never): (1) buying biological food and
products; (2) buying local food and products; (3) not throwing papers down the
street; (4) being careful not to wastewater; (5) being careful not to waste electricity;
(6) not adopting noisy driving; (7) choosing sustainable and alternative transports.

The PECB index for the i-th individual (aged 14 and over) is obtained counting
the answers “1 = Usually” to each of the variables considered,5 in order to stress a
stronger pro-environmental disposition of the population.

PECBi =
X7

j=1

yij ∀yj = 1

PECB index varies from 0 to 7 (mean = 3.08; σ = 1.57; median 3.00; Q1 = 2;
Q3 = 4) and it aims to quantify an individual’s capability to adopt “environmentally
sustainable” conduct. Only the 0.9% of Italians usually adopts all the seven pro-
environmental curtailment behaviors while for the 7.1% these behaviors are never
adopted.

At regional level, PECB index varies from 2.78 in Campania to 3.41 in Bolzano
and it presents different variability of individual pro-environmental behaviours
within regions, as shown by regional coefficients of variation which range from

5The synthesis of elementary indicators was also carried out through Categorical Principal
Components Analysis (CATPCA), obtaining a synthetic measure correlated with additive PECB
(r = 0.69 and rho = 0.75). We decided to consider the simplest index to allow its replicability over
the time.
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43.71 in Val d’Aosta to 60.16 in Calabria. To adopt PECB index as the dependent
variable in regression model, it has been transformed into a binary variable
(PECBD: low 55.4%/high 44.6%) using the mean as a criterion.6 The predictors
variables are: socio-demographic characteristics (age, gender, educational level,
employment condition); opinion on environmental matters (relevance of nature
reserve); subjective wellbeing (satisfaction for the health and for the environment);
region and municipality’s dimension. Another predictor is an additive index of
subjective environmental concerns (EC), computing how many of the following
concerns (max 5) have been expressed by each individual: greenhouse effect and
ozone hole; extinction of plant and animal species, climate change, production and
disposal of waste, noise, air, soil and water pollution, hydrogeological risk, natural
man-made disasters, destruction of forests, electromagnetic pollution, degradation
of the landscape, depletion of natural resources).7 The EC index varies from 0 to 5
(mean = 3.94; median = 5; Q1 = 3; Q3 = 5).

A logistic regression model has been applied [11] because the dependent vari-
able PECBD is dichotomous, so that many of the key assumptions of linear
regression (linearity, normality, homoscedasticity) are not requested.

The final model, in which non-significant variables were eliminated,8 correctly
classified 61.5% of individuals. Table 1 reports the estimated parameters (odds
ratios and significance) that identify those aspects that influence PECBD assuming
other conditions remaining unchanged. The analysis of the odds ratios highlighted
that EC index has significant and positive effect on the high level of PECBD: the
propensity to pro-environmental behaviour increases of about 20% for each concern
comparing to those who did not indicate any. This result is concordant with the
effect of the opinion about the relevance of natural reserve, which enhances the
chance of high level of PCBED of about 65%, revealing a greater overall sensitivity
to environmental issues for the subjects with higher scores of PCBED and with the
satisfaction for own health (about 38%). Even socio-demographic characteristics
have significant positive effect on the high level of PEBCD, as shown by odds ratios
which grow with the age and with the level of education. People 65–74 years aged
increase the propensity for a high level of PEBCD by 3.65 times compared to the
young people aged 14–24; similarly, high educated individuals tend to perform a
higher number of curtailment behaviours, since their propensity is 1.78 times
compared with those who have a low level of education. Besides the model shows
that women have a greater propensity (about 20%) to engage in conduct conform to
environmental sustainability than men. With regard to characteristics of the terri-
torial context, the different domain of residence has a significant effect: compared

6Despite PECB index is an ordinal variable, ordinal logistic regression has not been applied
because the proportional odds assumption did not hold for our data as evidenced by the test of
parallel lines (Chi-Square statistic sig. < 0.000). So a less restrictive model has been applied.
7Descriptive statistics of individual indicators are not presented here [8]. Each individual could
indicate up 5 concerns.
8The following variables were eliminated: employment condition, satisfaction for the environ-
mental (air, water, noise) state of the residence area.
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Table 1 Logistic model: factors affecting the pro-environmental curtailment behaviours
(PECBD)—odds ratios

Predictors Values Sign. Exp
(B)

Gender (reference = Male) Female 0.000 1.198
Age (reference = 14–24) over 74 0.000 2.604

65–74 0.000 3.651
55–64 0.000 3.291
45–54 0.000 2.640
35–44 0.000 2.310
25–34 0.000 1.576

Educational level (reference = Low) High 0.000 1.772
Upper 0.000 1.380
Middle 0.014 1.091
Low

Domain (reference = Municipalities with
less than 10.001 inhabitants)

Centres and peripheries of
metropolitan areas

0.000 0.809

Municipalities with more than
50.000 inhabitants

0.078 0.944

Municipalities with 10.001–
50.000 inhabitants

0.002 0.917

Region (reference = Sicilia) Piemonte 0.000 1.425

Valle d’Aosta 0.015 1.224
Lombardia 0.075 1.105
Bolzano 0.000 1.829
Trento 0.000 1.303
Veneto 0.000 1.408
Friuli 0.004 1.223
Liguria 0.033 1.161
Emilia 0.000 1.688
Toscana 0.002 1.213
Umbria 0.000 1.479
Marche 0.191 1.094
Lazio 0.000 1.263
Abruzzo 0.095 1.118
Molise 0.000 1.355
Campania 0.138 0.917
Puglia 0.000 1.331
Basilicata 0.667 1.032
Calabria 0.002 1.222
Sardegna 0.000 1.889

Health satisfaction (reference = No) Yes 0.000 1.382
Natural reserve (reference = No) Yes 0.000 1.653
The reference categories is PECBD = low level
Final Model: −2LL = 31017,94, Chi square = 3274,824, df = 36, Sig = 0,000
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with individuals resident in small municipalities, people who live in a metropolitan
area have a chance less than 19% to have a high level of PECBD measure. Finally,
considering the region of residence, odds ratios show some significant positive
effects. Compared to the region of reference (Sicilia), the highest effects regard
Sardegna and Bolzano: living in these regions increases the chance of taking
pro-environmental behaviours over than 80%. The effect of living in Emilia (about
+70%) and Piemonte, Umbria e Veneto (about +40%) are high and significant.
Conversely, for other regions, no significant difference emerges (Lombardia,
Marche, Abruzzo, Campania, Basilicata).

3.2 The Efficiency Behaviors of Italian Population:
Synthetic Measure and Determinants

The second synthetic measure (PEEB, Pro-Environmental Efficiency Behaviours),
computed using data from energy consumption of households survey, quantifies the
propensity of Italian households to implement energy efficiency behaviours. It has
been computed considering households who have carried out in the last 5 years at
least an economic investment to reduce expenses for heating and/or electricity, by
selecting only some of the possible types of investment.

The pj variables, related to energy saving investments, are: (1) central heating
system or single heating devices replacement; (2) installation of renewable energy
systems for heating or electricity production; (3) application of devices for heating
and electricity consumption regulation; (4) thermal insulation; (5) replacement of
doors and windows; (6) replacement of appliances with more efficient ones.

PEEBi = 1 if
X9

j=1

pij ≥ 1

PEEBi varies between 0 to 1, where 0 = absence of any investment and
1 = presence of at least one investment. This synthetic measure allows both a simple
and immediate interpretation of the phenomenon and comparisons over time.

At the national level, 27.7% of households adopt energy efficiency behaviours.
The regions showing the greatest propensity of households to make investments for
energy savings are in Northern Italy. In particular, Liguria (about 34%), Trento
(33.5%), Valle d’Aosta (32%), Lombardia (about 32%), Piemonte (32%) and Emilia
Romagna (31%). The efficiency and energy saving choices are still contained in the
Center and the South areas, with minimum levels in Sicily (17.3%), Abruzzo (23%)
and Puglia (23%).

A logistic regression model has been applied, where the dependent variable is
PEEB and variables considered as predictors are: socio-demographic characteristics
(type of household, level of education and employment condition); the territorial
characteristics (region, municipality’s dimension, climate zone); the characteristics
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of the house (type of dwelling, year of construction, housing tenure (property/rent/
free), house size, change of electricity and/or gas supplier).

The results of Table 2 confirm that in the North-east (Lombardia and the
Autonomous Province of Trento) the propensity to invest in energy efficiency is
higher than in southern Italy (assuming Sicily as reference). On the contrary, in the
South the risk to belong to a household “not energetically sustainable” increases.
Considering socio-demographic characteristics, comparing with single person aged
65 or more, large (with children) and young families show a higher propensity to
make sustainable energy choices, probably in connection with a more dynamic
approach and more relevant needs of economic saving due to the family size. As
already observed for PECBD, educational level represents an incentive, as
respondents with higher education are more likely to make investments for energy
savings. Finally, an interesting indication comes from households that, in the last 5
years, have changed electricity and/or gas supplier, who perform more frequently
interventions for home energy efficiency, as a sign of more dynamism and
propensity to change. Regarding the characteristics of the house, home ownership
increases the propensity to make investments in energy efficiency comparing to
living in rented houses, because the owner can also benefit from tax incentives as a

Table 2 Logistic model: factors affecting the pro-environmental efficiency behaviours (PEEB)—
odds ratios

Predictors Values Sign. Exp(B)

Region (reference = Sicilia) Piemonte 0.090 1.763
Valle d’Aosta 0.144 1.833
Lombardia 0.000 2.012
Bolzano 0.009 1.916
Trento 0.000 2.167
Veneto 0.001 1.907
Friuli Venezia Giulia 0.284 1.711
Liguria 0.001 1.864
Emilia Romagna 0.108 1.742
Toscana 2.131 1.423

Umbria 1.697 1.494
Marche 6.178 1.302
Lazio 1.082 1.468
Abruzzo 2.906 1.155
Molise 6.710 1.294
Campania 6.749 1.251
Puglia 4.422 1.318
Basilicata 2.817 1.425
Calabria 4.590 1.310
Sardegna 2.210 1.411

(continued)
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result of such interventions. Compared to apartments in small buildings (less than
10 apartments), single family dwellings and apartments in large buildings are more
often subject of investments, the first for a wider freedom of action of single
families comparing with condominium, the latter given the opportunity to amortize
the costs over a larger number of families than those who live in small buildings.
The larger the size of the dwelling the stronger the propensity to invest, while the
period of construction outlines a split in two between newer homes (built after
1990), which are virtuous from the energy point of view, and older homes that
require investments for modernization.

Table 2 (continued)

Predictors Values Sign. Exp(B)

Kind of households Other types 0.000 1.835
(reference = Single person
more than 65 years)

Couple with 1 child 0.000 2.124
Couple with 2 children 0.000 2.014
Couple with 3 + children 0.000 2.504
Childless couple with p.r. 65 years 0.000 1.741
Childless couple with p.r. less than 65 0.000 1.958
Single parents 0.000 2.003
Single person less than 65 years 0.003 1.589

Educational level
(reference = Lower)

Middle 0.000 1.356
High 0.000 1.648
Upper 0.000 1.783

Dwelling typology
(reference = Apartment
in small building (> 10)

Apartment in small building (10–27) 0.008 1.261
Apartment in large building (28 +) 1.173 1.298
Single family house 0.000 1.376
Semi-detached house 1.558 1.151

Year of construction
(reference = After 1990)

1950–1969 0.000 2.017
1970–1989 0.000 2.003
Don’t know 0.119 1.592
Before 1950 0.000 1.924

Housing tenure
(reference = Rent)

Free 0.106 1.716
Property 0.000 1.942
Rent 0.007 1.861

House size (Mq)
(reference = less 60mq)

61 to 70 mq 0.905 1.334
71 to 80 mq 0.289 1.361
81 to 90 mq 0.002 1.465
91 to 100 mq 0.000 1.540
Over 100 mq 0.000 1.697

Switching suppliers Yes 0.000 1.409
The reference categories is PEEB = absence of any investment
Final Model: −2LL = 24586.814, Chi square = 9234909, df = 61, Sig = 0.000
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4 Conclusion

The analysis showed that environmental sustainability is an issue that the Italian
population has begun to be conscious of through appropriate behaviours. They
express concern over proximate and long-terms environmental threats and have
attention to the protection of natural resources.

Considering the set of curtailment behaviours, synthesized from the PECBD

index, the results showed that subjective environmental concerns, the age and the
level of education are significant and positive predictors. Furthermore, studying the
distribution of the population by gender, women are more active in adopting
environmental behaviours, especially in the context of the choices of food con-
sumption (purchase of organic and zero km products).

About the pro-environmental efficiency behaviours (PEEB), over the last five
years, 27 out of 100 families have invested money to reduce energy costs.
Socio-demographic characteristics, housing and territorial features are significant
predictors of these investments.

At regional level, the results indicate significant differences as showed in the
scatter plot between PECB and PEEB (r = 0,574 and rho = 0,626) centred on the
national average (Fig. 1).

In the first quadrant there are the “virtuous regions” (Trento, Liguria, Valle
d’Aosta, Piemonte, Veneto, Emilia Romagna, Umbria) with values higher than the
national mean, for both PEEB and PECB; in the second one there is Lombardia
where families and population privilege “efficiency behaviours” than “curtailment”

Fig. 1 Scatter plot between the two synthetic measures
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ones; in the third one there are regions (Sicilia, Campania, Abruzzo, Basilicata,
Calabria) which have low values of both types of environmental behaviours syn-
thetic measures; in the fourth quadrant there are regions that privilege “curtailment
behaviours” to “efficiency behaviours” (Bolzano, Molise, Lazio, Toscana e Puglia).

These results suggest the need for information and communication strategies
aimed to promote an adoption of “virtuous” behaviours in the population, with a
focus to households and individuals resident in the Southern part of Italy. On the
other hand it’s important to increase social participation and environmental
awareness for all the social categories.
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Estimating the at Risk of Poverty Rate
Before and After Social Transfers
at Provincial Level in Italy

Caterina Giusti and Stefano Marchetti

Abstract Considering the local areas where citizens live is fundamental to investigate

deprivation and social exclusion, particularly in a period of increasing financial diffi-

culties and reduction of public funding. In this work we estimate the at risk of poverty

rate of Italian households before and after social transfers at provincial level. To

obtain these estimates we use data coming from the EU-SILC 2013 survey and data

coming from the population census and administrative archives in a small area esti-

mation framework, since the design of EU-SILC survey does not allow for reliable

direct estimation at provincial level. Our results, besides indicating the essential role

of social transfers in the reduction of the at risk of poverty rate, allow a sub-national

analysis of the phenomenon of interest that would be lost by using traditional statis-

tical techniques.

Keywords Area level models ⋅ Small area estimation ⋅ EU-SILC

1 Introduction

In time of increasing financial difficulties and reduction of public funding, welfare

systems are subject to several transformations which may impact the quality and

homogeneity of the offered services. To understand the impact of these changes on

several crucial needs that may give riser to social protection, such as health care, old-

age and unemployment, it is fundamental to consider the local areas where house-

holds live. Indeed, social protection benefits and allowances are often managed by

local administrations, such as Regions and Provinces in Italy.

In this paper we are interested in evaluating the impact of social transfers on

poverty at local level by using data from the EU-SILC survey. The EU-SILC (Euro-

pean Survey on Income and Living Conditions) is an annual European survey

devoted to collect comparable longitudinal and cross-sectional data on income,
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poverty, social exclusion and living conditions. In particular, EU-SILC data allow

to compute the households’ at risk of poverty rate (ARPR
1
)—a measure of the

incidence of poverty—both excluding (“before”) and including (“after”) in the house-

hold income cash social transfers, such as, for example, unemployment benefits, old-

age benefits and sickness benefits. Indeed, the reduction in the ARPR due to social

transfers, calculated as the percentage difference between the ARPR before and after

social transfers, has been indicated as dashboard indicator on the effectiveness of

social protection systems by the EC Social Protection Committee [5].

In recent years several authors have tried to investigate the impact of social trans-

fers in the reduction of poverty using EU-SILC data. For example, Longford and

Nicodemo [11] studied the effectiveness of several European social welfare sys-

tems by investigating the reduction in the poverty gap—a measure of intensity of

poverty—resulted by cash social transfers. Fabrizi et al. [6] analyzed the anti-poverty

effects of social cash transfers using a micro-economic approach by estimating the

conditional probability for a household to receive social transfers given that the

household is poor and the consequent conditional probability that a family moves

out of poverty given that it receives the social transfers. Moving from this study, Bal-

dini et al. [1] adopted a microeconomic approach to evaluate the ability of several

typologies of European welfare systems to reach the poor, using also a longitudinal

definition of poverty.

As done in the papers described above, data from the EU-SILC can be used to

compute reliable indicators (e.g. the ARPR) at national level or for the macro-regions

corresponding to the NUTS 1 definition in the nomenclature of territorial units for

statistics of the EU. If one is interested in computing the indicators of interest at a

more detailed geographical level—for example at LAU 1 or 2 levels (e.g. Provinces

and Municipalities in Italy)—there is need to resort to appropriate methodologies,

since the sample size is usually too small (or even equal to zero) to obtain reliable

direct estimates (estimates that use only the information coming from the EU-SILC

survey).

Our research question is thus the following: can small area methodologies be

used with EU-SILC data to compute the ARPR in Italian provinces before and after

the social transfers? Small area methodologies have been already used to compute

poverty indicators using data from the EU-SILC survey in several studies (see for

example [9]). Since the availability of unit-level data with a fine territorial refer-

ence is not trivial (e.g. availability of the province of residence of Italian households

included in the EU-SILC sample), small area models defined at the area level can

represent a flexible method to obtain reliable local estimates.

The rest of the paper is organized as follows. In Sect. 2 the small area method-

ologies employed are described. The data used in the application and the results are

presented in Sect. 3, conclusions are in Sect. 4.

1
The at risk of poverty rate (ARPR) is also known as Head Count Ratio (HCR).
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2 A Short Review of the SAE Methods Used
in the Application

Data obtained from surveys are usually used to estimate characteristics for subsets of

the survey population. If the sample from a subset is small, then a traditional design-

based estimator may have unacceptably large variance. These subsets are commonly

known as small areas. Different methods have been discussed in literature; here the

availability of the data limited us to the area-level methods [7].

Let assume that there are m small areas of interest and that 𝜃i represents the pop-

ulation characteristic of interest in area i, such as a mean or proportion. A survey

provides a direct estimator �̂�
dir
i of 𝜃i for some or all of the small areas. A p-vector

𝐗i contains the auxiliary data sources of population characteristics for area i. Bor-

rowing strength from auxiliary data it is possible to reduce the mean squared error

of the direct estimates. Let assume that the auxiliary variables 𝐗i are known exactly.

An area-level model (FH) can be expressed as follows

�̂�
dir
i = 𝐗T

i 𝛽 + ui + ei i = 1,… ,m, (1)

where ui
iid∼ N(0, 𝜎2

u ), i = 1,… ,m are the model errors and ei
ind∼ N(0, 𝜓i), i = 1… ,m

are the design errors, with ei independent from uj for all i and j. It is assumed that

the quantity of interest in area i is 𝜃i = 𝐗T
i 𝛽 + ui.

Under the normality assumption the best linear unbiased predictor (BLUP) of 𝜃i
is

𝜃
FH
i = 𝛾i�̂�

dir
i + (1 − 𝛾i)𝐗T

i 𝛽, 𝛾i =
𝜎
2
u

𝜎2
u + 𝜓i

. (2)

The predictor 𝜃
FH
i is a convex combination of the direct estimator �̂�

dir
i and the pre-

dicted value 𝐗T
i 𝛽 from the regression model where 𝛽 =

{∑m
i=1 𝐗i𝐗T

i (𝜓i + 𝜎
2
u )

−1}−1

{∑m
i=1 𝐗i�̂�i(𝜓i + 𝜎

2
u )
}

. The extent to which it depends on the two terms is determined

by the relative sizes of the model error variance 𝜎
2
u and the sampling error variance

𝜓i.

According to the theory of small area estimation [13], we consider the 𝜓is as

known. Then, estimating 𝛽 and 𝜎
2
u using the restricted maximum likelihood we can

derive the empirical best linear unbiased predictor (EBLUP)

�̂�
FH
i = �̂�i�̂�

dir
i + (1 − �̂�i)𝐗T

i 𝛽, �̂�i =
�̂�
2
u

�̂�2
u + 𝜓i

. (3)

When the parameters in (2) are estimated we obtain the estimator (3) that has the

following MSE
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MSE(�̂�FH
i ) = 𝛾i𝜓i + (1 − 𝛾i)2𝐗T

i V(𝛽)𝐗i + 𝜓
2
i (𝜓i + 𝜎

2
u)

−3V(𝜎2
u)

= g1i + g2i + g3i,
(4)

where g1i = 𝛾i𝜓i, g2i is the contribution to the MSE from estimating 𝛽 and g3i is

the contribution to the MSE from estimating 𝜎
2
u . V(𝛽) and V(𝜎2

u) are the asymptotic

variances of the estimators 𝛽 of 𝛽 and �̂�
2
u of 𝜎

2
u . An estimator of (4) is as follows

mse(�̂�FH
i ) = ĝ1i + ĝ2i + 2ĝ3i, (5)

where ĝ1i = 𝛾i𝜓i, ĝ2i = (1 − �̂�i)2𝐗T
i

[∑m
i=1 𝐗i𝐗T

i ∕(𝜓i + �̂�
2
u )
]−1 𝐗i, ĝ3i = 𝜓

2
i (𝜓i + �̂�

2
u)

−3

2
[∑m

i=1 1∕(�̂�
2
u + 𝜓i)2

]−1
. More details concerning analytic MSE estimation for area

level models can be found in Rao [13].

When the variable of interest is spatially correlated there can be a gain in terms of

MSE using an EBLUP estimator that accounts for the spatial information. If this is

the case, model (1) can be extended to allow for stationary spatially correlated area

effects as follows. Let 𝐯 be the result of a SAR process with unknown autoregression

parameter 𝜌 and proximity matrix 𝐖 [4]

𝐯 = (Im − 𝜌𝐖)−1𝐮 , (6)

where (𝐈m − 𝜌𝐖)−1 is supposed to be non-singular, 𝐮 = [u1,… , um]T ∼ N(𝟎, 𝜎2
u𝐈m),

𝐈m is an m × m identity matrix and 𝐖 is defined in a row-standardized way. Putting

together Eqs. (1) and (6) the model is

�̂�
dir = 𝐗𝛽 + (Im − 𝜌𝐖)−1𝐮 + 𝐞 , (7)

where �̂�
dir = [�̂�dir

1 ,… , �̂�
dir
m ]T , 𝐞 = [e1,… , em] and𝐗 = [𝐱T

1 ,… , 𝐱T
m]. The BLUP which

follow from model (7) is

𝜃
SFH
i = 𝐗T

i 𝛽 + 𝐝T
i 𝐆𝐕−1[𝐲 − 𝐗𝛽] , (8)

where 𝐕 = 𝐆 + diag(𝜓i) is the covariance matrix of (7), 𝐆 = 𝜎
2
u [(𝐈m − 𝜌𝐖)T (𝐈m −

𝜌𝐖)]−1 and 𝐝T
i = [0,… , 1, 0,… , 0] is a selection vector with 1 in the ith position.

Estimating the parameter 𝛽, 𝜌 and 𝜎
2
u using REML we obtain the spatial EBLUP

(SFH), �̂�
SFH
i = 𝐗T

i 𝛽 + 𝐝T
i �̂�V̂−1[𝐲 − 𝐗𝛽]. Under normality and independence of ran-

dom effects and errors, the MSE of the SFH can be decomposed as

MSE(�̂�SFH
i ) = g1i + g2i + g3i = 𝐝T

i [𝐆 −𝐆𝐕1𝐆]𝐝i

+ 𝐝T
i [𝐈m −𝐆𝐕1]𝐗(𝐗𝐓𝐕𝟏𝐗)1𝐗T [𝐈m − 𝐕𝟏𝐆]𝐝i + tr{𝐋i𝐕𝐋T

i I
−1} ,

(9)
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where I is the information matrix and 𝐋i = [𝐝T
i (𝐂

−1𝐕−1 − 𝜎
2
u𝐕

−1𝐕−1𝐂−1𝐕−1),
𝐝T

i (𝐀𝐕
−1 − 𝜎

2
u𝐂

−1𝐕−1𝐀𝐕−1)]T with 𝐂 = (𝐈m − 𝜌𝐖)T (𝐈m − 𝜌𝐖) and 𝐀 = 𝜎
2
u𝐂

−1

(𝐖 +𝐖T − 2𝜌𝐖T𝐖)𝐂−1
. To estimate the MSE we assume that under SAR models

the covariance depends on a proximity matrix that specifies the proximity between

the areas, so an approximately unbiased estimator of the MSE is [14] mse(�̂�SFH
i ) =

ĝ1i + ĝ2i + 2ĝ3i, where estimates of 𝜌 and 𝜎
2
u obtained by REML have been plugged-

in (9). Molina et al. [12] proposed some alternatives based on bootstrap to estimate

the MSE in (9).

3 Application: Estimation of Local Welfare Indicators
in Italy

3.1 The Data

As already discussed in Sect. 1, data coming from the EU-SILC can be used to com-

pute indicators able to monitor the social protection performance in a given terri-

tory. Our aim is to estimate the ARPR before and after the social cash transfers

in the 110 Italian provinces using the small area estimation techniques presented

in Sect. 2. The choice of the province level was mainly data driven: indeed, only

province level direct estimates were available for our analysis.
2

Nonetheless, though

welfare policies in Italy are often managed at regional level (NUTS 2 level), some

policies have an intra-regional component—i.e. provincial—so that is it also useful

to provide within regions key statistics on these welfare policies. We also remark

that the ARPR before and after the social transfers are two of the possible monetary

poverty indicators that can be computed by using EU-SILC data. Nonetheless, the

data and methods we used for the present application could be extended to include

other indicators (i.e. inequality indicators).

We fit two separate small area models, one to estimate the ARPR before the social

transfers and one for the ARPR including them. In the small area model for the ARPR

before the social transfers the direct estimator �̂�
dir
i , i = 1,… , 110, is computed using

the total disposable household income before social transfers equivalised using the

OECD modified scale [10]. As Baldini et al. [1] and Longford and Nicodemo [11]

we decided to include in the social transfers also old-age and survivors’ pensions.

To compute the indicator we conventionally set the poverty line at the 60% of the

total disposable household income after social transfers at Italian level. In Italy the

2
We thank the ISTAT—Ufficio regionale per la Toscana for providing us the EU-SILC direct esti-

mates of the ARPR before and after the social transfers at province level for the year 2013.
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poverty line in 2013
3

was estimated to be 9134 euros. For a discussion on the use of

national or regional poverty lines when computing local poverty indicators see Giusti

et al. [8]. The direct estimator of the ARPR after the social transfers is computed

using the same methodology, but adding to the total disposable household income

all the cash transfers measured in the EU-SILC, that is unemployment, old-age, sur-

vivor’, sickness and disability benefits, education-related and family/children related

allowances, social exclusion not elsewhere classified and housing allowances.

As explained in Sect. 2, the small area methods used in the present application

require covariate information available at the area-level, that is at provincial level.

As potential sources of information we considered data coming from the Population

and Housing census and from the Income Tax Office.

The 2011 Population and Housing census data considered as potential covari-

ate information in this work include information such as the number of families,

household size, tenure status, female-headed household quota. The mean per-capita

income at provincial level (LAU 1) was instead derived from the administrative

database of the Income Tax Office, the government agency devoted to oversight the

tax compliance by citizens and enterprises, available at LAU 2 level. It is important

to note that the definition of disposable income surveyed in EU-SILC and that of

taxable income collected by Income Tax Office may significantly differ. However,

the latter variable proved to be very powerful in the prediction of the ARPR at a

province level.

3.2 Results

We now present the results of the estimation of the ARPR before and after the social

transfers. Using AIC and BIC goodness of fit statistics we selected the best covari-

ates in the two area level models. Since we obtained a rather high value of spatial

correlation (values are reported in Table 2) and we rejected the hypothesis of non-

stationarity,
4

we decided to use the SFH.

The selected covariates are summarized in Table 1. For the ARPR before the

social transfers we selected the mean per-capita income at provincial level from

the Income Tax Office database (Per-capita income) and the number of households

living in the province (N. households (th.)) from the Population Census 2011. For

the ARPR after the social transfers we selected instead the following covariates:

the mean per-capita income at provincial level (Per-capita income) and some infor-

mation from the Population Census 2011, namely the number of households living

in the province (N. households (th.)), the mean household size at provincial level

(Household size) and the share of households owning their house (Household own-
ing the house). Table 1 also reports the summary of the sample size of EU-SILC at

provincial level. Three quarters of the provinces have a sample size lower than 550

3
EU-SILC 2013 income variables refer to 2012.

4
To test the hypothesis of non stationarity we used the method proposed by Chandra et al. [3].
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Table 1 Summary statistics of the covariates over the 110 provinces

Min. 1st Qu. Median Mean 3rd Qu. Max.

Sample size 10.00 176.00 274.50 405.70 542.50 2018.00
Per-capita

income

13350.00 15970.00 18390.00 18020.00 19890.00 26170.00

N.

households

(th.)

24.63 100.10 152.70 223.70 243.70 1743.00

Household

size

1.98 2.29 2.40 2.40 2.51 2.89

Household

owning the

house

56.65 71.12 73.42 73.31 75.63 83.37
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Fig. 1 Density estimates of ûi with a superimposed normal density for the ARPR before (left) and

after (right) the social transfers

households, a quantity that does not allow for reliable direct estimation, particularly

for non linear statistics such as the ARPR.

One of the assumptions of the model (7) is that ui ∼ N(0, 𝜎2
u ). We tested this

assumption using ûi = 𝐝i𝐆�̂�−1(𝐲 − 𝐗𝛽). Figure 1 represents the estimated density of

the ûis for the ARPRs models. The density were estimated using the cross-validation

approach suggested in Bowman et al. [2]. As we can see the normality assumption

seems respected for both the two models. This is also confirmed by a Shapiro-Wilk

normality test.

The regression parameters obtained fitting model (7) separately for the ARPR

before and after the social transfers are presented in Table 2. As expected, the param-

eters referring to the per-capita income and to the households owning the house are

negative, indicating an inverse linear relation with the direct estimates of ARPR.

The other covariates show instead a positive value of the regression parameters.
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Table 2 Estimates of parameters of small area level models for ARPR before and after the social

transfers: 𝛽s, spatial autocorrelation (𝜌) and model error standard deviation (𝜎u)

ARPR before ARPR after

𝛽 p-value 𝛽 p-value

Intercept 1.1299 0.0000 0.7418 0.0041

Per-capita income

(th.)

−0.0375 0.0000 −0.0238 0.0000

N. households

(hu.th.)

0.0072 0.0164 0.0057 0.0516

Households size – – 0.1358 0.0231

Households

owning the house

– – −0.0064 0.0014

�̂� = 0.47 �̂�u = 0.058 �̂� = 0.52 �̂�u = 0.054
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Fig. 2 Root mse of the direct estimates versus root mse of the model-based estimates for the ARPR

before (left) and after (right) the social transfers

This means that an increase in the number of households living in a province results

in a increase of the ARPR, and the same happens for an increase of the household

size. It is important to remind that under the area-level approach we model direct esti-

mates using area proportions and averages as covariates. Moreover, the main focus

under the small area estimation approach is the predictive power of the model: it is

the econometric approach that focus on the interpretation of the model parameters.

The main goals of the area-level model-based small area estimation techniques

are to produce estimates similar to the direct ones and with a higher precision. In

Fig. 2 the root mses of the SFH estimates are compared with the root mses of the

direct ones. As we can see, the variability of the SFH estimates is always lower than

the variability of the corresponding direct estimates. Moreover, the correlation of the

SFH estimates with the corresponding direct ones is very high (about 0.95 for both

the indicators). These analysis give strength and reliability to our estimates.
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Fig. 3 SAE estimates of the ARPR before (left) and after (right) the social transfers

Figure 3 reports the map of the SAE estimates obtained for the two indicators. As

we can see, both maps highlight that the poverty incidence is higher in the provinces

located in the South of Italy and in the two main islands, Sicily and Sardinia. The gap

is more evident when we look at the map of the ARPR after the social transfers (right

map). As expected, we can notice that in all the provinces the ARPRs are reduced by

the social transfers; however, the entity of the reduction is very changeable and does

not seem to follow a geographical criterion. The reduction of the ARPR varies from

−19% up to −48%. In five Sardinia provinces (Sassari, Nuoro, Oristano, Oglias-

tra and Medio Campidano) the reduction is between 33–48%, as in six provinces

located in northern Italy (Biella, Vercelli, Pavia, Mantova and Ferrara). In the center

of Italy only in four provinces (Massa, Livorno, Grosseto and Arezzo) the reduction

is between 33–48%, while in the south (without Sardinia) this reduction is observed

in five provinces (Terni, Ascoli, Teramo, Isernia and Trapani). The smallest reduc-

tion is observed in the province of Caserta (−19%), which remains one of the poorest

provinces even after the social transfers are included as components of the house-

hold income. Other provinces where the reduction is limited (19–24%) are Verbania,

Vasto, Milano, Lecco, Brescia, Bolzano, Vicenza, Padova, Prato, Firenze, Ravenna,

Forlì, Roma, Pescara, Napoli, Barletta and Palermo.

The difference between the ARPR before and after social transfers has proved to

be statistically significant for all the provinces by using a t-test for paired-samples.

However, more methodological advances are needed to make tests on differences in
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the small area field of studies. Further analysis could reveal interesting insights about

the impact of social transfers on the ARPR in Italy.

4 Conclusions

In this paper we used EU-SILC data, Income Tax Office data and the Population

Census data to estimate the at risk of poverty rate (ARPR) before and after social

cash transfers at provincial level by means of area level small area methods.

Given the presence of spatial correlation, we used spatial estimators, such as the

Spatial FH, to improve the precision of the area-level direct estimates. Our findings

suggest a good predictive power of the covariates selected in the small area models.

The estimates show a spatial distribution that would have been lost by conducting the

analysis at a more aggregated geographical level (e.g. Regional or NUTS 1 level).

The provincial dimension chosen in this work is particularly relevant given that in

Italy many welfare interventions have a local dimension. In this respect, the small

area estimation techniques used in this work could fill the lack of good quality statis-

tics on the impact of social transfers available at local level. However, uncertainty of

estimates have to be considered when making comparisons.
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