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Preface

In early 2009, we were approached by Springer Verlag, the company that had

absorbed Kluwer Academic/Plenum Publishers. The second edition of our textbook

“Bioreaction Engineering Principles” was now sold out, and we were asked to

prepare a third edition.

With very little hesitation we accepted the offer.

Since 2003 the book has been used as course-book, in European universities and

also in North and South America, in the Far East, and in Australia. We wished not

only to revise the text, but also to write a book that would appeal to students at the

best universities, at least until 2020. In short courses given at major Biotech

companies we have also found that some of the material in the previous editions

could be used right away to give the companies a better understanding of their

processes and to propose better design of their reactors. This acceptance of the book

by the industrial community prompted us to include even more examples relevant

for design of processes and equipment in the industry. The changes that have been

made since the second edition are outlined in the first, introductory chapter of the

present edition.

Our initial enthusiasm to embark on a complete revision of the text was mollified

by the duties imposed on two of us (J.N. and G.L.) in handling large research

groups and with the concomitant administration. One of us (J.V.) had much more

time available in his function as senior professor, and he became the main respon-

sible person for the work during the almost 2 years since the start of the project.

But we are all happy with the result of our common efforts – “Tous pour un, un
pour tous.”

Some chapters have been read and commented by our colleagues. Special thanks

are owed to Prof. John Woodley for commenting on Chaps. 2 and 3, and to Prof.

Alvin Nienow for long discussions concerning the right way to present Chap. 11.

The former Ph.D. students, Drs. Mikkel Nordkvist and Thomas Grotkjær have

kindly given comments to many of the chapters.

v



We also thank Ph.D. student Saeed Sheykshoaie at Chalmers University who

redrew many of the figures in the last rush before finishing the manuscript. Ph.D.

student Jacob Brix at DTU has often assisted J.V. with his extensive knowledge of

“how to handle the many tricks of Word.”

Lyngby, Denmark John Villadsen

Gothenburg, Sweden Jens Nielsen

Lund, Sweden Gunnar Lidén
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Chapter 1

What Is This Book About?

Looking back to the introductory Chap. 1 of the first and second editions of

Bioreaction Engineering Principles, we still find that the schematic representation

of topics in Fig. 1.1 adequately describes what we believe should be the focus of the

third edition.

Throughout the text we emphasize that the design of bioprocesses should be

based on modeling of the system. A quantitative approach in which fundamental

results from the biosciences is combined with core disciplines from the engineering

sciences will lead to the best design of the bioprocess.

It is our sincere hope that the book will find readers from the combined

community of microbiologists, biochemists, and chemical engineers. The com-

bined expertise of these scientists constitutes what could be called the biochemical
engineer. In many universities, Departments of Chemical Engineering have been

renamed as Departments of Chemical and Biochemical Engineering in realization

of the need for engineers and scientists who are able to tackle the challenge of

transforming the astounding discoveries of the biosciences into new industrial

processes which will make an impact on all levels of our daily lives. The formation

of biochemical engineers is by no means an easy task, since the qualities of two very

different academic cultures, Bioscience and Chemical Engineering Science, must

be combined without losing the essential qualities of either of the two.

Both the student of Chemical Engineering and the student of one of the

Biosciences will be trained to recognize new possibilities within their field

of study and to exploit their inventiveness. This results in academic papers that

give new fundamental insights and in patents for new procedures or processes. But

the approach of the chemical engineer is – generally speaking – that of modeling the

process, and thereafter set into motion a recursive process of experimental studies

and further modeling analysis. The bioscientist with a much broader basis in factual

knowledge and laboratory techniques is – again generally speaking – more likely to

pursue deep studies of a particular system, uncovering layer after layer of the Truth

about this specimen of Life.

J. Villadsen et al., Bioreaction Engineering Principles,
DOI 10.1007/978-1-4419-9688-6_1, # Springer Science+Business Media, LLC 2011
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The authors of the present textbook have taught the subject of bioreaction

engineering to many generations of students, both in their home universities and

in courses at foreign universities. The classes have invariably been composed of

students with either a strong background in Chemical Engineering – Transport

phenomena, Unit operations, and Reaction Engineering – or with an extensive

training in experimental techniques in the Biochemistry laboratory, underpinned

by studies of heavy tomes on Biochemistry and Biology. Through comments to the

first and second edition of our textbook we have learnt to appreciate the difficulties

of many biostudents in tackling model building and even rather simple mathemati-

cal topics. We have also learnt that “true” chemical engineering students have little

or no appreciation of the hard work it takes to learn even the fundamentals of

metabolism and molecular biology.

The biostudents must learn to apply mathematics and numerical simulation, at

least up to a certain level. Otherwise the methodologies used in Metabolic Flux

Analysis, Metabolic Control Analysis, and Data Analysis will remain the preroga-

tive of physicists and engineers. Similarly, the engineering studentsmust spend time

to become familiar with the core disciplines of the biosciences. Otherwise, their

modeling studies will be faulted by the Bioscience community, and their biorelated

papers, published in secondary journals, will have little or no real value for society.

In this third edition of Bioreaction Engineering Principles, we have tried to build
bridges between the two communities. Chapter 2 gives a short, but in our opinion

sufficient introduction to metabolism in microorganisms, and through the following

chapters we build further on this basis. Our short primer in cell physiology can in no

sense replace the detailed picture of physiology and biology offered by full size

textbooks on these topics, but the student will be encouraged to improve his status

by consulting these texts.

Bioreaction Engineering Principles

Steady state balances

Stoichiometry Energetics Reaction rates

Cell kinetics

Unstructured Structured

Bioreactor performance

Mass transferIdeal reactor Mixing

Scale-up

Fig. 1.1 Topics of bioreaction engineering (adapted from first edition (1993) of the book)
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Matrix algebra is necessary to understand, even on a superficial level, the

concepts discussed in papers on Systems Biology, and we introduce matrix-based

Metabolic Flux Analysis in Chap. 5. But the subject is introduced slowly after

simple networks have been studied by methods that require very little beyond basic

algebra. Similarly, at the end of Chap. 3, methods that are necessary to evaluate the

quality of experimental data are discussed, but only after many examples where

elemental and redox balances are used to analyze steady-state rate data and to

derive the stoichiometry of bioreactions. When in Chap. 6 reactions catalyzed by

immobilized enzymes are treated, one must apply some basic concepts from

transport phenomena. Diffusion into the pellets is treated with the help of detailed

examples. The objective is to give the reader an understanding of the topic which is

on the par with that given in standard texts on Chemical Reaction Engineering.

The book has more than 100 examples and notes. The Examples will help the

reader to better understand the text while topics which extend the text, sometimes

by pointing to applications in different areas, are treated in Notes. The teaching of

the examples is further extended into the Problem sections of each chapter. Some of

the examples and problems are simple illustrations of the text, while others are

detailed quantitative studies relevant for building up a further understanding of bio-

reactions, both for use in scientific studies and for design of equipment. The design

examples often refer to the collaboration of the authors with major bio-tech

companies – suitably reformulated if necessary. Hopefully these design examples

demonstrate that Bio-reaction Engineering, by combining core subjects from

Chemical Engineering and the Bio-Sciences, contributes to secure bioprocesses a

prominent place in the process industry.

For the casual reader of the text the Examples and Notes may give quick

introduction to the philosophy of the textbook. Therefore lists of examples and

notes are given right after the list of Contents. Also included is a list of the Tables.

In the tables the student may find many valuable and often used data, just as the

examples will be useful for a reader who wishes to obtain information concerning a

particular research topic.

The third edition is in fact more like a complete rewriting of the second edition

than a revision of the edition from 2003. In Chap. 2, we have decided to give a

broad introduction to all the final products that can be derived from sugar and

indirectly also from lignocellulosic biomass. The intention is to make the student

enthusiastic about the whole area of bioreactions while at the same time introducing

the primary metabolism of microorganisms bit by bit. We hope that the review of

the potential of industrial production based on renewable materials is an unbiased

and fair account of this fascinating area.

In the new edition, Chaps. 3 and 4 introduce concepts of value for bioremedia-

tion studies. There is no reason why the environmental engineer should not see his

problems in the light of a more general discussion of mass balances treated with the

aid of elemental and redox balances, and with suitable reference to the thermody-

namics of the ecosystems.

Chapter 6 has now developed into a general overview of enzyme-catalyzed

systems. Both the fundamental aspects of enzyme kinetics and the application of

1 What Is This Book About? 3



free or immobilized enzymes in scientific studies and in industrial practice are

covered. The last Sect. 6.4 of the chapter deals with Metabolic Control Analysis,

a concept used in strain improvement by targeted changes in the metabolic

pathways. The results of this section can be used equally well to optimize ordinary

enzyme processes with several enzymatic reactions.

In Chap. 7, a central chapter of the book, the reader is guided from the simplest

unstructured models for cell kinetics through to the fascinating molecular level

kinetics that is involved in catabolite repression and in transport through the cell

membrane.

Chaps. 9–11 deal with the design of bioreactions. The ideal (i.e., well mixed)

reactor is the subject of Chap. 9, and while some material from the second edition

has been left out the chapter now deals also with new reactor types, and the

important fed-batch mode of operation is treated in more detail with respect to

both chemical and mass-transfer limited reactions. Chapter 11 now offers a hands-

on introduction to the problems of scale-up which in general are caused by inade-

quate mixing of the medium. The purpose is not to give a manual on mixing

equipment and the empirical foundation for design of such equipment. Rather

some general concepts of mixing are highlighted, for example, that the quality of

mixing may be improved by clever design, but the power input to any mixing

system basically determines the mixing time through application of the same

relations derived from fluid dynamics.

A one-semester course based on our text should include Chap. 2, Sect. 3.1–3.5

and Sect. 5.1–5.3.2. This will give the students enough competence to derive

stoichiometries from carefully examined experimental data and from simple net-

work models. Many design problems – especially those in which the economic

feasibility of a proposed process is to be determined – can be treated with this

background in biochemistry and bioenergetics.

The design of steady-state stirred tank reactors and fed-batch reactors in Chap. 9 is,

of course essential, and Chaps. 10 and 11 give an input from textbooks in chemical

and mechanical engineering that will make the design of real bioreactors trustworthy.

Chaps. 6 and 8 might be included in a two-semester course, or they could be

used as basis for short courses on enzyme reactions and on population-based

models for bioreactions (essentially the basis is the same as that used for a course

in reactive dissolution or precipitation of solids).

Finally Chap. 4 is a short introduction to Chemical Thermodynamics. Very

simple calculations useful for, e.g., heat-exchanger design are treated, but the

insight that thermodynamics will give in the feasibility of pathway reactions and

in the functioning of essential life processes is, indeed valuable in its own right.

In conclusion, it is seen that the contents of the book follow the main route in

analysis of bioreactions that was indicated in Fig. 1.1.

The authors wish for all those who spend time with our text that some

useful experience is the reward for their efforts, be they students or industrial

employees.
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1.1 Note on Nomenclature

The nomenclature used in this edition is the same as that used in previous editions

and shown in the “List of Symbols.” Deviations from the listed symbols may

appear, but only if the meaning of a shorter nomenclature is quite clear.

As in previous editions, we insist on using the symbol r for the specific rate of

bioreactions (e.g., in units of kg converted (kg biomass h)�1) since the cell is the

reactor, and IUPAC defines the rate per kg (or m3) reactor by the letter r. In mass

balances for bioreactors the volume V of the reactor vessel is introduced. We use the

letter q to designate the rate of the reaction per unit of V. The nomenclature is

introduced in Sect. 3.1.1 together with the basic mass balances for the reactor.

To designate the specific growth rate of biomass we shall use both the standard

symbol m (in units of, e.g., kg biomass produced (kg biomass h)�1) or rx, a useful
nomenclature when several specific rates are discussed together.

Yield coefficients (in units of, e.g. (kg/kg)) are designated by Yij where index j is
the compound in the numerator and i is the compound in the denominator. This

definition is explained in Sect. 3.2.
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Chapter 2

Chemicals from Metabolic Pathways

For the past 80–90 years petroleum and natural gas have served as raw materials for

the majority of the finished products of our daily lives. After World War II these

raw materials decisively substituted coal, and they have been the foundation of an

enormous increase in material wealth and welfare throughout the World.

A few basic raw materials, petroleum, natural gas, þS from oil or natural gas,

and O2þN2 from air, generate first primary (or platform) chemicals, next second-

ary (commodity) chemicals, then intermediates, and finally the finished products of

virtually all industries that provide consumer goods.

The aromatic fraction of petroleum delivers platform chemicals, such as propyl-

ene, ethyl benzene, cyclohexane, and cumene. These are used to synthesize sec-
ondary chemicals such as styrene, adipic acid, caprolactam, acetone, and

terephthalic acid; and these in turn are raw materials for the polymer industry that
produces textiles, packaging for food products, appliances, and communication

equipment (pencils, inks, computer casings, optical fiber). The aliphatic fraction

of petroleum contains other platform chemicals (iso-butylene, butadiene, etc.) that
supplement the aromatic fraction to produce intermediates for the abovementioned

industries. The transportation sector directly receives consumer goods from C5 to

C14 aliphatic compounds, while products such as antifreeze and gasoline additives

are derived by chemical processing of petroleum platform chemicals.

Natural gas and cracked naphtha deliver other platform chemicals (ethylene,

propylene, CO/H2, NH3) for the solvent industry (methanol, ethanol, ethylene

glycol, etc.), for the polymer industry (formaldehyde, polyethylene, polypropylene,

PVC), and for fertilizers.
Together the platform chemicals from petroleum and natural gas are combined

to give most of the products of the health and hygiene industry, the housing
industry, and the exploding recreation industry. Except for the input from the

mining and the forest industry, and the inorganic platform chemicals (such as

cement and phosphates) it is, indeed, hard to imagine the modern world without

the crucial input from oil and gas.

J. Villadsen et al., Bioreaction Engineering Principles,
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It is, however, known to every observant citizen thatwe have to prepare for a different

world, a future in which petroleum can only be used as a rawmaterial for a few platform

chemicals (mostly aromatics), andwhere even natural gas will run scarce. The use of the

calorific value of oil and gas for heating and cooling, or for producing electricity will

need to be sharply reduced, if not banned. The transportation sector will have to find

solutions where gasoline is substituted by other means of vehicle propulsion.

This is the challenge for all modern societies, and at the same time it is likely

to be the most brilliant opportunity for science in the 21st century.

In the following, the special role of the biorefinery in this quest for new

solutions to the raw material challenge will be outlined.

2.1 The Biorefinery

By analogy with the role of the oil refinery, where the raw materials, such as

petroleum, natural gas, S, O2 and N2, are converted in a series of chemical steps

to consumer goods, the role of the biorefinery is to convert raw materials originating

in the agricultural sector into the same final consumer goods.

Food and feed products are, and will remain the primary products of agriculture.

Nevertheless, for many years to come a certain fraction of the primary products

from agriculture, such as sugar from beets or cane and starch from grain, potatoes

and other storage compounds of plants will be processed into chemicals and

transportation fuels – a striking example is the conversion of almost 40% of the

enormous cane sugar production of Brazil into bioethanol. The main driver for this

development has previously been surplus production of primary agricultural

products in the Americas and in Europe. This has resulted in very costly programs

where farmers were sometimes subsidized to reduce production. As long as in some

parts of the world the production capacity for primary agricultural products remains

much higher than the market can absorb, nonfood utilization, also for biofuels, will

have a considerable and positive socioeconomic benefit.

The future lies in additional utilization of the huge quantities of waste products

from agriculture and forestry – straw, corn cobs, sugarcane bagasse, and forest

industry residues – supplemented by household and other waste products of modern

society. Typically, one ton of straw is produced per ton of grain.

Hence, cellulose, hemicelluloses, and lignin, collectively known as lignocellu-
losic biomass, will become an important raw material for the biorefinery.

Cellulose is an unbranched, crystalline microfibril constructed from 7,000 to

15,000 a-D glucose molecules. Embedded in hemicelluloses it acts as reinforcement

like iron rods in concrete to give strength to cell walls. Hemicelluloses are compos-

ite, branched polysaccharides, polymerized from 500 to 3,000 D-C5 sugar units to

an amorphous structure of xylan, arabinoxylan, glucomannan, and others. In con-

trast to cellulose, hemicelluloses are relatively easily hydrolyzed by acid treatment

or by enzymes to form C5 monomers, with the C5 sugar D-xylose being the most

abundant pentose derived from many materials.
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Lignin is an amorphous hydrophobic polymer into which the cellulose microfibrils

are embedded. It adds chemical resistance to the network of hemicelluloses and

cellulose, but has a number of other functions such as regulating the flow of liquid

in the living plant. The building blocks of the very complex lignin polymer

change fromone lignocellulosic biomass to another, but generally they are of aromatic

character, dominated by derivatives of phenyl propane. Figure 2.1a shows three

commercially valuable products that can be obtained by hydrolysis of lignin.

2.1.1 Ethanol Production

Given the massive political interest in substituting part of the petroleum-based

transportation fuels with fuels derived from cheap and plentiful renewable

Fig. 2.1 (a) Chemicals from lignin. The three compounds all have antioxidant properties that may

have possible health effects. They can be used to synthesize other flavor compounds and

pharmaceuticals. (b) The 12 building blocks derived from the sugars that result by hydrolysis and

saccharification of lignocellulusic biomass, exemplified by glucose (Murzin and Leino (2008))
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resources – about 1010 tons/year of lignocellulosic biomass appears to be relatively

readily available worldwide – the subject of ethanol production from biomass has

been treated in numerous journal papers, books, and pamphlets published by

national and international organizations. The three recent reviews (Lin and Tanaka

2006; Hahn-H€agerdahl et al. 2006; Lynd et al. 2008) give short, but well-balanced

accounts of the prospects of ethanol production, technological as well as economic,

from Japan, Sweden, and the USA.

In March 2009, the price of natural gas was 4.0 US $/106 BTU (¼3.7 US $/109 J,

or 0.19 US $/kg based on a heating value of 22200 BTU/lb (ethane)), but the prices

fluctuate wildly – the average for 2008 was 0.40 US $/kg – while the price of

cellulosic crops (“energy crops”) was about 0.050 US $ kg or about 2.3 US $ 109 J

based on a heat of combustion of 0.023� 109 J kg�1.

Thus, from the point of view of calorific value, energy crops, even at a much

lower cost per J, might seem to have little to offer compared with the user friendly

natural gas. Neither is an ethanol price (March 2009) of 1.72 US $/gallon (0.63 US

$/kg or 21 US $/109 J) very encouraging compared with the relative heating value

of either natural gas or energy crops, especially since a yield of ethanol by total

conversion of the sugars in lignocellulosic biomass is at most 0.5 kg ethanol/kg

biomass. Therefore, when considering ethanol production from biomass one must

definitely put a value on the residue in order to get a reasonable economy in the

overall process. As will be discussed shortly this is done for all the integrated

biomass-to-ethanol processes that are currently examined.

As could be expected, in the heated debate on the socioeconomic benefits of

converting biomass to ethanol, the fiscal incentives that subsidize bioethanol are

said to be a major incentive for the industry. The raw material is usually considered

as waste with no value – or a negative value when considering the environmental

costs of burning it on site. Still, the net cost of collecting agricultural waste and

transporting it to a central processing facility, added to the capital and running costs

of the industrial installation must, at the present, seem discouraging, unless some

incentive is given to the entrepreneurs.

For example, using agricultural waste to produce a liquid fuel by pyrolysis in an
oven directly attached to the equipment that harvests the crop is an appealing, low

cost alternative. When the pyrolysis is controlled at about 500�C, and the vapors

from the pyrolysis oven are rapidly quenched, 70–80% of the heating value of straw

or bagasse can be retrieved. The raw bio-oil has a low sulfur content, but it contains

about 30% water, is highly oxygenated (10–40% O), and is much too acidic. New

research (Bridgewater and Peacocke 2000; Holmgren et al. 2008; Bech 2008) is

building up a technology for refining the raw pyrolysis oil, and in numerous patents

(e.g., Bech and Dam-Johansen 2006) mobile units for collecting and pyrolysing the

biomass are described. According to Holmgren et al. (2008) the raw pyrolysis oil

can be refined in a one- or two-step hydrogenation process into a perfectly suitable

naphtha or diesel range fuel. The carbon recovery in the liquid fuel is about 45%

compared to 25–30% by conversion of wood or corn stover to ethanol with the

hemicelluloses as a byproduct. The production cost of refined pyrolysis oil is in

the range of 1.7–2.1 US $/gallon fuel. This is still much too high compared to the
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price of raw pyrolysis oil (�0.35 $/gallon), but the technology is in its infancy, and

no large-scale production of pyrolysis oil has as yet been realistically evaluated.

Production of ethanol from lignocellulosic biomass involves a number of steps.

Pretreatment of milled or finely cut biomass to open up the structure for further

hydrolysis, saccharification of the biomass, and separation of C6/C5 sugars from

lignin (Hahn-H€agerdahl et al. 2006). Finally, part or all of the sugars is converted
into ethanol. Estimates of the ethanol production cost depend on the nature of the

biomass feed (softwood, perennial grass crops, straw, bagasse, etc.), on the process,

and on the final product distribution. In some processes, the goal is to ferment all the

sugars, either in one or in several steps, and the wastewater is treated in an

anaerobic bacterial fermentation to yield biogas. Lignin may be used in further

processes in the biorefinery, or it may be burnt to provide heat for the heavy

evaporation duties involved in producing almost water-free ethanol based on the

4–8 wt% effluent from the fermentation, and perhaps to turn all the residual in the

wastewater into a combustible fuel. The cost of fermenting the C5 sugars is higher

than for the C6 sugars, and a good alternative to total conversion of the sugars is to

use the C5 and mineral-rich residue from a C6 fermentation with yeast as an

excellent cattle feed.

The IOGENdemonstration unit inOttawa converts 1.5 tons ofwheat straw per hour

and utilizes both the C5 and the C6 sugars to make a rather weak (4–5 wt%)

ethanol solution while the Danish IBUS concept, DONG-Inbicon, produces an 8 wt

% ethanol solution from the C6 sugars of steam-treated wheat straw, and with a co-

production of a mineral-rich C5molasses for cattle feed. After pilot scale experiments

from 2004, DONG-Inbicon inaugurated in 2009 a demonstration plant for conversion

of 4 ton h�1 wheat straw to ethanol and C5 molasses. Similar demonstration units

have sprung up in many countries. Of particular interest is the large number of

straw-based Indian units, inspired and promoted since the 1980s by the “father” of

Indian biotechnology, T.K. Ghose. Common to all these envisaged designs for

full scale plants is that they incorporate projected advances in both biological

and physical process steps. The interest is centered on the hydrolysis step which

is at present dreadfully slow compared with the fermentation step (5–7 days in

the IOGEN processþ 3 days in a separate fermentation step). Hydrolysis of the

polymers to C6/C5 sugars is done with cocktails of enzymes with at least three

kinds of cellulase activities (endogluconase, exogluconase, and cellobiose), but unless

the biomass is properly pretreated large quantities of enzymes must be added.

In the Inbicon process (in which only the C6 sugars are converted to ethanol),

the enzymatic prehydrolysis liquefaction takes only 5–7 h, and is followed by a

simultaneous saccharification and fermentation (SSF) process to give a total
hydrolysisþ fermentation time of 6 days.

Pretreatment of the raw biomass by hot water, perhaps with the addition of O2 in

“Wet Oxidation” which removes most of the lignin, by steam, by dilute acid, or

with a concentrated NH3 solution has been used to open up the polymer matrix, and

to make it more accessible to cellulases. Especially the Ammonium Fiber Expan-

sion (AFEX) method, originally developed in the 1980s with liquid NH3 soaking

the dry biomass, followed by a sudden pressure release, appears to have a high
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potential for significantly reducing the hydrolysis time for straw materials. Sendich

et al. (2008) summarizes recent progress in the AFEX method. A strong NH3–H2O

solution is used, and effective recovery of the NH3 is described. The water/dry

biomass ratio is as low as 0.4 with significant implications for the downstream

processes.

SSF of pretreated biomass appears to be the correct procedure, despite the

difference between optimal hydrolysis temperature (�50�C) and fermentation

temperature (�33�C) in current processes. The inhibition of the enzymes by the

products of the depolymerization process, e.g., glucose and cellobiose (two glucose

molecules linked by a b(1! 4) bond), is avoided when the sugar is immediately

converted to ethanol (Gauss et al. 1976; Olofsson et al. 2008). The ethanol can

probably be removed continuously by a moderate stripping of the medium with

CO2, especially at hypobaric fermentor pressure, say 0.5 bar. These low tempera-

ture ethanol separation methods could possibly open up for recovery of intact

enzymes from the stillage.

The progress of large biotech companies such as Novozymes and Genencor in

the construction of new and more potent enzyme cocktails for saccharification, and

the selection of robust, ethanol tolerant strains of the yeast Saccharomyces
cerevisiae will undoubtedly lead to a several fold reduction of the dosage of

hydrolytic enzymes. Together with a strong R&D investment to optimize the

process design one may hope that the hydrolysis time will be significantly reduced,

and finally be able to match the fermentation time of the C6 sugars.

Fermentation of the C5 sugars with yeast presents a problem, and consortia of

different bacteria have been used to convert the C5 sugars to ethanol in a second

fermentation step. Many bacteria are able to ferment all lignocellulose-derived

sugars to ethanol. In Problem 2.3, and in Chap. 5, butanol and acetone are seen to

be lucrative products of another bacterial fermentation where the production organ-

ism is Clostridium acetobutylicum. But bacteria tend to produce mixed acids rather

than ethanol (see Fig. 2.5), and they work best at neutral pH (6–7), where they are

more susceptible to infection than yeast which works at mildly acidic pH (4.8–6).

Their major disadvantage is that they are not nearly as tolerant to ethanol as

S. cerevisiae. Thus, even the excellent bacterium Zymomonas mobilis which is

able to produce ethanol in nearly stoichiometric amounts from glucose tends to be

severely inhibited by ethanol concentrations above 3 wt%, while new industrial

strains of S. cerevisiae tolerate more than 15 wt% ethanol.

If one decides to sell the residue from the C6 fermentation as animal feed, the

currently slow and incomplete fermentation of C5 sugars in conventional yeasts is

not a problem. The value of the cattle feed can be greatly improved if the C5 sugars

are converted to biomass with about 70% protein. The company Microbiogen

(http://www.microbiogen.com) in Sydney, Australia, has in a long screening pro-

gram developed an industrial yeast, that by aerobic cultivation quantitatively

converts the C5 sugars to yeast biomass, also in the harsh environment of

hydrolyzed lignocellulose.

If the goal is to utilize all the sugars for ethanol production then new yeast strains

must be engineered. Strong and persistent research efforts toward this goal have
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been made by many research groups, see e.g., Hahn-H€agerdahl et al. (2007) and
Wisselink et al. (2009). One important breakthrough has been the expression of a

fungal xylose isomerase into yeast. This enzyme permits direct isomerization of

xylose into xylulose, and an almost simultaneous fermentation of xylose and glucose

is obtained (van Maris et al. 2006). In the 2009 paper by Wisselink et al., it is shown

that long-term stable co-fermentation of several C5 sugars and glucose can be

ensured by evolutionary engineering. This is the same strategy used by, e.g.,

Microbiogen to convert C5 sugars to high value animal feed: A sustained evolution-

ary pressure is applied to the culture to change the phenotype of the original strain in

the desired direction. Problem 2.2 discusses howC5 andC6 sugars are directed to the

main metabolic pathways of S. cerevisiae through the same feed-line.

When all the evidence from scientific journals1 is considered together with news

releases from reputable biotech companies, it does seem that the goal of producing

ethanol from lignocellulosic biomass at a price comparable with gasoline from oil is

within reach.

It will be prudent to complement the massive bioscience research effort toward

an optimal conversion of lignocellulosic biomass into ethanol with an effort to

optimize the engineering design of units that produce ethanol from sugar and starch,

the “first generation ethanol processes.” Neither the fermentors nor the down-

stream processes are yet fully optimized, and process intensification as well as

energy savings in the up-concentration of dilute ethanol solutions (e.g., using heat

pumps) could well lead to a substantial reduction of the production price of ethanol

from starch.

With proper foresight these technical improvements will be ready to implement

when corn stover, straw, wood chips, or bagasse are included as raw materials for

ethanol production.

First generation ethanol processes are typical mature processes, just as most

processes in the petroleum/gas-based refinery, and a 5% reduction of production

costs would be significant. Conversion of biomass to ethanol or to pyrolysis oils must

at present (2010) be regarded as immature technical processes, defined as processes

where the processing costs to final consumer goods are at least equal to the raw

material costs. In the oil refinery, the processing cost is only on the order of 20–30%of

the raw material cost. The challenges of the production process is the reason why the

final price of ethanol from biomass is at present higher than the price of starch-based

ethanol, despite the very low price of raw material delivered at the processing site.

The obvious immaturity of the biomass-based processes is, of course the incentive

for the massive research commitment by industry and by governments. Without

indulging in wishful thinking it is predictable that the cost of enzymes for hydrolysis

of biomass will be much reduced if microorganisms such as the fungus Trichoderma
reesei can be seeded on an optimally pretreated biomass to produce the cellulases for

saccharification. The simultaneous fermentation of C5 and C6 sugars at a large scale

will eventually also become economically feasible, also in fermentation media that

1Older references such as Maiorella et al. (1984) should, however, not be neglected. This seminal

paper has recently been honored by being reprinted in Biotechnol Bioeng (2009).
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contain inhibitors released from the pretreatment of the raw material. Finally, the

whole engineering of the production system will be subjected to intensive studies by

industry to achieve lower capital costs, smaller energy expenditure, and cheap

recycling of the process water.

These improvements of Second Generation ethanol processes will be necessary

if the political will to support bio-fuels is to be sustained.

The commitment of land to cultivation of energy crops will be decided on the

“land use yield.” At present, this parameter is stated to be 135 GJ ha�1 for lignocel-

lulosic biomass, 85 GJ ha�1 for corn kernels, and only 18 GJ ha�1 for soy beans.

Considerable efforts are, however, made to improve the utilization of the whole
biomass from energy crops. Also the introduction of new crops for biodiesel

production, and the – rather speculative – development of processes where

microorganisms with high lipoid content are cultured in large scale, may make

also biodiesel production feasible from a socioeconomic perspective. In the mean

time, the use of waste materials such as yellow grease, lard, and tallow may quite

soon develop into a cheap, large-scale source of biodiesel.

The predictions are, that by a skillful combination of first and second generation

bioethanol processes, the production cost of ethanol will decrease to 1.4–0.8 US

$/gallon (Sendich et al. 2008).
In the long run, the burgeoning Brazilian production of ethanol from cane sugar

will increase dramatically when the 80% of the plant that is not sugar is utilized for

ethanol production. Then, undoubtedly, Brazil will develop a large chemical

industry where most of the sugar is used to produce chemicals, while maintaining

a large export of ethanol. Very recently (October 2010), a large, well-funded project

has been initiated with this end goal in mind. Characteristically, the project partners

are Petrobras, the national Brazilian oil company, and Novozymes, a major pro-

ducer of industrial enzymes.

In fact, as discussed in the next section, pure sugar is much more valuable as a

raw material for chemical production rather than when converted to a biofuel.

Exactly the same arguments are used to motivate a substantial change in the final

use of the oil and gas raw materials, from transportation fuels and for heating

purposes to an almost exclusive use in the chemical industry.

2.1.2 Production of Platform Chemicals in the Biorefinery

By analogy with the raw materials such as petroleum and natural gas in the oil

refinery, the biorefinery operates with cellulose, hemicellulose, lignin, starch,

sucrose, vegetable oils, and fats as raw materials. The sugar polymers are converted

to mono- or dimeric sugars: glucose, fructose, sucrose, lactose, galactose, xylose,

and arabinose, which serve as platform chemicals together with starch.

The triglycerides from oils and fats deliver other platform chemicals, glycerol

and fatty acids. After esterification with aliphatic alcohols the fatty acids are used as

biodiesel while the byproduct, glycerol has a great potential as a building block.
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Glycerol will become an attractive byproduct from biodiesel production. Among

the many promising processes in which glycerol is the raw material one can

mention a process in which two enzymes are used. In a suitable membrane reactor

construction which allows the two enzymes to be separated, 2 mol of glycerol can

be converted to 1 mol of 1,3-propane diol and 1 mol of dihydroxy acetone

(CH2OH–CO–CH2OH). One glycerol molecule is oxidized, and the other is

reduced. The result is two compounds, each of which has a much higher value

than glycerol.

When the considerable difficulties associated with downstream processing of the

monomers derived from lignin have been solved this raw material can be used to

synthesize a number of aromatic compounds as exemplified by Fig. 1.1a. In the near

future, lignin is likely to be combusted to provide process heat. All the biopolymers

can also be pyrolyzed to SynGas (H2þCO) or to pyrolysis oil as discussed in

Sect. 2.1.1. In the following only glycerol and the sugars derived from biopolymers

will be considered as building blocks.

In 2004, a group of researchers at Pacific Northwest National Laboratory

(PNNL) and National Renewable Energy Laboratory (NREL) in the USA made a

detailed screening of sugars as potential candidates for building blocks, secondary

chemicals, and intermediates to produce final consumer goods in the industry

sectors which have traditionally been served by the petroleum industry.2 Starting

with more than 300 candidates the group arrived at a final set of 12 building blocks,

Table 2.1. As argued by Werpy and Petersen (2004), all 12 building blocks have a

high potential for substituting building blocks derived from oil and gas.

The first three building blocks are made from sugars by simple chemical pro-

cesses. Glucaric acid is a representative of the many, so-called aldaric acids

COOH–(CHOH)n–COOH which are produced from sugar by mild oxidation.

Thus, glucaric acid is obtained from D-glucose or D-gulose by oxidation with dilute

Table 2.1 Twelve sugar-based

building blocks suggested

by Werpy and Petersen (2004)

Glucaric acid

2,5 Furan dicarboxylic acid

Levulinic acid

Itaconic acid

1,4 Diacids (succinic, fumaric and malic)

3 Hydroxy propionic acid

Glycerol

3-Hydroxybutyrolactone

Xylitol and arabinitol

Sorbitol

Aspartic acid

Glutamic acid

2Another (comprehensive) report is from OECD (“The application of Biotechnology to Industrial

sustainability – a Primer”) (1998:ISBN 92-64-16102-3) and 2001. Newer reviews are Haveren

et al. (2008), Clark (2007), and Kamm and Kamm (2007).
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nitric acid. Levulinic acid (CH3–CO–(CH2)2–COOH) results when starch is boiled

in dilute sulfuric acid. 2,5 Furan dicarboxylic acid is obtained by oxidative dehydra-
tion of C6 sugars, e.g., glucose and 3-hydroxybutyrolactone by oxidative degradation
of starch.

Sugar alcohols, sorbitol (CH2OH–(CHOH)4–CH2OH) and the corresponding C5

alcohols xylitol and arabinitol can be produced by chemical hydrogenation of,

respectively, glucose, xylose, and arabinose.

1,4 Di-carboxylic acids (succinic acid, fumaric acid and malic acid), 3 hydroxy
propionic acid, and the two amino acids aspartic acid and glutamic acid are all

metabolites from metabolic pathways, and they are more easily produced from

sugars by fermentation than by chemical routes.

Finally, itaconic acid (methylene succinic acid, COOH–CH2–C (¼CH2)–COOH)

is produced either by distillation of citric acid (COOH–CH2–C(COOH)

OH–CH2–COOH), a fermentation product with a yearly production volume of

about one million tons, or it can result directly from certain fungal fermentations.

The list of 12 building blocks in Table 2.1 can, if desired, be reduced further since

several of the compounds can be synthesized from other compounds on the list.

Thus, glutamic acid is the starting point of the biosynthesis of a family of amino

acids, including aspartic acid, and the fermentation can be conducted such that

aspartic acid or lysine is the final amino acid product. In Sect. 2.5, it will be shown

that the amino acids can also be used as intermediates in the production of polymers.

Figure 2.1b summarizes the description of the synthesis pathways from lignocel-

lulosic biomass to the 12 building blocks. Glucose is shown as the starting point for

the synthesis, but other sugars resulting from enzymatic hydrolysis and sacchari-

fication of biomass could also have been used.

Directly aimed toward polymers is the Cargill-Dow lactic acid to polylactide

facility (180,000 annual ton production) inaugurated in 2002 in Blair (Nebraska).

Since 2006 (at Loudon, TN) DuPont and Tate & Lyle produce annually

45,000 ton 1,3-propane diol by fermentation of hydrolyzed corn starch. In 2008

Novozymes and Cargill initiated a cooperation to produce 3-hydroxy propionic acid

(CH2OH–CH2–COOH) directly by fermentation from glucose. The goal is to pro-

duce acrylic acid (propenoic acid, CH2¼CHCOOH) by fermentation, rather than

chemically from propylene – see Problem 2.7.

The production of polymers from biobased raw materials will be further

discussed, in this chapter, and in Chaps. 5, 6, and 9.

It is interesting that together the building blocks in Table 2.1 offer a collection of

reactive functional groups, –OH, –CHO, –CO, –COOH, and –NH2. With at least

two of these present in a particular building block this is an attractive platform

for building other compounds with a C3, C4, C5, or C6 carbon backbone. This

property is of course also found in the raw materials, the sugars, whereas ethanol

with only one reactive group has much less value as a platform chemical.

The reactivity of the building blocks makes it possible, mostly by chemical

routes, to synthesize, e.g., a whole array of secondary chemicals which in their turn

can also substitute oil-based building blocks for almost all conventional, and many

new, biodegradable polymers, such as polylactides. Environmentally friendly
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solvents such as esters of lactic acid (COOH–CHOH–CH3) and aliphatic alcohols, as

well as conventional solvents (butanol, acetone, etc.) are readily available as end

products of central metabolic pathways. Whole families of pharmaceuticals,

exemplified by penicillins and cephalosporins, are produced by fermentation.

No chemical route is competitive for these bulk chemicals. Finally, specialty

drugs, produced in small quantities but at high unit price, are synthesized by

microorganisms. Therapeutic proteins and polyketides are examples of products

that can only be produced by bioroutes.

In the following, we shall examine the metabolic pathways that lead from the

raw material, sugar, to the desired end products, and a few examples of complete

synthesis paths will be discussed. The goal is to understand the general rules of

carbon flow in the main arteries of the immensely complicated metabolic network

of any living organism. Nothing in the network structure was developed by nature

without serving a purpose. Biochemistry and biology has given us an understanding

of the purpose of the major pathways, but we are still a long way from understand-

ing the whole, tightly regulated network. Learning from the pathways and guessing

their interconnections are the way forward to design new organisms that serve our

needs better. It is through systematic research where new sets of experiments are

devised to obtain a better understanding of the rationale for the observed phenom-

ena that we shall eventually reap the full benefit of what living cells offer to us.

Physiological Engineering, Metabolic Engineering, Systems Biology – new names

are constantly coined for this scientific endeavor – is a happy marriage between the

biosciences and the engineering sciences.

In the perspective of this textbook all the tools discussed in the following chapters

serve the purpose of understanding how to exploit as fully as possible the fluxof carbon

through the pathways and to engineer the fluxes by quantitativemeans. Ultimately, we

shall have the perfect organism, optimized with respect to its performance in the

reactor as well as in the subsequent down-stream processes toward the final product.

2.2 The Chemistry of Metabolic Pathways

In a metabolic pathway a substrate (input reactant) is converted by a series of

enzymatic reactions to a final product. All the carbon in the substrate can end up in

the final product or it may partly be lost through a number of diverging pathways

which branch off from the main pathway.

Carbon can also be fed into the pathway by converging pathways.

Any of the intermediates of the pathway may be excreted from the cell and can

be recovered from the medium (sometimes called the fermentation broth) from

which the cell receives its substrates. Both processes occur by transport through the
cell membrane.

The final product of the pathway can serve as a substrate for one or more pathways,

and the notion of a separate pathway is more or less fictitious in the overall picture of

a highly connected metabolic network. Several pathways have been named after
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the persons who discovered and studied the set of reactions leading from the substrate

to the “final” product of the pathway: EMP pathway (Embden, Meyerhof, Parnasþ
several other contributors), Krebs cycle, Entner–Duodoroff pathway, but other names

are also used such as Glycolysis (lysis¼ degradation (of glucose)) for the EMP

pathway and TCA cycle (Tri Carboxylic Acid) for the Krebs cycle. We shall largely

use the latter names.

In the first pathway to be discussed (Sect. 2.2.2), the glycolysis pathway, the

substrate is glucose, but through pathways which converge into glycolysis other

sugars, galactose, lactose, mannose, and C5 sugars such as xylose can also serve as

a carbon source.

The product is the keto acid, pyruvic acid (CH3–CO–COOH). No carbon is lost

in the form of CO2
3 When furthermore no metabolic intermediates are drained

away from the pathway as substrates in other reactions, one obtains two molecules

of pyruvic acid4 from one glucose molecule. Since the net formula for glucose is

C6H12O6 the overall stoichiometry – with respect to carbon – is:

C6H12O6 ! 2C3H4O3 (2.1)

It is obvious that two H2 have been lost in the conversion from glucose to

pyruvic acid, i.e., the net result of the pathway is an oxidation of the glucose, the

first step toward the ultimate combustion of glucose to six molecules of CO2 in

the catabolic metabolism.
In the following Sect. 2.2.1, the purpose of glycolysis as seen from the point of

view of the microorganism will be discussed, and in Sect. 2.2.3 it will be shown

how the organism compensates for the loss of reducing power associated with the

oxidation of glucose to pyruvic acid in glycolysis.

2.2.1 The Currencies of Gibbs Free Energy
and of Reducing Power

The conversion of a substrate to a final product through a sequence of chemical

reactions will only take place if all the reactions in the sequence are thermodynami-

cally favored in the desired direction. The change in free energy DGR for each

reactionmust be negative.Aswill be discussed in Chap. 4, a reaction A!Bwhich is

thermodynamically unfavorable may still proceed in the indicated direction if it runs

3Although CO2 is obviously a metabolic product we shall use “lost carbon” (“lost” for further

metabolism) for this compound.
4In figures we usually show the non-dissociated metabolites. At the pH at which most

fermentations take place we have the anions: pyruvate, acetate, glutamate, CH3COCOO
�,

CH3COO
�, etc. rather than the free acids. NH3 occurs as NH4

þ. When we write stoichiometries

(e.g., (2.1)) it is simpler to use the non-dissociated molecules. The need to add acid or base to keep

the desired pH is implicitly assumed. In Chap. 4 the ionic forms will have to be used.
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in parallel with another reaction C!D that is accompanied by a sufficient loss of

free energy to make the sum of the two reactions occur with a negative DGR.

In cell reactions, the reaction C!D is in most cases the hydrolysis of an energy-

rich compound adenosine triphosphate (ATP), Fig. 2.2a.

Hydrolysis of ATP removes one molecule of phosphoric acid (or rather one

HPO4
2�), and the diphosphate ADP is formed. At the same time, a free energy

“package” worth about 30.5 kJ mol�1 (at “standard conditions” which will be

discussed in Chap. 4) is made available for A!B to proceed against its thermody-

namically preferred direction as long as DGA!B< 30.5 kJ mol�1.

Within the cell, the ratio ATP/ADP is tightly regulated as long as the environment

is kept stable, i.e., when the culture grows at steady state, the so-called balanced
growth. Any use of ATP to “help” an energetically unfavorable reaction A!Bmust

be balanced by other reactions Ai!Bi which have as sufficiently large, negative

DGR (<<�30.5 kJ mol�1), and which will still proceed even when ATP is formed

besides the main product Bi. The picture of ATP as an energy “currency,” continu-

ously exchanged between the thousands of metabolic reactions, is quite suggestive.

Nicotinamide adenine (NADH) dinucleotide, Fig. 2.2b, is the corresponding

reductive power currency in the many reactions of the network of (mostly) cata-
bolic reactions. The loss of reductive power from a metabolite is counteracted by an

increase in NADH:

RH2 þ NADþ ! Rþ NADHþ Hþ (2.2)
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Fig. 2.2 (a) The “currency” of free energy, ATP. (b) The currency of catabolic reductive power,

NADH. In ATP a purine derivative (six amino purine¼ adenine) (1) is attached to the 10 carbon of
the C5 sugar, ribose (3). The tri-ester with H3PO4 is formed at the 50 carbon of the sugar. The ribo-
phosphate structure of ATP is also found in NADH, but one of the phosphate groups is substituted

with another nucleotide where nicotine amide (2) is attached to the 10 carbon of the C5 sugar.

In NAD+ the 10 nitrogen in the pyridine ring is positively charged while at the 40 carbon one H is

removed (i.e., the net effect is the removal of “H2”)
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Generally speaking, the redox carrier serves as a cofactor for the enzyme that

converts RH2 to R.

As an example the redox balanced overall pathway reaction (2.1) from glucose

to pyruvic acid should read

C6H12O6 þ 2NADþ ! 2C3H4O3 þ 2NADHþ Hþ (2.3)

In one of the reactions in glycolysis (reaction (6) in Fig. 2.4: glyceraldehyde-3

phosphate! 1,3 diphosphoglycerate), NAD serves as a cofactor, picking up the H2

when the triose is oxidized.

On the level of the cell, the ratio NADH/NAD is tightly regulated for a cell

culture in balanced growth. Consequently, the sum of all the rates of network

reactions that produce NADH is matched with the sum of rates of reactions

which consume NADH, just as the sum of rates of ATP producing reactions is

matched with the sum of rates of ATP consuming reactions. These two constraints

on the rates of pathway reactions in the (necessarily limited) network, with which

we decide to represent the totality of the metabolic network of a cell, will be used in

Chap. 5 in Metabolic Flux Analysis to obtain relationships between the rates of

cellular reactions.

As one may guess, the picture of energy transfer and of redox transfer in

metabolic networks is not as simple as described here. There are other “currencies”

of energy transfer, such as guanosine triphosphate (GTP) which structurally

resembles ATP, except that the purine derivative guanosine is used instead of

adenine. In certain catabolic reactions, GTP is produced rather than ATP (e.g., in

one of the TCA reactions, Fig. 2.7), and GTP is primarily used in protein synthesis.

The energy content of the two molecules is the same, and they are easily converted

to each other.

Also there are several currencies of redox power besides NADH. Of particular

interest is NADPH. The structure of NADPH is the same as that of NADH in

Fig. 2.2b, except that a third phosphate ester is attached to the 20 carbon of the ribose
next to the adenine.

Whereas NADH is produced and consumed in cell reactions connected with

energy (ATP) production, the catabolic reactions, NADPH is (mainly) produced in

reactions which lead to synthesis of building blocks for production of more cell

mass, and consumed in the reactions which eventually lead to production of

proteins and genetic material, RNA and DNA, the anabolic reactions.
Many organisms (e.g., Escherichia coli, the preferred workhorse of many

industrial companies) are able to convert NADH to NADPH and vice versa

NADHþ NADPþ ! NADPHþ NADþ (2.4)

The reaction is catalyzed by an oxido-reductase,NADPH: NAD transhydrogenase.
Occasionally, it may be desirable to convert NADH to NADPH, especially in

anaerobic fermentations, and reaction (2.4) may become useful. A typical case is

the production of fuel-ethanol, where glycerol is an undesired byproduct that must
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be produced by the yeast cell in order to satisfy the NADH balance (see Sect. 3.3).

In a study by Nissen et al. (2001), the E. coli gene for transhydrogenase was inserted
in S. cerevisiae in order to introduce an alternative NADH sink, and hereby

eliminate glycerol production. A potential 5% increase of ethanol yield was

expected. However, the strategy did not work, since the NADPH/NADP ratio is

higher than the ratio of NADH/NAD, and consequently the reaction runs in the

opposite direction, and this resulted in an increased NADH production in the cell,

leading to a larger glycerol production.

Another important redox carrying dinucleotide is FADH2, flavin adenine dinucleo-

tide, which plays a role as a cofactor for the enzyme ATP synthase in oxidative
phosphorylation. FADH2 is mainly produced in the TCA cycle, Fig. 2.7, reaction (7).

Other redox carriers such as PQQ, pyrroloquinoline quinine, are used as

cofactors in specific reactions, e.g., in the oxidation of methanol to formaldehyde

by the enzyme methanol dehydrogenase. It is a key player in the production of

single cell protein (SCP) from natural gas or methanol (Matsushita et al. 2002).

Besides their role as redox carriers in metabolic networks the redox cofactors

play a part as anti-oxidant vitamins, e.g., in the human body.

All these complex organic molecules function either as donors of H2 or acceptors

of H2, and one molecule of the cofactor can be interpreted as “H2.” Only in a few

cases the H2 will actually be liberated as molecular hydrogen.

Some reactions use one cofactor while others use a different cofactor. Structur-

ally related cofactors can be converted between each other, e.g., NADH to NADPH

(2.4). Although the cofactors are different and have different properties it is often

possible in simple calculations to operate with only one common representative for

all of them. Thus, if inMetabolic Flux Analysis all the anabolic reactions are lumped

into one reaction there is, as will be discussed in Chap. 5, a small net-production of

redox power. This is written as “NADH” in the stoichiometry for biomass formation,

but the small positive production of redox is the result of a large consumption of

NADPH and an approximately equal production of NADH. Since both NADH and

NADPH are produced from their oxidized counterpart by the same consumption of

substrate (sugar), the overall rate of substrate consumption is the same. In more

sophisticated analyses, e.g., in the quantitative study of amino acid production by

fermentation, the distinction between different cofactors needs to be maintained.

Whereas the net consumption, or production, of redox cofactors in a pathway

can always be deduced from the level of reduction of the substrate and the product

from the pathway, this is not so for the energy production.

Thus, the net reaction (2.1) does not reveal how much free energy in the form

of ATP has been produced, although as will be seen in Chap. 5 oxidative pathways

will generally produce free energy. Whether a pathway reaction will produce ATP

by hydrolysis of high energy phosphate bonds depends on the enzyme used in

the reaction.

Thus kinases will produce free energy, ATP, while hydrolases will produce

enthalpy, which is transferred to the medium as heat.

The only way to find out whether a particular reaction produces ATP (or any

other product) is to consult one of the metabolic network encyclopedias which are
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now available on the Internet, e.g., EXPASY-Molecular Biology Server, subsection

Biological Pathways, see http://www.expasy.ch., KEGG (Kyoto Encyclopedia of

Genes and Genome, http://www.genome.jp/kegg/), and http://www.brenda-enzymes.

org/, an excellent database for enzyme properties.

2.2.2 Glycolysis

In order to produce more biomass the necessary nutrients (or substrates) must be

available. Nutrients can roughly be divided into (1) carbon source, (2) energy

source, (3) nitrogen source, (4) minerals, and (5) vitamins. The energy source

ensures supply of the necessary Gibbs free energy for cell growth, and often the

carbon and energy sources are identical. The most common carbon and energy

source is glucose, but carbohydrates such as maltose, sucrose, dextrins, or starch are

frequently used. Many cells can also use organic acids, e.g., acetic acid or lactic

acid, alcohols or polyols, such as glycerol, as carbon and energy source. A few

microorganisms grow on hydrocarbons and on CO2 (as do plant cells), but using H2

as an energy source.

In Sect. 2.2.7, we shall return to the subject of cellular requirements for nutrients,

and in Table 2.5 typical media used in industrial fermentation are listed (Fig. 2.3).

Substrates

Metabolic byproducts

Transport

Substrates Precursor
metabolites

Building
blocks

Macromolecules

Biomass
(more cells)

Fueling reactions
Biosynthetic
reactions

Polymerization
reactions

Proteins

Secretion Assembly
reactions

Transport

Fig. 2.3 Overview of reactions and processes involved in cellular growth and product formation.

Substrates are taken up by the cells by transport processes and converted into precursor

metabolites via fueling reactions. The precursor metabolites are converted to building blocks,

and these are polymerized to macromolecules. Finally, macromolecules are assembled into

cellular structures such as membranes, organelles, etc. that make up the functioning cell. Precursor

metabolites and building blocks may be secreted to the extracellular medium as metabolites, or

they may serve as precursors for synthesis of metabolic end products. The cell may also secrete

certain macromolecules – primarily proteins that can act as hydrolytic enzymes, and some cells

may also secrete polysaccharides
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We shall first study the generation of energy from sugars, the most common

carbon and energy source for microorganisms. The “standard” sugar substrate is

glucose. This is taken up by the cell either by passive diffusion or by various forms

of active transport, using free energy in the form of ATP to mediate the transport

process. In group translocation, the glucose molecule is phosphorylated to an

activated glucose, glucose-6 phosphate, at its passage from the medium through

the cell membrane to the cytosol, the fluid inside the cell. The activation of the

glucose molecule occurs by transfer of phosphate from an activated molecule

further down in the path of glucose metabolism. The donor is phosphoenolpyruvate
(PEP), see Fig. 2.4b, and the process is used for fast glucose transfer by many

bacteria such as lactic acid bacteria and E. coli.
The metabolic pathway by which most living cells create energy from growth on

sugars is the EMP-pathway, Figure 2.4a, b, and the end product of the pathway is

pyruvate (2.1).

Using yeast as an example, the first reaction of the pathway (1) is the phosphory-

lation of intracellular glucose to glucose-6 phosphate (G6P) using one ATP (i.e.,

an energy package of 30.5 kJ) per mole of glucose. Next follows a reversible

conversion (2) of G6P to fructose-6 phosphate (F6P), and a further activation of

the sugar (3) is achieved by donation of one ATP to F6P to form fructose-1,6

diphosphate (F1,6P).

F1,6P is highly energized and splits by reaction (4) into two trioses,
dihydroxyacetone phosphate (DHAP) and glyceraldehyde-3 phosphate (GAP).

Since DHAP is a symmetrical molecule the position of the phosphate molecule is

not specifically indicated, whereas the GAP that results from G6P is phosphorylated

in the 3-position, i.e., furthest away from the aldehyde group, see Fig. 2.4a(f).

The entry point to the pentose phosphate pathway (PP), Fig. 2.8, is from G6P (b).

F6P and GAP formed in the PP pathway join the two pools (d) and (f) in Fig. 2.4a

and are metabolized further in the EMP pathway.

G6P and F6P are used for the production of storage carbohydrates (glycogen and

trehalose), and of cell wall components (chitin and glucans). GAP is used for the

production of lipids.

The two trioses are connected by a fast reversible reaction (5). When we are

looking at the energy production by the EMP pathway we assume that consumption

of sugar in the pathway that leads from the DHAP is blocked. Hence all the carbon

ends up in GAP and is further metabolized from this intermediate. In a real

fermentation the ratio between the pools of GAP and the DHAP is, of course,

controlled by the relative rates of consumption of the two compounds.

An interesting observation, of relevance to the discussion of labeled carbon

atoms in Chap. 5, is that a glucose molecule labeled in position 1 (i.e., 13C1-glucose)

will lose 50% of its labeling after the split at F1,6P. GAP is obtained from carbon

atoms 1–3, while DHAP stems from carbons 4–6. The GAP obtained from DHAP

by the fast reaction (5) is unlabeled, and the resulting concentration of labeled

molecules (in the C3-position of GAP) is only half of what it was in the glucose.

This topic is discussed further in Sect. 5.3.3.
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The pathway fromG6P to pyruvate can also work in the opposite direction. This is

called gluconeogenesis (“new glucose synthesis”). When small molecules such as

a primary alcohol (ethanol) or a carboxylic acid (lactic acid (HLac), formic acid or

acetic acid), all products from glycolysis, are used as carbon source, the reactions of

Fig. 2.4a, b from G6P to pyruvate must be traced in the opposite direction in order to
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Fig. 2.4 (A) The first part of the EMPpathway, until the hexose is split into two trioses. (a) Glucose,

(b) glucose 6 phosphate (G6P), (c) fructose 6 phosphate (F6P), (d) fructose 1,6 diphosphate (F1,6P),

(e) dihydroxyacetone phosphate (DHAP), and (f) glyceraldehyde 3-phosphate (GAP). The reactions

are catalyzed by (1) hexokinase, (2) phosphohexose isomerase, (3) phosphofructokinase,

(4) aldolase, (5) triosephosphate isomerase. (B) Reactions of the EMP pathway from GAP (g).

(h) 1,3 Diphosphoglycerate (1,3 DPG), (i) 3-phosphoglycerate (3 PG), (j) 2-phosphoglycerate

(2 PG), (k) phosphoenolpyruvate (PEP), and (l) pyruvate (PYR). The respective enzymes are (6)
3-phosphoglyceralde-hydehydrogenase, (7) 3-phosphoglycerate kinase, (8) phosphoglycerate

mutase, (9) enolase, and (10) pyruvate kinase. Carbon is drained off from the 3PG and PEP pools

(in both cases for amino acids)
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synthesize the precursor metabolites that are drained away from the EMP pathway

when it operates in its normal direction from glucose to pyruvate. These branch

points away from the EMP pathway are indicated in the caption to Fig. 2.4a, b.

The purpose of the EMP pathway is, as mentioned previously, to create energy

for biosynthesis reactions. When Fig. 2.4a, b is studied from this perspective the

result is that 2 mol ATP is produced for each mole glucose that is converted to 2 mol
pyruvate. In reactions 1–3 the glucose molecule is energized to provide free energy

for the split of F1,6P in reaction (4).When calculating themaximumATP yield in the

pathway all DHAP is funneled back into the glycolysis pathway, and each GAP

produces two ATPwhenmetabolized to pyruvate. The net result is consequently two

ATP, when no carbon is lost to produce metabolites other than pyruvate.

As discussed in Sect. 2.2.1, an overall redox balance on the pathway from

glucose to pyruvate reveals that two redox packages (NADH) are synthesized by

reduction of the oxidized form of the cofactor when glucose is metabolized to

pyruvate (2.3). In Fig. 2.4b, we identify reaction (6) where each of the two

aldehydes, GAP, is oxidized to diphosphoglycerate (1,3 DPG), a carboxylic acid,

as the reaction in which NADH is synthesized.

Whereas the redox production in the pathway can be deduced by considering

the substrate and the final product of the pathway, there is no easy way to find the

amount of ATP produced or consumed in the pathway. As indicated at the end of

Sect. 2.2.1, one must consult the pathway diagrams, either in textbooks or on the

net. For the EMP pathway ATP is produced in reactions (7) and (10) which are

both catalyzed by kinases. When sufficient energy is stored in an activated

metabolic intermediate, kinases release an energy package, generally as ATP.

Other hydrolyzing enzymes, hydrolases, release energy as heat, and this happens

when the free energy change of the reaction is insufficient to allow an ATP to

be synthesized – see Fig. 5.1 and also the discussion in Chap. 4, where glycerol

3-phosphate hydrolase is used as an example. Generation of heat instead of ATP

is certainly practical in many circumstances (in humans to maintain the body

temperature), but it is of little use when the organism needs free energy for growth.

The gluconeogenetic path from pyruvate to G6P requires ATP. If a waste

product from glycolysis, e.g., ethanol, is used as a substrate rather than glucose,

then the precursors from the EMP pathway can only be synthesized if the substrate

is also consumed in ATP generating reactions. This is where respiration
(Sect. 2.2.5) plays a crucial role.

Only reactions (1), (3), and (10) in glycolysis are, as will be seen in Table 4.2,

accompanied by large losses of free energy. At physiologically relevant conditions,

reactions (6)–(9) have a DG that varies between �2.7 and +2.7 kJ mol�1. Hence

they can easily be reversed, when NADH is provided for reaction (6).

Many of the glycolytic reactions are reversible, and they are thermodynamically

favored when the energy status (ATP and NADH) of the cell is high. Reactions

(1), (3), and (10) are, however, not reversible. Other enzymes can carry out

reactions similar to reactions (1) and (3), but without production of ATP. Reversal

of the almost irreversible reaction (10) follows a circuitous route that involves

metabolites from the TCA cycle.
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In a similar fashion, the reactions from DHAP to glycerol can be reversed at

high ATP and NAD level. It is noteworthy that the conversion of glycerol to

glycerol 3-phosphate (G3P) is catalyzed by a kinase that requires ATP while

as indicated above the hydrolysis of glycerol phosphate by a hydrolase liberates

no ATP.

G6P, the final product of gluconeogenesis is used either as a substrate for the PP

pathway or it is stored as poly-carbohydrates, e.g., glycogen (a-D glucose)n, in

yeast. This serves as a final energy source if glucose or degraded macromolecules

are unavailable.

The reversal of the metabolic pathways when carbon compounds of the right

structure, e.g., proteins and lipids are degraded and serve as alternate sources of

building blocks and energy is, of course of preeminent importance in nutrition.

But in the context of the present text, where the objective is to present ways of

producing chemicals from renewable resources, the pathways that depend on sugars

as substrate are in focus. Hence gluconeogenesis will not be given much attention in

the following.

As a final note on glycolysis it is worth noting that the two ATP gained

by substrate level phosphorylation, the reactions that convert glucose to pyruvate,

is generally the only source of free energy obtained in anaerobic fermentations.
Apart from certain anaerobic reactions, such as the conversion of acetyl-phosphate

(Acetyl-P) (see Fig. 2.5a, b) to acetic acid, HAc, all further free energy generation

must come from respiration, and respiration requires molecular oxygen, i.e., an

aerobic fermentation process.

2.2.3 Fermentative Metabolism: Oxidation of NADH
in Anaerobic Processes

At the exit from the EMP pathway 2 mol of ATP and 2 mol of NADH have been

produced for each mole of glucose converted to 2 mol of pyruvate.

The ATP is used to drive other, energetically unfavorable processes, but the NAD

consumed must be regenerated.

In anaerobic fermentation this occurs by reduction of the catabolic product,

pyruvate. Figure 2.5a, b shows how E. coli and lactic bacteria sp. manage this task.

Apart from minor differences (the enzymes of the two bacteria can be slightly

different, but they have the same function) the pathways from pyruvate to the final

products, lactate, formate (or CO2), acetate, and ethanol, are identical for most

Gram-negative (e.g., E. coli) and Gram-positive bacteria (e.g., lactic acid bacteria).

At the first branch point, pyruvate is either reduced to lactic acid

CH3COCOOH þ NADHð¼ }H2}Þ ! CH3CHOHCOOHðlactic acid; HLacÞ;
(2.5)
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or pyruvate splits into two molecules, acetyl-coenzyme-A, AcCoA, and either

formic acid (HCOOH) or CO2. The cofactor, coenzyme-A, CoA (Fig. 2.6), is

used in the synthesis of AcCoA.

CH3COCOOH þ CoA ! HCOOH þ AcCoA (2.6)

CH3COCOOHþ CoA ! CO2 þ AcCoAþ NADH (2.7)

When the lower part of the metabolic network is inactive, i.e., lactic acid is the

only fermentation product, we have homo-lactic fermentation. The overall anaerobic

Fig. 2.5 Fermentative pathways for oxidation of NADH in bacteria. Only the main fermentative

products are shown. The enzymes are (1) lactic acid dehydrogenase; (2) pyruvate dehydrogenase;
(3) pyruvate-formate lyase; (4) phosphate acetyltransferase; (5) acetate kinase; (6) acetaldehyde
dehydrogenase, (7) alcohol dehydrogenase. (a) The fermentative (or mixed acid) metabolism of

Escherichia coli. (b) The fermentative metabolism of lactic acid bacteria. (c) Fermentative

metabolism in the yeast Saccharomyces cerevisiae. (2) Pyruvate dehydrogenase, (7) alcohol

dehydrogease (ADH), (8) pyruvate decarboxylase, (9) acetaldehyde dehydrogenase, (10) acetyl-
CoA synthase. The notation NAD(P)H means that acetaldehyde dehydrogenase can use either

NAD+ or NADP+ as cofactor. Note that yeast does not contain lactate dehydrogenase and

therefore does not produce lactic acid
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metabolism of glucose to the final product, lactic acid, which is excreted from the

cells to the medium is

C6H12O6 ! 2C3H6O3ð2mol of lactic acidÞ þ 2ATP (2.8)

When both the upper and the lower part of the network are active we havemixed-
acid fermentation. Lactic acid, together with formic acid or CO2, acetic acid (HAc)

and ethanol, are the normal metabolic products, but under certain conditions both

pyruvate and acetaldehyde can be excreted from the cell. CO2 is produced in lactic

acid bacteria by (2.7), and in E coli possibly also (together with H2) by decarboxyl-

ation of formic acid.

In mixed acid metabolism of glucose the overall reaction is more complicated

than (2.8):

C6H12O6 ! aHLac þ bHCOOHþ gCO2 þ dHAcþ eC2H5OHþ ð2þ dÞATP
(2.9)

The stoichiometric coefficients in (2.9) are not fixed quantities as in (2.8), but

they change with the environment, i.e., the conditions under which the fermentation

is carried out. If the substrate, glucose, is available at high concentration in the

medium, then all the coefficients b to e are practically zero (homo-lactic fermenta-

tion), but for very low glucose concentrations in the medium, a large part of the

carbon flux from pyruvate is diverted toward the products in the lower part of

the network. The term “very low glucose concentration” is quantified in Chap. 7 to

be in the mg L�1 (ppm) range. In Chaps. 3 and 5, the ratios between the coefficients

in (2.9) will be determined by carbon and redox balances.

Coenzyme A, CoA, is a large organic molecule with a structure similar to ATP

(Fig. 2.2a). At the end of the long chain on the left is a thiol group that can form

thioesters with carboxylic acids. It plays a crucial role, both in catabolic reactions

and in anabolic reactions, e.g., in the synthesis of long-chain fatty acids.

Acetyl-CoA, abbreviated to AcCoA, is the ester with acetic acid, HAc.

CH3COOHþ CoA ! CH3CO� S� CoAðAcetyl CoAÞ þ H2O (2.10)

Acetyl-CoA is converted to Acetyl-P and CoA by reaction with phosphate (P):

Acetyl CoAþ P ! CH3COOPO3ðAcetyl� PÞ þ CoA (2.11)

Fig. 2.6 Coenzyme-A (CoA)
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Finally, Acetyl-P is hydrolyzed by acetate kinase, to give acetic acid (HAc) +

ATP. Thus, if the only metabolic product from anaerobic degradation of glucose

could be HAc, the ATP yield per molecule of glucose would double, from two to

four ATP per glucose. It is, however, impossible5 in anaerobic fermentation to have

“homo-acetic” metabolism of glucose (d¼ 2 in (2.9)) since the other product,

HCOOH or CO2, from the breakdown of pyruvate is less reduced than HAc, and

ethanol which is more reduced than HAc must necessarily accompany the forma-

tion of HAc. The detailed discussion of this topic is deferred to Chap. 5.

Figure 2.5c shows the, apparently, much simpler looking reduction of pyruvate

to final products in the anaerobic fermentation of glucose by the eukaryote,
S. cerevisiae.

All EMP pathway reactions take place in the cytosol. The decarboxylation (8) of

pyruvate to acetaldehyde is followed by reduction (7) to ethanol also takes place in the

cytosol. As a side reaction the acetaldehyde can be oxidized to HAc (9), and the final

metabolic products, ethanol and HAc are excreted to the medium from the cytosol.

Yeast is a so-called “higher” organism than the bacteria (prokaryotes). The
metabolism takes place in different compartments of the cell. One such compart-

ment, separate from the cytosol, is the mitochondrion where the TCA cycle

reactions (Sect. 2.2.4) occur. In Fig. 2.5c reaction (2) transfers part of the pyruvate

to the mitochondria where it is converted to AcCoA with the stoichiometry (2.7).

In reaction (10), HAc is activated to cytosolic AcCoA which may either be used

for lipid production in the cytosol, or it may be transferred to mitochondrial AcCoA

for further use in mitochondrial processes.

To sum up: In yeast the anaerobic fermentation of glucose has ethanol as its
main product:

C6H12O6 ! 2C2H5OHþ 2CO2 þ 2ATP (2.12)

Other metabolic products of anaerobic yeast fermentation are HAc, acetalde-

hyde, and TCA cycle metabolites. All these compounds are more oxidized than

ethanol. Some NADH must be consumed in a side reaction in order to balance the

total NADH production since only the NADH from the EMP pathway is taken care

of by reaction (7) in Fig. 2.5c. The pathway in which the extra NADH is consumed

is that leading from dihydroxyacetone phosphate, DHAP, to glycerol6:

ðCH2OPÞCOCH2OHþ NADH�!ð1Þ CH2OPCHOHCH2OH�!ð2Þ ðCH2OHÞ2CHOH
(2.13)

5Metabolism is full of surprises: Lengeler et al. (1999, p. 285) describes the anaerobic metabolism

of glucose by to three HAc + four ATP. What happens is that CO2 from decarboxylation of

pyruvate is reduced to Acetyl-P using the two NADH created in the EMP pathway.
6To save space in writing the stoichiometries only the reduced form of the redox carrier and the

activated form (ATP) of the energy carrier are shown in this chapter. H2O is generally left out. The

stoichiometric coefficient for H2O can be found from an O and an H balance (see Chap. 3).
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Reaction (1) is catalyzed by glycerol 3-phosphate dehydrogenase.7 The hydrolysis

reaction (2) is catalyzed by the non-ATP-generating glycerol 3-phosphatase (also

called glycerol 1-phosphatase).

The metabolism of glucose to glycerol via the DHAP pathway is summarized as:

C6H12O6 þ 2ATPþ 2NADH ! 2CH2OHCHOHCH2OH (2.14)

As a result of the discussion in Sects. 2.2.2 and 2.2.3, we have learnt how

glucose, the preferred substrate of most microorganisms is converted by anaerobic
fermentation to final metabolic products, some of which are of considerable

economic value. Equations (2.8), (2.9), and (2.12) are examples of redox balanced

overall pathways, while (2.14) requires balancing by other metabolic pathways.

Production of ATP is of course the purpose of the processes when seen from the

perspective of the organism.

Other sugars such as fructose, mannose, sucrose, lactose, and xylose can also

be used as substrates. The transport processes whereby sugars are taken up to the

cell by “facilitated” or by “active” transport will be discussed in Sect. 7.7. Inside the

cell disaccharides hydrolyze to monosaccharides (sucrose to glucose and fructose,

lactose to glucose and galactose), and phosporylation of one of the hexoses

takes place while the other may be excreted. Certain C5 sugars, such as xylose

are easily utilized by bacteria while their utilization by yeast is difficult, leading to a

very slow fermentation.

The important question of general carbon and energy source utilization is

generally outside the scope of this text and it will only be addressed in problems.

2.2.4 The TCA Cycle: Provider of Building Blocks
and NADH/FADH2

The main entry point to the tri-carboxylic acid cycle (TCA cycle) is via AcCoA

which is synthesized by reaction (2.7) from pyruvate, the product of the EMP

pathway. To understand the working of the TCA cycle one can imagine that one

pyruvate enters through reaction (1) in Fig. 2.7, while another pyruvate enters via

7There are actually two cytosolic enzymes coded by different genes, GDPH1 and GDPH2. One

enzyme is concerned with redox regulation in the cell whereas the other gives osmotolerance to the

yeast when it grows in high salt concentrations (or at very high glucose concentration, e.g., in wine

making). The glycerol production at the expense of some ethanol and biomass increases the quality

of many wines, and yeast with overexpression of the gene is used by some winemakers (Remize

et al. 1999). In the present text we are only concerned with the redox regulation role of GDPH to

counteract the production of less reduced metabolic products, especially succinic acid, and the

production of NADH when glucose is converted to biomass.
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the “side door,” reaction (10), where it is carboxylated to oxaloacetate. By reaction

(2) in Fig. 2.6 citric acid is synthesized, (2.15):

Pyruvic acidþ CO2�!
ð10Þ

Oxaloacetic acid�!ð2ÞCitric acidþ pyruvic acid (2.15)

Following the TCA reactions clockwise from citric acid, the six-carbon tricarbox-

ylic acid is converted by a series of oxidation reactions8 to the four-carbon

8Note in Fig. 2.7 that there are two forms of isocitrate dehydrogenase. One form which is located

only in the mitochondria uses NAD+ as cofactor, the other is located both in the cytosol and in the

mitochondria, and it uses NADP+ as cofactor. Equation (2.16) is written for the first form and holds

for yeast, while bacteria must operate with the NADP+ requiring cytosolic enzyme. In fact this

becomes an advantage when we produce, e.g., amino acids in bacteria, since the NADPH obtained

in reaction (4) in Fig. 2.7 is needed in the biosynthesis of the amino acid (see Sect. 2.4).

Oxaloacetate Citrate

Isocitrate

2-Oxoglutarate + CO2

Succinyl CoASuccinate

Fumarate

Malate

NAD +

ATP

ADP

(1)

(7)

NADH

Acetyl-CoA

NAD(P)

NAD(P)H

NAD +

NADH

GDPGTP

FAD

FADH2

NAD +

NADH

CoA

CO2

(9)

(8)

(6)

(5)

(4)

(3)

(2)

(10)

.Pyruvate

CO2

Fig. 2.7 The TCA cycle and the pyruvate carboxylation shunt. To simplify the diagram CoA

is not shown. The enzymes are (1) pyruvate dehydrogenase; (2) citrate synthase; (3) aconitase;
(4) isocitrate dehydrogenase; (5) 2-oxoglutarate dehydrogenase; (6) succinate thiokinase;

(7) succinate dehydrogenase; (8) fumarase; (9) malate dehydrogenase; (10) pyruvate carboxylase.
In Chap. 5 (Fig. 5.9) the “glyoxylate shunt” will be discussed. The shunt connects isocitrate and

malate by the reactions: isocitrate! succinate + glyoxylate, and glyoxylate +AcCoA!malate,

using the enzymes (11) isocitrate lyase and (12) malate synthase. Glyoxylic acid is CHO–COOH
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dicarboxylic acid, oxaloacetic acid. Two carbons are lost to CO2 if none of the

intermediates is drained off the cycle to enter into other pathways, e.g., synthesis of

amino acids. The net result is that one pyruvate is completely ground up to form
3 CO2. The oxaloacetate is ready to accept a new pyruvate for the next round of

the cycle.

Thus, if no intermediates from the TCA cycle are used for other purposes the net

result of one turn of the TCA cycle is:

CH3COCOOH�!ðþ3H2OÞ
3CO2 þ 4NADHþ FADH2 þ GTP (2.16)

Five redox packages (¼5“H2”) and one energy package (GTP, see Sect. 2.2.1)

are produced in addition to the “waste product” CO2.

In aerobic processes, and if the microorganism has a functioning respiration
system, the redox carriers are oxidized by the use of molecular O2, and large

amounts of ATP are produced.

In anaerobic processes, the TCA cycle functions exclusively to produce building

blocks for cell synthesis. The activity of the TCA cycle will be very low, and the

cycle is likely to operate both clockwise and counter-clockwise in order to balance

the redox equivalents produced on the right hand side of the cycle with those

consumed counter-clockwise on the left hand side.

In the TCA cycle, one finds several of the sugar-based building blocks for the bio-

based production of bulk chemicals in Table 2.1 and Fig. 2.1b. Succinic acid is a raw

material for the polymer industry, 2-oxoglutarate and oxaloacetic acid are starting

points for production of amino acids, and citric acid is one of the most important

products of the food industry with an annual production of more than 1 M ton.

When one of the TCA cycle intermediates is desired to be the main product of

the fermentation the microorganism is selected or engineered to give a high flux

away from the TCA cycle at the right point. Thus, Asperillus niger, a filamentous

fungus which is the main work-horse for production of citric acid, is operated such

that very little carbon is allowed to pass further than to citrate. This means that

building blocks for cell synthesis such as 2-oxoglutarate, succinic acid, and oxalo-

acetate are formed at a minimum rate, just enough to keep the culture alive. The cell

functions more or less as a complex catalyst that converts glucose to citric acid.

In Chaps. 3 and 4, it will be shown that the ratios between the production rates

of different end products are quantified by yield coefficients. Hence, in citric acid

production the yield of citric acid on glucose is desired to be as high as possible,

at the expense of the yield of biomass on glucose. Some carbon must, as men-

tioned above be used to maintain vitality of the cell culture, and in Aspergillus
which produces the main part of its ATP by respiration, even the most efficient

citric acid process must allow a certain production of NADH/FADH2 in the

TCA cycle.

By the same arguments it is not optimal in an amino acid production process

to allow the TCA cycle to use almost all the glucose fed to the organism. In lysine

production, it is desirable to have a high flux to 2-oxaloglutarate from where
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the carbon is drained off to form glutamate, the primary amino donor for the

biosynthesis of most amino acids (see (2.22) and (2.23)).

Some glucose has to be diverted to form the redox carrier NADPH which is used

in the amino acid synthesis pathways. The primary source of NADPH is the pentose

phosphate (PP) pathway, Sect. 2.2.6, and the ratio between the carbon flow to the PP

pathway and to the TCA cycle via pyruvate must be fine-tuned to get the best yield

of lysine on glucose.

The main entry to the TCA cycle is, as mentioned earlier, by reaction (2) in

Fig. 2.7. Another entry point is by reaction (10), carboxylation of pyruvate,

which was used to illustrate how the cycle regenerates oxaloacetate after consump-

tion of one pyruvate molecule. The entry to the reductive part of the TCA cycle via

pyruvate (PYR) to oxaloacetate (OOA) is useful when only the metabolites in this

branch are needed, e.g., in anaerobic processes.

A similar shunt from OOA to PEP plays a part in gluconeogenesis where the

high energy barrier from PYR to PEP must be overcome. OOA, a degradation

product from amino acids, is decarboxylated to PEP using one GTP. The reverse

reaction PEP to OOA proceeds without the use of ATP.

Besides the cyclic path between oxaloacetate and the last two metabolites of the

EMP pathway there are other cycles and shunts in the TCA cycle. The tasks of

the TCA cycle are many, and it has to operate properly both for prokaryotes where

all TCA cycle reactions occur in the cytosol and for eukaryotes where the TCA

cycle reactions occur in the mitochondria, and substrates and products have to be

transferred between the cytosol and the mitochondria. Furthermore, the TCA cycle

must operate both for conversion of glucose to products, and for synthesis of

glucose from the products, i.e., for supplying essential nutrients to fasting animals.

To appreciate the full significance of the many variations in TCA cycle metabo-

lism the reader must consult standard texts in biochemistry. In the present context

where synthesis of products from sugars is the main theme, the important duties of

the TCA cycle are summarized as follows:

1. Deliver NADH and FADH2 as substrates for respiration.

2. Deliver metabolites that will be used as building blocks for cell synthesis.

2.2.5 Production of ATP by Oxidative Phosphorylation

The bacteria and the yeast Saccharomyces cerevisiae discussed in Fig. 2.5a–c are

all facultative anaerobes. This means that E. coli, lactic acid bacteria (there are

many families), and S. cerevisiae, are able to grow both in the presence of molecu-

lar O2 (oxic growth) and without O2 (anoxic growth). This is a great advantage in
industrial fermentation, since both the aerobic and the anaerobic fermentation paths

can be used in the screening for the best production organism.

Other microorganisms (all of them prokaryotes) will die in the presence of O2.

These are called obligate anaerobes, and examples are Clostridium sp., the soil

bacteria Actinomyces, and methanogenic bacteria.

2.2 The Chemistry of Metabolic Pathways 33



The facultative anaerobes can generate free energy (ATP) by the use of O2 as an

electron acceptor. The obligate anaerobes can use other electron acceptors such as

SO4
2�, NO3

�, and metal ions (e.g., Fe3+), or in the case of methanogens, fatty acids,

which are reduced to CH4.

The evolutionary advantage of facultative anaerobes is that (besides the other

electron acceptors) they can also use O2, an abundantly available compound in

the atmosphere and in the marine environment. Evolution has provided these

organisms with protection agents against the lethal byproducts of oxic growth,

e.g., the enzymes catalase and manganese-superoxide dismutase which are able to

scavenge the toxic oxygen radicals that are formed in small quantities in aerobic

metabolism.

Once O2 is available, the facultative anaerobes are able to switch very rapidly

from anaerobic to aerobic growth. The changes in metabolism, which are tightly

regulated to avoid a dramatic and unhealthy utilization of building blocks from cell

synthesis to an “energy feast,” are found in many places in the metabolic network.

Thus the operation of the TCA cycle will be almost exclusively in the clockwise

direction in Fig. 2.7. The fermentative pathways, Fig. 2.5a–c, are down-regulated,

and the activity of some enzymes, e.g., pyruvate formate lyase, (3) in Fig. 2.5 a, b, is

immediately quenched. In E. coli, this has the effect that the pyruvate is degraded,
not in the fermentative pathways to give formic acid, ethanol, and acetic acid, but

in respiration via the TCA cycle. Lactic acid bacteria which lack an essential part

of the electron transfer chain, cytochrome-c, produce AcCoA via reaction (2).

The total two NADH per glucose which is thus generated can be oxidized in the

presence of molecular O2 using the enzyme NADH-oxidase, and as described in

Sect. 2.2.3, the lactic acid bacteria can now gain four ATP per mole of glucose and

secrete HAc as the only fermentation product. In contrast to S. cerevisiae almost

all other yeasts are obligate aerobes, i.e., they only grow in the presence of O2.

With this introduction to oxic growth we shall now turn to oxidative phosphoryla-
tion (or respiration), the mechanism by which evolutionarily privileged organisms

(including humans) are able to reap much more energy from consumption of glucose.

A glucose molecule that has been completely metabolized to CO2 in glycolysis

and through the TCA cycle has obtained a total of 12 reduced redox cofactors:

C6H12O6 ! 6CO2 þ 2NADHþ ð8NADHþ 2FADH2Þ þ 2ATPþ GTP (2.17)

The oxidized forms of the cofactors are regenerated through a series of steps in

the respiratory chain, the so-called oxidative phosphorylation process:

NADHþ 1=2 O2 ! NADþ þ ðP=OÞNADHATP (2.18)

FADH2 þ 1=2 O2 ! FADþ ðP=OÞFADH2
ATP (2.19)

In Chap. 4, it will be shown that the oxidation of NADH to NAD and H2O at

physiological conditions is accompanied by a change in free energy of about 220 kJ.

The activation of 1 mol of ADP to ATP requires 30.5 kJ free energy at “standard

conditions,” and in Chap. 4 the free energy needed to produce 1 mol of ATP
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at physiological conditions will be discussed. At standard conditions and at a

thermodynamic efficiency of 100%, about 7 mol of ATP should be synthesized

per mole of NADH oxidized. Studies of the electron transfer chain in the respiratory

system conducted over the last 70 years have shown that theoretically three ATP

should be synthesized by reaction (2.18) if all (three) steps in the electron transfer

chain are used, while FADH2 which passes through only the last two steps of the

chain has a theoretical yield of two ATP.

Since the stoichiometric coefficient P/O for ATP (called “the P/O number”) is at

most 3 the conversion of H2 to H2O has a theoretical thermodynamic efficiency of

91.5/220¼ 0.42.

Still, 42% is a remarkable efficiency compared to the efficiency of free energy

(“electricity”) generation in even the most elaborate modern H2-based fuel cells.

The efficiency is even more remarkable when considering that the NADH/FADH2

originates from “combustion” of glucose to CO2, a process which human ingenuity

cannot hope to replicate with a thermodynamic efficiency that even approaches that

of the microbial metabolism.

In actual fermentation practice, the theoretical P/O ratio of (2.18) and (2.19) is

not obtained. Experimental studies of aerobic yeast fermentation (to be discussed in

Chap. 5) have shown that an overall P/O number of 1.2–1.3 is obtained.

Also with the lower values for P/O, an ATP generation of about 1.25� 10¼
12.5 mol ATP/mol glucose in the respiration of yeast cells is a remarkable

improvement on the two ATP gained by glycolysis of glucose to pyruvate and

further to ethanol.

In fact, oxidative phosphorylation, whether it is carried out in the space between

the cell membranes in E. coli or in the mitochondria of eukaryotes, is a remarkable

“invention” of nature that permits living organisms with a functioning respiratory

chain to consume much less sugar than those organisms which must create all their

growth energy by substrate level phosphorylation.

The regulation of the carbon utilization in the cell that was mentioned in the

introduction to Sect. 2.2 prevents all the carbon being diverted to an unnecessary

and potentially dangerous overproduction of ATP by respiration. Both E. coli and
yeast have an overflow metabolism. At high glucose flux down the EMP pathway

(i.e., a high glucose concentration in the medium) some of the pyruvate is directed

toward the fermentative pathways. E. coli will produce acetate, formate, and

ethanol when the glucose concentration in the medium exceeds a certain low

level, and at the same time the oxygen consumption reaches an upper, constant

level (see Example 7.3).

In yeast fermentation it has been shown that even at low glucose concentration

there is a substantial flow of pyruvate into the fermentative pathway in Fig. 2.5c, but

up to a critical (also quite low) level of glucose the carbon is shunted back into the

mitochondria by reaction (10) in Fig. 2.5c and degraded in the TCA pathway. When

the critical glucose level is reached the oxygen uptake rate becomes constant, and

an increasing portion of the carbon ends up as ethanol. This is called the Crabtree
effect, and it sets in also when there is plenty of oxygen available. A corresponding

phenomenon, the Pasteur effect, is seen when oxygen is scarce, and some of the
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carbon must be sent toward ethanol. The Pasteur effect is consequently not a

metabolic overflow mechanism, but results from an inadequate O2 supply.

The Crabtree effect will be discussed several times in this text, first in Example 3.5.

The biology and the complicated biochemistry that ensures a highly efficient

free energy production in the respiratory system has been the subject of a vast

number of theoretical and experimental studies during the last 60 years. In the

context of this textbook it is probably enough to be familiar with the few major

results outlined above. In Chap. 4, the thermodynamics of the electron transport

chain and the reactions by which ATP is generated will be briefly touched upon to

give some understanding of the fascinating work of the brilliant scientists who

contributed to our present knowledge of the system. There are still some

ambiguities in the more or less accepted explanations, and further study of respira-

tion is surely going to reveal new layers of fundamental research problems.

2.2.6 The Pentose Phosphate Pathway: A Multipurpose
Metabolic Network

The pentose phosphate (PP) pathway shown in Fig. 2.8 is in reality a network of

tightly regulated reactions. There is one entry point, G6P, from the EMP pathway

and at several points metabolites from the pathway, identical to those formed in the

EMP pathway (F6P and three GAP), are sent back to the energy creating EMP

pathway. Metabolites are drained off the PP pathway to be used as substrates for

production of key products in cellular metabolism. NADPH, a product from the first

two reactions of the PP pathway is used to provide reducing power in a number of

anabolic reactions. Two ribulose-5 phosphate (Ru5P) molecules react to form

ribose-5 phosphate (R5P) and xylulose-5 phosphate (Xu5P). The ten carbons in

R5P and Xu5P are “reshuffled” to one 7-carbon sugar, sedoheptulose phosphate

(S7P), and the 3-carbon GAP, which may, again through a reshuffling process,

produce F6P and a 4-carbon sugar, erythose-4 phosphate (E4P).

In long pathways, and interacting with different amino acids, R5P is converted to

adenine and guanine ribonucleotides which we recognize in the structures of the

energy and redox carriers of Fig. 2.2. Genetic material (RNA and DNA) are products

of polymerization reactions of these compounds. E4P is one of the substrates for

synthesis of the aromatic amino acids, phenylalanine, tyrosine, and tryptophan.

Hence, in the industrial production of pharmaceuticals (L-DOPA and related products

from tyrosine, and artificial sweeteners from phenylalanine) the PP pathway is

engineered to give a high yield of E4P compared to the other products of the pathway.

The many different purposes of the PP pathway explain the complexity of the

constituent reaction network. In a situation where cellular growth is at a minimum

the carbon flux into the PP pathway at G6P is very low, and the full potential for

production of energy and of primary metabolites such as lactic acid and ethanol

from glucose is realized. When production of amino acids is desired, NADPH is the
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main product of the PP pathway, and the remainder of the carbon is sent back to the

EMP pathway as GAP and F6P:

3G6P ! 6NADPHþ 3CO2 þ 2F6Pþ GAP (2.20)

The F6P can return to G6P via the reversible reaction between F6P and G6P, and

more CO2, GAP, and NADPH are produced in a new round of the oxidative part of
the PP pathway.

The net result of recycling F6P produced by (2.20) until all F6P is used up is that

3/2 G6P is metabolized to 9 CO2 and 18 NADPH while 3/2 G6P is metabolized to 3

GAP, i.e., that

C6H12O6 !ATP 6CO2 þ 12NADPH; and 2C6H12O6 !ATP 4GAP (2.21)

Thus, in circumstances where much NADPH is needed, the PP pathway serves

the same purpose as the combined EMP and TCA cycle pathways: One carbon atom

Fig. 2.8 The Pentose Phosphate pathway (PP) seen as an appendix to the EMP pathway (Fig. 2.4a, b,

reactions (1)–(10)). The enzymes in the PP pathway are (11) G6P dehydrogenase, (12)
6-phosphogluconate dehydrogenase, (13) ribulosephosphate 3-empimerase, (14) ribosephosphate
isomerase, (15) transketolase, and (16) transaldolase. Transaldolase can catalyze two reactions

(1) interconversion of xylulose 5-phosphate and ribose 5-phosphate to GAP and sedoheptulose

7-phosphate and (2) interconversion of xylulose 5-phosphate and erythrose 4-phosphate to GAP

and F6P. Carbon that is not used in the PP pathway reenters the EMP pathway as GAP and F6P
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of glucose is combusted to give one CO2. The free energy in the glucose carbon is

preserved in either two NADPH or two NADH.

The application of the two products in cell metabolism is very different. NADPH

is used in synthesis reactions, but cannot provide growth energy for the cell by

respiration. Only NADH can serve this purpose.

2.2.7 Summary of the Primary Metabolism of Glucose

In Sects. 2.2.2–2.2.6, the degradation of glucose through a number of pathways has

been followed. All the pathways, except perhaps the PP pathway, serve the purpose

of releasing energy for growth of the microorganism, while building blocks for

synthesis of cell mass components are drained off the catabolic pathways at rates

that depend on the conditions of the fermentation.

In the EMP pathway several intermediate metabolites are diverted to form

building blocks, e.g., 3-PG in Fig. 2.4b to form the amino acid serine, and serine is

used to synthesize other amino acids. Likewise, in anaerobic yeast fermentation it is

difficult to avoid a flux via DHAP to glycerol in order to remove NADH. The carbon

that leaves the EMP pathway and the TCA cycle is lost for energy production.

The fermentative pathways, Sect. 2.2.3, are necessary in anaerobic fermentations

to remove NADH produced in the EMP pathway. Their final products, HLac,

ethanol, formic acid, and HAc are not used as building blocks for cell synthesis,

and from the perspective of the organism these primary metabolites must be

considered as waste products.

In many industrial processes, the objective is to maximize the production of

primary metabolites and other compounds that are not needed in anabolic

catabolism.

Catabolism can be almost decoupled from anabolism, and then the primary

metabolic metabolites are the sole sinks for the sugar substrate. For many hours

after the biomass concentration has grown to a suitable level and feed of an

essential nonsugar substrate has been stopped, the biomass continues to produce

the desired product using the ATP that is always obtained as part of the sugar

metabolism to “maintain” the organism (see Sect. 5.2) and possibly also to supply

ATP for continued production of the metabolite.

Feed of the nitrogen source is typically stopped, and synthesis of new functional

biomass becomes impossible. For many hours thereafter, a lactic acid bacterium

continues to produce HLac from the sugar source, Xanthomonas campestris
continues to produce xanthan gum, and an engineered strain of Bacillus subtilis
synthesizes hyaluronic acid, another moderate molecular weight polysaccharide

used in the surgery and in the cosmetics industry.

The processes involved in the “natural life” of an organism, i.e., the anabolic

metabolism to produce and maintain a viable cell, and the catabolic metabolism

needed to produce energy to sustain the anabolic processes, are together named the

primary metabolism of the organism. A few of the pathways of primary metabolism

have been introduced in the previous sections. Obviously, a standard text in

Biochemistry (e.g., Voet and Voet 1995) must be studied to get even a superficial
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picture of the whole genome scale primary metabolism. The pathways introduced in

this chapter are, however, sufficient to give at least some biochemical background

for the quantitative treatment of carbon flux distribution in microorganisms

(Chaps. 3–5) and the kinetics of bioreactions (Chaps. 7 and 9).

The literature refers to secondary metabolism (or special metabolism) along with
the primary (or basic) metabolism. In secondary metabolism, metabolic products are

synthesized in (often very long) pathways which are not absolutely necessary to

maintain vitality of a culture in normal circumstances. b-Lactam antibiotics

(penicillins), pigments, flavors, and the large group of polyketides (including many

antibiotics) are filed under the common heading of secondary metabolites. It is

difficult tomake a clear distinction betweenmetabolites of the primary and secondary

metabolism, since some of the “secondary” metabolites and their pathways may play

as a yet undiscovered role for the “normal” life of the organism. But definitely, when

one of the secondary metabolites is the desired product, the pathways to its formation

have to be carefully explored, and key enzymes must be identified and over-

expressed in order to get an acceptable yield of the product. This is a major task for

Systems Biology, and it requires much experimental and theoretical work.

In Sect. 2.3, a number of primary and secondary pathways are described in

somewhat more detail. The goal is not to obtain a hands-on knowledge of how

the pathways operate and how they can be optimized, but rather to give a glimpse of

the complexity of microbial metabolism.

The discussion of the primary metabolism is supplemented by Tables 2.2–2.4

in which typical building blocks and the requirement for redox and energy carriers

are listed.

Table 2.2 Precursor metabolites and some of the building blocks synthesized from the precursors

Precursor metabolite Building blocks

Amount required

(mmol (g DW)�1)

Glucose-6-phosphate (G6P) UDP-glucose, UDP-galactose 205

Fructose-6-phosphate (F6P) UDP-N-acetylglucosamine 71

Ribose-5-phosphate (R5P) Histidine, tryptophane, nucleotides 898

Erythrose-4-phosphate (E4P) Phenylalanine, tryptophane, tyrosine 361

Glyceraldehyde-3-phosphate (GAP) Backbone of phospholipids 129

3-Phosphoglycerate (3GP) Serine, Cysteine, Glycine,

Nucleotides, Choline,

1,496

Phosphoenolpyruvate (PEP) Phenylalanine, tryptophane, tyrosine 519

Pyruvate (PYR) Alanine, isoleucine, valine 2,833

Acetyl-CoA (AcCoA) Lipids 3,747

2-Oxoglutarate (2OG) Arginine, glutamate, glutamine,

proline

1,079

Succinyl-CoA (SuCoA) Hemes –

Oxaloacetate (OOA) Aspartate, asparagine, isoleucine,

methionine, threonine, lysine,

nucleotides

1,787

A number of important industrial products are found in the list of building blocks. The last column

shows the amount of precursor metabolites needed to synthesize 1 g (dry weight¼DW) of

Escherichia coli (Lengeler et al. 1999, p. 115)
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Table 2.2 shows that the drain of carbon to form building blocks is relatively

modest from EMP pathway intermediates, except perhaps from 3GP. Most building

blocks are synthesized with pyruvate, AcCoA, and TCA cycle intermediates as

precursors. Especially, AcCoA is seen to be an important precursor for the forma-

tion of fatty acids and acetyl groups. Pyruvate and the TCA cycle precursors are

almost exclusively used to form amino acids as building blocks for protein

synthesis.

Table 2.3 shows that protein synthesis requires much ATP, and the difference in

ATP consumption between a so-called “minimum medium” and a “complex

Table 2.3 Composition of E. coli cells grown at 37 �C on a glucose minimal medium at a specific

growth rate rx¼ m¼ 1.04 g cell formed per gram cell per hour (Ingraham et al. 1983), and the

corresponding requirements for ATP and NADPH

Species

Content

(g (g DW)�1)

ATP

(mmol (g DW)�1)

NADPH

(mmol (g DW)�1)

Protein 0.55 29,257 (21,970) 11,523 (0)

RNA 0.20 6,796 (2,146) 427 (0)

rRNA 0.16

tRNA 0.03

mRNA 0.01

DNA 0.03 1,240 (450) 200 (0)

Lipid 0.09 2,836 (387) 5,270 (0)

Lipopolysaccharide 0.03 470 (125) 564 (0)

Peptidoglycan 0.03 386 (193) 193 (0)

Glycogen 0.03 154 (154) 0 (0)

Building blocks 0.04

Total 1.00 41,139 (25,425) 18,177 (0)

Numbers in parenthesis for ATP and NADPH are for growth at the same conditions, but on a rich

medium that contains all the necessary building blocks (amino acid, nucleotides, fatty acids, etc.).
The ratio between NADPH and (NADP+NADPH), the anabolic reduction charge, is usually

around 0.5, indicating a need for “preparedness” for the reductive macromolecular synthesis. The

corresponding ratio for catabolic reduction charge NADH/(NADH+NAD+) is small (<0.1) since

the oxidized form of the redox carrier must be in ample supply. Data from Ingraham et al. (1983)

Table 2.4 Measured concentrations of AMP, ADP, and ATP in a continuous culture of

Lactococcus lactis, a common lactic acid bacterium

Specific growth

rate (h�1) Substrate [AMP] [ADP] [ATP]

Total adenylate

pool

Energy

charge

0.03 Glucose 12 17 25 54 0.62

0.48 Glucose 17 23 52 92 0.69

0.69 Glucose 15 27 50 92 0.69

0.15 Maltose 5 8 20 33 0.73

0.32 Maltose 12 23 41 76 0.69

0.58 Maltose 17 26 44 87 0.66

The data are given for different specific growth rates m (Sj€oberg and Hahn-H€agerdahl, 1989).
Concentrations are in mmol (g DW)�1. The energy charge is defined as Ec¼ ([ATP] + (1/2)

[ADP])/total adelynate pool. The value of Ec is about 0.9 in healthy E. coli cells (Lengeler et al.
1999, p. 124), which makes the numbers in the table seem rather small, especially at high m

40 2 Chemicals from Metabolic Pathways



medium” is surprisingly small. The reason is that polymerization of amino acids to

form protein is very costly in ATP while the production of amino acids from

precursor metabolites is relatively cheap.

2.3 Examples of Industrial Production of Chemicals

by Bioprocesses

Any medium used as a feed for a fermentation process should satisfy the following

requirements:

It should contain a carbon, nitrogen, and energy source.

It should contain all essential minerals and growth factors to ensure rapid growth

and a high yield of the desired product.

It should be of a consistent quality and be readily available throughout the year.

It should as far as possible not cause operational problems, neither in the fermenta-

tion process (foaming, reduction of mass transfer from a gas phase), nor in the

downstream processing.

In the industrial production of biochemicals, cheap media obtained as

byproducts from the agricultural sector are used. Sometimes the complex media

contain growth factors that promote growth or give the right flavor to the product

(such as molasses for bakers’ yeast production and for production of rum).

Table 2.5 lists some typical complex media components used in the fermentation

industry together with some typical fermentation products. Sugar cane juice is a

natural “full” substrate used in fermentations, especially in Brazil.

A defined medium contains all the substances needed for growth and in

standardized concentrations following a recipe that may change from organism to

organism and depends on whether the fermentation process is aerobic or anaerobic.

Lactic acid bacteria which are unable to synthesize certain amino acids are supplied

with these in the medium (in Nature the bacteria import the amino acids from

degraded proteins in the surroundings). Anaerobically growing yeast needs a

supplement of ergosterol (an essential component of cell membranes) and unsatu-

rated fatty acids which can be synthesized by the yeast only at aerobic conditions.

A defined medium may also contain defined concentrations of, e.g., an antibiotic for

which the producing strain has been made resistant. This serves to ensure that the

“wild-type” strain of the organism is kept at bay. The wild-type strain usually grows

faster than the “production strain” with its heavy burden of overproducing a desired

metabolite or a foreign protein, and it would otherwise out-compete the producing

strain in the “fight” for the (limiting) substrate.

The defined media are much more costly than most complex media, but the

seasonal variation of the composition of complex media can give quality variations

in the product. The purification of the product may become a problem for complex

media, and the risk of contamination (e.g., with toxins) is always present.
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In scientific studies, defined media (and often defined minimal media) are generally

preferred since the quantity of specific components in the medium is known, and

this makes it easier to apply mass balances for individual atoms (C or N) and to

interpret the results.

2.3.1 Amino Acids

The production of amino acids is one of the oldest industrial bioprocesses. The

production scale of these low value added products is huge, and the processes have

been optimized both from an engineering standpoint (low energy input, efficient

downstream recovery, and purification processes), and from a biological standpoint

(detailed analysis of the metabolic pathways, followed by strain modifications,

whereby the carbon flux has been directed toward the desired product).

The amino acids of Table 2.6 are traditionally classified into two groups,

essential and nonessential. Mammals, including humans, are unable to synthesize

certain amino acids which must therefore be supplied in the diet. These are the

essential amino acids. In contrast, nonessential amino acids are synthesized, also in

mammals, either directly from one of the common precursor metabolites of

Table 2.2, 3-phosphoglycerate, pyruvate, 2-oxoglutarate and oxaloacetate, or indi-

rectly, e.g., tyrosine can also be synthesized by hydroxylation of phenylalanine.

One may argue that arginine is a nonessential amino acid since it is actually

synthesized in human cells, but in too small quantity to satisfy the needs of growing

children. Similarly, histidine must be supplemented in diets for children, but is not

Table 2.5 Typical complex media used in the fermentation industry

Medium Contents Origin

Typical

application

Corn steep liquor Lactate, amino acids, minerals,

vitamins

Starch processing

from corn

Antibiotics

Corn starch Starch, glucose Corn Ethanol, industrial

enzymes

Barley malt Starch, sucrose Barley Beer, whiskey

Molasses Sucrose, raffinose, glucose,

fructose, betain

Sugar cane or

sugar beet

Bakers’ yeast,

ethanol

Pharma media Carbohydrates, minerals, amino

acids, vitamins, fats

Cotton seed Antibiotics

Serum Amino acids, growth factors Serum Recombinant

proteins

Whey Lactose, proteins Milk Lactic acid

Yeast extract Peptides, amino acids, vitamins Yeast Enzymes

Corn steep liquor is a byproduct of the corn wet-milling industry. The shelled and air-cleaned corn

is soaked (“steeped”) counter-currently in water for about 45 h, whereby the structure is softened

and partly broken down. The water leaving the process at the point of entry of the corn contains up

to 50 wt% solids. It is combined with gluten and fibers and sold as fermentation medium (Ligget

and Koffler, 1948)
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needed for adults. Milk proteins contain all the essential amino acids in an ideal

mixture for human diets.

Bacteria have an amino acid profile almost identical to that of salmon, chicken,

pigs, and cattle. This is the reason why SCP, actually dried and heat-treated bacterial

cells, is able to supply all the essential amino acids to the feed of these animals when

the main protein source of the feed is suboptimal in its amino acid profile. SCP is a

fine substitute for fish meal, a product that becomes difficult to obtain due to

overfishing of the seas. It is also almost free of phosphorous (less environmental

burden in aquacultures). Due to its industrial production from simple substrates its

availability does not depend on the seasons, and it never contains toxins. SCP

production is treated in Chap. 3, Chap. 5, and in problems to Chap. 9.

Glutamic acid and monosodium glutamate (MSG), COOH–(CH2)2–HC

(NH2)–COONa, is one of the largest volume chemicals produced by fermentation,

with an annual production of 1.5 M ton. Glutamic acid is used in many sauces and in

cheese, whileMSG is used as a general flavor enhancer in the food industry. Glutamic

acid is at a main junction in the cell synthesis of amino acids and in the degradation of

proteins. The direct, and usually dominant path to glutamate is by reductive amination

of 2-oxoglutarate, a TCA cycle metabolite produced from the precursor pyruvate.

NADP+ is generally used as the cofactor of reaction (4) in Fig. 2.7, but a variant of the

enzyme, isocitrate dehydrogenase, accepts NAD+ as cofactor (see footnote to

Fig. 2.7). This direct path from 2-oxoglutarate to glutamate is called the GDH-path
after the name of the enzyme, glutamate dehydrogenase (GDH).

The nitrogen required is often present in the medium as NH4
+, and is taken up by

the cell as NH3. One ATP is used to transport the proton back to the medium. GDH
has a low affinity for NH3. This means that the saturation constant Km for uptake of

NH3 by the enzyme is high (see Chap. 6), and the enzyme is therefore only effective

at high intercellular concentration of NH3.

Table 2.6 The 20 physiologically important (L-) amino acids and their net-chemical

formula (based on the undissociated acids)

Essential Nonessential

Arginine (C6H14N4O2) Alanine (C3H7NO2)

Histidine (C6H9N3O2) Aspargine (C4H8N2O3)

Isoleucine (C6H13 NO2) Aspartate (C4H7NO4)

Leucine (C6H13 NO2) Cysteine (C3H7NO2S)

Lysine (C6H14N2O2) Glutamate (C5H9NO4)

Methionine (C5H11NO2S) Glutamine (C5H10N2O3)

Phenylalanine (C9H11NO2) Glycine (C2H5NO2)

Threonine (C4H9NO3) Proline (C5H9NO2)

Tryptophan (C11H12N2O2) Serine (C3H7NO3)

Valine (C5H11NO2) Tyrosine (C9H11NO3)

They all contain the elements C, H, N, and O. Cysteine and methionine also contain

S. Phenylalanine and tyrosine contain a benzene ring, tryptophan an indol ring,

and histidine an imidazol ring. All four aromatic amino acids have the amino

acid, serine (2-amino-3-hydroxy propionic acid), in the 10 position on the ring.

The other 16 amino acids are derived from aliphatic carboxylic acids. In the text

the name of the amino acid is given without the (L-)
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A second synthesis route to glutamate is via glutamine, (NH2)–CO–(CH2)2–HC

(NH2)–COOH, an amide of glutamic acid. Glutamine is formed from glutamate and

NH3 using the enzyme glutamine synthetase (GS), which has a much lower Km for

NH3 uptake than GDH and therefore works also at low [NH3] in the cell, i.e., at

nitrogen limitation in the medium. It does, however, require an extra ATP, and

consequently the energy source, glucose, must be available in sufficient amounts.

The second step is the reaction between glutamine and 2-oxoglutarate using

the enzyme glutamine oxoglutarate aminotransferase (GOGAT) to give two

molecules of glutamate. The net effect of the GS–GOGAT pathway (2.22), (2.23)

is that one glutamate has been synthesized from 2-oxoglutarate at low concentration

of NH4
+ in the medium, but at the expense of an ATP besides that needed to transport

NH4
+ over the cell membrane to form NH3 inside the cell and transport H+ back.

2�oxoglutarateþ NH3 þ NADðPÞH ! ðglutamateÞ; GDH path (2.22)

glutamateþ NH3 þ ATP ! glutamine;GS path (2.23)

glutamineþ 2�oxoglutarateþ NADPH ! 2 glutamate;GOGAT path:

Other amino acids can be synthesized from the corresponding oxo-acids (e.g.,

alanine, CH3–HC(NH2)–COOH) by amination of pyruvate), but only at high-

medium concentrations of NH4
+ due to high values of the dissociation constant Km.

9

A much better method is to use transamination of the oxo-acid with glutamate or

glutamine as the NH3 donor since the Km value for the transamination reaction is

much smaller than that for the direct amination. In this way, a large pool of

glutamate or glutamine in the cell is used to feed the synthesis of other amino acids.

One example from the many amino acid synthesis paths where transamination

via glutamate or glutamine is a key step is that of Aspartate from glutamate and the

precursor molecule oxaloacetic acid. The enzyme is aspartate(amino)transferase:

OxaloacetateðOOAÞþGlutamate!AsparateðCOOH�CH2

�HCðNH2Þ�COOHÞþ2�oxoglutarate

(2.24)

From aspartate and following a long path in which one pyruvate is incorporated,

one finally arrives at Lysine:

Aspartateþ pyruvateþ 3NADPHþ NH3 !LysineðCOOH� HCðNH2Þ
� ðCH2Þ3 � CH2 � NH2Þ þ CO2

(2.25)

9 In a very interesting process Hols et al. (1999) have used genetic engineering to convert a homo

(lactic)fermenting Lactococcus lactis to become a homo(alanine) fermenting organism. Since

alanine has a much higher sales price than lactic acid this is a splendid idea. The paper does,

however, show that very high NH3 concentrations are needed.
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Actually, along the path from aspartate to lysine one encounters a branch point at

the metabolite piperidine-2,6 dicarboxylate. From this branch point there are two

branches that meet again at the final intermediate, meso-2,6 diaminopimelate,

before lysine. One branch, the one summarized in (2.25), is a direct shunt from

one branch point to the other. The second branch (the Succinyl CoA branch) has

many steps, involves transamination by means of a second glutamate molecule, and

interacts with the TCA cycle reaction between succinyl CoA and succinic acid.

The direct path gives the highest yield of lysine on glucose, but it works best at high

NH3 level, where the facilitation of uptake of the second NH3 by means of the

glutamate/2-oxoglutarate cycle is not needed.

The synthesis of the enormously important amino acid lysine with an

annual production of 1.1 M ton has of course given rise to an equally

impressive scientific literature. A comprehensive reference is Wittmann and Becker

(2007). Recently, Kjeldsen and Nielsen (2009) published a genome scale recon-

struction of the Corynebacterium glutamicum metabolic network. In the increasing

body of genome scale pathway reconstructions all supposedly relevant pathway

reactions are included, but without specifying the finer (and usually unknown)

details.

2.3.2 Antibiotics

The biosynthesis of amino acids is used as an example of the numerous chemicals

that can be produced from the primary metabolism of microorganisms, either

directly or after chemical transformation outside the cell. Many more examples

will be discussed in the text or in problems.

Antibiotics are examples of secondary metabolites. As was mentioned in the

introduction to Sect. 2.3, secondary metabolites do not have a direct function in the

normal growth of the cell culture, but the production of any of the antibiotic

chemicals is the cellular response to stress signals. Organisms competing with,

e.g., a penicillin producing microorganism for a limited resource will have their

capability to proliferate disrupted by penicillin secreted from the cell of the

penicillin producer. Penicillin acts as an inhibitor of formation of peptidoglycan

cross links in the cell walls of the competing organism.

Obviously penicillin and other antibiotics with this defense mechanism cannot

have any effect on viral infections, since viruses have no cell wall. Likewise they

are of little use in combating most fungal infections – e.g., penicillin cannot be used

to treat either influenza or ring worm. Its predominant role in human and veterinary

medicine is for treatment of bacterial infections.

Although penicillin and other antibiotics have no direct effect on the cells of

animals, including humans, all antibiotics can provoke sometimes violent allergic

reactions.

Continued use of the first antibiotics on the market has also spawned defensive

mechanisms in many bacteria. Penicillin resistance was observed already in the

1950s and has led to the development of a continuous stream of new antibiotics.
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Table 2.7 gives a rough classification of antibiotics currently on the market, and

Fig. 2.9 shows how two of the early penicillin products, penicillin G and V, are

synthesized.

The first step in the biosynthesis of b-lactams is the condensation of L-a amino

adipic acid, L-cysteine, and L-valine to form the tripeptide a-aminoadipyl-cysteinyl-

valenine, ACV. It is interesting that valine is incorporated as D-valine. The enzyme

ACV Synthase (ACVS) has several functions: It forms the two peptide bonds and it

epimirizes L-valine to the D-valine bound in ACV.

The next step is an oxidative ring closure of LLD-ACV to form isopenicillin

N (IPN) which has the characteristic structure of b-lactams. The b-lactam ring is the

square with three carbons and one nitrogen in the center of the molecule.

The enzyme isopenicillin N synthetase (IPNS) uses free oxygen as electron

acceptor. IPN is not in itself a potent antibiotic compound, but based on IPN all

the commercial penicillins and cephalosporins can be produced. The side chain

(aminoadipic acid) can be cleaved off by the enzymatic action of an acetylase to

form the “nucleus,” 6-APA, which in itself has no antibacterial effect, but is an

important commercial product used for the synthesis of other, more active b-lactams

than (LLD)-IPN. In the presence of an acyltransferase (AT), the commercial

products penicillin G and V are formed when benzyl-CoA or phenoxybenzyl-CoA

(i.e., the organic acids activated by coupling to CoA) is added. Methicillin and

oxacillin are examples of penicillins with other side chain organic acids.

All penicillins are susceptible to the action of b-lactamases secreted by bacteria

as a defense mechanism, and over the last 60 years the pharmaceutical industry has

struggled to invent new antibiotics that can effectively combat penicillin resistant

bacteria. The defense mechanisms of the bacteria have become ever more ingenious

as a result of the wholesale application of b-lactams in human and veterinary

medicine. The deactivation of penicillin by cleaving off the side chain is

supplemented by the gradual appearance of bacterial enzymes that disrupt the

b-lactam ring, and the battle to stay ahead of the bacterial defense mechanisms

has led to new lines of antibiotics.

The cephalosporins are synthesized by filamentous fungi related to Penicillium
crysogenum, but also in different bacteria. In the last step of the biosynthesis the

five member thiazolidine ring next to the b-lactam ring is expanded (using an

expandase enzyme) to a six member dihydrothiazine ring (Fig. 2.10).

Table 2.7 Four classes of antibiotics

Category Examples Application Producer

b-Lactams Penicillins,

cephalosporins

Bacterial infections Filamentous fungi

Polyketides Erythromycin,

tetracyclines

b-Lactam resistant infections Actinomycetes

(soil bacteria)

Glycopeptides Teicoplanin Last resort treatment bacterial

infection

Actinomycetes

Antracyclines Daunorubicin Chemotherapy Actinomycetes

The classification of natural products into categories and with respect to applications is difficult,

but the listing in the table is at least indicative
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The cephalosporins are also not immune to the action of b-lactamases, but their

broad applicability to fight both Gram-positive and Gram-negative bacteria has won

them a strong position in the antibiotics market through the development of several

new “generations” of antibiotics with the general structure shown in Fig. 2.10.
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Fig. 2.9 The biosynthetic pathway in Penicillium crysogenum from the three amino acid

precursors to penicillin. The enzymes involved are ACV synthase, isopenicillin N synthase, and

isopenicillin N acyltransferase. In the last step adipic acid is exchanged with phenylacetic acid or

phenoxy acetic acid to produce, respectively, penicillin G and V

2.3 Examples of Industrial Production of Chemicals by Bioprocesses 47



The urge to develop new antibiotics that are immune to the very effective

defense systems of many microorganisms (e.g., Staphylococcus aureus, the infa-

mous organism that causes sometimes life-threatening infections in hospitals –

about 500,000 cases each year in US hospitals) has spawned new categories of

antibiotics which have a completely different structure from that of b-lactams.

A particularly numerous and varied category is the microlides and the

tetracyclines which belong to the huge group of natural products called polyketides.
All polyketides are synthesized by very complex polyketide synthase enzymes.

In a series of chain elongation steps from CoA, activated carboxylic acids are

formed, and then condensed to extremely complicated organic compounds. The

synthesis mechanism has only been discovered during the last 20 years (Gokhale

et al. 1999; Arora et al. 2005), and new polyketides, some with no known origin in

nature, are now being synthesized by highly automated biosynthetic processes.

The polyketides have a very broad spectrum of activities: antimicrobial,

antifungal, antiparasitic, and antitumor. Still, ever more complex drugs must be

invented to combat the inevitable emergence of resistance. Combination of several

antibiotics, e.g., glycopeptides in combination with b-lactams, is one way to fight

multiresistant organisms (e.g., the use of clavulanic acid, a b-lactamase inhibitor, to
support the action of b-lactams).

One unfortunate complication is that the new and very effective antibiotics

become increasingly toxic to the patients, and they must be administered with

great caution. The antracyclines are typical last-resort drugs used to combat life-

threatening illnesses such as breast cancer.

The story of antibiotics, from the first observation by Alexander Fleming in 1928

of the antibacterial effect of a Penicillium fungus to the multibillion dollar

antibiotics industry 80 years later is, indeed, fascinating. Historical accounts of

the victory of antibiotics over illnesses and infections that were previously life

threatening, followed by the sad aftermath of misuse of antibiotics, must be

among the most educating in the whole history of science.

There is no doubt that antibiotics production is synonymous with the story of the

development of modern Biochemical Engineering. Fermentation equipment has

grown to huge tanks of sizes up to several hundred cubic meters, and many standard

down-stream operation processes were developed to capture antibiotics from very

dilute solutions and to purify the products to satisfy stringent regulatory requirements.

Antibiotics production has also been a huge money maker for the pharmaceutical

industry during the last 60 years. Cephalosporins have gradually replaced

penicillins, but as the production of both standard drugs has moved to China and

India, prices have declined, and nonbrand antibiotics have put considerable pres-

sure on the original producers. Furthermore, the use of antibiotics in veterinary

medicine has been restricted, and the prophylactic use of antibiotics for humans is

sternly discouraged.

Still, the value of antibiotics production in 2008was in the range of 25,000MUS $,

just about the level in 1995 (Nielsen 1997). The price of standard penicillins is now

as low as 5–8 US $/kg which classifies these pharmaceuticals as commodity

chemicals.
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2.3.3 Secreted Proteins

Although the production of pharmaceutical proteins bymammalian cells is considered

to be outside of what we have defined to be the scope of the present text, many

industrial enzymes and some pharmaceutical proteins are produced by standard

fermentation technology, using a small selection of microorganisms as producers.

These large-scale industrial processes are studied and designed, using the same set of

quantitative tools as are applied in the production of simple metabolites with

Lactococcus lactis, E. coli, B. subtilis, S. cerevisiae, and A. niger or oryzae as

production organisms. Also, it is relevant to introduce the foremost business area

of some of the most important biotech companies, Novozymes, Genencor,

Genentec, Amgen, Novo Nordisk, Sanofi-Aventis, Merck, Roche, and Eli Lilly.

The most common industrial enzymes are hydrolytic enzymes that degrade

macromolecules to monomers that may serve as carbon, energy, and nitrogen

sources. They are secreted by a wide variety of microorganisms. Among the most

frequently secreted enzymes are proteases (for degradation of proteins) and

peptidases (for degradation of peptides). The biggest production volume is obtained

in amylases (degradation of starch), xylanases (degradation of xylans), and

cellulases (degradation of cellulose), the three types of enzymes discussed in

Sect. 2.1 for the production of ethanol from biomass.

Through the secretion of enzymes somemicroorganisms are able to grow on very

complex nutrients, and the ability of microorganisms to decompose leaves and other

plant materials plays an important role in the overall carbon cycle. The ability of

microorganisms to secrete enzymes has been exploited for many centuries, particu-

larly in the food and feed industry. Thus, Aspergillus oryzae, an efficient producer of
the starch degrading enzymes a-amylase and glucoamylase, has been used for more

than thousand years in the Far East for koji-sauce production. Furthermore, the

secretion of proteases and peptidases by lactic acid bacteria plays an important role

in many dairy processes. Primarily, hydrolysis of proteins and peptides ensures a

supply of carbon and energy sources as well as amino acids. Secondly, the hydrolysis

of many proteins and peptides is important for proper flavor development. Since the

1950s enzymes have also been used in detergents to improve the washing process,

and with the help of enzymesmany industrial processes, e.g., the treatment of cotton,

have become truly “green” processes, with little impact on the environment and

large savings in process energy compared to conventional processes. An overview

of the application of industrial enzymes is found at http://www.novozymes.com.

The majority of the industrial enzymes are produced, using a small selection of

well-studied host cells into which foreign genes are encoded.

The possibility to introduce foreign genes into a microbial host by genetic

engineering, and hereby to produce a specific protein in high amounts, also paved

the way for a completely new route to pharmaceutical proteins. The first biopharma-

ceutical proteins (human insulin and human growth hormone) were produced in

recombinant E. coli, but soon followed the exploitation of other expression systems

such as S. cerevisiae (used byNovoNordisk for production of about 50% of the global
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market for human insulin), insect cells, and mammalian cells (Chinese hamster ovary

cells and hybridoma cells). Today approximately 100 protein drugs, largely recombi-

nant proteins and monoclonal antibodies that are often referred to as biotech drugs or

biologics, produce revenues of hundreds of million US $. The biochemical processes

underlying the synthesis of a successful heterologous protein in a given host cell are

quite complex. There are many post-translational modifications, and the secretory

pathway may involve many individual steps. Production of a given protein drug is

specific for the host system and as mentioned at the start of this section even a brief

overview of the subject is far beyond the scope of the present text.

2.4 Design of Biotech Processes: Criteria

for Commercial Success

When a microorganism or cell type has been identified to produce an interesting

compound there are a number of considerations to be made before an economically

viable, industrial process can be realized. In companies with a solid experience

in the design and scale-up of fermentation processes, new processes are introduced

relatively fast, especially if the product is not a pharmaceutical. Thus, in recent

years Novozymes has successfully introduced three to four completely new

processes each year, starting in the laboratory, and carrying the R&D work all the

way through to industrial scale production.

Development of a fermentation process can roughly be divided into four phases.

First the product is identified, and its potential sales value over a prescribed lifetime

is closely evaluated. In the case of a pharmaceutical, identification of a potential

product may be a result of the random screening for different therapeutic effects by

microbial metabolites, e.g., by high throughput screening of secondary metabolites

from Actinomycetes, or it may be the result of a targeted identification of a novel

product, e.g., a peptide hormone with known function. Outside the pharmaceutical

sector the product may also be chosen after a random screening procedure,

e.g., screening for a novel enzyme to be used in detergents, or it may be chosen in

a more rational fashion. With the rapid progress in genomic sequencing programs, it

is now possible to search for new target proteins directly in the sequenced genomes

by skillful use of bioinformatics.
When the product has been identified, the next step is to choose or construct

the specific strain to be used for production, and thereafter follows design of the

process. This involves choosing an appropriate fermentation medium and the

optimal process conditions. In parallel with the design of the production process

further research, e.g., clinical tests, is done in order to have the product approved.

When the strain has been constructed one of the first aims is therefore to produce

sufficient cell material for further research, and this is typically done in pilot plant

facilities. For a pharmaceutical compound sufficient material must be produced for

clinical trials. For other products it may be necessary to carry out tests of the

product and examine any possible toxic effects. The final steps are concerned with
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product approval by the proper authorities. Then, perhaps 5 years after starting the

process, follows construction of the production facility, sometimes by retrofitting of

an existing plant to save on capital costs.

In the next sections, we consider some of the different aspects of process

development as an introduction to the more detailed quantitative analysis that

will be treated in the remainder of the book.

2.4.1 Strain Design and Selection

A key step in the development of a fermentation process is to choose an appropriate

strain. In the past, this choice was normally obvious after the product had been

identified, e.g., Penicillin chrysogenum was chosen for penicillin production since

this was the organism that was first identified to produce penicillin. With the intro-

duction of recombinant DNA technology it is, however, now possible to choose

almost any host organism for the industrial production. Thus, strains of E. coli have
been constructed that can produce ethanol at a high yield, and a recombinant strain

of Penicillin chrysogenum can now be used directly to produce 7-ADCA (a precursor

used for synthesis of cephalosporins) by fermentation. The choice of strain depends a

lot on tradition within the company (e.g., Novozymes favors B. subtilis over E. coli),
and most companies use a small set of favorite organisms to produce many different

products. For production of a heterologous protein by expression of a foreign gene

in a given organism, it is also necessary to consider many other aspects, e.g., whether

the protein will be correctly folded and glycosylated.

Table 2.8 gives an overview of the advantages/disadvantages of different

cellular systems for the production of recombinant proteins. Although optimization

of the process continues even after large-scale production has started, it is important

to choose a good host system from the beginning, particularly in the production of

pharmaceuticals. The introduction of new strains requires a new approval of the

process, and the associated costs may prevent the realization of a new process even

though engineering wisdom tells that the over all process economy could be much

improved.

As indicated in Table 2.8 the choice of expression system depends on many

factors, but the main factors are (1) the desirability of post-translational modifi-

cation and secretion, (2) the stability of the protein in question, and (3) the

projected dose of protein per patient (which determines whether the cost of the

drug becomes critical). Thus, for proteins used in large doses, such as human

insulin, it is important that the production costs are kept low, which requires an

expression system with a high productivity, i.e., E. coli or S. cerevisiae. For very
complex molecules such as tissue plasminogen activator (tPA) and erythropoietin

(EPO) it is, however, not possible to obtain sufficiently active compounds in

microbial systems, and here a higher (mammalian) eukaryotic expression system

is required.
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2.4.2 Criteria for Design and Optimization
of a Fermentation Process

The criteria used for design and optimization of a fermentation process vary with

the product to be synthesized. Thus, the criteria used for a high volume/low value

added product are normally completely different from the criteria used for a low

volume/high value added product. For products belonging to the first category

(which includes most whole cell products, all primary metabolites, many secondary

metabolites, most industrial enzymes, and most polysaccharides) the three most

important design parameters are:

• Yield of desired product on substrate (typical unit: g product per g substrate)

• Productivity (typical unit: g product per L reactor volume per hour)

• Final titer (typical unit: g product per L reactor volume)

Yield of product on the substrate is very important for high volume/low cost

products since the raw materials often account for a significant part of the total

costs. Thus in penicillin production, the costs of glucose alone may account for up

to 15% of the total production costs. In Table 2.5 it was argued that the right choice

Table 2.8 Pros and cons of different production organisms for recombinant proteins

Host Advantages Disadvantages

Bacteria (E. coli) Wide choice of cloning vectors

Gene expression easy to

control

Large yields possible

Good protein secretion

Post-translational modifications lacking

High endotoxin content

Protein aggregation (inclusion bodies)

Yeast

(Saccharomyces
cerevisiae)

Generally regarded as safe

(GRAS)

No pathogens for humans

Large scale production

established

Some post-translational

modifications are possible

Less cloning vectors available

Glycosylation not identical to mammalian

glycosylation

Genetic base is still less solid than is the

case for E. coli

Filamentous fungi Experience with large scale

production

Source of many industrial

enzymes

Excellent protein secretion

High level of heterologous protein

expression is as yet not achieved

Genetics only recently characterized

Mammalian cells Same biological activity as

natural protein

Expression vectors available

Cells difficult to grow in reactors

Expensive

Slow growth and low productivity

Cultured insect cells High level of gene expression

possible

Post-translational modification

possible

Not always 100% active proteins

Mechanisms largely unknown
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of fermentation medium could have a large influence not only on product yield and

production cost, but also on product quality.

Productivity is important since this ensures an efficient utilization of the produc-

tion capacity, i.e., the bioreactors. It is of no avail that certain bacteria are able to

give a high yield of ethanol on sugar when the production rate of ethanol is very

low. Especially in an expanding market, it is important to step up the productivity as

has been demonstrated by Novozymes where a huge increase in production has

been achieved and many new processes have been developed since 2000 with very

little new capital investment.

Final titer is of importance for the further treatment of the fermentation medium,

e.g., purification of the product. Thus, if the product is present at a very low

concentration at the end of the fermentation it may be very expensive even to

extract it from the medium with a satisfactory yield. Again the production of

ethanol is a good example. Well designed strains of S. cerevisiae are now able to

work efficiently at an ethanol concentration that surpasses 10 wt%, a limit that is far

from being reached in bacterial fermentations where 4–5 wt% ethanol often stops

the fermentation.

Sometimes it is important to consider both an aerobic process and an anaerobic

process. The aerobic process may have higher productivity, but it requires more

process energy.

In Chap. 3, we shall start the quantitative treatment of reaction rates and yield

coefficients, the key design parameters for product yield on substrate and produc-

tivity of the process. Qualitatively, these concepts are illustrated in Fig. 2.3 which is

a representation of the overall conversion of substrates into metabolic products and

biomass components (or total biomass). In Sect. 3.1, the rate of consumption of any

substrate is seen to be determined by measurement of the concentration of the

substrate in the medium. Similarly, the rates of formation of metabolic products and

biomass are determined from measurements of the corresponding concentrations. It

is therefore possible to determine the rate of all flows in and out of the total pool of

cells. The inflow of a substrate is normally referred to as the substrate uptake rate

and the outflow of a metabolic product is normally referred to as the product

formation rate. Clearly, the product formation rate is a direct measure of the

productivity of the culture. Furthermore, the yield coefficient of any product is

defined as the ratio of product formation rate and the substrate uptake rate. The

yield coefficient quantifies the efficiency in the overall conversion of the substrate

to the product of interest.

In the production of novel pharmaceuticals, which typically belong to the

category of low volume/high value added products the abovementioned design

parameters are normally not that important. For these processes time-to-market and

product quality is generally much more important, and change of the process after

implementation is often complicated due to a requirement of FDA approval. In the

initial design phase it is, however, still prudent to remember the three design

criteria: Yield, Productivity, and Final Titer. Especially the requirement for high

final titer is important since the cost of purification (or “downstream processing”)

may account for more than 90% of the total production costs.
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2.4.3 Strain Improvement

A key issue in process optimization is to improve the properties of the applied strain

since the overall conversion of substrates to the product of interest is primarily

determined by the properties of the microorganism. The cell may be conceived as a

small chemical factory, and through engineering of the pathways it may be possible

to redirect the carbon fluxes such that the yield and sometimes also the productivity

increases. Engineering of the cellular pathways is done by making changes in the

genome of the organism. This may lead to different expressions of the enzymes that

catalyze the individual biochemical reactions or processes.

Traditionally, strain improvement through introduction of mutations was done

through randommutagenesis and selection of strains with improved properties. This

is well illustrated by the industrial penicillin production, where introduction of

new strains has resulted in an increase of productivity by a factor of more than

100 between 1962 and 2000. The improvements are the results of large strain

development programs, some carried out by the major penicillin producing

companies and some by companies dedicated to develop new and better strains for

the industry in general. Similar success stories are recorded for improvements in the

properties of bakers’ yeast, S. cerevisiae, and in other microorganisms applied for

the production of industrial enzymes or metabolites.

The development of better producing organisms is, unfortunately, accompanied

by a decrease in strain stability of the industrial strains. They will all mutate

spontaneously to strains with a much reduced productivity, and this, as we shall

see in Chap. 9 prevents the use of continuous cultivation in most of the important

industrial fermentation processes. A typical example of strain reversion is studied by

Christensen et al. (1995). An industrial strain of P. crysogenum was subjected to

continuous culture for 500 h. For the first 150 h the penicillin V concentration in the

exit from the reactor was constant, but over the next 200 h it decreased to a level of

only 35% of the initial concentration. Clearly, the high producing strain had reverted

to a much poorer strain. The reversion was also visually observed by a gradual

change in the color of the spores from green to white. A similar case is studied for the

teicoplanin producer Actinoplanes teichomyceticus (see Problem 9.7).

Today the genome of many of the favorite industrial “work-horses” has been

sequenced, and in combination with the rapid development of recombinant DNA

technology it has become possible to apply a rational, directed approach to strain

improvement. This is often referred to as metabolic engineering, but terms such as

molecular breeding or cellular engineering are also used. Several different

definitions have been given for metabolic engineering, but they all convey the

message that is captured in the definition: The directed improvement of product
formation or cellular properties through modifications of specific biochemical
pathways or by introduction of new pathways using recombinant DNA technology.

Among the applications of metabolic engineering are:

• Heterologous protein production. Examples are found in the production of

pharmaceutical proteins (hormones, antibodies, vaccines, etc.) and in the
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production of novel enzymes. As a first step, the heterologous gene needs to be

inserted in the production host. Subsequently, the protein synthesis pathway

must often be engineered, e.g., to have an efficient glycosylation or secretion of

the protein. In some cases, it may also be necessary to engineer the strain to

obtain an improved productivity.

• Extension of substrate range. In many industrial processes, it is interesting to

extend the substrate range for the applied microorganism in order to use cheaper

or more efficient substrates. Initially, the pathway (or enzyme) for uptake and

metabolism of the desired substrate is inserted. Subsequently, it is important to

ensure that the substrate is metabolized at a reasonable rate, and that the

metabolism of the new substrate does not result in the formation of undesirable

byproducts. This may in some cases involve extensive pathway engineering.

• Pathways leading to new products. It is desirable to use a given, well-studied host
for production of many different products. This can be achieved by extending

existing pathways from other organisms. An example is the import into E. coli of
the yeast pathway from DHAP to glycerol, and of the pathway from glycerol to

propane 1,3-diol from Klebsiella pneumonica. These are key features of the

DuPont-Genencor process to produce the diol. Another approach is to generate

completely new pathways through gene shuffling or by other methods of directed

evolution. In both cases, it is often necessary to further engineer the organism to

improve the rate of production and eliminate byproduct formation.

• Pathways for degradation of xenobiotics. Many organisms naturally degrade

xenobiotics (i.e., compounds that are foreign to the body and to cells), but each

organism is usually specific for a given substrate. Thus a consortium of bacteria,

collected from an oil field or from a spot where seepage of bitumen from the

ground is observed, is likely to be useful for cleaning up oil spills. In bioremedi-

ation it is attractive to work with only a few organisms, each of which is able to

degrade a wide variety of compounds. This may be achieved either by inserting

pathways from other organisms or through engineering of the existing pathways.

• Engineering of cellular physiology for process improvement. In the industrial

exploitation of microorganisms or higher organisms one may engineer the

cellular physiology for process improvement, e.g., make the cells tolerant to

low oxygen concentration, less sensitive to high glucose concentrations,

improve their morphology, or increase their ability to flocculate. In cases

where the underlying mechanisms are known this can be achieved by metabolic

engineering. This may involve expression of heterologous genes, disruption of

genes, or over-expression of homologous genes.

• Elimination or reduction of by-product formation. In many industrial processes

byproducts are formed. This constitutes a problem, not only because carbon is lost

to formation of the byproducts, but also because the byproductsmay be toxic to the

organism, or necessitate a major effort to separate the byproduct from the desired

product because it is toxic (e.g., oxalic acid from citric acid) or interferes with

filtration and other downstream processes. Thus, polysaccharides severely inter-

fere with membrane separation processes. In some cases the byproducts can be

eliminated through simple gene disruption, but in other cases the formation of the
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byproduct is essential for the overall cellular function, and disruption of the

pathway leading to the byproduct may be lethal for the cell, e.g., when

the pathway from DHAP to glycerol is knocked out in an attempt to improve

the ethanol yield in anaerobic cultivation of yeast. It is often necessary to analyze a

large part of the metabolic network in order to devise a safe strategy for reduction

of the byproduct formation.

• Improvement of yield or productivity. In many industrial processes, especially in

the production of low-value added products, it is important to continuously

improve the yield and/or productivity. In simple cases this can be achieved by

inserting additional gene copies of what is believed to be a key enzyme in the

pathway. In other cases the pathways leading to the product of interest have

many enzymatic steps which influence each other by feed back and feed forward

control mechanisms (see Chap. 6), and a given pathway may even interact with

other pathways through the global regulatory system of the organism. Now the

single-enzyme manipulation is doomed to failure, and a much more involved

analysis of the metabolism is needed to find prospective improvements of the

process. Finally, in some cases the limitation is not in the actual pathway, and

it may therefore be necessary to engineer the whole central carbon metabolism.

This is, however, very difficult to do. For example, it is very difficult to achieve a

higher carbon flux through the EMP pathway, due to the tight regulatory

structure of the pathway.

Besides application of these tools from the biosciences, the design and proper

operation of an industrial plant for low-value added products require a deep

technical insight into many of the disciplines that together make up the science of

chemical engineering: stoichiometric analysis, modeling of reaction kinetics, trans-

port phenomena, bioreactor design, and unit operations. In this textbook we will, as

announced in Chap. 1, highlight the chemical engineering disciplines that are

associated with bioreactions and give a quantitative description of a given pheno-

type of a cell. It will be shown how the organism operates in, and interacts with the

technical equipment. A comprehensive treatment of metabolic engineering is given

in Stephanopoulos et al. (1998) while the engineering tools of the bioindustry are

discussed in quite a few available texts.

2.5 The Prospects of the Biorefinery

In Sect. 2.1.2, the review by Werpy and Petersen (2004) was used to illustrate the

enthusiasm that embraces any discussion of the prospects of the biorefinery to

substitute chemical routes from oil and gas to commodity chemicals with “green”

or “sustainable” routes based on the action of microorganisms or the enzymes

produced by these.

Sects. 2.2–2.4 have shown how microorganisms can serve as chemical factories

that basically convert solar energy harbored in the raw materials, sugar or starch,
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into a multitude of products, both commodity chemicals such as the metabolites of

the TCA cycle and amino acids, and the much higher valued pharmaceuticals.

The “natural” products of metabolism are not the only products that can be

produced by microorganisms. In Sect. 2.4, it was shown how genetic engineering

of “a favorite organism” can make it produce a desired compound, and even synthe-

size compounds (e.g., certain polyketides) that are not found (or not yet discovered)

in nature. These “strange” compounds may have an enormous value in the treatment

of human diseases.

Much simpler “tricks” than those used in polyketide chemistry are, however,

available and are frequently revealed in the patent literature. Most of these tricks are

based on single gene-modifications of standard microorganisms.

Thus, as has been discussed in Sect. 2.3.1 lysine is a huge commodity chemical

produced by fermentation. The polymer industry might be more interested in the

amines that can be produced by decarboxylation of lysine (Fig. 2.11).

The reason is that the diamine (Cadaverine) can form macromolecules by amide

formation with a large number of dicarboxylic acids.

C. glutamicum, the best producer of lysine (partly because it prevents decarbox-
ylation of the product) is modified by inserting the gene for L-lysine decarboxylase

from E. coli. Now C. glutamicum produces L-lysine as before, but as an extra step

the acid is decarboxylated and cadaverine is exported to the medium Mimitsouka

et al. (2007) and Tateno et al. (2009). Naturally the process is patented (by BASF).

Tyrosine is produced as an intermediate in the neuro-pharma industry. But the

biosynthesis toward tyrosine passes through a number of intermediates that could

be withdrawn for production of other valuable chemicals.

The DuPont Company has demonstrated that tyrosine can be chemically

converted in a two-step process to very valuable monomers for production of

adhesives (Fig. 2.12).

The process, described in US patent application 0213569 (2007), comprises the

treatment of tyrosine with an aqueous solution of HBr and NaNO2 followed by

conversion, using an alkaline catalyst, of the isomeric mixture of brominated tyrosine

intermediates to either of the two styrene compounds. The patent is an excellent
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Fig. 2.12 Tyrosine is chemically converted to p-hydroxystyrene or p-acetoxystyrene
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illustration of the symbiosis of a fermentation process and organic chemical synthesis

which makes a few changes in the metabolite to obtain the desired product. An

overview of the possibilities of processes by which fermentation is coupled with

classical chemistry is given by Murzin and Leino (2008).

Interestingly, it has recently been shown that p-hydroxystyrene can also

be produced directly from glucose without ever obtaining the L-tyrosine (Verhoef

et al. 2009). A Pseudomonas putida strain, originally designed to produce phenol and
p-coumaric acid fromglucose (see Fig. 2.1),was engineered for efficient production of

p-hydroxystyrene by inserting the genes for the enzymes L-phenylalanine/L-tyrosine
ammonia lyase and p-coumaric acid decarboxylase. Here, we see an example of the

combination of metabolic capabilities of two microorganisms to produce a desired

product in one synthesis process.

The conclusion from the few examples shown here is that only the imagination

of the industrial or academic researcher sets the limit to what can be produced in the

biorefinery. Once an interesting organic compound has been identified, the tools of

bioinformatics are used to screen for a suitable host organism which from genome-

scale models is known to have the capability to produce the compound or can be

genetically engineered to do so by gene transfer from other organisms. The steps of

Sect. 2.4 are followed to increase the yield and productivity of the selected

construct, and suitable cultivation conditions are found through laboratory and

pilot plant experiments.

Problems

Problem 2.1. A number of process designs for large-scale production of ethanol are

available on the net. IOGEN, DONG-Inbicon, a Danisco-DuPont scheme, supported

by U. Tennessee and several others can be found. Make an analysis of the different

schemes. What products are made? What is the saccharification process? How well

are down-stream processes designed with respect to total energy minimization?

What is the current market price for ethanol in bulk, and how well does it match the

production cost of ethanol from lignocellulosic biomass?

References: Lynd et al. (2008), Lin and Tanaka (2006), Sendich et al. (2008), and

also material from the biotech companies Novozymes and Genencor.

Problem 2.2. Consult the literature to find profiles for batch cofermentation of

glucose and xylose by a “wild-type” yeast strain S. cerevisiae, and also by better

yeast strains. Observe the sequential utilization of the sugars.

1. How has S. cerevisiae been engineered in the group of Hahn-H€agerdahl to obtain
a more rapid conversion of xylose? Describe the redox reactions used and

comment on the difficulties of the process.

2. Compare the process of (1) with that of the Delft group of scientists (Wesselink

et al. 2009).
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Problem 2.3. Butanol (1-butanol, and perhaps even better iso-butanol) can become

an excellent transportation fuel.

On the net you will find many recent proposals for the production of butanol by

fermentation (e.g., a huge project by BP and DuPont). Give an account of the

advantages of producing butanol rather than ethanol, and also outline some of the

disadvantages.

Several papers from 2007/2009 review the biosynthesis of butanol: Lee et al.

(2008), Atsumi et al. (2008), Sillers et al. (2008), as well as the history of butanol

production by fermentation, Villadsen (2007). Older literature references are

given in Chap. 5.

You will notice that the pathway to butanol, acetone, and butyric acid is an

extension of the fermentation pathways in Fig. 2.5a, b, starting with dimerization of

AcCoA.

1. Write the pathways which lead to the products in the “solvents fermentation

process.”

2. What are the key issues in the process?

3. How can the formation of butyric acid be (almost) suppressed, and what is the

maximum yield of butanol on glucose obtained according to the references?

4. Find the bulk prices of 1-butanol and of technically pure glucose syrup obtained

by liquefaction of starch. What is the added value of converting glucose syrup to

butanol when the reported yields are used in the calculation?

Problem 2.4. Using the diagrams in a standard text on biochemistry or the much

more detailed diagrams on the net you are required to write down the whole

pathway from glucose to L-lysine and to L-tyrosine. This will give you an impres-

sion of the complexity of the biochemistry, but you will also notice that many parts

of the total paths to the two amino acids are similar.

Problem 2.5. In Werpy and Petersen (2004), (Table 2.1), you will find diagrams

that show how succinic acid can be used to produce a large number of chemicals.

1. Indicate the chemical processes needed to make these chemicals from succinic

acid as a starting material. Could some of the chemicals also have been formed

from other building blocks?

2. Look in recent literature for papers from the group of Sang Yup Lee at KAIST

for exciting work toward production of succinic acid by fermentation. What are

the issues of importance in order to get a high yield on glucose, a high produc-

tivity, and a high titer? Is the limited solution of succinic acid in aqueous

solutions a problem?

Problem 2.6. In eukaryotes NAD+ is produced in the mitochondria as a result of

respiration. NAD+ is needed in the cytosol (the EMP pathway). By which process is

the NAD+ transferred from the mitochondria to the cytosol? The answer is found by

consultation of standard textbooks on Biochemistry.

Problem 2.7. Since 2008 Cargill and Novozymes have collaborated to develop an

entirely bio-based route to acrylic acid (2-propenoic acid), which is the basis for
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production of the hugely important acryl-based polymers. Central to their effort is

to produce 3-hydroxy propionic acid (see Fig. 2.1b), which by dehydration of the

alcohol gives acrylic acid.

Based on two major publications, Straathof et al. (2005) and Henry et al. (2010),

you are required to review the research that within less than a decade has led to

identification of the best metabolic routes to 3-hydroxy propionic acid, one of the

projected platform chemicals in Werpy and Petersen(2004).

A thorough study of this problem will teach you how front-line biotech

companies use all the suggestions discussed in Sect. 2.4.3 for strain development,

and of pathway engineering in particular.
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Chapter 3

Elemental and Redox Balances

In Chap. 2 we painted a picture of the potential of Biotechnology as the provider of

a great many of the chemicals used in our daily life. Now, in small steps the

quantitative tools for analysis of the cellular reactions will be introduced. First,

the rates of cellular reactions will be determined by application of mass balances to
data obtained in steady-state continuous bioreactors. The rates to be calculated

are not for individual pathway reactions, e.g., the conversion of pyruvate to acetal-

dehyde and further to ethanol in Fig. 2.5c. Rather, the rates are calculated based on

the difference between the inlet to the reactor and the effluent from the reactor in the

medium concentration of one of the substrates, e.g., glucose, or one of the products,

e.g., ethanol or biomass. Consequently, the rate of ethanol production calculated

from the experiment is the net result of all the cell reactions that produce and

consume ethanol, the so-called excretion rate of ethanol from the cells to the

medium. Similarly, the rate of glucose consumption, the uptake rate of glucose,

is the sum of glucose consumption in all cell reactions that consume glucose.

It goes without saying that the picture of cell metabolism obtained by these

simple calculations is very incomplete. One would like to know the rate of glucose

consumption or the rate of, e.g., lysine production in individual pathways in order

to understand how the cell metabolism functions and to promote, by genetic

manipulations, the channeling of substrates into the pathways that give an optimal

yield of a desired product.

Biochemical Networks and the subject ofMetabolic Flux Modeling, in which the
distribution of glucose to different pathways or the production (or loss) of a product

in different pathways is obtained, will be treated in Chap. 5. Still, the so-called

Black Box model of cell metabolism that is obtained from measurement of net

inflow and outflow concentrations of reactants and products is very valuable.

It permits the overall conversion of reactants to products to be described by one single
stoichiometric equation. The coefficients of this equation, the Yield coefficients,
determine the economic feasibility of the process. For example, the yield coefficient

of lysine on glucose (g lysine per g glucose) combined with the price per unit mass of

lysine and glucose immediately determines whether the process stands a chance

of being economically viable.

J. Villadsen et al., Bioreaction Engineering Principles,
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Interestingly, the much more detailed analysis of Chap. 5 eventually leads back

to a Black Box model for the conversion of substrates to products. But with the

added insight obtained by Metabolic Flux Modeling one is able to predict the means

by which cell metabolism has to be changed in order to funnel more of the substrate

into pathways that give a higher yield of the desired product, i.e., to change the yield

coefficients of the overall Black Box model in a desired direction.

In general, the Black Box approach requires no biochemical information at all.

One simply measures the incoming and exit flows of substrates and products to

calculate rates of production and consumption. With the added information

obtained from the metabolic pathways of Chap. 2 it is only natural that more

information can be retrieved based on the same amount of experimental work,

and this is why the methodology of Chap. 5 gives much more insight in cell

physiology than what is obtained in the present chapter.

It is, however, important to recognize that the rates obtained either in Chap. 3 or

5 are steady-state rates which represent the outcome of the process only at the

steady-state conditions applied in the particular experiment, e.g., at the rate at

which medium flows through the given reactor volume. When the experimental

conditions are changed a new set of steady-state rates is obtained, and based on the

collection of steady-state rates one may start to build kinetic expressions by

correlating, e.g., the rate of glucose consumption with the concentration of glucose

in the effluent from the continuous reactor. This kinetic modeling exercise can be

used in bioreactor design. A kinetic expression is, however, tied to a particular

stoichiometry, and if the stoichiometry changes, then the kinetic expression which

is tied to a particular overall Black Box stoichiometry must fail. An example of a

steady-state metabolism that changes with increasing flow of medium through the

reactor is the overflow metabolism discussed for both bacteria and yeast in

Sect. 2.2.5. The collection of steady-state rates obtained at different steady-state

flow rates will show that new metabolites appear when the flow rate increases

beyond a critical value, and the concept of a single kinetic expression for the steady-

state rate data becomes invalid. Here, the more detailed description of Chap. 5 can

be used since the individual metabolic paths to, e.g., biomass and ethanol are

recognized, and competing reactions to different end products can be distinguished

in much the same way as “a main reaction” and different “side reactions” are

distinguished in conventional reaction engineering.

In Chap. 7, it will become abundantly clear that kinetic modeling of bioreactions

is far more complicated than the modeling of “normal” chemical reactions. One set

of kinetic expressions will be obtained based on steady-state experimental data

while completely different expressions will result when the reactor is subject to

rapidly changing environmental conditions, e.g., if the inlet flow is suddenly

changed.

The complexity of bioreactions compared to normal chemical reactions is one of

the challenges of Bioreaction Engineering: In contrast to conventional chemical

reactions the living cell reacts on many different levels. A sudden upset of the

environmental conditions activates hidden regulatory mechanisms in the cell

metabolism with time constants that can vary between milliseconds and hours.
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New pathways are opened up and others shut down during transient operation of the

reactor, and the kinetics obtained on the basis of only steady-state experiments

becomes invalid.

3.1 The Continuous, Stirred Tank Reactor

A very efficient bioreactor setup for analysis of overall conversion rates in

bioprocesses is the continuous, stirred tank reactor, which is schematically shown

in Fig. 3.1. There are two feed ports, one for liquid feed and one for gaseous feed.

In the liquid reaction medium the reactants, called substrates, are converted to

biomass and metabolic products. Cells and metabolic products dissolved in the

aqueous medium leave the reactor through the liquid effluent. Gas-phase substrates

such as oxygen are fed to the reactor through a gas distributor and dissolved in the

medium from which they are taken up by the cells. Gaseous products such as carbon

dioxide leave through the headspace of the reactor (exhaust gas). When the liquid

feed rate v (L h�1), the gas feed rate vg (L h�1), the medium volume V (L) and the

concentrations of substrates in the liquid and gas feed streams are independent of

time, i.e., when all the input variables to the system have constant values, we will

expect all the output variables, i.e., biomass concentration and activity of the cells

as well as the concentration of metabolic products in liquid and gas effluents to have

constant values. The bioreactor is operating in a steady-state continuous mode. In a
large majority of cases all the output variables have time independent values when

the feed variables are constant, but there are exceptions, and these exceptions can

have considerable scientific and practical interest as will be qualitatively discussed

in Note 3.1 and considered again in Chaps. 7 and 9.

Substrate reservoirs

Substrate

Effluent liquid

Gas feed

Exhaust gas
Liquid feed

Balance
BaseAcid

Fig. 3.1 A continuous, stirred tank bioreactor with feed of a liquid medium from a substrate

reservoir and a feed of gaseous medium through a sparger. pH is typically kept constant by adding

acid or base from separate reservoirs
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Note 3.1 Time-dependent output with constant values of input variables. Sometimes, a

time-independent set of input variables does not lead to time-independent output variables.

• Some microbial cultures seem unable to reach steady state in a certain range of (time

independent) operating conditions. All outputs oscillate with an oscillation time that

depends on the input variables. This is further discussed in Chaps. 7 and 8.

• The cells may suddenly, and for no apparent reason, change their behavior. A product – it

could be penicillin – is suddenly not being produced at the same constant rate, which has

been measured for many hours of apparently steady-state operation. After a relatively

short period the cells may totally have lost their ability to produce a particular metabolic

product. This is typically caused by strain reversion of the highly efficient industrial

producer (see Christensen et al. 1995 and Example 9.11). In other cases, the cells may

become “sick” and die. A cell count of viable cells will show a gradually diminishing

fraction of viable cells, i.e., cells that are able to grow. All these cases are typically a

consequence of occurrence of natural mutations, which may be followed by selection of

the mutated cells in the bioreactor.

The experimenter is likely to become surprised (and frustrated) by observing an unsteady-

state output from what should be a steady-state continuous bioreactor. Still, the unexpected

results may offer opportunities for challenging research, and the observation of irregular

behavior in well-controlled laboratory reactors can prevent later disasters when the labora-

tory results are to be used in an industrial scale process. Thus, the observation of oscillating

reactions indicates that the kinetics of the overall reaction is of a kind, which does not always

admit to a steady-state output, even when the input is constant – a situation also encountered

in chemical reaction engineering. The gradual cessation of synthesis of a desired product

indicates that the cell environment has changed in a subtle fashion which it will take much

experimental effort to explore. A slight difference in medium sterilization or in the protocol

for inoculation of the reactor, a change to a different batch of yeast extract used as nitrogen

source in the feed medium – and a host of other perturbations could all lead to loss of

productivity. Events observed in the steady-state laboratory culture could also have their

origin in the genome of the cell – a slight change in the expression of certain genes could lead

to a cascade of events observed on the macroscopic level in the reactor.

These observations – which as stated initially are not commonplace – do, however, show

that experimental studies of biological reactions try to extract useful information from a

system, which in principle is not at all observable. It is vastly more complex than the gas-

phase reaction catalyzed by a solid catalyst, a standard topic in textbooks on chemical

reaction engineering. An almost infinite possibility of reaction paths with a hierarchal control

structure which fine-tunes the active paths in response to a changing environment, to the age

of the culture, or to signals that we have not even begun to explore is the standard scenario of

cell reaction studies.

Besides setting the substrate concentrations to certain values in the liquid and the

gas feed streams, the attainment of a steady-state continuous culture requires that

vg, and especially v, the feed rate of the liquid feed, are set to constant values

relative to the medium volume V in the reactor. Using gas flow meters vg/V
is controlled at a given set point to obtain a certain gas flow rate – often specified

in terms of v.v.m. – volume gas per volume liquid per minute. The ratio between v
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and V is one of the most important input variables in bioreactors. The ratio is called

the dilution rate and is measured in units of reciprocal time, usually h�1.

Dilution rate ¼ D ¼ v

V
; (3.1)

where D is the space velocity or the reciprocal of the holding time, the terms used in

conventional chemical reaction engineering.

To attain a constant D several different control strategies may be used:

• The volume of the reaction medium or the weight of reactor and medium is

measuredwith a frequency of, e.g., 10min�1 and the liquid feed rate v is controlled
to give a certain set-point for V. When D is fixed in this way, i.e., by controlling

one input variable v bymeans of the measured value of another input variable V the

reactor is said to operate as a chemostat. This is how most laboratory continuous,

stirred tank reactors are operated.

Control of D can also be achieved by measurement of one of the output

variables:

• In the turbidostat v is manipulated at a constant V to obtain a constant, measured

biomass concentration x (g L�1) in the effluent. In this way, a certain value of D
is obtained which corresponds to the set point value of x.

• The feed of a nutrient (e.g., glucose) can be manipulated to obtain a certain pH

in the effluent. Many bioreactions produce or consume protons, and by

separating the nutrient feed from the alkali/acid feed used to neutralize the

proton production the rate of the bioreaction can likewise be controlled. This

is the pH-auxostat.
• Measurements of the effluent concentration of one of the metabolic products,

e.g., ethanol in fermentations with Saccharomyces cerevisiae, can also be used

to obtain the D value, which corresponds to a given set point for the effluent

concentration (or the rate of production) of one of the products. This is called a

productostat (Andersen et al. 1997).

These three strategies (which are called “closed loop control” strategies by

control engineers) are used together with a more or less detailed mathematical

model of the process, which occurs in the bioreactor. As in any textbook treatment

of stirred tank reactors it is assumed that by efficient stirring of the medium the

effluent concentrations of biomass and metabolic products will be identical to those

found at any point in the reactor. The reactor is then called an ideal bioreactor.
Unless the steady state to be explored is unstable, all four strategies can be used to

reach a desired steady state. The choice of strategy should ideally depend on the

sensitivity of the steady state to changes in the variable used to establish the control

policy. The strategy, which gives the highest sensitivity, should be chosen –

although chemostat operation is used in the large majority of investigations,

probably by force of habit.

As seen in Fig. 3.2 the biomass concentration in the effluent from a steady-state

aerobic cultivation of S. cerevisiae on glucose is virtually independent of D at small
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values of D. Consequently, a steady state at a small D cannot be accurately fixed in

a turbidostat. The substrate concentration s in the effluent may well vary signifi-

cantly on a relative scale (we shall see in Chap. 7 that s is proportional to D at small

D) but it is difficult to measure the small substrate concentration accurately enough

to fix v or D at the desired value. Operation of the bioreactor as a chemostat should

therefore be the preferred strategy. At a steady state with a highD value, close to the

so-called wash-out value, the substrate concentration has increased significantly,

and the biomass concentration has decreased from its high and almost constant

value at small D. Here the turbidostat is working very well since even small

variations in D give rise to large changes in x, and the steady state is pinpointed

by basing the control on a given set point for x. The chemostat is totally unsuited

near wash out, but the pH-auxostat is also very satisfactory (Pham et al. 1999), since
the rate of proton production is strongly coupled (sometimes even proportional) to

the value of biomass production. Around the so-called critical dilution rate Dcrit

where ethanol production sets in the ethanol concentration p (or the ethanol

production rate) depends strongly on D. Here a productostat is the ideal control

strategy (Lei et al. 2001). Control of x or of the respiratory quotient, the ratio

between oxygen consumption and carbon dioxide production, are less sensitive near

Dcrit, and the chemostat is unsuited since one cannot control v accurately enough to
obtain a steady state with a desired p.

It always takes patience to reach a steady state in a continuous, stirred tank

reactor, and the time constant for the transient between one steady state and the next

varies with the steady state. It takes on the order of five holding times, i.e. 5. . .D�1, to

attain a new steady state, and the measured rates can be far off their true steady-state

values if the approach to the new steady state is not within 95–99%. The time

between steady states is not wasted since the transient itself contains much informa-

tion on the physiology of the organism. For a dilution rate close to the critical

dilution rate Dcrit where ethanol starts to be produced in aerobic yeast fermentation,

Lei et al. 2001 obtained a steady state within five holding times using the
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productostat control strategy, while Postma et al. (1989) obtained a transient time

between steady-state D values of close to 50 D�1, probably because of latent

instability of the control strategy (chemostat) that was used when D is close to Dcrit.

The despair of experimenters who have waited many hours to obtain a steady

state in continuous, stirred tank reactors, when the pH control for no apparent reason

fails or a rubber tube breaks, is all too well known. Likewise, the loss of plasmids,

leading to gradual loss of productivity of the culture, is a well-known source of

frustration. Still, the steady-state continuous reactor is the ideal equipment for

physiological studies – and also to obtain trustworthy data for design of an industrial

production. The set of steady-state data is the foundation of a quantitative treatment

of bioreactions, and deeper layers of metabolic response are revealed in the

transients from one steady state to the next. These transient experiments give

the necessary input for the modeling of nonideal reactors in which the effects

of spatial in-homogeneities of, e.g., glucose or oxygen on the performance of

industrial bioreactors are investigated (see Sect. 11.2). Without at least a semiquan-

titative knowledge of how rapidly a change in, e.g., a vitamin concentration changes

the production rate of a desired metabolite, the detailed calculations of flow patterns

in the bioreactor obtained by computational fluid dynamics are of little value.

3.1.1 Mass Balances for an Ideal, Steady-State Continuous
Tank Reactor

Based on the measured feed and effluent concentrations in the continuous tank

bioreactor of Fig. 3.1, the reaction rates are easily calculated from steady-state mass

balances for the bioreactor. Thus all three equations (3.2)–(3.4) express that at steady

state (no mass accumulation) the mass of the compound produced by the reaction is

equal to the difference in mass of the compound between the liquid feed and the

outlet from the reactor.

qsiV þ v si;f � si
� � ¼ 0; (3.2)

qpiV þ v pi;f � pi
� � ¼ 0; (3.3)

qxV þ v xf � xð Þ ¼ 0; (3.4)

where qi is the volumetric production rate, i.e., the mass of compound i produced per
volume reactor and per unit time. si and pi are the concentrations of substrate i and
metabolic product i, respectively. x is the concentration of the biomass. Subscript f

indicates the concentration of the variable in the liquid feed to the bioreactor. In (3.2)

the difference (si,f � si) is positive, and the production rate qsi is of course negative.
We find it most logical to work only with production rates (positive or negative)

rather than introducing a separate term for rates of consumption. Consequently, the

definitions in (3.2)–(3.4) are used throughout the text.
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With a gaseous substrate or product (3.2) and (3.3) are slightly modified

qtsi þ qsi

� �
V þ v si;f � si

� � ¼ 0; (3.5)

qtpi þ qpi

� �
V þ v pi;f � pi

� � ¼ 0; (3.6)

In (3.5) and (3.6) qi is again the rate of production of the component by the

biochemical reaction, whereas qti is the rate at which the component is transferred

from the gas phase to the liquid medium, which is given by:

qtsi ¼ kla s�i � si
� �

; (3.7)

qtpi ¼ kla p�i � pi
� �

; (3.8)

where kla is a mass transfer coefficient which may depend on the fermentation

medium and on the component being transferred, but it always depends on the

agitation of the liquid medium or the construction of the sparger used to introduce

the gas. s�i and p�i are the concentrations of components in the liquid which are in

equilibrium with the gas phase. Both depend on the partial pressure of the compo-

nent in the gas phase, on the medium temperature, pH, etc., as will be further

discussed in Chap. 10.

s�i ¼ Hsipsi ; p�i ¼ Hpippi (3.9)

In (3.9), psi and ppi are the partial pressures in the gas phase (¼yi Pwhere yi is the
molar fraction of the component in the gas phase and P the total pressure), and Hi is

a so-called Henry’s law coefficient, which as described above is dependent on the

medium and on the operating conditions. A typical unit for H is mol (L atm)�1.

Finally, the gas-phase partial pressures are given from mass balances for the gas

phase between the gas inlet and the head space:

qtsi ¼
1

RT
vgfpsi;f � vgpsi
� � ¼ kla s�i � si

� �
V; (3.10)

In (3.10) vg,f and vg are the inlet and outlet volumetric gas flow rates, and the

left hand expression is therefore the difference in molar flow of the gas phase

component between the gas inlet and the head space. vg,f is different from vg if the
volumetric production rate of gaseous products is different from the consumption

rate of gaseous substrates, or if liquid phase components, typically water, are

stripped off from the medium.

The correct use of the mass balances (3.5)–(3.8) and (3.10) is illustrated in

Example 3.4 and in Problem 3.1. There are many pitfalls in the calculation of gas

phase transfer rates, and terribly wrong results for, e.g., the oxygen consumption

rate will result unless these pitfalls are avoided.
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From measurements of the concentrations of the reactants at a fixed value of the

input variable D, the reaction rates can always, and quite easily, be determined by

correct use of the mass balances. Equations (3.2)–(3.4) are used for liquid phase

components, and (3.5)–(3.10) when the component is exchanged with a gas phase.

In an experiment used to determine the reaction rates a number of the variables

in the mass balances are usually zero or very close to zero.

• Typically, there is neither biomass nor product in the feed streams:

xf ¼ pi;f ¼ ppi;f ¼ 0: (3.11)

• Components transferred from the gas phase are typically only sparingly soluble.

In particular, this is true for oxygen and also for natural gas, the carbon and

energy source used in modern single-cell protein (SCP) production. Typically, at

normal pressure s�O2
ffi 1mM and sO2

¼ 10� 20 mM while the corresponding

values for sCH4
are a little lower. Thus in (3.7) and (3.10) si can be set to zero.

In other aerobic bioreactions sO2
has to be a sizeable fraction of s�O2

– perhaps

10% for penicillin fermentation and even higher for baker’s yeast production.

In (3.2)–(3.4) qi is the volumetric production rate, i.e., the mass of compound i
produced per volume reactor and per unit time. The rates of the bioreactions, i.e., of the

reactions within the cell, conventionally measured as mass of component i produced
per unit weight of cell (rather than per unit volume of cell) and per unit time are

ri ¼ qi
x
: (3.12)

Specifically for the biomass:

m ¼ rx ¼ qx
x
� the specific growth rate: (3.13)

As mentioned in Chap. 1 we shall stick with these definitions throughout the text.

ri are the rates associated with the “real” reactions in the “real” reactor – the cell.

This is in accordance with the nomenclature of IUPAC. qi is primarily used in mass

balances set up for the reactor vessel.

3.2 Yield Coefficients

When any particular rate, whether qi or ri is scaled with another rate qj or rj one
obtains the yield coefficient Yji.

Yji � ri
rj

����
���� ¼ qi

qj

����
���� and Yij ¼ Y�1

ji : (3.14)
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Since the rate of production of all substrates is negative a numerical sign is used

in (3.14) to obtain yield coefficients, which are all positive. In our definition of the

yield coefficient the first index j in Yji always refers to the reference rate.1 Yield

coefficients are measured in many consistent set of units, g g�1 or mol mol�1, or for

carbon-containing compounds C-moles (C-mole)�1. As discussed in Sect. 2.4.2

yield coefficients are very important parameters for design and optimization of

fermentation processes.

With the above definition of the yield coefficients, a stoichiometric equation for

growth of biomass X on one carbon mole CH2O (¼C6H12O6/6) of glucose as the

carbon and energy source can now be written as follows:

� CH2O� YsoO2 � YsnNH3 � Yss1S1 � . . .þ YsxXþ YscCO2

þ Ysp1P1þ . . .þ YswH2O ¼ 0
(3.15)

Capital letters Si are used to denote substrates other than glucose, O2 and the

nitrogen source, which in (3.15) is taken to be NH3. Likewise, capital letters Pi are

used for metabolic products other than CO2. In (3.15) the rates are all scaled by

the rate of consumption of glucose in units of 1 C-mole ¼ 30 g. Thus, if Ysn ¼ 0.05

then 0.05 moles of NH3 is consumed every time 30 g ¼ 1 C-mole glucose is

consumed by the chemical reaction (3.15). From (3.15), other yield coefficients

are easily calculated, e.g., the respiratory quotient RQ, which is frequently used in

control of industrial scale aerobic cultivations:

RQ ¼ qc
qo

����
���� ¼ Ysc

Yso
¼ Yoc: (3.16)

In all stoichiometric calculations in this textbook the chemical formula for the

biomass X is written on the basis of one C-mole biomass:

X ¼ CHaObNcSdPe . . . (3.17)

Likewise, all other carbon-containing species S1, S2 . . ., P1, P2. . . are written on

the basis of 1 C-mole. With this convention a carbon balance gives

1þ Yss1 þ Yss2 þ � � � ¼ Ysx þ Ysc þ Ysp1 þ Ysp2 þ � � � (3.18)

Water has been included in the general stoichiometry (3.15), but since the

reaction is carried out in aqueous solution, and since the concentration of substrates

and products rarely exceeds 5 wt%, the water produced adds so little to the total

medium that it can often be neglected when calculating the effluent concentrations.

If substantial amounts of weak alkali or acid (1–2 M concentration) are added to

keep pH constant, this extra feed of water may of course have to be considered. The

yield of water by the reaction is in itself of no importance, and in the stoichiometric

calculations we shall in general not consider the term Ysw H2O.

1In the literature one often finds another notation for the yield coefficient, namely Yi/j for Yji.
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The biomass formula (3.17) indicates that a long list of elements appear in the

biomass. C, H, O, and N are, however, the dominant elements, while the content of

S, P, and of all the trace elements such as Ca, Mg, Na, Fe, Co, etc., is small

compared to the N-content. These elements must, however, be present in the feed

as, e.g., Na2SO4 and K2HPO4 to synthesize an active biomass. The composition of

X is determined by elemental analysis: A sample of dried biomass is ignited and the

combustion products are analyzed. The residue is termed “ash,” and it consists of

inorganic compounds, mostly oxides. The ash content of biomass is usually in the

range 4–8 wt%. It follows from the analytical procedure that the oxygen content of

the sample cannot be measured, but must be calculated. In most examples of this

book calculations are made on the basis of ash-free biomass, but in an experimental

study the ash content of the biomass must of course be accounted for. Otherwise, a

significant error is introduced, and the calculation of rates is quite sensitive to the

composition of the biomass. The composition of ash-free biomass varies somewhat

between different organisms, but as seen in Table 3.2 the composition of a given

organism varies much more with the growth conditions than between different

organisms.

The yeast S. cerevisiae growing at glucose-limited conditions with an ample

supply of nitrogen source has a macromolecular composition shown in Table 3.1.

Based on the weight fractions of the seven main groups of biomass components and

their respective formula weight the average composition and formula weight of the

biomass can be calculated as follows:

X ¼ CH1:596O0:396N0:216S0:0024P0:017 (3.19)

This2 corresponds to a formula weight of Mx ¼ 23.58 g (C-mole biomass)�1.

Table 3.1 Average composition of S. cerevisiae

Macromolecule Elemental composition Percent by weight g (C-mole)�1

Protein CH1.58O0.31N0.27S0.004 57 22.45

RNA CH1.25O0.75N0.38P0.11 16 34.0

DNA CH1.15O0.62N0.39P0.10 3 31.6

Carbohydrates CH1.67O0.83 10 27.0

Phospholipids CH1.91O0.23N0.02P0.02 10.8 18.5

Neutral fat CH1.84O0.12 2.5 15.8

Pool of cellular metabolites CH1.8O0.8N0.2S0.01 0.7 29.7

2According to Table 3.1, 100 g biomass contains 57 g protein, or 57/22.45 ¼ 2.539 C-mole.

The same calculation is done for the other 6 constituents of the biomass, and one finds that 100 g

biomass corresponds to 4.241 C-mole.

4.241 C-mole biomass contains 0.31 � 2.539 + 0.75 � 0.471 + � � � ¼ 1.678 mol O, or 1.678/

4.241 ¼ 0.396 oxygen atom per C-mol biomass.

The same calculation is done for the other elements of X, and the biomass composition (3.19)

results.
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Table 3.2 shows the elemental composition of many organisms studied at different

conditions and by different authors. Note that the biomass formula calculated in (3.19)

from the approximate macromolecular composition is somewhat different from the

formula calculated by the – presumably more accurate – elemental analysis.

Compared to the formula weight and composition of biomass calculated from

the macromolecular composition (3.19) the compositions listed in Table 3.2 seem

to contain an added 0.1 H2O per C-atom. Tentatively, this could be ascribed to a

systematic error in the elementary analysis: Many of the macromolecules contain

strongly bound water, which is not completely released when the sample is dried

before combustion. When the composition (3.19) is rescaled by adding 0.1 H2O per

C atom one obtains the average in Table 3.2 or

X ¼ CH1:8O0:5N0:2 (3.20)

This corresponds to a formula weight of Mx ¼ 24.6 g (C-mole biomass)�1.

Unless otherwise stated we shall throughout the book use (3.20) as the “standard”

formula for biomass. Equation (3.20) is, however, only applicable in “normal”

fermentations where the carbon source is the limiting growth factor.

The small discrepancy between biomass composition determined either from the

constituents of the biomass (Table 3.1) or by elementary analysis (Table 3.2) has

Table 3.2 Elemental composition of biomass for several microbial species

Microorganism Elemental composition

Ash

content

(w/w%) Condition

Candida utilis CH1.83O0.46N0.19 7.0 Glucose limited, D ¼ 0.05 h�1

CH1.87O0.56N0.20 7.0 Glucose limited, D ¼ 0.45 h�1

CH1.83O0.54N0.10 7.0 Ammonia limited, D ¼ 0.05 h�1

CH1.87O0.56N0.20 7.0 Ammonia limited, D ¼ 0.45 h�1

Klebsiella aerogenes CH1.75O0.43N0.22 3.6 Glycerol limited, D ¼ 0.10 h�1

CH1.73O0.43N0.24 3.6 Glycerol limited, D ¼ 0.85 h�1

CH1.75O0.47N0.17 3.6 Ammonia limited, D ¼ 0.10 h�1

CH1.73O0.43N0.24 3.6 Ammonia limited, D ¼ 0.85 h�1

Saccharomyces
cerevisiae

CH1.82O0.58N0.16 7.3 Glucose limited, D ¼ 0.080 h�1

CH1.78O0.60N0.19 9.7 Glucose limited, D ¼ 0.255 h�1

Escherichia coli CH1.94O0.52N0.25P0.025 5.5 Unlimited growth

CH1.77O0.49N0.24P0.017 5.5 Unlimited growth

CH1.83O0.50N0.22P0.021 5.5 Unlimited growth

CH1.96O0.55N0.25P0.022 5.5 Unlimited growth

Pseudomonas
fluorescens

CH1.93O0.55N0.25P0.021 5.5 Unlimited growth

Aerobacter aerogenes CH1.83O0.55N0.26P0.024 5.5 Unlimited growth

Penicillium
chrysogenum

CH1.64O0.52N0.16 7.9 Unlimited growth

Aspergillus niger CH1.72O0.55N0.17 7.5 Unlimited growth

Average CH1.81O0.52N0.21 6.0
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given rise to some discussion in the literature. Lange and Heijnen (2001) gives a

detailed, statistical analysis of the experimental results.

As indicated in Table 3.2 the biomass composition depends on the growth

conditions. This is further illustrated in Fig. 3.3, which shows results of an anaerobic

yeast fermentation carried out in a batch reactor where nitrogen limitation sets in

at 20 h after the start of the fermentation. The cells cannot divide when the nitrogen

source is used up, but they can still accumulate storage carbohydrates by poly-

merization of the substrate, glucose. Consequently the biomass concentration

keeps increasing until all the glucose is used up. Assuming that no “active”, i.e.,

N-containing biomass is synthesized after depletion of the N-source, the original cells

just become bloated with glycogen (CH1.67O0.83) and some trehalose (CH1.78O0.89).

After 40 h, the biomass contains 25 wt% glycogen and 6 wt% trehalose. At the end

of the batch fermentation the formula weight of X is 24.57 gL�1 and its composition

has changed from (3.19) to

X ¼ CH1:62O0:52N0:155S0:0017P0:012 (3.21)

Accumulation of storage carbon compounds in prokaryotes may amount to

70–80% of the total cell weight. A typical example is the accumulation of

polyhydroxybutyrate (PHB) in Ralstonia eutropha (Lee and Choi 2001) when

nitrogen, phosphate, or some other nutrient needed for growth of an active cell is

denied to the culture. In these extreme cases the biomass composition approaches

that of the storage polymer, e.g., CH1.5O0.5 for PHB. On the web page of the

company Metabolix, a leader in production of polyhydroxy alkalonates, one obtains

information on the current technical and economical status of PHB.
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Fig. 3.3 Anaerobic batch cultivation of S. cerevisiae. After about 20 h the nitrogen source (NH3)

is exhausted and nitrogen limitation sets in. (a) The biomass concentration and the cellular content

of the storage carbohydrates trehalose and glycogen. Until about 20 h the biomass grows

exponentially. After 20 h the biomass concentration increases further until the glucose is

exhausted. The increase is due to formation of glycogen and trehalose which accumulate to,

respectively, 25 and 6 wt% of the dry cell mass. (b) The cellular content of protein decreases from

about 57–20 wt% as the biomass accumulates storage carbohydrates after 20 h fermentation time.

The data are from Schulze (1995) and Schulze et al. (1996)
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3.3 Black Box Stoichiometries

Equation (3.15) is an attempt to represent all the chemical reactions by which the

substrates are converted to biomass and metabolic products by a single chemical

equation, a so-called Black Box model. As discussed in the introduction to this

chapter, this is an immense simplification since all the biochemical reactions

responsible for the overall conversion of substrates to metabolic products and

biomass are lumped into a single overall reaction. For certain biological systems

the yield coefficients may, however, be constant, even for growth at different growth

conditions. Thus, Fig. 3.4 shows the rates of production of ethanol (e), CO2 (c),

biomass (x), and glycerol (g) in a continuous steady- state anaerobic cultivation of S.
cerevisiae as functions of the rate of consumption of glucose (s), the limiting

substrate in all the experiments. A vertical line through any point (�qsV) on the

abscissa will give the amount of products synthesized per hour in the reactor of

volume V at the dilution rate which corresponds to (�qsV). Increasing values of

(�qsV) corresponds to increasing values of the dilution rate D ¼ v/V. The four lines
very nearly intersect at the origin of the diagram, and by regression the slopes are

calculated to have the following values (all in C-mole per C-mole glucose):

qeV

�qsV
¼ Yse ¼ 0:510; Ysc ¼ 0:275; Ysx ¼ 0:137; Ysg ¼ 0:077: (3.22)

Consequently, the stoichiometry is

� CH2Oþ 0:510CH3O1=2 þ 0:275CO2 þ 0:137X þ 0:077CH8=3O ¼ 0: (3.23)
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Fig. 3.4 Anaerobic glucose-limited continuous culture of S. cerevisiae. Production rate as a

function of glucose consumption rate at steady state: total ethanol (liquid and gaseous) (closed
squares); CO2 (closed circles); biomass (closed triangles); glycerol (open squares). The lines are
calculated by linear regression. The data are adapted from Duboc (1997)
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Since Yse + Ysc + Ysg + Ysx ¼ 0.999 all significant carbon- containing

compounds are accounted for. Except for small amounts of S, P, and minerals

Duboc (1997) determined the following biomass formula:

X ¼ CH1:74O0:60N0:12 (3.24)

Only the carbon-containing compounds are included in (3.23). Since no

N-containing metabolic products are formed, the nitrogen from the feed appears

only in the biomass. Hence the stoichiometric coefficient Ysn is easily found.

Thus, in the experiments of Duboc (1997) the nitrogen source was NH3, and

Ysn ¼ 0.12 � Ysx mol NH3 (C-mol glucose)�1 with the biomass composition of

(3.24). The yield coefficient of H2O, Ysw, is not included either. It can be found from
an O or an H balance (in mole H2O per C-mole glucose):

Ysw ¼ 1� 1
2
� 0:510� 2 � 0:275� 0:6 � 0:137� 0:077 ¼ 0:0358;

Ysw ¼ 0:5 ð2þ 3 � 0:0164� 3 � 0:510� 1:8 � 0:137� 8
3
� 0:077Þ

¼ 0:0377:

The two values are identical to within the experimental error. As mentioned

earlier, the small amount of water produced by the overall reaction (3.23) has no

perceptible influence on the concentration of the reactants. Thus, complete conver-

sion of 1 C-mole glucose ¼ 30 g glucose per liter medium leads to formation of

0.04 mole H2O, a negligible amount compared to the 55 moles of water initially

present per liter medium.

From (3.23), the yield coefficients on biomass produced are easily obtained

using (3.14) (on a C-mole per C-mole biomass basis):

Yxs ¼ Y�1
sx ¼ 7:30; Yxe ¼ YseYxs ¼ 3:72: (3.25)

Note 3.2 How to treat ions in the black box model. Unless otherwise stated the

stoichiometries discussed in this book are written with undissociated substrates and reactants,

but the stoichiometry could easily be extended to consider charged compounds. Hereby, one

would introduce an additional balance, namely the overall charge, but at the same time an

additional compound, namely protons, will appear. In reaction (3.15) and in the specific

example of reaction (3.23) the nitrogen source (NH3) is likely to be almost completely

protonated at the usual medium pH of 5.5–6 in a yeast cultivation since pKa is 9.25 for the

acid NHþ
4 . The ammonium ion is transported across the cell membrane by an active, ATP-

consuming mechanism (see Sect. 7.7) and delivered to the cytosol of the cell. The pH of the

cytosol is close to neutral and again the dissociation of NHþ
4 is quite small. Nitrogen is,

however, incorporated into the cell mass as NH3, and with this drain of NH3 away from the

equilibrium all the protons of NHþ
4 are liberated and transported back to the medium.

This can be used to determine the specific growth rate rx ¼ m, (3.13). In a stoichiometry

such as (3.23) with a negligible production of organic acids qx ¼ mx is nearly proportional to
the volumetric rate of proton production. Now the volumetric rate of biomass production is

calculated by titration of the medium with a concentrated (2–5 M to avoid dilution of
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the reactants) KOH or NaOH solution to the fixed pH of the fermentation: qx ¼ qHþ � Ynxð¼
qHþ � 0:12ð Þ�1

for the biomass of (3.24)). Finally rx is determined based on the measured

biomass concentration x. Using a separate feed of NH3 rather than the commonly applied

mixed feed containing (NH4)2SO4 or some other ammonium salt, one may if desired

avoid the high cation concentration of Na+ or K+ which is a side effect of titration with the

strong bases.

At the end of this section we shall again emphasize that any given stoichiometry

such as reaction (3.23) is true only for steady-state operation and usually only

for a given set of environmental conditions (pH, T, substrate concentrations).

The substrate concentrations si in the bioreactor are time independent, and by

definition equal to the effluent concentrations in the “ideal” steady state, continuous

tank bioreactor – and in no other situation. Since the value of si depends on the input
variable D, in a fashion to be discussed in Chap. 7, it is very likely that a change in

dilution rate leads to a different stoichiometry since the flux of carbon may be

distributed differently in the many pathways of the metabolic network. The situa-

tion illustrated in Fig. 3.4 is, indeed, very rare. Here, the stoichiometry remains

unchanged over the wide range of dilution rates (0.05 < D < 0.33 h�1), which

corresponds to the substrate utilization rates 0.047 to 0.292 C-moles glucose h�1.

The change in stoichiometry around Dcrit in the aerobic yeast fermentation

schematically shown in Fig. 3.2 is a much more typical situation. When D increases

aboveDcrit the yield coefficient Yse jumps from virtually zero to a value much closer

to the yield coefficient of the anaerobic yeast fermentation given in reaction (3.23)

while Ysx decreases rapidly. A complete change in stoichiometry when a “secondary”

growth substrate such as NH3 has been depleted has also been illustrated in Fig. 3.3

in connection with changes in the biomass composition.

3.4 Degree of Reduction Balances

All carbon-containing substrates can be oxidized to CO2, and relative to this end

product of biochemical reactions the substrates and the carbon-containing meta-

bolic products are in a reduced state. A particular route through the metabolic

network of a microorganism will convert the substrate, i.e., the input to the

pathway, to a product that may be reduced or oxidized relative to the substrate.

The pathways diagrams of Chap. 2 provide a great many examples of biochemical

reactions that may be part of a pathway or may constitute a whole pathway.

�C6H12O6þ2CH3COCOOHþ2NADH¼ 0 glycolysis of glucose to pyruvic acidð Þ

�C6H12O6 þ 2CH3CHOHCOOH ¼ 0 2:8ð Þ;Lactic acid from glucoseð Þ

� C6H12O6 þ 2CH3COOHþ 2CO2 þ 4NADH ¼ 0 Glucose to acetic acidð Þ
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�C6H12O6 þ CH3COOHþ C2H5OHþ 2HCOOH ¼ 0 Mixed acid fermentationð Þ

�C6H12O6�NADHþ2ðCH2OHÞ2CHOH¼ 0ðð2:14Þ; Glucose to glycerolÞ (3.26)

�C6H12O6 þ 2C2H5OH þ 2CO2 ¼ 0 2:12ð Þ;Glucose to ethanolð Þ

�2CH3COCOOH þ 6CO2 þ 8NADHþ 2FADH2 ¼ 0 TCA cycle; 2:16ð Þð Þ

�C6H12O6 þ 6CO2 þ 12NADPH ¼ 0 2:21ð Þ; glucose degradation; PP pathwayð Þ

�2NADHþ O2 ¼ 0 oxidative phosphorylation; 2:18ð Þð Þ

The second, fourth, and sixth example in (3.26) shows how redox from the

substrate is distributed among the metabolic products. This is called Metabolite
Balancing.

In the other examples the redox cofactors introduced in Sect. 2.2.1 are involved.

The examples do not include the oxidized form of the redox cofactors, and the

production or consumption of energy-carrying compounds (ATP or GTP) has also

been omitted in order to focus on the redox balancing of the reactions. Energy

balancing is first used in Chap. 5.

All the results in (3.26) were obtained by consultation of the metabolic pathways

of Sect. 2.2. Very simple pathways have been chosen as examples, and the reader

will have no difficulty in setting up the correct metabolite balances and to add

(the correct) redox cofactors where needed.

It is, however, of considerable value to develop a general method by which the

redox content of the substrate(s) and the product(s) can be calculated. Hereby

the correct number of redox cofactors can be added to the stoichiometric equation

in order to satisfy the demand that in any pathway from a set of substrates to a set of
products redox is neither produced nor consumed.

The methodology described in the following has been applied in different versions

by different authors. It was probably first proposed by Erickson et al. (1978), but was

very effectively expanded and used in the seminal text by Roels (1983). The following

steps are made:

1. Define a redox-neutral compound for each element of interest.

2. We choose H2O, CO2, NH3, H2SO4, and H3PO4 as the neutral compounds

corresponding to the elements O, C, N, S, and P. With this set of neutral

compounds, and with a unit of redox defined as H ¼ 1 one obtains the following
redox levels of the five listed elements:

O ¼ �2; C ¼ 4; N ¼ �3; S ¼ 6; P ¼ 5 (3.27)

3. Now the redox level of any reactant in a biochemical reaction can be calculated.
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Examples

(a) Glucose: 6 � 4 + 12 � 1 + 6 � (�2) ¼ 24

(b) Ethanol: 2 � 4 + 6 � 1 + 1 � (�2) ¼ 12

(c) Acetic acid (HAc): 2 � (4 + 2 � 1 + 1 � (�2)) ¼ 8

(d) Lactic acid (HLac): 3 � (4 + 2 � 1 + 1 � (�2) ¼ 12

(e) Glycerol: 3 � 4 + 8 � 1 + 3 � (�2) ¼ 14

(f) Lysine (see Table 2.6): 6 � 4 + 14 � 1 + 2 � (�3) + 2 � (�2) ¼ 28

4. With this information on the redox level of reactants and products it is easy to

redox balance each of the reactions in (3.26):

Examples

(a) Mixed acid fermentation: (�24) + 8 + 12 + 2 � 2 ¼ 0

(b) Glucose to ethanol: (�24) + 2 � 12 + 2 � 0 ¼ 0

(c) Glucose to HAc: (�24) + 2 � 8 + 2 � 0 + 4 � 2 ¼ 0

(d) Glucose to lysine: (�24) + 28 � 2 � 2 ¼ 0

In examples (b) and (c) 1/3 of the carbon in the glucose is lost in the decarbox-

ylation of pyruvate to either acetaldehyde or toAcCoA (see Fig. 2.5). It is important

to remember this loss of carbon to CO2 also when calculating the redox balance.

When glucose is converted to lysine all six carbon atoms in glucose are retained

in lysine (see the net reaction (2.25)). The four-carbon amino acid aspartate is

produced from pyruvate via uptake of CO2 (Fig. 2.7, reaction 10), and CO2

is liberated in the final step of the lysine synthesis pathway. Hence, in the synthesis

of lysine from glucose 4 redox units are gained. As discussed in Sect. 2.2.1 all the

redox cofactors correspond to “H2,” and consequently in Example (d) two redox

cofactor molecules are used while in (c) four cofactor molecules = 4 NADH are

produced. In example (c), we know from Chap. 2 that the cofactor involved in the

catabolic reaction of glucose to acetic acid is NADH. This is not so in general, and
to write a proper black-box model for the pathway one must find the correct redox
cofactors involved from the net or from biochemistry textbooks.

The simultaneous appearance of several redox cofactors in a long pathway, e.g.,
from glucose to lysine, may seem quite confusing to the nonspecialist. Thus, in fact

4 NADPH are used in lysine synthesis from glucose since the aspartate in (2.25) is

obtained by transamination of oxalic acid where one NADPH is used. Consequently

the two redox cofactors lost in Example (d) result as 2 NADH produced when

glucose is converted to two pyruvate molecules in glycolysis – 4 NADPH lost when

the two pyruvate are used to synthesize lysine. The two NADH are oxidized to

NAD+ in oxidative phosphorylation (the last of the reactions in (3.26)) while the

4 NADPH must be produced by reaction 8.

In a simplified analysis of pathway networks it does, however, not matter which

cofactor is used, since they all stem from the carbon and energy source, usually

glucose. One needs one glucose molecule to produce 12 reduced-form redox

cofactors. In Chap. 5 where biomass formation is represented by a single reaction

we learnt in Chap. 2 that much NADPH is consumed while an even larger amount of

NADH is produced. In order to work with the same cofactor in all the pathway
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reactions one simply uses “NADH” everywhere in the approximate metabolic

models that lead to stoichiometric coefficients in an overall Black Box model. In a

more detailed model, for example aiming at finding the smallest possible amount of

glucose tomake lysine, onemust keep track of each of the redox cofactors, unless the

organism has a transhydrogenase activity (2.4). If the two NADH cofactors pro-

duced in lysine synthesis from glucose could be converted to NADPH an increase in

“theoretical yield” of lysine could be obtained (see Problem 5.3).

The different number of carbon atoms in glucose and ethanol makes it a little

difficult to appreciate which of the compounds is the most reduced. When each

carbon containing compound is written on the basis of one carbon (glucose CH2O,

and ethanol CH3O0.5) it becomes obvious that ethanol (degree of reduction of 6 per

carbon) is more reduced than glucose (degree of reduction of 4 per carbon). The

reason why the conversion of one C-mole glucose to one C-mole of ethanol is not

accompanied by the loss of one NADH is that the carbon yield of ethanol is only 2/3:

CH2O ! 2/3 CH3O0.5 + 1/3 CO2 where CO2 is redox neutral. When, in Chap. 5

a metabolic model is set up with the constraint that the redox balance and the ATP

balance must close for the ensemble of all the pathways that make up the model it is,

in fact, much easier to write each individual pathway based on reactants and

products scaled to one carbon atom. Now the carbon balance closes for all the

pathways as in (3.18), and one avoids the mistakes caused by the splitting up of a

molecule into two (glucose to 2 pyruvate in the first equation of (3.26) which can be

reformulated to �CH2O + CH4/3O + 1/3 NADH (+ 1/3 ATP) ¼ 0). When the

compounds are written per C-atom, glucose, HLac and HAc all have the formula

CH2O and a degree of reduction ¼ 4. This should not give rise to ambiguities, and

if needed one may write the name of the compound after the formula.

Roels (1983) systematically worked with the degree of reduction per carbon atom
in the compound, and in most of the text we shall use his concept which is also very

useful in the calculation of heats of reaction and free energy of reaction (see Chap. 4).

Each of the reactions in (3.26) can easily be rewritten into this form.

We shall use the letter k for the degree of reduction of a compound per C-mol (or
C-atom). Thus k is, respectively, 4, 14/3, and 6 for glucose, glycerol, and ethanol.

For a “standard” biomass, (3.20), CH1.8O0.5N0.2, k ¼ 4.20. Normal active bio-

mass always has a somewhat higher degree of reduction than that of the substrate

glucose (k ¼ 4). Storage carbohydrates such as glycogen (CH1.67O0.83) have k ¼ 4

while poly-hydroxy butyrate PHB (CH1.5O 0.5) has k ¼ 4.5. Thus, if the organism

accumulates glycogen its average degree of reduction is smaller than 4.2, but it is

higher than 4.2 if it accumulates the strongly reduced poly-hydoxy alkanoates.

Table 4.3 collects the degree of reduction for a large number of compounds, but

it uses a slightly different definition of k which is based on N2 as the redox neutral

N-compound.

Example 3.1 Anaerobic yeast fermentation. We shall examine the stoichiometry of reaction

(3.23) a little closer. The pathway leading from glucose to ethanol is redox neutral, (3.26)

reaction 6. Production of biomass of composition (3.24) (k ¼ 4.18) is, however, not redox

neutral since carbon is lost in connection with formation of precursor metabolites (Table 2.2)

needed for biomass synthesis, e.g., ribose-5-P, a precursor for synthesis of nucleic acids, and
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acetyl-CoA, a precursor for lipid biosynthesis. In both cases reduced cofactors are formed.

Conversion of some glucose to the more reduced glycerol counterbalances this biomass-

related production of redox equivalents. Using the stoichiometry of reaction (3.23) one

obtains the following redox balance:

� ð4� 1þ 0� 0:0164Þ þ ð6� 0:510þ 0� 0:275þ 4:67� 0:077þ 4:18� 0:137Þ
¼ �0:0078� 0 (1)

The redox balance (1) is very nearly satisfied. Previously it was shown that the carbon

balance is satisfied, and the combined tests confirm to a high degree of certainty that not only

have the right compounds of the net reaction been found, but they are also determined in the

right ratios.

This result is unusually good, a testimony to the exceptional care with which Duboc

conducted his experiments (see, e.g., Problem 3.1). With state-of-the-art laboratory

bioreactors and analytical tools (GC, MIMS, HPLC) a carefully designed experiment is

expected to account for 98–99% of the carbon, and the degree of reduction balance should

close to within 95%, unless the experimental data are highly correlated (see Sect. 3.6 and

Chap. 7).

Example 3.2 Aerobic growth with ammonia as nitrogen source. Let the stoichiometry of a

general, aerobic process with one product P be

�S� YsnNH3 � YsoO2 þ YsxX þ YscCO2 þ YspP ¼ 0 (1)

where S is the carbon- and energy substrate CHs1Os2 with degree of reduction ks. X is biomass

CHx1Ox2Nx3 with degree of reduction kx, and P is a product CHp1Op2 with degree of reduction

kp. With the overall reaction stoichiometry of (1) the carbon, nitrogen, and degree of

reduction balances are as follows:

Ysx þ Ysc þ Ysp ¼ 1; (2)

Ysn ¼ x3Ysx; (3)

kxYsx þ kpYsp � ks � ð�4ÞYso ¼ 0: (4)

Equations (2) and (4) are solved to obtain Ysx and Ysp in terms of Ysc and Yso

Ysx ¼ ð4� kpRQÞ Yso þ kp � ks
kp � kx

; (5)

Ysp ¼ ðkxRQ� 4Þ Yso þ ks � kx
kp � kx

: (6)

The respiratory quotient RQ ¼ Yoc is given by (3.16)

RQ ¼ Ysc
Yso

(7)
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Let the substrate be glucose and the product ethanol. For a standard biomass with

kx ¼ 4.20:

Ysx ¼ 4� 6RQð ÞYso þ 2

1:80
; Ysp ¼ ð4:20RQ� 4ÞYso � 0:20

1:80
(8)

In industrial yeast fermentation both Yso and RQ are usually monitored more or less

continuously, and (8) can be used to calculate the biomass yield on glucose and the ethanol

yield on glucose. Thus for RQ ¼ 3 and Yso ¼ 0.1 mole oxygen per C-mole glucose we find

• Ysx ¼ 0.333 C-mole biomass per C-mole glucose

• Ysp ¼ 0.367 C-mole ethanol per C-mole glucose

For RQ ¼ 1 and Yso ¼ 1, one obtains Ysx ¼ Ysp ¼ 0, which corresponds to complete

combustion of glucose to carbon dioxide according to:

�CH2O� O2 þ CO2 þ H2O ¼ 0 (9)

At these conditions neither biomass nor ethanol is produced.

Example 3.3 Anaerobic growth of yeast with NH3 as nitrogen source and ethanol as the
product. The stoichiometry of the overall reaction for anaerobic growth of S. cerevisiaewith
ammonia as the sole nitrogen source was given in (3.23). The degree of reduction balance

yields

�4þ 4:20 Ysx þ 6 Ysp ¼ 0 (1)

for a standard biomass with kx ¼ 4.20. Typically for yeast fermentation, Ysx ¼ 0.12 g (g

glucose)�1 or 0.15 C mole biomass (C-mole glucose)�1. Consequently, the maximum expect-

able yield of ethanol on glucose is 0.56 C-mole (C-mole glucose)�1 even if no glycerol is

produced. The bacterium Zymomonas mobilis also produces ethanol, and the biomass yield is

lower than for yeast fermentation. Typically Ysx is 0.05 g (g glucose)
�1 or 0.06 Cmole (C-mole

glucose)�1. With the lower biomass yield a higher ethanol yield of Ysp ¼ 0.624 C-mole ethanol

(C-mole glucose)�1 or 94% of the theoretical yield is obtained. The bacterium is consequently a

more efficient producer of ethanol than yeast – but yeast (S. cerevisiae) has other advantages, e.
g., its extreme tolerance for ethanol as discussed in Sect. 2.1.1.

Example 3.4 Biomass production from natural gas. The bacterium Methylococcus
capsulatus grows aerobically with methane or methanol as the sole carbon and energy source.

The catabolic pathways are different from those shown in Chap. 2 – in fact few organisms are

able to grow on C-1 carbon compounds, see Goldberg and Rokem (1991). The resulting

biomass is an excellent protein source, which can be used directly as feed for domestic animals

and as feed for fish, e.g., salmon. The protein content of the biomass can amount to 70% of the

dry weight (DW). In hydrolyzed form the protein has considerable potential for use in human

diets, as a daily supplement in school meals in poor countries or in aid packages sent to

catastrophe-stricken countries. The nucleic acids are broken down much faster than the

proteins in a short, high temperature treatment of the spray-dried biomass, and consequently

long-term negative effects caused by the nucleic acids are avoided when the protein is used for

human consumption.
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Single-Cell Protein has been produced industrially since the 1950s. The population

increase after WW 2 prompted one of the recurrent food crises, and SCP plants were erected

in the Soviet Union and in several Western countries, notably the huge Billingham (UK)

plant by ICI. Many different substrates were used, oil residues (very dubious!), molasses,

ethanol and natural gas, or methanol. The two last substrates are by far the best since

infection of the fermentation and contamination of the product is unlikely. The first surge

of SCP production was stopped by the oil crisis of the 1970s, except in the Soviet Union

where the desire for self sufficiency in animal feed kept several plants alive until the

dissolution of the Union. Since the 1990s the rapidly disappearing source of animal protein,

fishmeal, has renewed the interest in SCP which (as all microbial protein) has an amino acid-

profile that is essentially equal to that of fish (and humans). Norferm, a subsidiary of the

Norwegian oil company Statoil, erected an SCP plant of capacity 9,000 ton/year at

Tjelbergodden in the vicinity of Trondheim. At the industrial site a methanol plant of

capacity about 2,300 ton/day was erected and supplied with CH4 cleaned to more than

99% from natural gas, a byproduct from the Norwegian oil fields in the North Atlantic.

It was chosen to supply the SCP plant with the 99% CH4 rather than with a small fraction

(2.7%) of the methanol produced at the site. The SCP product was used as an excellent feed

for salmon in the fish-farms in Western Norway, and the added value of using part of the raw

material for this purpose rather than for methanol was substantial. In 2009, high quality fish

meal, obligatory for feed of carnivorous fish such as salmon, has become virtually unavail-

able, and the price has skyrocketed. Consequently, the demand for a clean, industrially

produced substitute for fish meal has exploded, and in countries around the world with

underused natural gas resources (China, Trinidad & Tobago, Brunei, Libya, and the

Emirates) plans for building SCP factories are emerging. Technically speaking, methanol

is the simpler substrate for SCP production, and the very large installed capacity for methanol

production in a waning market (Trinidad & Tobago produces 20,000 ton methanol/day!)

should give methanol an advantage over CH4 in new plants.

Economic projections show that SCP can substitute a substantial fraction of the demand

for high-grade animal protein, which in Europe alone is more than 106 tons per year.

With standard biomass (kx ¼ 4.20) and YCH4x ¼ 0:8g (g CH4)
�1 one obtains:

�CH4 � 1:454O2 þ 0:520Xþ 0:480CO2 ¼ 0 (1)

If the same C-mole yield of biomass can be obtained from methanol then

�CH3OH� 0:954O2 þ 0:520Xþ 0:480CO2 ¼ 0 (2)

As expected, half a mole of O2 is used to oxidize methane to methanol and consequently

Yso in (2) is 0.5 smaller than Yso in (1). In reality, the CO2 production per C-mole X is smaller

in (2) than in (1) due to better utilization of the methanol, and this gives a higher biomass

yield per C-mole carbon source, but in this example we shall use (2) to illustrate how the

steady-state oxygen uptake rate is calculated based on (3.10).

Consider a 10 L continuous bioreactor fed with 600 L dry air h�1 at atmospheric pressure

and 45	C. The methanol concentration in the reactor is 1 g L�1 and the reactor temperature

is 45	C.
The volumetric composition of the inlet gas is 79% N2 (+Ar) and 21% O2.
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The volumetric composition of the O2 and CO2 in the dry outlet gas is 18.0% O2 and

1.70% CO2.

Based on these data the rates of production of O2 (negative) and CO2 can be calculated.

First we find the outlet gas flow vg relative to the inlet gas flow vgf.

In 100 L of inlet gas 79 L is inert N2 (+Ar). In 100 L outlet gas the inert content is

100 – 18 – 1.7 ¼ 80.3 L. Hence vg < vgf (O2 is consumed and the CO2 does not add up to the

loss of O2).

vg/vgf ¼ 79/80.3 ¼ 0.9838, and per 10 L reactor volume 600 � (0.21 – 0.18 �
0.9838) ¼ 19.75 L O2 has been consumed per hour. 600 � 0.017 � 0.9838 ¼ 10.03 L h�1

CO2 has been produced.

At 45	C and atmospheric pressure, 19.75 L O2 ¼ 19.75/(318�0.082) ¼ 0.757 mol O2.

Consequently (�qo) ¼ 0.757/10 ¼ 0.0757 mol O2 L
�1 reactor h�1.

Correspondingly qc ¼ 10.03/(318 � 0.082)/10 ¼ 0.0385 mol CO2 L
�1 h�1.

It is noted that qc/(�qo) ¼ Yoc ¼ RQ ¼ 0.5086 which is close to the value 0.480/

0.954 ¼ 0.503 obtained from the stoichiometry (2). Hence the stoichiometry of (2) is

validated and

qx ¼ 0.520/0.954 � 0.0757 ¼ 0.0413 C-mole biomass L�1 h�1 ¼ 1.02 g X L�1 h�1 for

standard biomass with Mx ¼ 24.6 g C-mole�1.

Here, the oxygen uptake rate has been calculated directly from a mass balance for oxygen

between the inlet and the outlet of the reactor. The right hand expression in (3.10), i.e. (3.7)

can now be used to find an estimate for the mass transfer coefficient kla.

Nordkvist et al. (2007) used the following correlation for O2 saturation concentration in

H2O at 1 bar partial pressure of O2 (i.e., total pressure P ¼ 1 bar + Psat (H2O at T):

sO2

� ¼ 0:0270 expð1; 142=TÞ mol O2L
�1 (3)

At 45	C, the saturated vapor pressure of H2O is 71.88 mmHg ¼ 71.88/760 ¼ 0.0946 bar.

From (3) sO2

� ¼ 0:977 mmolL�1 at 1 bar partial pressure of O2. Consequently,

at atmospheric pressure (1 bar total pressure) sO2

� ¼ 0:977= 1þ 0:0946ð Þ ¼
0:8925 mmolL�1.

At the inlet conditions to the reactor the partial pressure of O2 ¼ pO2
¼ 0:21bar.

Thus, if pO2
in all the gas bubbles in the reactor is equal to that in the inlet gas, and the

medium concentration of oxygen is sO2
¼ 20mM then (3.7) gives

�qo ¼ 75:7mmol O2L
�1h�1

¼ k1að0:21 � 0:8925� 0:02Þ mmol O2L
�1h�1 ! k1a ¼ 452 h�1:

(4)

This is a conservative estimate of kla since the partial pressure of O2 in the gas bubbles

must lie somewhere between 0.18 (based on the outlet conditions) and 0.21. To establish the

correct value of kla one must assume a model for the rate of change of pO2
in the gas bubbles

between the inlet and outlet of the reactor. This subject is discussed in Problem 3.1 and in

Chap. 10. If an average value of 0.195 is assumed for pO2
(reasonable for relatively small

changes in pO2
between inlet and outlet) one would find kla ¼ 491 h�1. A kla-value of about

500 h�1 can easily be obtained in a well-stirred laboratory bioreactor (and also in an

industrial bioreactor – see Sect. 11.2). In a final calculation, we shall study what happens if

the outlet gas from the bioreactor is not meticulously dried before the composition is

measured.
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In that case the outlet gas flow from 600 L h�1 dry inlet gas flow would be (600 – oxygen

consumed + CO2 produced + the water vapor evaporated into the gas) L h�1.

If one assumes that equilibrium is reached for water between the gas and the liquid phase,

the total outlet gas flow would be: (600 � 19.75 + 10.03 + 0.0946 vg) L h�1 ¼
(590.28 + 0.0946 vg) L h�1 ! vg ¼ 651.95 L h�1.

The mole fraction (¼ volume fraction) of O2 in vg would be (0.21 � 600 – 19.75)/

652 ¼ 0.1630.

Until now nothing has gone wrong. But if one neglects the water evaporated into the gas

by its passage of the reactor and still assumes that the outlet gas consists only of inert +

O2 + CO2, i.e., that vg ¼ 590.28 L h�1 (vg/vgf ¼ 0.9838), then one would predict that

600 � (0.21 � 0.9838 � 0.1630) ¼ 29.78 L O2 h
�1 had been consumed.

This would lead to an overestimation of (� qO2
) by a factor of 29.78/19.75 ¼ 1.50,

clearly an unacceptable result.

Since one cannot predict how far toward equilibrium saturation of the gas phase with

water one has reached, there is no way to tell the water mole fraction of vg.

The only sensible conclusion is that the outlet gas must be thoroughly dried before its
composition is measured. This is easily done by adsorbents or by using the water vapor

permeable “Nafion®” tubing between the bioreactor and the measurement point.

The degree of reduction balance can be written as a linear combination of the

elemental balances for oxygen and hydrogen. It is therefore clear that the reduction

balance does not introduce an additional balance to the system. When all the

elemental balances are satisfied then the degree of reduction balance automatically

closes. As discussed earlier the use of all the elemental balances is in practice

prevented by lack of information on the yield coefficient for water, which cannot be

experimentally determined, and it is therefore advantageous to use the degree of

reduction balance together with the carbon and nitrogen balances.

3.4.1 Consistency Test of Experimental Data

A major reason for applying both mass and redox balances to experimental data is

to check the consistency of the data. While the usefulness of element balances is

fairly obvious, the redox balance tells whether the right compounds are included in

the Black Box model, and it gives indications of the nature of a missing compound.

Experiments can go wrong for many reasons of which some are listed below.

• Someof theproductsmaygoundetected. Itwas not suspected that theywould appear.

• Products thought to remain in the liquid phase are partly stripped to the gas

phase.

• The measurement instruments are wrongly calibrated, or they suddenly

malfunction.

It may seem strange that a metabolic product is unexpectedly being produced,

but the complexity of the metabolic network of microorganisms makes it quite
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possible to miss a product unless the biochemical potential of the particular

organism has been thoroughly investigated. Thus, the unexpected conversion to

gluconic acid of a large fraction of the glucose used as feed in penicillin production

was for a long time puzzling (Nielsen et al. 1994). The appearance of oxalic acid at
moderately high pH in citric acid fermentation (Example 3.6) can lead to a large

economic loss. The example shows how the byproduct formation was discovered

and how the Aspergillus strain can be improved by genetic engineering to avoid that

the problem ever occurs.

Stripping of some ethanol (and of even lower boiling products) from anaerobic

fermentations, sparged with N2 to give a completely O2 free environment, is a

common cause of error in the mass balances. Even at a low liquid phase mole

fraction ethanol has a high gas-phase mole fraction. A substantial loss of ethanol

may result, especially at low D where the production rate is small while the rate of

stripping is more or less independent of D. Refluxing the medium, even with

1 � 2	C cooling water is of little help since the heat transfer coefficient is small

on the mostly dry gas-phase side of the heat exchanger. Feeding of substrate

through the reflux condenser may be a practical way of avoiding this problem,

since in that case a wet surface is present on the vapor side of the heat exchanger

(Duboc and von Stockar 1998, see Problem 3.1).

Finally instruments, especially flow meters may give rise to systematic errors.

When the gas flow to the laboratory bioreactor is low, e.g., 0.1 vvm (volume gas per

volume medium per minute), calibration of flow meters can be difficult, and the rate

of gas flow vg is in error. Here a high accuracy of the instrument that determines the

concentration of the gas-phase reactant is of course of no help.

Examples 3.5 and 3.6 illustrate how consistency tests may be of great help to

check whether the data material is trustworthy.

These tests should clearly be made routinely after each experiment in the

experimental program and not retrospectively when all the data have been collected

and the experimental equipment is dismantled or is being used for other purposes.

Once the stoichiometric equation (3.15) has been established it will serve as

basis for design of the process, and it might have catastrophic effects if the yield

coefficients are wrong due to errors in the experimental data that were not discov-

ered by a conscientious analysis of the data.

Example 3.5 Consistency analysis of yeast fermentation. One of the first high quality

experimental investigations of continuous aerobic yeast cultivation was by von Meyenburg

(1969) who worked in professor Fiechters group at ETH, Z€urich. Many later papers have

used the data, e.g., Bijkerk and Hall (1977), to set up structured kinetic models for aerobic

yeast growth.

The data are shown in Fig. 3.5. The stirred tank bioreactor was operated as a chemostat,

and the feed was 28 g L�1 sterile glucose solution with sufficient NH3 (NHþ
4 ) and other

substrates to make the culture glucose limited. At low values ofD no ethanol is produced, and

the biomass concentration is high and approximately constant at 14 g L�1, except perhaps for

a slight drop for the lowest D values. At these D values the metabolism is purely respiratory,

and the yeast obtains sufficient ATP for growth by complete degradation of glucose to CO2.
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The critical dilution rate Dcrit is in the vicinity of 0.25 h
�1, and above Dcrit the yeast starts to

produce ethanol as shown in Fig. 3.2 and explained in Sect. 2.2.5. Above Dcrit the mode of

fermentation is called respiro-fermentative. RQ increases rapidly, and Ysx decreases.

A semi-quantitative model for the fermentation will be discussed in Example 7.3. Here we

will analyze the stoichiometry for different D values, observe the sharp change of stoichiom-

etry around Dcrit and make a consistency test of the data.

A constant biomass composition X ¼ CH1.83O0.56N0.17 (Mx ¼ 25.17 g C-mole�1) with

8 wt.% ash is assumed for all D values. In a real situation this assumption must of course be

checked.

The Black Box stoichiometry is taken to be:

� CH2 O� YsnNH3 � YsoO2 þ YscCO2 þ YspCH3O0:5

þ YswH2OþYsxCH1:83O0:56N0:17 ¼ 0 (1)

Equation (1) combines one rate, qs ¼ qglucose and 6 yield coefficients. Glycerol does not

appear in aerobic yeast fermentations. The elemental balances for C, H, O and N supply four

constraints, and hence three rates must be experimentally determined to identify the system.

The data shown in Fig. 3.5 can be used to find the rates of production of glucose, biomass,

ethanol, CO2 and O2. Hence the system is overdetermined and we can make a consistency

test of the data.

Since biomass is the only sink for the nitrogen feed Ysn can be calculated based on Ysx, but
unless we measure qNH3

there is no way to prove that Ysn ¼ 0.17 Ysx or whether an

unexpected N-containing compound is produced. It does not help to include qNH3
in the set

of measurements together with qx, since in the Black Box model (1) the two rates are

proportional and form a closed set, separate from the other measurements of rates.

Ysw is – as mentioned earlier – uninteresting and probably it cannot be measured

accurately enough to be of any value. Water is therefore excluded from the analysis, but at

the same time one must drop one of the four elemental balances. However, with a carbon

balance, a nitrogen balance and a degree of reduction balance the degrees of freedom is still

3, i.e., three rates must be experimentally determined to identify the system. Thus, when
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Fig. 3.5 Chemostat cultures of S. cerevisiae (von Meyenburg (1969)). (a) Data for the biomass

concentration (closed circles), the specific oxygen uptake rate (filled squares), and the specific

carbon dioxide formation rate (filled triangles). (b) Data for the glucose concentration (filled
squares) and the ethanol concentration (filled triangles)
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water is excluded from the stoichiometry one yield coefficient disappears, but also one of the

constraints cannot be used.

By excluding water and assuming that Ysn is directly determined from Ysx the remaining

variables in the system are [Yso, Ysc, Ysp, Ysx] together with qs. Two constraints, the carbon

and the redox balances can be set up, and three out of the five rates qo, qx, qc, qp, and qx must

be used to identify the stoichiometry All five rates are available from Fig. 3.5. Three values of

D are chosen for further studies, D ¼ 0.15 h�1 (or any D < 0.25 h�1, at least within the

accuracy of Fig. 3.5), D ¼ 0.30 h�1 and D ¼ 0.40 h�1.

D < 0.25 h�1

At these dilution rates we have: x ¼ 14 g L�1, s ¼ p � 0, sf ¼ 28 g L�1, xf ¼ 0.

Ysx ¼ 14 g=L� 0:92

25:17 g=C�moleð Þ
30 g=C�moleð Þ

28 g=L

¼ 0:548 C�mole DWðC�mole glucoseÞ�1

(2)

From a carbon balance, we find:

Ysc ¼ 1� Ysx ¼ 0:452 mol CO2ðC�mole glucoseÞ�1
(3)

and from a generalized degree of reduction balance

4� 4Yso ¼ 4:20Ysx ) Yso ¼ 1
4
ð4� 4:20� 0:548Þ

¼ 0:425 mol O2ðC�mole glucoseÞ�1
(4)

With these values for Ysc and Yso, RQ is calculated to be 1.06, which corresponds well

with the measured data for (�q0) and qc in Fig. 3.5. For D < 0.25 h�1 it is observed that ro
and rc both increase linearly with D and the slope is 30.0 mmol CO2 per gram DW ¼ 0.03

� 25.13/0.92 ¼ Yxc ¼ 0.82 mol of CO2 per C mole of (ash-free) biomass, or

Ysc ¼ YsxYxc ¼ 0:45 mol CO2ðC�mole glucoseÞ�1
(5)

This value is nearly the same as that found from the carbon balance in (3), where the

calculation is based on measurements of glucose and biomass concentrations. Again it is

concluded that there is a consistency in the experimental data. Observe that (�ro) and rc are
both larger than zero when D ¼ 0. This is due to a consumption of glucose for maintenance

purposes (see Sect. 5.2.1).

D > 0.25 h�1

At the two dilution rates D ¼ 0.3 and 0.4 h�1 we read the following approximate data on

Fig. 3.5:

• D ¼ 0.3 h�1 : x ¼ 7.1 g L�1 and p ¼ 4.2 g L�1

• D ¼ 0.4 h�1 : x ¼ 4.4 g L�1 and p ¼ 8.3 g L�1

No attempt is made to smooth the biomass and the ethanol data, and the accuracy is not

better than 0.1 – 0.2 g L�1.

3.4 Degree of Reduction Balances 89



Both rc and ro appear to be well approximated by linear functions in D. By regression the
following linear relationships are determined

rc ¼ 116 D� 20:4 mmol CO2ðg DW hÞ�1
(6)

rc ¼ �29:1 Dþ 15:3 mmol O2ðg DW hÞ�1
(7)

The decreasing specific rate of oxygen consumption for D > 0.25 h�1 is not found in

other studies where a constant value of (�ro) for D > Dcrit appears to fit the data better (see

Example 7.3 for further discussion).

For D ¼ 0.3 h�1 one obtains

�qs ¼ ð28� 0:1Þ � 0:3=30 ¼ 0:279 C�mole ðL� hÞ�1;

qx ¼ 7:1� 0:92

25:17
� 0:3 ¼ 0:07785 C�mole ðL� hÞ�1;

qp ¼ 4:2

23
� 0:3 ¼ 0:0548 C�mole ðL� hÞ�1;

qc ¼ 14:40� 7:1� 10�3 ¼ 0:1022 mol ðL� hÞ�1;

�qo ¼ 6:57� 7:1� 10�3 ¼ 0:0466 mol ðL� hÞ�1:

From these data the yield coefficients are calculated. The following table shows results for

D ¼ 0.3 h�1 and also for D ¼ 0.4 h�1 (all in mole or C-mol per C-mol glucose)

D (h�1) Ysx Ysp Ysc Yso Ysp1 Yse

0.3 0.279 0.196 0.366 0.167 0.159 0.355

0.4 0.175 0.394 0.312 0.044 0.119 0.513

A carbon balance shows that some carbon is missing in the products for both D ¼ 0.3 and

0.4 h�1. The yield coefficient of the missing carbon is shown in the column Ysp1 of the table.
A degree of reduction balance yields:

D ¼ 0:3 h�1 : �4þ 4� 0:167þ 0:279� 4:20þ 0:196� 6þ 0:159kp1 ¼ 0 ) kp1
¼ 6:19

ForD ¼ 0.4 h�1: kp1¼ 6.09. Thus, for both cases the degree of reduction for P1 is close to

6. There is good reason to believe that P1 is ethanol. The final column of the table shows

Yse ¼ Ysp þ Ysp1 . For the low dilution rate almost half the produced ethanol has been stripped

off; for the highest dilution rate only 23%. A loss of carbon of this magnitude is of course

unacceptable.

Bijkerk and Hall (1977) mention in their analysis of the von Meyenburg data that

“12–13 wt% is missing from the carbon balance.” In the analysis given here 16% is missing

at D ¼ 0.3 h�1 and 12% at 0.4 h�1 – both calculated on a C-mole basis. Taking the averages

12.5 wt% and 14% respectively a tentative formula weight of P1 is calculated by

MP1 ¼
12:5

14
� 30 ¼ 26:7 gðC�moleÞ�1:
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This does not contradict the strong indication from the redox balance that P1 is ethanol

(Mp ¼ 23 g C-mole �1), but the loss in wt% ought to decrease with increasing D just as it has

been argued that the loss in C-mole% should decrease with increasing D as was also

confirmed in our analysis.

Example 3.6 Citric acid produced by Aspergillus niger. Citric acid, C6H8O7, is an interme-

diate in the TCA cycle (Fig. 2.7), produced by condensation of AcCoA and oxaloacetate

(2.15). It is an enormously important product from the bioindustry (1.7 M tons in 2007), and it

is used as an acidulate of soft drinks, as a food preservative, in detergents to soften water by its

chelating properties, and in multiple other ways. As carbon source sucrose, cane juice, sugar

beet waste, corn steep liquor, and many other (cheap) substrates are used. The most common

producing organism is Aspergillus niger, but other organisms such as yeast have been applied.

Production is usually by fed-batch fermentation (Sect. 9.2.2) in large aerated, stirred tanks,

and the filamentous fungus is present as small pellets of entangledmycelium (Sect. 7.6.2). The

optimal pH is between 1.8 and 2, and NH4NO3 is used as N-source. Production in Europe and

in the USA (Tate & Lyle was a major producing company) has almost ceased. Now the cheap

bulk chemical is produced in the Far East and in India.

A well-designed citric acid fermentation process can give a carbon yield of 0.6–0.7 on

glucose since no other metabolic products such as CO2 needs to be formed by conversion of

the hexose via pyruvate (and carboxylation of pyruvate or PEP) to oxaloacetate.

We shall study a typical case with a carbon yield of 68 g citric acid per 100 g glucose at

pH ¼ 2.5.

The N-source is NH4NO3 and the biomass has the composition X ¼ CH1.8O0.5N0.2.

�CH2O� YsoO2 � YsnNH4NO3 þ YsxXþ YspCH4=3O7=6 ¼ 0 (1)

Ysn ¼ 1
2
Ysx � 0:2 (2)

The two remaining yield coefficients can be calculated in terms of the known value of Ysp.

Ysp ¼ 68=32

100=30
¼ 0:6375 C�mole citric acidðC�mole glucoseÞ�1

(3)

A carbon balance gives:�1 + 0.6375 + Ysx ¼ 0, and consequently Ysx ¼ 0.3625. From the

nitrogen balance one immediately finds Ysn ¼ 0.03625. A degree of reduction balance gives:

�4� 1� ð�4Þ � Yso � 0:03625� kn þ 0:3625� 4:20þ 0:6375� 3 ¼ 0 (4)

kn ¼ 2 � (�3) + 4 � 1 + 3 (�2) ¼ �8, and consequently:

Yso ¼ 1
4
ð4þ Ysnkn � Ysxkx � YspkpÞ ¼ 0:06875

mol O2

C�mole glucose
(5)

In an experiment conducted at a higher pH ¼ 5, a lower citric acid yield Ysp ¼ 0.5375

C mole (C mole glucose)�1 is obtained, but the nitrogen, biomass and oxygen yields are the

same ((2), (3), and (5)). Clearly new metabolic product(s) is produced besides citric acid, and

from the carbon balance we find:

Ysp1 ¼ 1� 0:3625� 0:5375 ¼ 0:1: (6)
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The degree of reduction balance is used in an attempt to identify the compound:

� 4� ð�4Þ � 0:06875� ð�8Þ � 0:03625þ 0:3625

� 4:20þ 0:5375� 3þ 0:1� kp1 ¼ 0 ) kp1 ¼ 3:
(7)

The missing metabolic product P1 does not contain N since Ysn and Ysx are unchanged.

A reasonable guess is that P1 is another TCA cycle metabolite. Both Fumaric acid (C4H4O4)

and Malic acid (C4H6O5) have k ¼ 3, but why should these compounds appear? Also 2 CO2

would have been lost in the process, which would not give a combined degree of reduction of

3 for P1. An obvious possibility is that some of the precursors to citric acid have been used to

make other products in a process that could formally involve decomposition of 0.1 C-mole

citric acid to give a total of 0.1 C-mole of these products.

A quick search in the BRENDA enzyme database (http://www.brenda-enzymes.org)

shows that Aspergillus niger has an oxaloacetate hydrolase (reaction 2 in (8)) with a pH

optimum of 7. The database also refers to recent literature in which the enzyme is studied.

It is quite likely that this enzyme which is almost completely inactive at the low pH of 2.5

has been activated at the higher pH of 5, and that P1 is a mixture of the two byproducts HAc

and oxalic acid formed from oxaloacetate which is synthesized by reaction 1 in (8) using the

enzyme pyruvate carboxylase.

Pyruvateþ CO2 �!1 oxaloacetate �!2 acetate þ oxalate (8)

Formally (and omitting the cofactor CoA) the overall process by which some citric acid is

lost can be written as

�C6H8O7 �H2OþðCOOHÞ2 þ 2CH3COOH¼ 0; or per C�mol citric acid :

�CH4=3O7=6 þ 1=3CHO2ðoxalic acidÞþ 2=3CH2O¼ 0ðacetic acidÞ (9)

Consequently, the mass balance (1) should be modified by including oxalic acid and

acetic acid with yield coefficients of 1/30 and 1/15 to explain the results obtained at pH 5.

The presence of even small amounts of the toxic oxalic acid in citric acid used as a food

preservative is unacceptable, and industry carefully monitors and controls the pH at 2.5 to 3

to avoid activation of oxaloacetate hydrolase.

An inherently safe method of avoiding oxalic acid contamination is to knock out the

(single) gene for oxaloacetate hydrolase in Aspergillus niger. A gene deletion in the produc-

tion organism does not prevent the use of the product citric acid in food. Among several gene

modification studies of A. niger that have shown how to avoid the danger of oxalic acid

formation Pedersen et al. (2000) is a good example. The knock-out strain had the same citric

acid yield as the parent strain and the same maximum specific growth rate mmax ¼ 0.20 h�1.

3.4.2 Redox Balances Used in the Design
of Bioremediation Processes

As stated earlier, the main purpose of this text is to supply a quantitative foundation

for design of processes in which biomass, sugar, or perhaps natural gas is converted

into more valuable end products. Bioremediation has a completely different
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purpose, namely the break-down and removal of chemicals from the environment.

Although the design of bioreactors for this purpose follows the same principles as

those applied in Chaps. 9–11 of the present text, the biochemistry and biology of

bioremediation systems constitutes a separate discipline. Hence, subjects relevant

to bioremediation will only receive cursory attention, mostly in the form of

problems and examples in the different chapters. Still, the application of the basic

material of this chapter can be valuable for Environmental Engineers who might

recognize that some of their design concepts are based on the general framework of

mass and redox balances, although the nomenclature and approach in Environmen-

tal Biotechnology often looks different. The removal of cellulosic material from the

environment by microbial action is easy to model: Cellulose is degraded to sugars

or to fatty acids. In an aerobic waste water plant these compounds are degraded

to CO2. In anaerobic reactors the fatty acids are converted to the final products

CH4 and CO2 by redox-neutral processes. Thus, by Metabolite Balancing one

obtains, e.g.:

CH3COOH ! CH4 þ CO2 and C3H7COOH ! 2:5 CH4 þ 1:5 CO2 (3.28)

Metabolite Balancing, the distribution of redox from the substrate into a number

of metabolic products, is the result of all biological processes if there are no external

sinks of redox. The process is necessarily strictly anaerobic since O2 would scav-

enge redox from the system, but the medium must also be free of oxidized ions such

as sulfate, nitrate, and Fe3+. Sometimes CO2 can act as a redox sink, and it is

reduced to CH4, but a potent energy source such as H2 must be present (the H2 ends

up as H2O) to overcome the large positive DG of the reaction (see Example 4.6).

The presence of microorganisms that allow sulfate or nitrate reduction will be

treated below. At first the true Metabolite Balancing situation will be discussed.

It will be seen that quite complicated calculations on anaerobic bioremediation

reactors can be done in analogy to the examples in (3.28).

Note 3.3 BOD as a unit of redox power. In anaerobic waste water treatment the redox level

of the substrate is defined in terms of BOD (Biological Oxygen Demand), COD (Chemical

Oxygen Demand), and TOC (Total Organic Carbon). The major goal of domestic waste

treatment is to reduce BODn. This is defined as the amount of O2 required to oxidize all the

reduced matter (solids or solutes) in the sample of waste water to redox neutral compounds

with the help of a consortium of microorganisms, either naturally present or added as

standards. BOD is measured in a sealed reactor at 20	C, and the index n refers to the duration
of the experiment. Usually n ¼ 5 days, but in Scandinavia n ¼ 7 days is used. One might add

inhibitors that prevent interference from inorganic N or S (NH3, S
2�, SO2�

4 , NO1�
3 ), and now

only the carbonaceous BOD is measured. Afterward, the BOD associated with NH3 and

sulfides can be measured. The dissolved oxygen level in the reactor is measured before and

after the experiment to calculate the amount of O2 used. Typical units for BOD are mg O2 (L

wastewater)�1 or kg O2 ton
�1. Typical raw sewage has a BOD of about 300 mg L�1 which

will be reduced by 95% after 5 days.

A text on waste water treatment or environmental microbiology, e.g., Maier et al. (2000),
must be consulted to understand the detailed use of BODn. For our purpose, we only need to
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consider BOD as the amount of O2 measured in units of kg used by the consortium of

microorganisms in the anaerobic waste water plant to convert the organic compounds in the

waste water to CO2, H2O, Volatile Fatty Acids (usually HAc), and gaseous metabolic

products such as CH4. An example will show how mass balances can be set up and solved

for the plant, and BOD is used to express the redox level of the substrate and the products.

Example 3.7 Design of an anaerobic waste water treatment unit. The feed to an anaerobic

waste water plant operating as a continuous, stirred tank reactor is a mixture of animal fats

represented by tri-palmitin, C51H98O6.

The microorganisms (represented as CH1.8O0.5N0.2) use the fats as carbon source while

the nitrogen source is supplied as NH3. The output streams from the digester are

1. A gas composed of CH4 and CO2.

2. A liquid effluent which contains no residual fats. For simplicity the liquid effluent is

assumed to contain only HAc.

3. An effluent stream of solids, assumed to be biomass with 7% ash. The total carbon in the

feed stream is 3,180 kg BOD/day.

Effluents 2 and 3 contain, respectively, 330 kg BOD/day and 160 kg biomass (with 7%

ash)/day.

Calculate the rates of production of CO2 and CH4, and determine the stoichiometry of the

total bioreaction.

The degree of reduction of tri-palmitin is k ¼ 5.686 per C-atom.

3,180 kg BOD ¼ (3,180/32) kmol O2 ¼ (3180/32) � (4/5.686) ¼ 69.91 kC-

mole tri-palmitin.

Consequently, 69.91 kC-mole tri-palmitin is treated per day in the digester.

Effluent stream 2: 330 kg BOD (as HAc) ¼ 330/32 � (4/4) ¼ 10.31 k C-mole HAc per

day.

Effluent stream 3: 160 kg biomass (as CH1,.8O0.5N0.2 with 7% ash) ¼ 0.93 � 160/24.6 ¼
6.05 kC-mole per day. The NH3 consumed is consequently 0.2 � 6.05 ¼ 1.21 kmol per day.

Total redox balance: 69:91� 5:686 ¼ 4� 10:31þ 4:20� 6:05þ 8� RCH4

Total C-balance: 69:91 ¼ 10:31þ 6:05þ RCH4
þ RCO2

RCH4
and RCO2

are the daily production rates of CH4 and CO2.

RCH4
¼ 41:36kmol¼ 41.36 k mol, and finally: RCO2

¼ 12:19 kC�mole.

The stoichiometry of the Black Box model can be assembled:

(1/51) C51H98O6 + 0.01731 NH3 ! 0.0865 X + 0.1744 CO2 + 0.1475 HAc + 0.5916

CH4 (+water)

[The authors acknowledge the assistance of professor Lars K Nielsen, University of

Queensland, Australia, for the original formulation of this example which is in his notes

for a course in Metabolic Engineering given at UQ].

Under strictly anaerobic conditions certain (obligate anaerobic) bacteria can use

inorganic ions as electron acceptors.

One such group of microorganisms is the sulfur-reducing bacteria that are wide-

spread in Nature. They slowly degrade cellulose rich materials while using SO�2
4 ,

SO�2
3 , S2O

�2
3 or even elemental sulfur as electron acceptor. The sulfur compounds are
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reduced to H2S. Typical sulfur-reducing bacteria such as Desulphobacter and

Desulphovibrio do not incorporate the sulfur (and convert it to sulfur-containing

amino acids such as cysteine), but run the sulfur reduction process in parallel with

cell growth on a carbon source. The free energy needed to reduce SO�2
4 to H2S(g)

(DG ¼ 775 kJ/mol at standard conditions – see Sect. 4.1, and also Note 4.1) is

obtained by oxidation of a small organic molecule, e.g., lactic acid to acetic acid

(DG ¼ �492 kJ/mol):

2CH3CHOHCOOHþ SO�2
4 ! CH3COOHþ H2Sþ 2HCO�1

3 (3.29)

for which DG ¼ �209 kJ (mol SO�2
4 )�1

The same dissimilatory reduction mechanism is used when nitrate is the electron

acceptor, and the final nitrogen compound is N2. For a biomass yield of Ysx (C-mol/

mol glucose) one obtains the following stoichiometry, where for simplicity the

nitrate is written as HNO3:

CH2Oþ 0:2YsxNH3 þ 2aHNO3 ! YsxCH1:8O0:5N0:2 þ aN2

þð1� YsxÞCO2 þ YswH2O
(3.30)

The efficiency of the denitrification process, calculated as the moles of NO�1
3 taken

up for each C-mol of glucose can be calculated from a degree of reduction balance:

4:20Ysx � 6a ¼ 4� 2� 8a ! a ¼ ð4� 4:20YsxÞ=10 (3.31)

The process would work up to Ysx ¼ 0.95 where all the redox in the glucose is

used tomake biomass. Much lower biomass yields are of course desired, and 0.8 mol

of nitrate can be taken up in the limit of Ysx ¼ 0. Here, the waste water treatment unit

removes nitrate at the expense of a cheap carbon source, e.g., degraded cellulose

which is also present in the waste water. Some denitrifiers (e.g., Pseudomonas
denitrificans) can reduce nitrate all the way to NHNHþ

4 , especially at high carbon

availability, and the ammonia can be taken up by the organism by assimilatory
nitrate reduction.

Needless to say, there are also naturally occurring microorganisms that oxidize

N and S containing compounds, e.g., NH3 to nitrate, and sulfides to sulfates. Here

oxygen is a substrate, and both biomass formation and oxidation of the inorganic

compound are energetically favored. In removal of nitrogen from waste water an

aerobic bioreactor is coupled in series with an anaerobic reactor. In the first reactor

all NH4
+ is oxidized to NO�1

3 , and in the second the nitrate is reduced to N2

according to (3.30). Problem 3.7 discusses this dual N-removing process.

Sulfide-oxidizing bacteria are used in the mining industry to access, e.g., CuS

in the ore, and CuSO4 is produced without roasting the ore and converting the SO2

to H2SO4.
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3.5 Systematic Analysis of Black Box Stoichiometries

In all the examples of Sect. 3.4 there was a single carbon and energy source, a single

nitrogen source such as NH3 (or NH4NO3), and usually a single nitrogen free

metabolic product apart from CO2. The yield coefficients could be calculated

manually using a carbon – and a degree of reduction balance. In the general case

with N substrates andMmetabolic products, some of which might contain nitrogen,

a more systematic procedure to calculate the stoichiometry is, however, needed.

Let the general stoichiometry be

�CHa1Ob1Nc1 �
XN�1

j¼2

Ys1sj Sj � Ys1oO2 þ Ys1xX þ
XM�2

j¼1

Ys1pjPj þ Ys1cCO2 þ Ys1wH2O ¼ 0

(3.32)

For each element an equal amount must be present in the substrates and in the

products as illustrated by several examples in Sect. 3.4 where the carbon balance

was set up using the yield coefficients. The elemental balances can, however, also
be set up in terms of the volumetric production rates q, and generally this can be

specified as:

XN
j¼1

ysj qsj þ yxqx þ
XM
j¼1

ypj qpj ¼ 0 (3.33)

The coefficient y specifies the content of the element in the given compound,

e.g., for glucose y is 1 for carbon, 2 for hydrogen and 1 for oxygen. For a standard

biomass y is 1 for carbon, 1.8 for hydrogen, 0.5 for oxygen and 0.2 for nitrogen.

If an element does not appear in the compound y is zero, e.g., in water y is zero for

carbon. Equation (3.33) is one relation between the M + N + 1 reaction rates, just

as (3.32) is an equation that shows how chemically specified substrates are

converted to different specified products. To generalize the four elemental balances

we define a matrix E with 4 rows (representing C, H, O, and N), and N + M + 1

columns. In each column the elemental composition of one of the reaction species is

written, i.e., the y for the different reaction species are given. Now (3.33) can be

written in compact notation

Eq ¼ 0 (3.34)

q is the N + M + 1 column vector of volumetric reaction rates. Equation (3.34)

provides four constraints between the N + M +1 rates in q, and four of these can

consequently be calculated from the remaining N + M – 3 rates. If other elements,

such as S, appear in some of the reactant compositions (cystein would be a case in

point) the extension of (3.32) to contain more rows is obvious, but then at least one

additional substrate is included, and the degrees of freedom is not affected.
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Let the N + M – 3 measured rates be placed in the first N + M – 3 positions qm
of q, and the remaining 4 rates in qc. Now (3.34) can be rewritten

Emqm þ Ecqc ¼ 0: (3.35)

Here Ec is a (4 � 4) matrix whereas Em has 4 rows and N + M – 3 columns.

Provided that det(Ec) 6¼ 0 the algebraic equation (3.33) is solved to give

qc ¼ �ðEcÞ�1
Emqm (3.36)

(Ec)
�1 is the inverse of matrix Ec. Typical cases where the procedure fails due

to a singularity in Ec is when substrates or products with the same composition per

C-mol are included in Ec, e.g., glucose as a substrate and acetate as a product.

The concept of the systematic procedure is illustrated in Example 3.8.

Example 3.8 Anaerobic yeast fermentation with CO2, ethanol, and glycerol as metabolic
products. Consider anaerobic fermentation of S. cerevisiae where the metabolic products

are [CO2 (c), ethanol (e), glycerol (g)]. Let the carbon source be glucose and the nitrogen

source NH3. The biomass composition is CH1.61O0.52N0.15. There are two substrates, CH2O

and NH3, four products [CH3O½, CH8/3O, CO2, H2O] in addition to the biomass X. With 7

reacting species and four constraints one needs to measure three rates. The remaining rates

can be calculated.

The measured rates are chosen as qm ¼ (qs, qx, qg) and the calculated rates are then

qc ¼ (qc, qn, qe, qw)

1 1 1

2 1:61 8
3

1 0:52 1

0 0:15 0

0
BBB@

1
CCCA �

qs

qx

qg

0
BB@

1
CCAþ

1 0 1 0

0 3 3 2

2 0 0:5 1

0 1 0 0

0
BBB@

1
CCCA �

qc

qn

qe

qw

0
BBBBB@

1
CCCCCA ¼

0

0

0

0

0
BBBBB@

1
CCCCCA

Em qm Ec qc

qc

qn

qe

qw

0
BBB@

1
CCCA ¼ �ðEcÞ�1

Emqm ¼
�1

3
�0:3133 �2

9

0 �0:15 0

�2
3

�0:6867 �7
9

0 0:45 �1
6

0
BB@

1
CCA�

qs

qx

qg

0
B@

1
CA (1)

Ysc ¼ qc
�qs

¼ �1
3
qs

�qs
þ�0:3133qx

�qs
�

2
9
qg

�qs
¼ 1

3
� 0:3133Ysx � 2

9
Ysg;

Ysn ¼ �0:15qx
�qs

¼ �0:15Ysx;

Yse ¼ qe
�qs

¼ 2
3
� 0:6867Ysx � 7

9
Ysg;

Ysw ¼ qw
�qs

¼ 0:45Ysx � 1
6
Ysg:

(2)
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Thus the black box model for this process becomes:

�CH2O�0:15YsxNH3þYsxCH1:61O0:52N0:15þð1
3
�0:3133Ysx� 2

9
YsgÞCO2

þYsgCH8=3Oþð2
3
�0:6867Ysx� 7

9
YsgÞCH3O1=2þð0:45Ysx� 1

6
YsgÞH2O¼ 0

(3)

All stoichiometric coefficients are determined from the measured rates qs, qx, and qg – or

from qs, Ysx, and Ysg.

It is easily seen that the carbon balance is satisfied:

�1þ ð1
3
� 0:3133Ysx � 2

9
YsgÞ þ ð2

3
� 0:6867Ysx � 7

9
YsgÞ þ Ysx þ Ysg ¼ 0 (4)

The degree of reduction balance is automatically satisfied when H2O is taken to be one of

the reaction species – as is necessary when element balances are used:

�4þ 4:12Ysx þ 4 2
3
Ysg þ 6� ð2

3
� 0:6867Ysx � 7

9
YsgÞ ¼ 0 (5)

In examples as simple as this it is of course not necessary to set the whole mathematical

machinery into action. The yield coefficient for NH3 is immediately given to be 0.15 and if a

degree of reduction balance plus a carbon balance is used one obtains

1 ¼ Ysx þ Ysg þ Yse þ Ysc

4 ¼ 4:12Ysx þ 42
3
Ysg þ 6Yse

(6)

Ysc

Yse

 !
¼ 1 1

0 6

� ��1 1� Ysx � Ysg

4� 4:12Ysx � 42
3
Ysg

 !

¼ 1
6

6 �1

0 1

� �
1� Ysx � Ysg

4� 4:12Ysx � 42
3
Ysg

 !
¼

1
3
� 0:3133Ysx � 2

9
Ysg

2
3
� 0:6867Ysx � 7

9
Ysg

 !

Basically this is the result obtained in (2). If desired Ysw can be found from an H or an O

balance.

Example 3.9 Production of lysine from glucose with acetic acid as byproduct. The produc-

tion of L-lysine (CH7/3O1/3N1/3) using the bacterium Corynebacterium glutamicum was

discussed in Sect. 2.3.1. With NH3 as nitrogen source and a standard biomass composition

the stoichiometry of the total reaction is given in (1). Some carbon is lost to the undesired

byproduct acetic acid.

� CH2O� YsnNH3 � YsoO2 þ YsxCH1:8O0:5N0:2

þ Ysp1CH7=3O1=3N1=3 þ Ysp2CH2Oþ YscCO2 þ YswH2O ¼ 0
(1)

There are eight rates and four constraints. Four rates can be calculated, and the systematic

method (3.36) is perhaps safer to use than the manual calculations based on C and N

balances + a redox balance.
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Choose qs; qp1 ; qp2 and qO2
as the four measured rates

qn

qx

qc

qw

0
BBBBB@

1
CCCCCA ¼ �

0 1 1 0

3 1:8 0 2

0 0:5 2 1

1 0:2 0 0

0
BBB@

1
CCCA

�1 1 1 1 0

2 7
3

2 0

1 1
3

1 2

0 1
3

0 0

0
BBB@

1
CCCA

qs

qp1

qp2

qo2

0
BBBBB@

1
CCCCCA

¼

0:1905 �1
9

0:1905 �0:1905

�0:9524 �10
9

�0:9524 0:9524

�0:0476 1
9

�0:0476 � 0:9524

�0:4286 0 �0:4286 � 0:5714

0
BBB@

1
CCCA

qs

qp1

qp2

qo2

0
BBBBB@

1
CCCCCA ð2Þ

From (2) the yield coefficients in reaction (1) are obtained:

Ysn ¼ 0:1905 þ 1
9
Ysp1 � 0:1905Ysp2 � 0:1905Yso

Ysx ¼ 0:9524 � 10
9
Ysp1 � 0:9524Ysp2 � 0:9524Yso

Ysc ¼ 0:0476 þ 1
9
Ysp1 � 0:0476Ysp2 þ 0:9524Yso

Ysw ¼ 0:4286 � 0:4286Ysp2 þ 0:5714Yso

(3)

It is easily shown that the carbon, nitrogen, and redox balances close:

1 ¼ Ysx þ Ysp1 þ Ysp2 þ Ysc

Ysn ¼ 0:2Ysx þ 1
3
Ysp1

�4Yso þ 4 ¼ 4:20Ysx þ 42
3
Ysp1 þ 4Ysp2

(4)

Note that the occurrence of a product (acetate) with the same formula per C-atom as a

substrate (glucose) does not disturb the calculations when they appear together in Em.

Calculations such as these are made as a preliminary to a process design. It is of first

importance to see whether a sufficiently high yield of the desired product can be obtained to

make the process economically viable.

Based on our simple stoichiometric model, and assuming that Yso must be nonnegative the

maximum lysine yield is obtained by setting Ysx ¼ Ysp2 ¼ 0 in the redox balance.

Yso ¼
4� 42

3
Ysp1

4
¼ 1� 7

6
Ysp1 (5)

ðYsp1Þmax ¼ ð6=7Þ C-mole lysine (C-mole glucose)�1 when Yso ¼ 0. This result is higher

than the true theoretical maximum yield 3=4 which as shown in Sect. 3.4 can only be found

by analysis of individual pathways. In this respect, the Black Box model is too crude.

In actual lysine production the biomass yield is far from zero – it is in fact higher than for

most aerobic processes. Consequently, the theoretical limit for Ysp1 is not at all approached in
practice – but carbon yields of 0.30–0.35 are also economically acceptable. Furthermore,

several essential amino acids must be supplied, but the metabolic product lysine obtains its

nitrogen directly by uptake of the nitrogen source NH3 as discussed in Sect. 2.3.1.
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3.6 Identification of Gross Measurement Errors

In Sect. 3.5 it was shown that four out of the N + M + 1 rates can be calculated

based on C, H, O, and N balances – or for simple systems from a carbon and redox

balance. It would, however, be a very poor policy to use only the minimum number

of rates when fermentation results (at a given set of environmental conditions) are

to be interpreted in terms of a stoichiometric equation. First of all compounds may

be missing from the stoichiometric equation as was the case in Example 3.6 or their

rates of production or consumption may be misjudged due to gross experimental

errors as was the case for ethanol which was stripped away in Example 3.5.

But even small – and quite unavoidable – experimental inaccuracies will lead

to substantial errors in the calculated rates. The data of Duboc (1997), which were

analyzed in Example 3.1, are very accurate. The sum of yield coefficients of products is

0.999 (.23) while the redox balance, (1) in Example 3.1, closes to within 0.008. Still, a

calculation of two yield coefficients Ysx and Ysg based on Ysc, Yse, and using the carbon –
and the redox balances leads to significant errors due to the ill-conditioned nature of the

linear algebraic problem. Inserting the round-off values for Ysc and Yse in (3.22) gives

Carbon balance : 1 ¼ 0:275þ 0:510þ Ysx þ Ysg

Redox balance : 4 ¼ 0:510� 6þ 4:18Ysx þ 4:667Ysg

Ysx

Ysg

 !
¼ 1

0:487

4:667 �1

�4:18 1

� �
0:215

0:940

 !
¼

0:130

0:0848

 ! (3.37)

The calculated value of Ysx is close to the measured value of 0.137 while the

calculated value of Ysg is woefully different from the experimental value of 0.077.

One can certainly determine the rate of glycerol formation with an experimental

error, which is smaller than 10% relative.

Experimentally measured rates beyond the minimum N + M – 3 rates can be

used either to validate the stoichiometry by a qualitative assessment of the differ-

ence between measured and calculated values of the four remaining stoichiometric

coefficients – as was done in Examples 3.5 and 3.6 – or they may be used, partly or

as a whole to obtain better values for all the stoichiometric coefficients in a

so-called reconciliation procedure. This is done by least-squares fitting of the

coefficients, see also Section 5.3.2. Thus, if L measurements where N + M –3 < L

 N + M + 1 are used the remaining rates can be calculated as follows:

ET
c ðEmqm þ EcqcÞ ¼ ET

cEcqc þ ET
cEmqm ¼ 0 (3.38)

Here (3.35) is multiplied from the left by ET
c , i.e. by the matrix Ec where rows

and columns are transposed. When L > N + M – 3 the matrix Ec is not quadratic

but contains four rows and less than four columns. But the product of ET
c and Ec is a

quadratic matrix of order less than four but larger than or equal to zero:
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½ðN þM þ 1� LÞ � 4� � ½4� ðN þM � 1� LÞ�
¼ ½N þM þ 1� L� � ½N þM þ 1� L�

Consequently,

qc ¼ � ET
cEc

	 
�1
ET
cEm

	 

qm (3.39)

The requirement for application of (3.39) is that ET
cEc has full rank, i.e. rank

(ET
cEc) ¼ N + M + 1 – L, or det (ET

cEc) 6¼ 0.

Inserting (3.39) in (3.35), we get

Rqm ¼ 0 (3.40)

In (3.40):

R ¼ Em � Ec ET
cEc

� ��1
ET
cEm (3.41)

The matrix R is called the redundancy matrix (Heijden et al., 1994a, b), and its

rank specifies the number of independent equations in (3.40). Thus, if there are I
elemental balances the redundancy matrix contains I – rank (R) dependent rows,

and if these rows are deleted we obtain rank® independent equations relating the L
measured rates:

Rrqm ¼ 0 (3.42)

Here Rr is the reduced redundancy matrix containing only the independent rows

of R. If rank (R) ¼ 0, the system is not over-determined.

The case L ¼ N + M + 1 is obviously not of interest, unless there are experi-

mental errors (“inaccuracies”) in the measured data. This case will be treated

shortly for the general case of L measurements with L bounded as shown above.

Usually some of the rates can, however, not be found with satisfactory precision. qw
is certainly one example, but qx can be difficult to measure if the medium is strongly

colored or contains solid particles as is often the case in industrial fermentations.

Consequently, (3.39) can be used to calculate a set of rates qc where qc contains less

than four components when only C, H, O, and N are considered.

We now assume that all the measured rates contain random errors. With qm and

qm being the vectors of, respectively, the true and the measured values, we have

qm ¼ qm þ d (3.43)

d is the vector of measurement errors. It is now assumed that the error vector is

normally distributed, with a mean value of zero and with a variance–covariance

matrix F:
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EðdÞ ¼ 0 (3.44)

F ¼ E qm � qmð Þ qm � qmð ÞT
h i

¼ E ddT
� �

(3.45)

E is a matrix with each element being represented by the expected value operator.

If the model is correct and there are no measurement errors (d ¼ 0), all I – rank (R)
equations in (3.44) will be satisfied, i.e., the elemental balances close exactly. In any

real experimental investigation (d 6¼ 0) there is a residual in each part of (3.43).

The vector of residuals « is given by

« ¼ Rrd ¼ Rrðqm � qmÞ ¼ Rrqm (3.46)

since from (3.42) Rrqm¼ 0. Since also E(d) ¼ 0, the residuals « defined in (3.46)

have a mean of zero and the variance–covariance matrix for « is given by (3.47):

Eð«Þ ¼ RrEðdÞ ¼ 0 (3.47)

P ¼ Eð««TÞ ¼ RrEðddTÞRT
r ¼ RrFR

T
r (3.48)

The minimum variance estimate of the error vector d is obtained by minimizing

the sum of squared errors scaled according to the level of confidence placed on the

individual measurements, i.e., to compute,

Min
d

ðdTF�1dÞ (3.49)

The solution to the minimization problem in (3.49) is given by

d̂ ¼ FRT
r P

�1« ¼ FRT
r P

�1Rrqm (3.50)

The “hat” specifies that it is an estimate. The estimate in (3.50) coincides with

the maximum likelihood estimate, since d is normally distributed.3 Using (3.50) we

find an estimate of the measured rates to be given by

q̂m ¼ qm � d̂ ¼ ðI� FRT
r P

�1RrÞqm (3.51)

I is a unity matrix. In Note 3.4 it is shown that the estimate q̂m given by (3.51) has

a smaller standard deviation than the raw measurement data qm, and the estimate is

therefore likely to be more reliable than the measured data. Application of (3.51) to

a set of experimental data is illustrated in Example 3.10.

3When d is normally distributed, the function to be minimized is the same for the least-square

minimization problem and for the maximum-likelihood minimization problem. If the error vector

is not normally distributed the estimate in (3.50) remains valid for the least-squares minimization

problem, whereas it will no longer be the maximum-likelihood estimate (Wang and

Stephanopoulos 1983).
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Note 3.4 Variance–covariance matrix of the rate estimates. The variance–covariance matrix

for the rate estimates is given by

F̂ ¼ E ðq̂m � qmÞðq̂m � qmÞT
h i

¼ E ðd̂� dÞðd̂� dTÞ
h i

(1)

E ðd̂� dÞðd̂� dTÞ
h i

¼ Eðd̂d̂TÞ � Eðdd̂TÞ � Eðd̂dTÞ þ EðddTÞ (2)

The first term in (2) represents the variance–covariance matrix for d̂, which by using

(3.50) and (3.48) we find to be given by

Eðd̂d̂TÞ ¼ FRT
r P

�1Eð««TÞðFRT
r P

�1ÞT ¼ FRT
r ðP�1ÞTRrF

T: (3)

For the second term in (2), we find

Eðdd̂TÞ ¼ E dð½ FRT
r P

�1«ÞT
 ¼ E dð½ FRT
r P

�1RrdÞT



¼ EðddTÞRT
r ðP�1ÞTRrF

T ¼ FRT
r ðP�1ÞTRrF

T
(4)

For the third term:

Eðd̂dTÞ ¼ E ð½ FRT
r P

�1«ÞdT
 ¼ E ð½ FRT
r P

�1RrdÞdT

 ¼ FRT

r P
�1RrEðddTÞ ¼ FRT

r P
�1RrF:

(5)

The fourth term is given by (3.45). By combination of these results we find that the

contributions from the first and second term cancel and

F̂ ¼ F� FRT
r P

�1RrF: (6)

Since the last term is positive, the variance-covariance matrix for the estimated rates is

always smaller than that for the measured rates.

Example 3.10 Calculation of best estimates for measured rates. We return to the experi-

mental data of von Meyenburg (1969), which were presented in Example 3.5 (see Fig. 3.5).

We want to find better estimates for the measured variables. First consider the data for low

dilution rates where no ethanol is formed. In Example 3.13 we will consider the data for

higher dilution rates.

At low dilution rates the measured rates are qs; qo; qc and qx. There are two nonmeasured

rates – ammonia utilization qn and formation of water qw. Thus, with the biomass composi-

tion specified in (1) of Example 3.5 we have

Em ¼
1 0 1 1

2 0 0 1:83
1 2 2 0:56
0 0 0 0:17

0
BB@

1
CCA; Ec ¼

0 0

3 2

0 1

1 0

0
BB@

1
CCA (1)
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With a total of six components and four elemental balances, the number of degrees of

freedom F ¼ 2, and since four volumetric rates are measured (K ¼ 4), the system is over-

determined. From (3.41) the redundancy matrix is found to be

R ¼
1 0 1 1

0 �0:286 �0:286 0:014
0 0:572 0:572 �0:028
0 0:858 0:858 �0:042

0
BB@

1
CCA (2)

with rank(R) ¼ 2. It is easily seen that the last two rows are proportional to the second row,

and we therefore delete these two rows and find the reduced redundancy matrix

Rr ¼ 1 0 1 1

0 �0:286 �0:286 0:014

� �
(3)

AtD ¼ 0.15 h�1 we find the measured volumetric rates to be (all in C-moles or moles; see

Example 3.5).

qm ¼
�0:140
�0:063
0:063
0:079

0
BB@

1
CCA (4)

The vector of residuals is then

« ¼ Rrqm ¼ 1 0 1 1

0 �0:286 �0:286 0:014

� � �0:140
�0:063
0:063
0:079

0
BB@

1
CCA ¼ 10�3 2:0

1:1

� �
(5)

There is a fairly good consistency in the data, since the residuals are very small. We will,

however, try to obtain even better estimates for the measured rates.

In order to find the variance–covariance matrix, we need to know something about the

size of the measurement errors. We will here assume that these errors are uncorrelated and

that the relative error in the gas measurements is 10%, whereas it is 5% for the glucose and

the biomass measurements. The variance–covariance matrix is therefore:

F¼
ð0:05�0:140Þ2 0 0 0

0 ð0:10�0:063Þ2 0 0

0 0 ð0:10�0:063Þ2 0

0 0 0 ð0:05�0:079Þ2

0
BBB@

1
CCCA

+

F¼ 10�4

0:490 0 0 0

0 0:397 0 0

0 0 0:397 0

0 0 0 0:157

0
BBB@

1
CCCA

(6)
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Thus the P matrix is found from (3.48):

P ¼ RrFR
T
r ¼ 10�4 1:044 �0:111

�0:111 0:065

� �
; P�1 ¼ 105

0:117 0:201
0:201 1:887

� �
(7)

The estimate for the vector of measurement errors can now be calculated by using (3.50):

d̂ ¼ FRT
r P

�1Rrqm ¼ 10�3

2:2
�2:8
�1:0
0:8

0
BB@

1
CCA (8)

Consequently, the estimate for the measured rates is:

q̂m ¼ qm � d̂ ¼
�0:142
�0:060
0:064
0:078

0
BB@

1
CCA (9)

It is concluded that the measurements are very good, since the estimated rates differ only

slightly from the raw data. It is, however, justified to make the small corrections, and we can

next calculate the variance covariance matrix for the estimated rates by using (6) of Note 3.4.

F̂ ¼ 10�4

0:209 0:112 0:116 �0:092
0:112 0:154 �0:152 �0:041

�0:116 �0:152 0:151 �0:034
�0:092 0:041 �0:034 0:127

0
BB@

1
CCA (10)

It is observed that the diagonal elements in F̂ are smaller than the diagonal elements in F,

and the variance of the estimates is therefore smaller than for the raw measurements. The

estimates q̂m are therefore likely to be more accurate and reliable. Whereas the errors of the

raw measurements are uncorrelated, it is observed from (10) that the errors of the estimated

rates are correlated through the constraints in (3.40).

In the analysis we have used the volumetric rates, whereas yield coefficients were used

in Example 3.5. The present error analysis could, however, just as well be carried out using

the yield coefficients (simply replace the volumetric rate vector with a vector containing

the yields).

Normally the variance–covariance matrix is assumed to be diagonal, i.e., the

measurements are uncorrelated. However, the volumetric rates are seldom

measured directly, but they are based on measurements of so-called primary

variables, which may influence more than one of the measured volumetric rates.

An example is measurement of the oxygen uptake rate and the carbon dioxide

production rate, which are based on measurement of the gas flow rate through the

bioreactor together with measurement of the partial pressure of the two gases in

the exhaust. If there is an error in the measured gas flow rate, this will influence both

of the above-mentioned rates, and errors in the measured rates are therefore

indirectly correlated. The same objection holds for measurements of many other
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volumetric rates, which are in reality obtained by combination of a concentration

and a flow-rate measurement. In all these cases of indirect error correction it is

difficult to specify the true variance–covariance matrix F. Madron et al. (1977)
describe a method by which the variance–covariance matrix can be found from

knowledge of the errors in the primary variables (see Note 3.5), but even if we know

that there is often a certain coupling between measurement errors we will use a

diagonal F matrix since we can rarely do anything better. The diagonal F matrix is

preferable, partly because the calculations are simplified but also because we

usually know little beyond the order of magnitude of the measurement errors.

Thus in some cases F is expressed as

F ¼ cI (3.52)

Again I is the unity matrix. Inserting (3.52) in (3.51), we obtain

q̂m ¼ ðI� RT
r ðRrR

T
r Þ�1

RrÞqm (3.53)

This is the classical least-squares estimate. Equation (3.53) is useful in many

situations, and its application to the data analyzed in Example 3.10 is illustrated in

Example 3.11.

Note 3.5 Calculation of the variance–covariance matrix from the errors in the primary
variables. Normally the measured rates are determined from several measurements of so-

called primary variables, e.g., the volumetric glucose utilization rate in a chemostat is

measured from the glucose concentration in the exit stream and the feed flow rate. Specifica-

tion of the variance-covariance matrix is therefore not straightforward, but Madron et al.
(1977) describes a simple approach to find F. The measured rates are specified as functions of

the primary variables, which are collected in the vector v (dimension L*):

qm;i ¼ fiðvÞ ; i ¼ 1; :::; L (1)

Generally the functions fi are nonlinear, but in order to obtain an approximate estimate of

the variance and the covariances the functions are linearized. Thus the errors di in the L
measured rates are expressed as linear combinations of the errors d�j of the L* primary

variables:

di ¼
XL�
j¼1

@fi
@vj

� �
d�j ¼

XL�
j¼1

gijd
�
j ; i ¼ 1; :::; L (2)

The sensitivities gji are collected in the matrix G (dimension L � L*), and the variance–

covariance matrix F is calculated from

F ¼ GF�GT (3)

F* is the diagonal matrix containing the L* variances of the primary variables. The

accuracy of the computed variances is limited by the accuracy of the linear approximation in

(2) involved in the computation of the sensitivities.
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Example 3.11 Application of the least-squares estimate. Using (3.53) on the data analyzed

in Example 3.10, i.e., Rr and qm are given respectively by (3) and (4) of Example 3.10,

we find

q̂m ¼
�0:142
�0:060
0:064
0:077

0
BB@

1
CCA (1)

This is almost identical with the estimates for the rates found in Example 3.10, where

information concerning the measurement errors of the rates was included.

If any components in the residual vector are significantly different from zero,

either there must be a significant error in at least one of the measurements or

the applied model is not correct. To quantify what is meant by residuals signifi-

cantly different from zero, we introduce the test function h given by the sum

of weighted squares of the residuals, i.e., the residuals are weighted according to

their accuracy:

h ¼ eTP�1e (3.54)

With uncorrelated raw measurements, the test function h is chi-square

distributed (see, e.g., Wang and Stephanopoulos 1983). Heijden et al. (1994b)
proved that this is also the case for correlated raw data. The degrees of freedom

of the distribution is equal to rank(P) ¼ rank (R)

The calculated value of h is compared with values of the w2 distribution at the

given value of rank (R). If at a high enough confidence level 1 � y one obtains that
h is larger than w2, then there is something wrong with the data or the model.

Table 3.3 is an extract from a table of w2 values. Normally a confidence level of at

least 95% should be used.

Example 3.12 Calculation of the test function h. With the data in Example 3.10, the vector

of residuals is given by (5) of Example 3.10 and the test function is found to be

h ¼ eTP�1e ¼ 10�1 2:0 1:1ð Þ 0:117 0:201
0:201 1:887

� �
2:0
1:1

� �
¼ 0:364 (1)

Table 3.3 Values of the w2 distribution
Confidence level (1 � y)

Degrees of freedom 0.500 0.750 0.900 0.950 0.975 0.990

1 0.46 1.32 2.71 3.84 5.02 6.63

2 1.39 2.77 4.61 5.99 7.38 9.21

3 2.37 4.11 6.25 7.81 9.35 11.30

4 3.36 5.39 7.78 9.49 11.10 13.30

5 4.35 6.63 9.24 11.10 12.80 15.10

3.6 Identification of Gross Measurement Errors 107



Since rank (R) ¼ 2, the number of degrees of freedom for the w2 distribution is 2, and

from Table 3.3 it is seen that h is far too small to raise any suspicion about the quality of the

measurements.

The test of the data quality is easily carried out, but one cannot conclude from the result

that h>w2 at, say, the 97.5% level, whether the unsatisfactorily large errors are due to a

systematic defect of the data or to large random errors. However, in many cases one may

suspect that one of the measurements has a systematic error, and if by leaving this measure-

ment out of the analysis the errors become nonsignificant it is reasonable to assume that this

particular measurement contains a systematic error. Thus the approach illustrated above can

be used for error diagnosis, but only when the system is over-determined by at least two

measurements, i.e., rank (R) �2. Otherwise, when one measurement is left out the system is

no longer over-determined, and the analysis cannot be carried out. The concept of

eliminating one measurement at a time is very simple, as illustrated in Example 3.13, but it

may be time-consuming if no information about the possible source of error is available; i.e.,

one has to repeat the calculations with each of the measured rates left out of the analysis.

A more systematic approach for error diagnosis is found in Heijden et al. (1994a, b).

Example 3.13 Error diagnosis of yeast fermentation. We now consider the data of von

Meyenburg (1969) for high dilution rates. In Example 3.5 it was concluded that some ethanol

was probably missing. As in Example 3.10 we have two nonmeasured rates, ammonia

utilization and formation of water, whereas there are five measured rates: consumption of

glucose and oxygen and production of carbon dioxide, ethanol, and biomass. Thus

Em ¼
1 0 1 1 1

2 0 0 3 1:83
1 2 2 0:5 0:56
0 0 0 0 0:17

0
BB@

1
CCA; Ec ¼

0 0

3 2

0 1

1 0

0
BB@

1
CCA (1)

The redundancy matrix is found to be

R ¼
1 0 1 1 1

0 �0:286 �0:286 0:143 0:014
0 0:571 0:571 �0:286 �0:029
0 0:857 0:857 �0:429 �0:043

0
BB@

1
CCA (2)

R has the rank 2; the last two rows are multiples of the second row. The reduced

redundancy matrix is thus found to be

Rr ¼ 1 0 1 1 1

0 �0:286 �0:286 0:143 0:014

� �
(3)

At D ¼ 0.3 h�1 we have the following measured rates from Example 3.5

qm ¼

�0:279
�0:047
0:102
0:055
0:078

0
BBBB@

1
CCCCA (4)
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The vector of residuals is:

« ¼ Rrqm ¼ �0:0440
�0:0067

� �
(5)

For the variance–covariance matrix we use the same measurement errors as in Example

3.10, i.e., 10% in the gas measurements and 5% in the medium-based measurements.

Consequently

F ¼

ð0:05� 0:279Þ2 0 0 0 0

0 ð0:1� 0:047Þ2 0 0 0

0 0 ð0:1� 0:102Þ2 0 0

0 0 0 ð0:05� 0:055Þ2 0

0 0 0 0 ð0:05� 0:078Þ2

0
BBBB@

1
CCCCA
(6)

P ¼ RrFRt
T ¼ 10�3 0:321 �0:028

�0:028 0:010

� �
; P�1 ¼ 105

0:041 0:111
0:111 1:260

� �
(7)

Now we calculate the test function

h ¼ eTP�1e ¼ 20:27 (8)

Comparison of the calculated h with the values of the w2 distribution for rank (R) ¼ 2

shows that there is an overwhelming probability that the data set contains significant

deficiencies.

Since rank(R) ¼ 2, it is possible to drop one of the measurements and still have an over-

determined system.We can therefore carry out the error diagnosis described above, i.e., delete

one of the measured rates at a time and calculate the test function. The results of this analysis

give the test function for each case, i.e., with each of the measured rates deleted from

the analysis:

Ethanol h ¼ 1.87 � 10�6

Carbon dioxide h ¼ 19.89

Oxygen h ¼ 9.26

Biomass h ¼ 3.36

Glucose h ¼ 4.41

When one of the measurements is left out of the analysis, rank(R) ¼ 1, and the test

function should therefore be compared with the w2 distribution with one degree of freedom. It

is evident that when the ethanol measurement is left out, all signs of trouble disappear from

the data set. It seems beyond doubt that there is a systematic error in the ethanol measure-

ment, and we can obtain a nice statistical confirmation of the somewhat more qualitative

argument of Example 3.5, which strongly indicated that some ethanol was missing from the

mass balance. Using (3.50) we find good estimates for the measurement errors
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d̂ ¼ 10�3

0:506
0:115
0:811
0:035

0
BB@

1
CCA (9)

These are small, and correction of the measured rates (not including that of ethanol) is

therefore not necessary. Using (3.39), we calculate the three nonmeasured rates (including

that of ethanol)

qc ¼
qn
qp
qw

0
@

1
A ¼

�0:012
0:100
0:076

0
@

1
A (10)

The calculated volumetric rate of ethanol production is thus 0.100 C-moles of ethanol per

liter per hour, which corresponds to 0.357 C-moles of ethanol per C-mole of glucose. This is

identical to the sum of Ysp and the calculated Ysp1 found in Example 3.5. The method for error

diagnosis illustrated here is very simple and quite powerful. It is, however, advisable not to

embark on a mechanical error analysis without first using the intuitively simple engineering

approach of Example 3.5.

Problems

Problem 3.1 Rate of oxygen consumption and stripping of ethanol. Consider a

well-stirred laboratory reactor of volume 2 L used for aerobic continuous cultiva-

tion of S. cerevisiae. The reactor is sparged with vgf ¼ 1.3 L air min�1, and the

liquid flow rate through the reactor is v ¼ 0.6 L h�1. The oxygen volume fraction

in vgf is 20.96%, T ¼ 30	C, and the total pressure P ¼ 1 atm. In questions (a) to

(e) it is assumed that vg ¼ vgf ¼ 1.3 L air min�1.

(a) What are the conditions for which the assumption vg ¼ vgf is satisfied? Deter-
mine the rate of oxygen transfer qto when the volume fraction of oxygen in the

exhaust gas is 0.1663.

(b) The oxygen tension in the reactor is measured to 25 mM. s�0 is 1.16 mM when

po ¼ 1 atm. Determine the mass transfer coefficient kla. Different models for

the degree of mixing of the gas between bubbles should be considered:

No mixing (completely segregated flow of the gas bubbles), partly mixed,

and fully mixed (gas phase completely mixed as we would assume is the case

for the liquid phase).

(c) Determine for a liquid flow rate v ¼ 0.6 L h�1 through the reactor the difference

between qto and (� qo) when sof is ffi 0. Is it permissible to equate (�qo) and q
t
o?

(d) The ethanol concentration in the liquid effluent from the reactor is measured to

4.2 g L�1. The inlet concentration is zero. Find the rate of ethanol production

(C-moles L�1 h�1). Also determine the mole fraction of ethanol in the liquid.
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(e) From physical chemistry the following relation is obtained between the liquid

mole fraction x and the gas-phase mole fraction y.

yi ¼ gixi
psati

p
¼ pi

p
(1)

where gi is the activity coefficient, p is the total pressure, and pi is the partial

pressure of component i in the gas phase. psati is the saturated vapor pressure

78.4 mmHg of ethanol at the system temperature 30	C. The activity coefficient
for ethanol in water is quite high. Rarey and Gmehling (1993) give the value

6.61 for gi for xi < 0.01 mol mol�1. Assume that thermodynamic equilibrium is

established between ethanol in the liquid phase and ethanol in the gas phase.

Determine how much ethanol is being stripped to the gas phase (C-moles

L�1h�1) when vg ¼ vgf ¼ 1.3 L min�1. Compare with the ethanol produced

by the bioreaction (question “d”). Will the evaporated ethanol have a significant

effect on vg – i.e., will it seriously invalidate the assumption that vg ¼ vgf?
(f) According to the assumption vg ¼ vgf, the rate of CO2 production qc must be

equal to (�qo).
Consequently the rate of biomass production qx can be calculated for a given

glucose consumption rate. Let (�qs) ¼ 0.297 C-mole L�1 h�1.

Calculate qx and insert in the redox balance. The lack of closure of the redox

balance should prompt you to reconsider the assumption vg ¼ vgf.
The redox balance will give you a linear relation between qc and (�qo) when

you assume that qp calculated in (e) is correct and that also (�qs) is correctly
measured.

With this relation you can calculate the correct value of vgf/vc.
Now the measured value for the O2 mol fraction in vg can be used to calculate

a correct value for (�qo). Determine the correct values of (�qo), qx, and qc, and
check that the redox balance now closes.

It would have been somewhat easier if the volume fraction of CO2 in vg had
been measured! But as seen here, there is enough information in (�qs), qp and
the measured volume fraction of O2 in vg to find the stoichiometric equation.

(g) psatH2O
is 31.7 mmHg at 30	C. Assume that dry air, 20.96% oxygen is used as

feed to the reactor, but one does not bother to dry the exit gas. Assume that

thermodynamic equilibrium is reached between the medium (taken to be pure

H2O) and the gas phase, and that gH2O
¼ 1. What is the difference between vgf

and vg due to water evaporation? Using the correct values for (�qo) and qc
calculated in (f) you are requested to calculate the measured volume fraction of

O2 in the exit gas which has not been properly dried.

(h) Finally, consider the situation in (g) for a gas flow of 6.5 L min�1, i.e., five

times higher than in the previous questions. The exit gas is still assumed to be

saturated with H2O and not being dried before measuring the O2 mole fraction.

Calculate the error in (�qo) when the exit gas is (wrongly) taken to be only N2, O2,

and CO2.
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Different messages have hopefully been delivered in this problem:

The difference in oxygen pressure between inlet and outlet must not be too

small (i.e., do not use too high vgf).
The off-gas should be dried before pO2

is measured. (Christensen et al. 1995).
If a reaction component (here CO2) can be easily measured, then measure it.

[The present problem is inspired by the experimental investigation of errors in

measurement of oxygen uptake rates and ethanol production rates in bioreactors

performed by Duboc and von Stockar (1998)].

Problem 3.2 Single-cell protein from ethane. The microorganism Mycobacterium
vaccae is able to grow with ethane as the sole source of carbon and energy and

with NH3 as the nitrogen source. The limiting substrate is ethane, and the yield

Ysx ¼ 23.7 g dry weight per mole ethane.

Except for small amounts of S and P an elemental analysis of dry cell mass is C,

47.4 wt%; N, 8.30 wt%; H, 7.43 wt%. The ash content is 4.00 wt%, while the

oxygen content (which cannot be obtained by the analysis) must be found from a

total mass balance. Determine the elemental composition of the ash-free biomass

and its formula weight per C-atom.

(a) Calculate Ysx in C-moles (C-mole)�1.

(b) Calculate the oxygen consumption Yso mol O2 (C-mole ethane)�1 when it is

assumed that CO2 is the only metabolic product (apart from H2O). Write the

stoichiometry for conversion of ethane to SCP.

(c) Measurements show that 10.44 g DW is formed per mole O2 consumed. The

yield Ysx is that calculated above, but the value of RQ is 0.3805. Show that an

extra metabolic product must be formed besides CO2 (and H2O). Determine the

degree of reduction of this extra metabolic product. Using your general chemi-

cal knowledge you should be able to identify the extra metabolic product.

Problem 3.3 Production of Penicillin V. Figure 2.9 recaptures the biosynthesis of

P ¼ Penicillin V. In the last step of the pathway phenoxyacetic acid forms an amide

with the amino group of 6-APA. There are two carbon substrates, glucose (S1) and

phenoxyacetic acid (S2)

(a) On a C-mole basis what is the yield coefficient Yps2? Also determine Yps2
in g g�1.

(b) ThecompositionofPenicilliumchrysogenum isX ¼ CH1.64O0.52N0.16S0.0046P0.0054.

Determine the oxygen requirement Ypo if Ysx ¼ 0.127 and Ysp ¼ 0.194. Also

find RQ.

(c) Make the assumption that during a fed-batch cultivation of penicillin rp will

always be proportional to rx ¼ m. Discuss whether this assumption appears to

be reasonable. If the assumption holds, then what would be the effect on the

specific penicillin production rate if during the cultivation Yso starts to increase.
(d) On line RQ measurement show that during the first 120 h of the production

phase (after biomass has been formed during an initial batch phase) RQ ¼ 0.95

to 1.15 with considerable scatter of the data. After 150 h when growth of the
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fungus has virtually ceased RQ increases rapidly above 1.20. Discuss probable

reasons for this observation. Is it due to break-down of the assumption in

question “c”? Are other products formed? Could there be some straightforward

experimental error?

Problem 3.4 Checking an anaerobic mass balance for cultivation of S. cervisiae.
In a steady state, strictly anaerobic chemostat with V ¼ l L the yeast S. cerevisiae
grows on a sterile medium with 23 g L�1 glucose and 1 g L�1 NH3. The feed rate is

v ¼ 0.1 L h�1. The biomass composition is X ¼ CH1.76O0.56N0.17.

The effluent from the bioreactor has the following composition in g L�1:

Glucose (s), 0.048; ammonia (sn), 0.728; biomass (x), 2.36; ethanol (pe), 8.85;
glycerol (pg), 2.39. The CO2 production is measured by a photoacoustic

method. The CO2 concentration in the effluent gas (in the head space) is found

to be 2.88 vol.%. On a flow-meter the total gas flow (30	C, 1 atm) is determined to

0.25 L min�1. vgf is assumed to be equal to vg.

(a) Use the data to set up a carbon balance. Show that the data are not consistent,

and calculate the yield coefficient of a missing metabolite.

(b) Calculate the degree of reduction of the missing metabolite. In your opinion

what is the source of the error?

Problem 3.5 Production of poly b-hydroxy butyrate (PHB). van Aalst et al. (1997)

studied the formation of PHB by the bacterium Paracoccus pantotrophus in a

continuous, stirred tank reactor operated at steady state. When growing under N-

limitation but with an excess of the carbon source the organism can build up a large

carbon storage that can be used to support active growth when, or if the N-limitation

is lifted. This is part of the clean-up cycle in waste water treatment plants, but PHB

has an independent and increasing interest as a biodegradeable polymer – in

competition with particularly polylactides. Although PHB is a part of the biomass

it can just as well be regarded as a metabolic product. Its formula is P ¼ CH1.5O0.5

per carbon atom. The remainder of the biomass (the “active” biomass) has the

formula X ¼ CH1.73O0.44N0.24 per carbon atom. The organism uses acetic acid,

CH3COOH as carbon and energy source. It grows aerobically, and some CO2 is

produced together with X and P.

(a) The result of two experiments, one with N-limitation and one with C-limitation

are given below

Dilution rate and effluent

concentration of substrates Production rates in mg L�1 h�1

(D h�1, si mg L�1) �qs qx qp

D ¼ 0.5

sHAc ¼ 70

sNH3
¼ 95

3,065 1,050 75

D ¼ 0.1

sHAc ¼ 750

sNH3
¼ 10.5

1,625 260 420
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For each of the two experiments determine the yield coefficients in the black

box model CH2O (HAc) � Ysn NH3 � Yso O2 + Ysx X + Ysp P + Ysc CO2 +

Ysw H2O ¼ 0.

(b) For each of the two experiments calculate the exit concentrations of X and P

when there is no X or P in the feed. Also calculate the inlet concentrations of

acetic acid and ammonia.

(c) Could any single kinetic expression describe the results of both experiments?

Problem 3.6 Comparison between two strains of S. cerevisiae. Nissen et al. (2001)

studied anaerobic cultivation of three different strains of S. cerevisiae, TN1, TN26,
and TN21 on a defined medium with glucose as carbon and energy source. TN1 is

the “standard” haploid strain used in a number of studies by the authors. TN21 is a

transformant of TN1 which expresses the transhydrogenase gene tdh from Azoto-
bacter vinlandii to a high level, 4.53 units mg�1. TN26 is also a transformant of

TN1 with the same multicopy expression vector as in TN1, but without ligation of

the tdh gene. TN26 is consequently genetically identical to TN21, except that it

cannot express transhydrogenase. It is therefore unable to equilibrate the reversible

reaction between NADPH/NAD+ and NADH/NADP+.

The table below shows product yields from steady state, glucose limited continuous

cultivations of the three strains. Note the high accuracy of the data, and also that TN26

behaves exactly as TN1. There are, however, small but significant differences between

TN21 and TN26. All data are given as C-mole (C-mole glucose)�1.

Product TN1 TN26 TN21

Ethanol 0.494  0.012 0.493  0.011 0.451  0.011

Glycerol 0.091  0.001 0.093  0.001 0.118  0.001

CO2 0.275  0.007 0.271  0.007 0.262  0.007

Biomass 0.111  0.002 0.112  0.002 0.102  0.002

Succinate 0.005  0.0003 0.005  0.0003 0.006  0.0003

Pyruvate 0.005  0.0003 0.005  0.0003 0.001  0.0003

Acetate 0.005  0.0003 0.005  0.0003 0.007  0.0003

2-Oxaloacetate 0.002  0.0003 0.007  0.0003 0.045  0.0003

Total 0.988  0.022 0.991  0.021 0.992  0.021

(a) Check the redox balance for TN26 and TN21.

(b) Assume that the missing carbon is ethanol. Repeat the calculation of (a) with

this assumption.

(c) Discuss qualitatively the difference between the product profiles for TN26 and

TN21. What could be the reason for the higher yield of 2-oxaloacetate? The

dominant cofactor for conversion of 2-oxoglutarate to glutamic acid is NAPDH

in all three strains.

[The experimental investigation of this problem was mentioned in Sect. 2.2.1]

Problem 3.7 Simultaneous removal of NH4
+ and NO1�

3 from waste water.
Biological removal of nutrients from industrial waste water streams can be

achieved in so-called integrated waste water treatment systems where variations
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in the local environment allow consortia of anaerobic and aerobic microorganisms

to live side by side. With a less than perfect aeration there will be anoxic

regions within the otherwise aerated reactor, and nitrification (aerobic) of NH3 to

nitrate occurs simultaneously with (anaerobic) denitrification of nitrate to N2.

Three types of organisms live together:

1. Aerobic organisms that respire the carbon source (e.g., HAc) to CO2.

2. Aerobic organisms that convert NH3 to nitrate using CO2 as carbon source and

the oxidation of inorganic N (NH3) to nitrate as the energy source. These

nitrifying organisms belong to the so-called chemolithotrophs (i.e., they fix

CO2 into biomass).

3. Denitrifying organisms that use, e.g., acetate as carbon source and nitrate as

electron acceptor (see Example 3.7) producing N2, biomass, and CO2.

(a) Calculate the minimum amount of CO2 that has to be produced in order for

the denitrifiers to produce N2 by the stoichiometry

CH2Oðas acetateÞ þ Ys;HNO3
HNO3 !YsxCH1:8O0:5N0:2 þ YsN2

N2

þ YscCO2ðþwaterÞ (1)

(b) A liquid feed of 500 m3/day to a continuous, stirred tank reactor contains

5 g L�1 COD (presumably as HAc) and 0.3 g L�1 N (as NH3). The O2

consumption is 2,000 kg/day. The liquid effluent contains 0.2 g COD L�1

(as acetate), 1 g biomass L�1 (CH1.8O0.5N0.2 with 7% ash), no ammonia,

but some nitrate (write this as HNO3, although the pH is much too high for

free HNO3 to be present). The exhaust gas from the plant contains N2 and

CO2 (if air was used instead of O2 it would be N2 in excess of that in the

incoming air).

Calculate the rates of production of N2 and “HNO3” in kmol/day.

Write the complete stoichiometry for the process.

How would the stoichiometry change if the liquid effluent contained no

HNO3 while the values of Ysx and Yso remained the same as in the previous

case?

Carbon is frequently added to the feed (as HAc) to give enough “power”

in the feed. Consequently, it is interesting to see if Ys;NH3
is higher in the

variation of the problem.

COD is measured in the same way as BOD (see Sect. 3.4.2).

[The authors acknowledge the assistance of professor Lars K Nielsen, University

of Queensland, Australia, for the original formulation of this problem which is in

his notes for a course Metabolic Engineering given at UQ].

Problem 3.8 Correctly and incorrectly calculated rates of O2 consumption. A 1 L

working volume fermentor is sparged with air (composition 20.96% O2, 79.04% N2

(+Ar)). The gas is dry, and the feed rate is vgf L h�1 (T ¼ 30	C, P ¼ 1 atm).
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The exit gas flow is vg L h�1. It is carefully dried before its composition is

measured at 30	C and P ¼ 1 atm.

(a) For vgf ¼ 60 L h�1 the oxygen and carbon dioxide concentrations in vg are

measured to O2 ¼ 17.10 (volume)% and CO2 ¼ 6.10%.

Calculate (� qO2
) (mol h�1 (L bioreactor)�1) and qCO2

.

Determine the respiratory quotient RQ.

What would be the error in RQ if it was incorrectly assumed that the exit gas

flow vg was equal to the inlet gas flow vgf ¼ 60 L h�1?

(b) The feed rate of air is increased to vgf ¼ 120 L h�1 (same composition, T and P
as before). Assume that the mass transfer coefficient kla is sufficiently high at

vgf ¼ 60 L h�1 to make the bioreaction entirely controlled by the chemical

reaction rate. Then the two gas production rates qO2
and qCO2

are the same as

at vgf ¼ 60 L h�1.

Calculate the composition of CO2 and O2 in the exit gas.

(c) Let the O2 concentration in the exit gas be measured to 19.00 (volume)% when

vgf ¼ 120 L h�1. What would be the calculated rate of oxygen consumption

(� qO2
) if it was incorrectly assumed that vg ¼ vgf?

(d) In the two experiments (a and b) an oxygen probe measures the oxygen tension

sO in the medium to be 25 and 11% of the saturation value sO* (30	C, medium

in equilibrium with air) when vgf is respectively 120 and 60 L h�1. Determine

the value of kla in the two experiments. Why do you think kla is somewhat

lower in the 60 L h�1 experiment than in the 120 L h�1 experiment ?

If vgf is further reduced to 30 L h�1 sO is close to zero. Is it now correct to

assume that the true rate of the bioreaction can be calculated based on the

composition of O2 in the exit gas ?What happens when vgf is reduced too much?

(e) The above results were obtained in an aerobic cultivation of Saccharomyces
cerevisiae in a stirred tank continuous bioreactor with glucose as carbon source
and NH3 as N-source. The gas production rates were measured to: qO2

¼
�0:0811mol h�1 Lreactorð Þ�1

, and qCO2
¼ 0:1515mol h�1L�1.

The glucose feed is 1/3 L h�1(L reactor)�1 with sf ¼ 36 g L�1. In the

effluent the glucose concentration is s ¼ 0.15 g L�1.

The only products are biomass (X ¼ C H1.74 O0.6 N0.12), CO2 and ethanol.

Determine the stoichiometry for the bioreaction.

Problem 3.9 The redox content of complex molecules of cyclic and aromatic
nature.

(a) Start with n-hexane. How many redox equivalents are contained in this

molecule?

(b) Convert n-hexane first to cyclohexane and then to benzene. What is the redox

content of the two molecules? What is the redox level per carbon atom in

benzene?

(c) Convert benzene to p-hydroxy benzene. What is the redox content in this

molecule?
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(d) Now construct 4-hydroxy phenyl pyruvic acid (by addition of pyruvic acid to

p-hydroxy benzene. Again find the redox content of the molecule.

(e) Finally, convert 4-hydroxy pyruvic acid to tyrosine (Fig. 2.12) by a transamina-

tion reaction (Sect. 2.3.1) where one molecule glutamic acid is simultaneously

converted to 2-oxoglutaric acid. Confirm the value 4 2/9 for the redox level of

tyrosine (per C-atom).
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Chapter 4

Thermodynamics of Bioreactions

The Black Box models of Chap. 3, based as they are on mass balances in continuous

steady-state reactors, are the pale reflections of the long biochemical pathways of

Chap. 2.

The proper synthesis of the Black Box model will follow in Chap. 5. But before

considering the analysis of individual pathways and their combination into a

metabolic network, it is profitable to consider whether a given pathway is at all

feasible from the standpoint of thermodynamics. Based on the genome of the

organism and using computer-aided analysis, one can write up the whole ensemble

of fluxes through different pathways toward desired products (the fluxome). But
are all the possible pathways feasible, i.e., will there be a positive flux through

the pathway? A preliminary answer is given by consideration of thermodynamic

constraints applied to each of the enzymatic reactions in the pathway. If just one of

the reactions in the pathway is accompanied by a large and positive change in free

energy (DG >> 0) the flux of substrate toward product by that particular pathway

is blocked. The product can still be synthesized from the substrate, but a different

metabolic path is used. This is why in gluconeogenesis reversal of reaction 10 in

Fig. 2.4b has to follow a circuitous route viamalate, and this is in general the reason

why in functioning pathways a large negative DG between substrate to the pathway

and product from the pathway is “squandered” in many steps, each with a small

value of –DG.
To give some insight into the role of thermodynamics in pathway engineering,

and to avoid needless speculation on improvement of the enzymes in a pathway that

would never be functional, a few basic concepts from classical thermodynamics

will be reviewed, using glycolysis as an example. Furthermore, the functioning

of oxidative phosphorylation which can hardly be understood without recourse to

thermodynamics will be sketched. This example is also used to introduce the basic

concepts of non-equilibrium thermodynamics, a discipline which can be applied to

estimate the rate of bioreactions. Finally, some simple calculation methods

for the heat release by bioreactions will prove to be of considerable practical

value for the design of heat exchangers in bioreactors.

J. Villadsen et al., Bioreaction Engineering Principles,
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119



Surely, thermodynamics has a much broader application in bioprocesses than

suggested by the above examples. Thermodynamics is applied in the design of

complex separation processes where macromolecules (proteins, RNA, or DNA)

or large metabolic products (e.g., polyketides) are extracted from the fermentation

medium using chromatography, crystallization, or aqueous two-phase media.

Membrane separation processes and the fouling of membranes by macromolecules

are other topics which cannot be discussed quantitatively without recourse to

thermodynamics.

In the context of the main theme of the textbook the examples are, however,

restricted to what is considered to be essential to help in the analysis and design of

bioreactions.

4.1 Chemical Equilibrium and Thermodynamic State Functions

4.1.1 Changes in Free Energy and Enthalpy

In thermodynamics, a system is defined as that part of the universe which is being

studied, such as a bioreactor or a cell, whereas the rest of the universe is referred to

as the surroundings. A system is said to be open or closed according to whether it

can exchange matter and energy with its surroundings. Because living cells take up

nutrients, release metabolites, and generate work and heat, they are open systems.

The state of a system is defined by a set of state functions which besides the free

energy G include enthalpy H, equal to the heat absorbed at constant pressure when

the only type of work is due to volume change, and entropy S, a measure of the

degree of order in the system.

Biochemical reactions occurring within a cell must satisfy the laws of thermo-

dynamics, and according to the second law of thermodynamics (4.1), spontaneous
processes generally occur in a direction that increases the overall disorder (or

entropy) of the system. The total entropy contained in the products is greater than

the entropy contained in the reactants, or, mathematically, DSR > 0. Thus, one

might say that the process is “entropy driven.”

The spontaneity of a process is, however, not be decided by the entropy change

alone, and some reactions with DSR < 0 proceed very well. These are exothermic
reactions, reactions accompanied by a large release of heat Q to the surroundings.

These reactions have a large, negative increase of the enthalpy H of the system:

�DHR ¼ Q > 0 – one might say that the reaction is “enthalpy driven.” In fact,

most endothermic reactions (DHR > 0) will not proceed spontaneously, even when

DSR > 0, since the change in enthalpy has a much greater influence on DGR than

has DSR.
These observations are expressed in (4.1):

DGR ¼ DHR � TDSR: (4.1)
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The process has a positive affinity, i.e., it proceeds spontaneously, whenDGR < 0.

It is noted that the DSR contribution to DGR is proportional to the absolute

temperature T.
Since DHR and DSR are weak functions of T, a process with negative DSR can

have a positive affinity at low temperature, but a negative affinity at higher T.
An example is the folding of proteins to their native, active form. Both DHR and

DSR are negative (the process is exothermic, but the folding increases the “order” of

the system). At low temperature the folded protein is stable, while the unfolded,

denatured protein is stable at higher temperatures.

In the following a procedure is outlined by which the value of DGR for a

chemical reaction can be calculated. The procedure consists of three steps:

1. A set of standard values for G, H, and S is defined: All elements in their stable
form at 298.16 K, 1 atm total pressure, are defined to have H ¼ G ¼ 0.
According to the third law of thermodynamics, the entropy of a perfect crystal

of any element is zero at 0 K. At 25�C ¼ 298.16 K all elements have a positive

value of S. The entropy of a compound is found by spectrometry.

2. Next, the thermodynamic properties of compounds at standard conditions,

Gf, Hf, and Sf, the free energy, the free enthalpy of formation, and the entropy
of the compound, respectively, are determined. In classical thermodynamics, the

compound is “built” from its constituent elements, using the appropriate stoichi-

ometry (e.g., 2 H and 1 O to form H2O). The thermodynamic properties of a

compound depend on the state of the compound. Thus (water) ice, liquid, and

vapor have different values for Gf, Hf, and Sf.
The enthalpy of formation, Hf, is experimentally determined by calorimetry,

while Gf is calculated using (4.1) together with experimentally determined

values for Hf and Sf.
Gf and Hf are properties of the compound. Negative values for Gf and Hf

signify that an input of free energy and heat is needed to reverse the reaction, i.e.,

to recreate the building blocks from the compounds.

Whereas the building blocks are the elements in classical thermodynamics, it

may be practical to use other building blocks for certain compounds. Thus, in

biochemistry it is convenient to define Gf for energy carrying and for redox

carrying cofactors relative to the Gf of the compounds from which they are

synthesized. ATP is synthesized from ADP and free phosphate (Pi), and NADH

is synthesized by reduction of NAD. Hence Gf (ATP) and Gf (NADH) are

defined as the free energy content of these compounds, above that of their

counterparts ADP and NAD.

With this definition and at standard conditions Gf (ATP) ¼ 30.5 kJ (mol

ATP)�1. This is the“free energy package” that the co-substrate ATP delivers to

a reaction which would not proceed voluntarily without an input of free energy.

Similarly, at standard conditions Gf(NADH) ¼ 153 kJ (mol NADH)�1 This

is the energy package that NADH as a co-substrate delivers to a reduction

process that without the participation of NADH would always have a positive

DGR. The “standard” conditions for which the two free energy packages have the

above quoted values will be discussed later (Example 4.3).
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3. Finally, the change in free energy of the system by converting a set of reactants

to a set of products is found by applying (4.2).

The way in which DGR is calculated by means of the procedures 1–3 mimics the

procedure which was introduced in Chap. 3 to balance the redox transfer in

chemical reactions: The degree of reduction of the elements was found after a set

of compounds had been defined to have zero redox content. Next, the redox level of

arbitrary compounds was calculated and finally the stoichiometry of a chemical

reaction was balanced, sometimes by adding a redox cofactor on either the substrate

or the product side of the reaction.

Equation (4.2) is consequently an analogue of the redox balances of Chap. 3:

ðDGÞ0R ¼
�X

i

YspiGf;i

�
products

�
�X

j

YssjGf;j

�
substrates

; (4.2)

where Yspi and Yssi are the yield coefficients defined in (3.14) for products and

substrates. In (4.2), Gf,j is the free energy of formation of the reactants (substrates

and products) at the state at which they are present in the reaction.

The standard conditions used to define DG0
R in (4.2) are usually T ¼ 25�C, 1 M

concentration of reacting species, or partial pressure pi and pj ¼ 1 atm (for

gas-phase reactions). But, as indicated in procedure 2 above, a different set of

standard conditions is used in aqueous phase biochemical reactions. Most notably
[H+] is defined to be 10�7.

Extensive tables of Gf, Hf, and Sf are available, and using data from these tables

(nowadays present in databases) DG0
R and DH0

R can be calculated.

For any chemical reaction carried out at non-standard conditions DGR is related

to DG0
R, the free energy of reaction at standard conditions, by

DGR ¼ DG0
R þ RT lnK: (4.3)

In (4.3), the mass action fraction K for the reaction is defined by:

K ¼ P pi
Ypi

P si
Ysi

; (4.4)

where P si
Ysi is the product of substrate activities where each activity is raised to the

power of the corresponding stoichiometric (or yield) coefficient in the reaction.

P pi
Ypi is the corresponding quantity for the products. For reactants in dilute aqueous

solutions the activities can be set equal to their molar concentrations. For gas-phase

reactants at low total pressure, the activities are equal to the partial pressures in atm.

At equilibrium DGR ¼ 0 and therefore

DG0
R ¼ �RT lnKeq: (4.5)

In (4.5), Keq is the equilibrium constant for the reaction.
Examples 4.1 and 4.2 serve to illustrate the application of the basic formulas

(4.1)–(4.5).
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Spontaneous processes are said to be exergonic, and they could be utilized to do
work, e.g., by means of a fuel cell. Processes that are not spontaneous, i.e., with

positive DGR, are termed endergonic, and they must be driven by an input of free

energy. Processes at equilibrium, i.e., the forward and backward processes are

exactly balanced, are characterized by DGR ¼ 0.

It is important to note that a large negative value of DGR does not necessarily

imply that a chemical reaction will proceed at a measurable rate. Thus, the free

energy change of the phosphorylation of glucose to glucose-6-phosphate by ATP is

large and negative, but this reaction does not occur just by mixing glucose and ATP.

Only when the enzyme hexokinase is added does the reaction proceed. Similarly,

most biological molecules, including proteins, nucleic acids, carbohydrates, and

lipids, are thermodynamically unstable to hydrolysis, but their spontaneous hydro-

lysis is insignificant. Only when hydrolytic enzymes are added do the hydrolysis

reactions proceed at a measurable rate. Despite their importance in accelerating a

reaction, enzymes do not change the DGR for the reaction. As catalysts they can

only speed up the attainment of thermodynamic equilibrium, but they do not allow a

reaction with a positive DG to proceed.

Example 4.1 Thermodynamic data for H2O. In Handbook of Chemistry and Physics one

obtains the following standard values for O2, H2, and H2O – all in the gas phase

Go
f Ho

f S0

O2 0 0 205

H2 0 0 130.6

H2O �228.72 �241.95 188.8

Go
f and Ho

f are in kJ mol�1, S0 is in J(mol K)�1. Since (4.1) is a relation between DG,
DH, and DS we can use two of these quantities to calculate the third. Thus, for water at 25�C:

Ho
f ðH2OÞg ¼ �228:72þ ð188:8� 130:6� 0:5� 205Þ � 0:298

¼ �241:93 kJ mol�1:

Liquid water has much lower entropy (70.0 J (mol K)�1) than gaseous H2O at the same

conditions. Consequently, for formation of liquid water from O2 and H2 at 25
�C:

DHo
f ¼ �241:95� 2:436� 18 ¼ �285:80 kJ mol�1;

DGo
f ¼ �285:80� 0:298ð70:0� 130:6� 102:5Þ ¼ �237:3 kJ mol�1:

The heat of vaporization of H2O at 25�C is 2.436 kJ g�1.

Example 4.2 Equilibrium constant for formation of H2O. For the reaction between ½ O2

and H2 to form gaseous water at [25�C, 1 atm]:

lnKeq ¼ �DG0

RT
¼ 228:72

0:298� 8:315
¼ ln

pH2O

p
1=2
O2

pH2

" #
eq

¼ 92:28: (1)
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For the corresponding reaction where the produced water is in equilibrium with liquid

water at 25�C

1
2
O2 þ H2 ! ðH2O)gas; DG1

ðH2O)gas $ ðH2O)l; DG2 ¼ 0
(2)

The total reaction to form water in the liquid phase has DGR ¼ DG1 + DG2 ¼ DG1

DGR ¼ DG0
R þ RT ln

23:7

760
¼ �228:72� 8:593 ¼ �237:3 kJ mol�1 (3)

since the partial pressure of H2O in equilibrium with liquid water at 25�C is 23.7 mmHg.

Apart from round-off errors this is the same result as was obtained in Example 4.1 where a

standard free energy Gf (H2O)liquid was defined in a reference frame of liquid water at 25�C
rather than gaseous water. Similarly, if in a reaction with no liquid water present we can

remove the produced water vapor to a partial pressure of 23.7 mmHg while the partial

pressures of O2 and H2 are kept at 1 atm we can shift the free energy of the gas-phase reaction

from �228.7 to �237.3 kJ mol�1 H2O formed.

4.1.2 Free Energy Changes in Bioreactions

Example 4.2 shows that the value of DGR can be pushed in a desired direction by

fixing the concentrations (or for gas-phase reactions the partial pressures) of

reactants at levels different from those at standard conditions. Since the reaction

only proceeds spontaneously when DGR is negative, we may force it thermody-

namically by decreasing the product concentrations and increasing the substrate

concentrations. For reactions to run inside a living organism, it is therefore impor-

tant that the levels of substrates and products are allowed to vary without affecting

the overall thermodynamic feasibility of the reaction. Hence, the first reaction in

a pathway is typically designed by nature to have a large and negative DGR as it

may hereby be thermodynamically feasible even when the substrate concen-

tration gets very low. Similarly the last reaction in a pathway also typically has a

large and negative DGR to make it thermodynamic feasible even when the

product concentration gets very high. This is illustrated for the EMP pathway in

Example 4.3.

The typical way in which a pathway reaction is made to proceed in a

thermodynamically unfavored direction is by coupling it to a thermodynamically

favored reaction. This is where ATP plays a crucial role as a cofactor in pathway

reactions. Thus, phosphorylation of glucose to glucose-6 phosphate (G6P) is

coupled to the hydrolysis of one ATP molecule to ADP. Reaction (4.7), in which

glucose is directly phosphorylated to G6P at pH ¼ 7 has a positive DGR of 13.8 kJ

(mol glucose)�1, but if ATP with a DG of 30.5 kJ (mol ATP)�1 when formed from
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ADP and Pi is added as a co-substrate to give reaction (4.8), we obtain by application

of (4.2) that DG0
R ¼ 13.8 – 30.5 ¼ �16.7 kJ (mol glucose)�1 at pH ¼ 7.

Go
f ðATPÞ ¼ 30:5 kJ mol�1 at ½ATP� ¼ ½ADP� ¼ ½Pi� ¼ 1 mol L�1; ½Hþ� ¼ 10�7;

(4.6)

Glucoseþ Pi ! G6P; DG0
R ¼ 13.8 kJ (mol glucoseÞ�1; (4.7)

Glucose þATP ! ADPþG6PþPi ¼ 0; DG0
R ¼�16.7 kJ (mol glucoseÞ�1: (4.8)

Further down in the EMP pathway (Fig. 2.4) ATP is regenerated in two

reactions. One is the conversion of phosphoenolpyruvate (PEP) to pyruvate (PYR):

PEP þADPþPi ! PYR + ATP; (DG0
R¼�61:9�ð�30:5Þ ¼�31.4 kJ mol�1: (4.9)

The many individual reactions, which together constitute the EMP pathway

net-reaction

Glucoseþ 2 NADþ þ 2 ADPþ 2Pi ! 2 PYRþ 2NADHþ 2 ATP (4.10)

will, by careful harnessing of the large release of free energy in some of the

reactions, proceed voluntarily although some of the reaction steps have a positive

DG0
R. This is the first message of Example 4.3.

The ATP that participates in the reactions is not to be construed as a stationary

pool. ATP is formed and consumed all the time, and the turnover frequency is high.

Left alone, ATP has a half-life time of a few seconds, or at most a few minutes,

depending on the cell type and on the environment. It is tacitly assumed that in

steady-state fermentations, the ATP generation in catabolic pathways is always

balanced by its consumption in anabolic pathways.

It should finally be remarked that the DG0
R ¼ �30.5 kJ mol�1 for the hydrolysis

of ATP is not an exact, unchangeable value. In living cells concentrations of ions,

coenzymes, and metabolites might vary by several orders of magnitude across the

membranes that separate organelles, and the actual DGR may therefore be much

different from DG0
R. This also holds for most other biochemical reactions, and

one must be extremely careful when evaluating thermodynamic feasibility based

exclusively on the DG0 for the reaction. This is the second message of Example 4.3.

Example 4.3 Free energy changes of reactions in the EMP pathway. To determine the free

energy changes of cellular reactions, it is necessary to know the concentrations of all

metabolites and cofactors participating in these reactions. Such data are available only for

a few pathways, and thermodynamic considerations are therefore often based solely on

standard free energy changes. This may lead to erroneous conclusions since the use of

standard free energy changes assumes certain fixed concentrations for reactants and products

(those of the standard state) that may be very different from the actual intracellular

metabolite concentrations. To illustrate this point, we calculate the free energy change for

the reactions in the EMP pathway (see Fig. 2.4). Table 4.1 lists the measured intracellular
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concentrations of the intermediates, the cofactors, and orthophosphate in the human erythro-

cyte (red blood cells), and Table 4.2 lists the calculated free energy changes.

The first column of Table 4.2 lists the standard free energies of reaction (298.16 K, 1 M

concentration of all reactants, except [H+]), of all 10 reactions in the EMP pathway (Fig. 2.4).

Column three shows DGR for the reactions at the actual metabolite and cofactor

concentrations listed in Table 4.1 and using (4.3).

The intermediate concentrations obviously have a great influence on the free energy of

reaction. Thus, for reactions 8 and 4 one obtains the following:

DGR8 ¼ 4:44þ 298:16� 0:008314� lnð29:5=118Þ ¼ 4:44� 3:44 ¼ 1.0 kJ mol�1;

DGR4 ¼ 23:97þ 2:479� lnð138�18:5�10�6=31Þ ¼ 23:97� 23:31 ¼ 0:66 kJ mol�1:
(1)

Table 4.2 shows that reactions 1, 3, 10, and perhaps 7 are accompanied by a large,

negative DGR. Except perhaps for reaction 6, the last reactions are close to equilibrium, and

the enzyme concentrations are probably high enough to bring them to equilibrium (i.e.,

the flux of the forward and the reverse reactions is much higher than the net flow through

the reactions). For reactions with large negative DGR, the activities of the respective enzymes

are so low that the equilibrium will never be reached. These reactions are thermodynamically
irreversible while the close-to-equilibrium reactions will rapidly communicate changes in

flux generated by one of the (almost) irreversible reactions through the rest of the pathway.

The reason for the low activity of the enzymes hexokinase, phosphofructokinase, and

pyruvate kinase could be that their activity is tightly regulated by the regulatory signal

network of the cell, but the large negative DGR permits them to operate also at very low

concentration of the substrates, e.g., glucose and FDP, and at high pyruvate concentration.

Note that thermodynamically phosphofructokinase is negatively influenced by the energy

charge [ATP]/[ADP], an influence which is also reflected in the kinetics of the reaction.

The analysis shows that the EMP pathway is designed to function at most conditions that

the cells may experience in practice.

Table 4.1 Concentrations (at pH ¼ 7) of intermediates and of cofactors of the EMP pathway in

the human erythrocyte

Metabolite/cofactor
Concentration
(mM) Metabolite/cofactor

Concentration
(mM)

Glucose (GLC) 5000 2-Phosphoglycerate
(2PG)

29.5

Glucose-6-P (G6P) 83 Phosphoenolpyruvate
(PEP)

23

Fructose-6-P (F6P) 14 51

Fructose-1,6-bisP (FDP) 31 Pyruvate (PYR) 1,850

Dihydroxyacetone P
(DHAP)

138 ATP (ATP�4) 138

Glyceraldehyde-3-P (GAP) 18.5 ADP (ADP�3) 1,000

1,3 Diphosphoglycerate (1,3
DPG)

60–250 Pi (HPO4
2�) 50

3-Phosphoglycerate (3PG) 118 NADH NAD (NAD+) 1,310

The data are from Lehninger (1975), except for the redox cofactors (Pissara and Nielsen 1997) and

for 1,3 DPG (Jovanovic et al. 2006). The correct reactant species for the cofactors are shown in

parenthesis
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The energy carriers ATP and ADP are in reality fully on ionic form at pH ¼ 7. There are

four negative charges on ATP and three on ADP. Thus, hydrolysis of ATP is more correctly

written as follows:

ATP�4 ! H2Oþ HPO�2
4 þ ADP�3 þ Hþ ¼ 0: (2)

In fact, for pH ¼ 7, [ATP]/[ADP] ¼ 13.4, [P] ¼ 1 mM at physiological conditions

(Table 4.2), one obtains by (4.3):

DGRð2Þ ¼ �30:5þ RTlnð10�3=13:4Þ ¼ �30:5þ 8:314� 0:298� ð� 9:50Þ
¼ �54:0kJðmolATPÞ�1:

(3)

This means that 54.0 kJ of free energy must be spent to synthesize 1 mol ATP at the
physiological conditions that prevail in the cell.

At acid pH less free energy is spent (e.g.,�54.0 + RT ln 100 ¼ �42.6 kJmol�1 at pH ¼ 5).

If in reaction 6 of Table 4.2 the intercellular pH is changed from 7 to 5, the NADH-

producing dehydrogenation of GAP would really become a bottleneck with DGR ¼ 1.1 +

2.479 ln 100 ¼ 12.5 kJ mol�1 at the low value 60 mM of [1,3 DPG].

In a healthy culture the intracellular pH does, however, not deviate more than perhaps 0.5

from the standard value of 7. A drastic influence of pH is not really relevant, unless the cell is

in great stress due to an abrupt change in the medium pH.

Table 4.2 Approximate DGR values for the EMP pathway reactions in the human erythrocyte

Reaction
DG0

(kJ mol�1) DG (expression) DG (kJ mol�1)

Hexokinase �16.74
DG0 þ RT ln

G6P½ � ADP½ �
GLC½ � ATP½ �

�33.3

Glucose-6-P
isomerase

1.67
DG0 þ RT ln

F6P½ �
G6P½ �

�2.7

Phosphofructokinase �14.22
DG0 þ RT ln

FDP½ � ADP½ �
F6P½ � ATP½ �

�18.7

Aldolase 23.97
DG0 þ RT ln

DHAP½ � GAP½ �
FDP½ �

0.7

Triose-P-isomerase 7.66
DG0 þ RT ln

GAP½ �
DHAP½ �

2.7

GAP dehydrogenase 6.28
DG0 þ RT ln

NADH½ � Hþ½ � 1; 3DPG½ �
NADþ½ � 10�7½ � GAP½ �

1.1 (4.6)

3 PG kinase �18.83
DG0 þ RT ln

ATP½ � 3PG½ �
ADP½ � 1,3DPG½ �

�10.7 (�14.3)

Phosphoglycerate
mutase

4.44
DG0 þ RT ln

2PG½ �
3PG½ �

1.0

Enolase 1.84
DG0 þ RT ln

PEP½ �
2PG½ �

1.2

Pyruvate kinase �31.38
DG0 þ RT ln

PYR½ � ATP½ �
PEP½ � ADP½ �

�23.0

At standard conditions for bioreactions in aqueous media pH ¼ 7, while all other reactants are

present in 1 M concentrations. In reactions 6 and 7, the results are shown for the two literature

values 60 and 250 mM for [1,3 DPG]. Some references use Tstandard ¼ 310 K, others 298 K.

To avoid further confusion we shall stick to Tstandard ¼ 25�C
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The ambiguous result of a thermodynamic analysis of perhaps the best researched

metabolic pathway is, indeed, troublesome. Bottlenecks that could impair the functioning

of the pathway which is known to operate smoothly in so many organisms can easily be

conjured up (e.g., by increasing the very poorly determined value of [1,3 DPG] to 500 mM).

Consequently, a number of recent papers, of which Vojinovic and von Stockar (2009) may

be the most comprehensive, have introduced a putative influence of many other species,

e.g., [Mg+2] which is known to be necessary for the functioning of enzymes in the EMP

pathway. The calculation of DGR for the EMP reactions becomes excessively complicated,

and the result depends on a number of equilibrium constants Ki of which few are known from

experiments or from ab initio calculations.

It is probably fair to conclude that a very accurate calculation of the DGR values for any

pathway is impossible, mostly because the concentrations of intracellular metabolites are not

known with sufficient accuracy, and also, theymay change a lot with the cultivation conditions.

Still, even an approximate calculation will reveal whether a pathway that would be feasible

based on the genomic potential of the organism does, in fact, work in practice. Also, the analysis

will give a warning concerning the functioning of a pathway fromwhich by genetic engineering

we want to extract a larger amount of a metabolic product: The concentration of pathway

intermediate may drastically change as a result of the engineering of the strain From a

thermodynamic, as well as from a kinetic point of view the expected increased productivity

could be jeopardized.

4.1.3 Combustion: A Change in Reference State

When an organic compound is burnt in oxygen the reaction products are always

CO2, H2O and sometimes N2 for nitrogen containing compounds. The thermody-

namic data for combustion are found in the same way as data for free energy of

formation, enthalpy of formation, and entropy of formation, except that CO2

(gaseous) and H2O (liquid) are defined to have zero free energy and enthalpy of

combustion at standard conditions 25�C (or 20�C in some tables). The physical

state of the compound to be combusted is taken as its natural state at the reference

temperature, unless otherwise specified.

Thus, for combustion of H2 with ½O2 to liquid water, the heat of combustion

�DHc is 286 kJ mol�1, and �DGc ¼ 237 kJ mol�1 (see Example 4.1). (�DHc) is

larger than (�DGc) due to the decrease in entropy when the “ordered” H2O

molecule is formed from the “less ordered” O2 and H2.

In combustion reactions, and generally in aerobic fermentations the relative

difference between DGc and DHc is much smaller than the difference between Gf

and Hf, for the reactants, see Example 4.4, and also Example 4.5 for D ¼ 0.15 h�1.

This is not true for anaerobic fermentationswhere the heat of reaction is usually small,

but T DSR is large and positive (see Example 4.5 for D ¼ 0.4 h�1). Aerobic fermen-

tation processes are enthalpy driven, while anaerobic processes are in general entropy
driven. There are exceptions to this rule. In the strictly anaerobic methanogenesis
reaction, Example 4.6, the entropy change is large and negative, and a negative value
for the DGR of the reaction is only obtained due to a large and negative DHR.
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Example 4.4 Calculation of DGc for ethanol combustion at 25�C, 1 atm. Combustion of

liquid ethanol to the final combustion products of liquid H2O and gaseous CO2 occurs by the

stoichiometry (1)

�ðC2H5OHÞl � 3O2 þ 2ðCO2Þg þ 3ðH2OÞl ¼ 0 (1)

The following data are given for formation of CO2 from Cgraphite and O2 and formation of

ethanol according to

�ð2Cþ 3H2 þ 1
2
O2Þ þ C2H5OH ¼ 0 (2)

Compound
H0

f

(kcal mol�1)
G0

f

(kcal mol�1)
S0

(cal mol�1 K�1)

CO2 �94.05 �94.26 51.06

C2H5OH �66.36 �41.79 38.4

Using S0¼ 1.36 cal (mole K)�1 for Cgraphite, G
0
f can be calculated from H0

f and So as in
Example 4.1.

CO 2 : G0
f ¼ �94:05� 0:298� ð51:06� 1:36� 49Þ ¼ �94:26 kcal mol�1; (3)

C2H5OH : G0
f ¼ �66:36� 0:298 � 38:4� 2 � 1:36� 3� 31:21� 0:5� 49ð Þ
¼ �41:79 kcal mol�1:

(4)

The heat of combustion of ethanol by (1) is now calculated as the sum of the heat of

formation of the (CO2)g and the (H2O)l that make up the ethanol molecule less the heat

of formation of ethanol.

Qc ¼ �DHc ¼ �66:36þ 2� 94:05þ 3� 68:28 ¼ 326:6 kcal

¼ 1; 367 kJ ðmole ethanolÞ�1;
(5)

�DGc ¼ 327þ 0:298� ð2� 51:06þ 3� 16:72� 38:4� 3� 49:0Þ
¼ 317 kcal mol�1 ¼ 1; 326 kJ ðmole ethanolÞ�1:

(6)

The values of Qc and DGc are, indeed, almost the same.

4.2 Heat of Reaction

In large-scale processes, the removal of metabolic heat released is an important

factor for the overall reactor design. Since the rates of biological reactions are,

generally speaking, low in comparison to heterogeneously catalyzed processes in

the chemical industry, it may come as a surprise that heat removal is a problem.

However, biological processes run at temperatures very close to the cooling

medium temperature (most often cooling water, which at best has a temperature

of 5–10�C). This gives a poor heat removal capacity.
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For design of heat exchangers one needs to calculate the net heat of reaction

when substrates are converted to metabolic products and biomass. Table 4.3 collects

heat of combustion data for many of the compounds involved in bioprocesses.

As indicated in Example 4.3 the reference state for biochemical reactions is different

from that used in “ordinary” chemical reactions: CO2 is not in the gas phase, but

dissolved in water at pH ¼ 7, and for CO2 as well as other compounds which may

take part in acid-base reactions the sum of the ions which are formed at pH ¼ 7 is

used as the reference concentration unit. The difference between the “biological”

thermodynamic data such as �DHc in Table 4.3 and those used in chemical thermo-

dynamics is small. Since the values of Table 4.3 are going to be used to find heats

of reaction when, e.g., glucose is converted to ethanol and CO2 the difference in

reference state means nothing, or hardly anything. The calculations of Examples 4.2

and 4.4 illustrate how the values in the table may be obtained.

Also included in the table is a column showing the degree of reduction k* per

carbon atom of the compounds. k, defined in Sect. 3.4 is identical to k* for all

compounds which do not contain N, but in relation to combustion calculations it

seems more natural to use N2 rather than NH3 as the “redox neutral” N containing

compound. If the elements S and P appear, the degree of reduction of S and P is set

to 6 and 5, respectively, just as in k. Note in particular that k* for “standard”

biomass CH1.8O0.5N0.2 is 4.80, whereas k ¼ 4.20.

The average value of (�DHc)/k* for the compounds in Table 4.3 is 115 kJ mol�1

with a standard deviation of 6–7 kJ mol�1.

From the additive property of DH (and DG) one obtains (4.11) for the enthalpy
change in the system due to the bioreaction

DH ¼
X
i

Ypi �DHcið Þ �
X
j

Ysj �DHcj

� �
: (4.11)

The heat delivered to the surroundings, the heat of reaction Q, is given by:

Q ¼
X
j

Ysjð�DHcjÞ �
X
i

Ypið�DHciÞ ¼
X
j

YsjQcj �
X
i

YpiQci: (4.12)

The last column of Table 4.3 shows that DHc (in kJ C-mole�1) is approximately

proportional with k*,�DHc � 115 k*, with a standard deviation of 6–7 kJ C-mole�1.

This observation can be used to find the heat of combustion of each compound

with an accuracy that is certainly satisfactory for heat exchanger calculations. All

that is needed is the chemical formula for the compound and the corresponding

value for k*.
When the approximation � DHci¼ Qci ¼ 115k�i is inserted in (4.11) we find:

Q ¼
X
j

Ysjk
�
j �

X
i

Ypik
�
i

" #
� 115 kJ ðC-moleÞ�1: (4.13)
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If the relation betweenQci and k* had been exactly true (4.13) would be identical
to (4.12). The errors introduced with (4.13) are usually of no importance in

engineering calculations – and (4.12) is not either exact. Active biomass may

have a degree of reduction k from just over 4 to perhaps 4.40, and yet the heat of

combustion of all kinds of biomass is set to 560 kJ (C-mole)�1 in Table 4.3.

Table 4.3 Heat of combustion for various compounds at standard conditions (pH 7, liquid water,

CO2 (dissolved and dissociated in H2O to HCO3
1�), H2SO4 (dissociated, infinite dilution), N2)

Compound Formula

Degree of reduction

(k*) per carbon
� DH0

c

(kJ/mole)

� DH0
c

(kJ/C-mole)

� DH0
c /k

*

(kJ/C-mole)

Formic acid CH2O2 2 255 255 127.5

Acetic acid C2H4O2 4 875 437 109.5

Propionic acid C3H6O2 4.67 1,527 509 109.0

Butyric acid C4H8O2 5.00 2,184 546 109.2

Valeric acid C5H10O2 5.20 2,841 568 109.2

Palmitic acid (C16H32O2)s 5.75 9,978 624 108.5

Lactic acid C3H6O3 4 1,367 456 114.0

Gluconic acid C6H12O7 3.67 2,575 429 117.0

Pyruvic acid C3H4O3 3.33 1,082 361 108.3

Oxalic acid C2H2O4 1 246 123 123.0

Succinic acid C4H6O4 3.50 1,491 373 106.6

Fumaric acid C4H4O4 3 1,335 334 111.3

Malic acid C4H6O5 3 1,328 332 110.7

Citric acid C6H8O7 3 1,961 327 109.0

Glucose C6H12O6 4 2,803 467 116.8

Fructose C6H12O6 4 2,813 469 117.2

Galactose C6H12O6 4 2,805 468 117.0

Sucrose C12H22O11 4 5,644 470 117.5

Lactose C12H22O11 4 5,651 471 117.8

Hydrogen H2 2 286 (143.0)

Methane (CH4)g 8 890 890 121.2

Ethane (C2H6)g 7 1,560 780 113.8

Propane (C3H8)g 6.67 2,220 740 112.2

Methanol CH4O 6 727 727 111.5

Ethanol C2H6O 6 1,367 683 118.0

iso-Propanol C3H8O 6 2,020 673 118.6

n-Butanol C4H10O 6 2,676 669 112.0

Ethylene glycol C2H6O2 5 1,179 590 142.8

Glycerol C3H8O3 4.67 1,661 554 116.6

Acetone C3H6O 5.33 1,790 597 105.3

Formaldehyde (CH2O)g 4 571 571 127.7

Acetaldehyde C2H4O 5 1,166 583 113.7

Urea CH4ON2 6 632 632 105.3

Ammonia (NH3)g 3 383 (127.7)

Hydrogen sulfide (H2S)g 8 909 (113.6)

Biomass CH1.8O0.5N0.2 4.80 560 560 116.7

Concentration is 1 M for each reactant, except 10�7 M for [H+]
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Since the reference level for Qc as well as for the degree of reduction of an

element is arbitrary one may just as well apply ki instead of k�i in (4.13). Thus (4.13)
and (4.14) give identical values for Q

Q ¼
X
j

Ysjkj �
X
i

Ypiki

" #
� 115 kJ ðC�moleÞ�1: (4.14)

It is perhaps convenient to work with only one set of degrees of reduction, and

(4.14) may be easier to remember than (4.13).

For an aerobic process Yso is determined by a degree of reduction balance

ð�4ÞYso ¼
X
i

Ypiki �
X
j

Ysjkj: (4.15)

Consequently, (4.15) is identical to (4.16), which is very easy to memorize.

Q ¼ 4� 115Yso ¼ 460Yso kJ ðC�moleÞ�1
(4.16)

According to (4.16) the heat of reaction should be zero for a fully anaerobic

process. This is of course not quite true, even for an anaerobic process using a sugar

as substrate, and the result is totally wrong in other systems, e.g., when H2 is used as

energy source and CO2 as carbon source – see Example 4.6.

In microcalorimeters, heat production rates qQ ¼ dQ/dt of less than 1 mW per L

medium can be measured quite accurately, and qQ can be included in the database

as an independent rate measurement. qQ is, however, strongly correlated to qO2
, and

the two measurements should not be included together in the set of independent rate

measurements. Several research groups have used microcalorimetry to measure the

heat production rate of fermentations, see, e.g., von Stockar et al. 1993.

It should finally be remarked that similar to the relation Qci ffi 115k�i there exists
an approximate relation (4.17) between –DGc and k�i . The relation (4.17) is used in

the same way as (4.13) to calculate DGc, remembering that Gci ¼ 0 for CO2

dissolved as HCO1�
3 , liquid H2O, N2, O2, and H2SO4 (at infinite dilution)

� DGci ¼ 94:4 k�i þ 86:6 kJ ðC�moleÞ�1: (4.17)

Equation (4.17) may be used in approximate calculations of the free energy

change in a given (bio-) chemical reaction. For the compounds listed in Table 4.3

the standard deviation of the average (4.17) is also about 6 kJ (C-mole)�1.

Example 4.5 Heat of reaction for aerobic growth of yeast. Consider the stoichiometry for

aerobic yeast fermentation at D ¼ 0.3 h�1 derived in Example 3.5

�ðCH2Oþ 0:279� 0:17NH3 þ 0:167O2Þþ
ð0:279CH1:83O0:56N0:17 þ 0:366CO2 þ 0:355CH3O1=2 þ 0:275H2OÞ ¼ 0:

(1)
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We now calculate the heat of reaction using (4.12)–(4.16), respectively:

Q ¼ 467þ 0:0474� 383� 0:279� 560� 0:355� 683

¼ 86:4 kJ ðC�mole glucoseÞ�1;
(4.12)

Q ¼ ð4þ 3� 0:0474� 4:71� 0:279� 6� 0:355Þ � 115

¼ 80:3 kJ ðC�mole glucoseÞ�1;
(4.13)

Q ¼ ð4� 4:20� 0:279� 6� 0:355Þ � 115

¼ 80:3 kJ ðC�mole glucoseÞ�1;
(4.14)

Q ¼ 460� 0:167 ¼ 76:8 kJ ðC�mole glucoseÞ�1: (4.16)

The last result is not equal to the two previous results. The reason is that Yso was determined

by an independent measurement of the rate of oxygen uptake, and not from a degree of

reduction balance. As shown in Example 3.5, the redox balance based on the measured yield

coefficients closes only to within 98%. More than this cannot be expected except in very high

quality experiments, and the difference between the calculatedQ values reflects the uncertainty

which must be expected when using ki rather than the tabulated values of Qci.

Using (4.17) the free energy change accompanying reaction (1) can also be calculated, at

least approximately:

�DGc ¼ 94:4 ð4� 1þ 3� 0:0474� 4:71� 0:279� 6� 0:355Þ
þ 86:6 ð1þ 0:0474� 0:279� 0:355Þ ¼ 101:5 kJðC�moleÞ�1:

Using thermodynamic tables one obtains the result �DG ¼ 107.8 kJ (C-mole)�1.

The approximate result is certainly good enough for engineering calculations – first of all

it shows that the reaction is strongly thermodynamically favored.

When (4.12) and (4.17) are used to calculate Q and DG for all three D-values of

Example 3.5 the following results are obtained

D (h�1) 0.15 0.30 0.40

Q (kJ (C-mole glucose)�1) 195.8 86.4 30.0

357 310 172

�DGc (kJ (C-mole glucose)�1) 208 102 47

�DGc (kJ (C-mole biomass)�1) 380 366 269

Both Q and �DGc decrease drastically with D when calculated per (C-mole glucose)�1,

but especially �DGc is much less dependent on D when calculated on a C-mole biomass

basis.

The results of the table can be complemented by the value�DGc ¼ 25 kJ (C-mole glucose)

calculated by use of (4.17) applied to the fully anaerobic yeast fermentation, (3.23). It is clear

that the free energy contained in the substrate is predominantly conserved in the fermentation

products when anaerobic cultivation is approached.

When the biomass yields Ysx at the four cultivation conditions are compared with the

respective values for –DGc, it is also seen that although Ysx certainly decreases with decreasing
�DGcj j it appears that the free energy change is used more effectively at anaerobic or
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nearly anaerobic conditions than at fully aerobic conditions: At fully respiratory growth

(D ¼ 0.15 h�1) the biomass yield is 0.548/208 ¼ 2.63 � 10�3 increasing to 0.137/25 ¼
5.4 � 10�3 (C-mole biomass/C-mole biomass) kJ�1 for the data of (3.23).

The increasing effectiveness of the biomass formation process at conditions approaching

anaerobicity will be further discussed in Example 5.5, but from a completely different

perspective.

Example 4.6 Anaerobic growth on H2 and CO2 to produce CH4. The bacterium

Methanobacterium thermoautotrophicum uses methanogenesis as its catabolic pathway,

i.e., it converts H2 and CO2 to CH4, releasing energy in the process. It has an extremely low

biomass yield coefficient of about 0.02 C-mole (mol H2)
�1, but a large rate of heat production

rQ, up to 13 W (g biomass)�1. The biomass composition of the organism has been experimen-

tally determined to X ¼ CH1.68O0.39N0.24 (k ¼ 4.18).

Using YH2X ¼ 0:02 C-mole (mol H2)
�1, the stoichiometry for a black box model is

determined from a carbon and a redox balance:

�H2 � 0:260 CO2 � 0:0048 NH3 þ 0:02 Xþ 0:240 CH4 þ 0:511 H2O ¼ 0: (1)

Schill et al. (1999) made an experimental and theoretical study of this rather strange

microorganism for which the growth-associated heat production is inordinately high – as

implied by the name of the organism. The reaction temperature was 60�C and to calculate

the heat of reaction and the free energy change associated with (1) the thermodynamic data of

Table 4.3 must be complemented as follows:

The change in heats of combustion with modest changes of temperature is negligible –

e.g., for the heat of combustion of H2 to form liquid water:

ð�DHcÞ333K � ð�DHcÞ298K ¼ ð7þ 1
2
� 7� 9Þð333� 298Þ þ 18ð563� 582Þ

¼ �289 cal mol�1:
(2)

The first term in (2) is Da DT, where Da is the change in molar specific heat by the

reaction. The second term derives from the change in heat of condensation of H2O between

298 and 333 K

Using the result of Example 4.1

ð�DHcÞ333K ¼ ð68; 280� 289Þ cal ðmolH2Þ�1 ¼ 285 kJ ðmolH2Þ�1:

The change in free energy is much larger. Thus for the combustion of H2 which at the

reaction temperature 333 K is present in a measured concentration cH2
¼ 8 � 10�6 Min the

cytosol of the organism

ð�DGcÞ333K � ð�DGcÞ298K ¼ �DTDSþ RT lnðH � cH2
Þ; (3)

where H is the Henry’s law coefficient 1,250 atm L mol�1 for solution of H2 in water at 60
�C,

DT ¼ 35 K, and DS is 39 cal (mol K)�1 from Example 4.1 (liquid water).

ð�DGcÞ333 ¼ 56; 661� 35� 39� 1:987� 333 ln 100 ¼ 52:2 kcal mol�1

¼ 219 kJ mol�1:
(4)
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The following table summarizes the thermodynamic data (in kJ (C-mole)�1) used by

Schill et al. (1999) to calculate the heat of reaction and free energy change associated with

(1). The measured concentration of the dissolved gases at 333 K is also shown.

Compound �DHc kJ C-mole�1 �DGc kJ C-mole�1

H2 (8 � 10�6M) 285 219

CH4 (5.7 � 10�4M) 892 808

CO2 (1.6 � 10�4M) 0 �12.8

NH3 (50 mM) 383 401

Biomass 458 541

Except for the rather low value of (�DHc) for biomass – the value is calculated from a

calorimetric experiment by the authors – the heats of combustion are practically the same

as those shown in Table 4.3. We can now calculate DHR and DGR for the stoichiometry (1)

Q ¼ �DHR ¼ 285þ 0:0048� 383� 0:02� 458� 0:240� 892

¼ 63:6 kJ ðmolH2Þ�1;

�DGR ¼ 219� 12:8� 0:260þ 0:0048� 401� 0:02� 541� 0:240� 808

¼ 12:9 kJ ðmolH2Þ�1:

It is seen that the heat of reaction is five times higher than the free energy change, and this

is quite unusual. The reason for the small �DGR is that much of the free energy contained

in the substrate (H2) is recovered in the product (CH4). The entropy change by (4.1) is

consequently large and negative.

When DHR and DGR are calculated on the basis of biomass formed (Ysx ¼ 0.02 C-mole

C-mole�1)

�DHR ¼ 3; 160 kJ ðC�mole biomassÞ�1;

ð�DGRÞ ¼ 645 kJ ðC�mole biomassÞ�1;
(4)

where the heat of reaction is seen to be about nine times higher than for respiratory growth

of yeast on glucose when compared on a C-mole biomass basis (see Example 4.5) while

�DGR is only 70% higher than for respiratory growth of yeast on glucose. One must conclude

thatMethanobacterium thermoautotrophicum grows on CO2 and H2 with a very poor thermo-

dynamic efficiency – and also that anaerobic processes are certainly not always associated

with a small heat of reaction.

4.2.1 Nonequilibrium Thermodynamics

Cellular systems are open systems where some processes operate far from equilib-

rium, and others close to equilibrium – as illustrated in Example 4.3. No reaction is

at equilibrium since this would stop the net flow through the pathway, and the cell

would stop functioning. For many cellular processes thermodynamic driving forces

are used directly, e.g., in passive diffusion of substrates across the cytoplasmic

membrane, and also if the transport is mediated by a carrier as in facilitated
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diffusion (to be treated in Chap. 7). When the flow is in the direction of the

thermodynamic force gradient it is referred to as conjugate flow. There are, how-

ever, also some important cellular processes where the flow is non-conjugate,
i.e., the flow is against a thermodynamic driving force. Clearly, non-conjugate

flow does not occur voluntarily, but when coupled with a conjugate flow it is

possible to drive processes against a thermodynamic driving force.

Non-equilibrium thermodynamics is an extension of classical thermodynamics to

non-equilibrium states. It supplies relationships between flows and thermodynamic

driving forces, for both conjugate and non-conjugate flows. Additionally,

non-equilibrium thermodynamics allows for a quantitative description of processes

where conjugate flows are tightly coupled to non-conjugate flows.

An example of a cellular process where conjugate and non-conjugate flows are

coupled is the oxidative phosphorylation (see Fig. 4.1), an essential life process for

all animals and an option for many microorganisms. In this process protons are

transported across the inner mitochondrial membrane (the cytosolic membrane in

bacteria) against a proton gradient. The transport of protons is driven by the

oxidation of NADH by oxygen, and the coupling of the two processes is tight.
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Fig. 4.1 The electron transport chain and oxidative phosphorylation in eukaryotes
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The mitochondria of eukaryotes have an inner membrane that surrounds the

mitochondrial matrix and an outer membrane that is in contact with the cytosol.

Electrons generated by oxidation of NADH in enzyme complex I are transferred to

complex III in the form of a reduced, lipid-soluble carrier that freely diffuses in the

membrane. Here they join electrons generated by oxidation of the TCA cycle

intermediate succinate. From Complex III electrons are transferred to Complex

IV in the form of another, water soluble reduced carrier that moves along the outer,

hydrophilic side of the membrane. Finally, in complex IV the electrons are con-

sumed by reduction of molecular O2 absorbed in the mitochondrial matrix.

Harvesting of the energy generated by oxidation of NADH and succinate occurs

by processes which occur across the inner membrane. These processes were named

chemiosmotic coupling by Mitchell (1966, 1967, 1969) who ascribed pumping of

protons out of the membrane coupled to an influx of protons to the mitochondrial

matrix as the source of ATP generation. This theory is contested in a series of papers

from 1998 and onwards (Nath, 2002) and an alternative molecular mechanism now

known as Nath’s torsional mechanism of energy transduction and ATP synthesis has
been proposed. See Section 4.3.2. An overall view of energy coupling according to

the torsional mechanism is illustrated in the papers of Nath cited below.

Furthermore, the process is closely coupled to the phosphorylation of ADP,

catalyzed by an ATP synthase that converts ADP and free phosphate into ATP. The

process of ATP generation is thermodynamically driven by the oxidation of energy-

rich reduced compounds in the electron transport chain which is made up of the

four enzyme complexes I to IV of Fig. 4.1.

4.2.2 Free Energy Reclaimed by Oxidation in the Electron
Transfer Chain

The first of the enzyme complexes on Fig. 4.1 (Complex I ¼ NADH dehydroge-

nase) oxidizes NADH to NAD+, and the reductive power harnessed in the two

liberated electrons is transferred to Ubiquinol (Q on Fig. 4.1) by the redox process:

NADH! NADþ þHþ þ 2e�

Qox þ 2e� ! Qred

!
! NADHþQox ! Qred þNADþ þHþ (4.18)

Equation (4.18) is an abbreviated description of the electron transfer to Q. In the

equation several intermediate steps are involved.

A second contribution to Qred is received by oxidation of succinate to fumarate

(reaction 7 in Fig. 2.7) in Complex II (succinate dehydrogenase + other units that

pass the electrons on to Qox). The reductive power from succinate is transferred to

FADH2 and from there to Qred:

succinateþ FAD ! fumarateþ FADH2

FADH2 þ Qox ! Qred þ FAD

!
! succinateþ Qox ! fumarateþ Qred

(4.19)
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A third contribution to Qred is from cytosolic NADH which in the form of

FADH2 is transported to the mitochondria via complex II.

In complex III the reductive power is transferred to cytochrome c

Qred þ ðcytochrome cÞox ! Qox þ ðcytochrome cÞred (4.20)

Finally, in complex IV the electrons from NADH and FADH2, transferred via

the reduced compounds Qred and (cytochrome c)red, are delivered to O2:

ðcytochrome cÞred þ 1=2O2 ! H2Oþ ðcytochrome cÞox (4.21)

The reason for the seemingly complicated transfer of reductive power to

Complex IV where it is used to reduce O2 is that this enzyme complex (cytochrome

c oxidase) does not accept NADH or FADH2 as substrates. Likewise, the reductive

power from succinate and from cytosolic NADH can only be incorporated via

Complex II, while Complex III provides the substrate for Complex IV by transfer of

electrons from Qred to (cytochrome c)ox. Q as well as cytochrome c serve as

virtually loss free and extremely fast conductors of electrons through the electron

transfer chain, and between almost stationary, large enzyme complexes.

The standard free energy gains by the reactions (4.18)–(4.20) are, respectively,

�69.5,�36.7, and �112 kJ (mol reactant)�1 (NADH, Qred, and (cytochrome c)red).

Each reaction supplies DG to support synthesis of ATP (40–55 kJ mol�1 at the

physiological conditions of the mitochondria, see Example 4.3). Reaction (4.19)

supplies only a small complement of free energy (�2.9 kJ mol�1), but the reaction

supplies two extra electrons per mol FADH2 that is oxidized, and as will be seen

shortly this has a large influence on the ion-transport through the inner membrane of

the mitochondria.

The sum of the four contributions to the total free energy gained in the electron

transfer chain is around �220 kJ (mol NADH)�1 that is oxidized, a value already

mentioned in Sect. 2.2.5.

Based on the data in Note 4.1 one can obtain the free energy change that

accompanies the reaction

NADHþ 1=2O2 þ Hþ ! NADþ þ H2O (4.22)

by considering the electrochemical cell composed of the following half-reactions:

NADH ! NADþ þ Hþ þ 2e�; ðelectron donor with Eo ¼ �0:315VÞ;

1=2O2 þ 2Hþ þ 2e� ! H2O; ðelectron acceptor with Eo ¼ �0:815VÞ;

DG ¼ �2� 96:49� ð0:815� ð�0:315ÞÞ ¼ �218 kJ ðmol NADHÞ�1:

This is the total contribution from NADH in the piecewise calculation given

above for the free energy gain from the electron transfer chain. It is clear that the
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available free energy is not used with a thermodynamic efficiency of 1, since even

at the highest quoted value (55 kJ mol�1) for the required DG/mol ATP one would

obtain 4 ATP per NADH oxidized, and the literature quotes values between 3 and

2.5 as the maximum possible.

The reason for the incomplete free energy recovery is discussed in Sect. 4.3.2.

Note 4.1 On the proper use of thermodynamic data from tables. Free energies for chemical

reactions that occur in an aqueous phase are conveniently obtained by measurements of

the Electromotoric Force (emf) of electrochemical cells in which electrons from a donor in

one half-cell are transferred to an acceptor in the other half-cell.

There are numerous tables available on half-cell electrode potentials E, and data from

these tables can be combined to find the emf of the cell defined as

emf ðunit : VoltðVÞÞ ¼ Eðelectron acceptor coupleÞ
� Eðelectron donor coupleÞ: (1)

The free energy change DGR associated with the reaction (2) is given by the expression (3):

ðacceptorÞox þ ðdonorÞreduced ! ðacceptorÞreduced þ ðdonorÞox (2)

DGR ¼ �nF emf: (3)

In (3) F is Faraday’s constant1 ¼ 96490 J V�1, and n is the number of electrons transferred.

One needs to define a standard state for the electrode potentials. In most tables,

the standard state is that in which all reactants have activity 1 (temperature ¼ 298.16 K, total

pressure ¼ 1 atm). In biological systems it is impractical to work with aHþ ¼ 1 ([H+] �
1 mol L�1) since most reactions are carried out at pH near 7. In “normal” tables the electrode

potential Eo of

2Hþ þ 2e� ! H2 ðpH ¼ 0Þ (4)

is defined to be 0. Consequently, the half-electrode potential for reducing H+ to H2 at pH ¼ 7

is obtained by applying (4.3) to (3):

E0 ¼ ðln 10Þ � 14� 8:314� 298

2� 96; 490
¼ 0:414V: (5)

Similarly, when H2 donates electrons by the reverse of (4) the electrode potential is

– 0.414 V.

1 Each electron transferred from the electron donor to the electron acceptor liberates an energy

quantum of 1.602 10�19 J per V potential difference. Hence for 1 mol transferred, the liberated

energy is 6.023�1023 � 1.602�10�19 ¼ 96,490 J/V. This explains (3), as well as the value of

Faradays constant.
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Table 4.4 gives some values for single-electrode potentials of electron acceptor couples,
always at pH ¼ 7. In each case, the number of electrons accepted and donated should be

found from the stoichiometry, e.g., 10 electrons accepted in (6)

2NO�
3 =N2: 2NO�

3 þ 10e� þ 12Hþ ! N2 þ 6H2O (6)

Depending on the stoichiometry of the reaction for which we wish to calculate DGR the

reactions involved in the above table can act either as electron acceptors or as electron

donors.

Hence the cell made up from the two first half-reactions of Table 4.4

H2 ! 2Hþ þ 2e� ðelectron donor; Eo ¼ �0:414VÞ

1=2O2 þ 2e� þ 2Hþ ! H2O ðelectron acceptor; Eo ¼ 0:815VÞ

determines DGR for the overall reaction H2 þ 1=2O2 ! H2O (7)

When the two stoichiometric equations are added, we obtain the following for DGR

using (1)–(3): DGR ¼ �2 F(Eo(acceptor couple) � Eo(donor couple)) ¼ �2 � 96.49 �
(0.815 – (�0.414)) ¼ �237.1 kJ/mol H2O formed.

When the reverse reaction is considered H+ is the electron acceptor and H2O the electron

donor.

Now the emf of the cell is [0.414 – (�0.815)] V and DGR ¼ 237.1 kJ/mol H2O

consumed.

In Example 4.1 DG0
f (H2O)liq, i.e., DGR for reaction (7) was previously found to be

�4.183 � 56.666 ¼ �237.1 kJ/mol (H2O)liq produced.

The value of the half reaction potential (an intensive property) is independent of the

number of electrons transferred, but the number of electrons transferred is, of course, found

by balancing the stoichiometries of the half-reactions. Thus, for the half-reactions:

SO�2
4 þ 9Hþ þ 8e� ! HS�1 þ 4H2O ðacceptor; Eo ¼ 0:218VÞ

H2 ! 2Hþ þ 2e�ðdonor; Eo ¼ �0:414VÞ (8)

The emf of the cell is 0.218 – (� 0.414) ¼ 0.632 V.

Table 4.4 Single-electrode potential for electron acceptors

Couple 2H+/H2 O2/2 H2O NAD+/
NADH

NADP+/
NADPH

CO2/
CH4

CO2/CO NO3
�/
NH4

+

Eo (mV) 414 815 315 319 239 492 �340

Couple NO3
�/
NH2

�
2NO3

�/
N2

N2/2NH4
+ SO4

2�/HS� SO4
2�/S S/HS� Fe+3/Fe+2

Eo (mV) �431 824 277 218 200 278 �770

The data are from different references, e.g., Lengeler et al. (1999). Thus, when 2H+ accepts two

electrons (to form H2), Eo ¼ 0.414 V. When H2 donates two electrons (to form 2H+),

Eo ¼ �0.414 V
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Consequently, for the reaction

4H2 þ SO�2
4 þ Hþ ! HS� þ 4H2O (9)

DGR ¼ �8 � 96.49 � 0.632 ¼ �488 kJ/SO4
�2, or –122 kJ/H2 (at pH ¼ 7 and

[SO4
�2] ¼ [HS�1] ¼ [H2] ¼ 1 M).

In a natural habitat [H2] is far smaller than 1 M, say 10�5 M, and DGR for (9) is more like

– 488 + ln 10 � 298 � 0.008314 � (4 � 5) ¼ �374 kJ. Also, at high [HS�]/[SO4
2�], pH

tends to be much higher than 7 which further reduces (�DGR).

The example should illustrate, that the correct calculation of the feasibility of a

bioreaction (here mediated by the bacterium Desulfovibrio desulfuricans) can be quite

demanding, since one needs to know the correct concentrations of the reactants, and also

whether a product might precipitate.

This is case for Fe+2 ! Fe+3 (as Fe(OH)3 at pH ¼ 7), and DGR for the oxidation of Fe+2

by O2 from DG0
R ¼ �1 � 96.49 � (0.815 � 0.770) ¼ �4.3 kJ (mol Fe+2), but at the low

[Fe+3] present DGR ¼ �97.9 kJ (mol Fe+2)�1.

(The solubility product of Fe(OH)3 is SP ¼ [Fe+3] [OH�] ¼ 4 � 10�38 ! [Fe+3] ¼
4 � 10�17 at pH ¼ 7).

A similar reasoning is used to calculate the free energy of ionic species.

Consider the reaction HA ! Hþ þ A�: (10)

If you know G0
f for HA (i.e., the value of G0

f (HA) in a 1 M aqueous solution of HA) then

G0
f ðA�Þ ¼ G0

f ðHAÞ þ RT ln 10 pKa: (11)

In (11) pKa ¼ �log10(Ka), and Ka is the equilibrium constant for the dissociation of HA

by (10).

Similarly for the reverse reaction of (10), i.e., the protonation of the base B

G0
f ðHBþÞ ¼ G0

f ðBÞ � RT ln 10 pKa: (12)

Both formulas are derived from the dissociation constant for H2O:

H2O ! Hþ þ OH�1; where Kw ¼ ½Hþ�½OH�� ¼ 10�14

KaKb ¼ 10�14 ¼ Kw; pKa þ pKb ¼ 14:
(13)

Thus, for the dissociation of water to H+ and OH1�, and of H2S to HS� + H+

(pKa ¼ 6.89):

G0
f ðOH�1Þ ¼ G0

f ðH2OÞaq þ RT ln 10� 14 ¼ �237:0þ 79:88

¼ �157:1 kJ mol OH�1;

G0
f ðHS�1Þ ¼ G0

f ðH2SÞaq þ RT ln 10� 6:89 ¼ �27:36þ 39:31

¼ 12:0 kJ mol HS�1:
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4.2.3 Production of ATP Mediated by F0 � F1 ATP Synthase

In the previous section the source of free energy for production of ATP by

ADP�3 þ HPO�2
4 þ Hþ ! ATP�4 þ H2O (4.23)

has been determined, and the value of the available –DG0 per NADH is calculated.

Figure 4.1 shows that the ATP synthesis occurs in an enzyme complex, the

F0 � F1 ATP synthase that is not in any way in physical contact with the electron

transfer chain through which the free energy is produced. This has created a lot of

speculation (e.g., that the synthase would be somehow “energized” by the processes

occurring in the electron transport chain), but until Peter Mitchell (1961) postulated

his chemiosmotic hypothesis by which the free energy created by the oxidation of

NADH was spent to pump protons across the inner mitochondrial membrane

against a proton gradient from about a pH of 7 on the inside of the membrane to

perhaps pH 6.4 on the outside of the membrane, no really credible explanation for

ATP synthesis process was available.

The term “pumping” should not be taken literarily since the inner mitochondrial

membrane is impervious to ions. What happens according to Mitchell is that

upon attachment of a proton to the surface of one of the enzyme complexes that sticks

into the mitochondrial matrix, the enzyme changes conformation, and the proton

is detached from the surface of the enzyme that sticks into the intermembrane space.

The free energy spent to pump H+ across the cell membrane with a positive DG:

DG ¼ F� ½DC� ln 10� ðRT=FÞðpHoutside � pHinsideÞ� ¼ FDp; (4.24)

where DC is the membrane potential [V(mol (H+ transported)�1] which is positive

since the potential is more negative on the inside of the membrane. Dp is called the
proton motive force, composed of an electrical term and a proton diffusion poten-

tial. DpH is negative since pH is lower (by about 0.6 units) on the outside (positive)

side of the membrane than on the (negative) inside of the membrane.

The membrane potential has somewhat different values for different

mitochondria, but a value of 0.14 V (mol H+)�1 is not unreasonable.

Hence Dp is approximately 0.14 + 2.303 � 8.314 � 298 � 0.6/96490) ¼
(0.14 + 0.045)Vmol�1 � 0.195V mol�1, and the free energy spent to pump protons

out of the membrane is 96.49 � 0.195 ¼ 18.8 kJ (mol H+)�1. If this free energy is

retrieved for ATP synthesis when the protons flow back through the ATP synthase,

and if the free energy needed to synthesize ATP at physiological conditions is in the

range 40–55 kJ mol�1, then about 3 protons must be pumped out to gain 1 ATP.

Following the chemiosmotic hypothesis, it now remains to find how many

protons are pumped out through each of the enzymes of the electron transfer

chain. This is an as yet not quite settled question, and a textbook on biochemistry

(e.g., Berg et al. 2007) must be consulted to appreciate the conceptual difficulties

associated with answering the question. The above reference states that 10 protons
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are pumped out per NADH oxidized (four from Complex I (implying that five

protons must be taken from the mitochondrial matrix since one proton is used to

form NAD+), two from Complex III and four from Complex IV), but other texts

claim a different number (e.g., a total transfer of 12 H+, but numbers as low as six

protons are also stated in some references). This means that each NADH that is

oxidized may contribute with 2.5 to 3 ATP. The contribution from FADH2 that

enters the electron transfer chain at Complex III is only six protons, and 1.5 to

2 ATP can be obtained by oxidation of 1 mol of succinate.

We can now conceive the total cyclic process of ATP synthesis, using the large

free energy released by oxidation of NADH, as two (scalar) chemical flows, the

chemical reactions with, respectively, a positive DG (or negative affinity) and a

negative DG (positive affinity), coupled to two vectorially directed flows of protons

from the mitochondrial matrix (negative affinity) and of protons to the mitochon-

drial matrix through the ATP synthetase (positive affinity).

The total rate of free energy dissipation D must be non-negative for the

cyclic process to occur, and if we define the rates of the four individual “flow

processes” as vi we obtain

D ¼
X

viAi 
 0: (4.25)

Note 4.2 50 years of controversy about the chemiosmotic hypothesis may now be
resolved. By the mid twentieth century it was known that ATP was the currency of energy

in life processes, but little was known about the processes by which ATP was synthesized

in the mitochondria of eukaryotes. The prevalent theory was that ATP was formed by

substrate level phosphorylation – the process responsible for energy production at anaerobic

conditions.

Peter Mitchell2 proved that this theory was wrong, and he postulated that an electro-

chemical potential gradient across biological membranes – here the inner mitochondrial

membrane – led to ATP generation. He concluded that the energy gained in transport of

protons against a concentration gradient would be recovered as ATP when the protons flowed

back to the mitochondrial matrix.

His early papers (1961, 1966) were hugely influential, and they spawned many

subsequent experimental and theoretical studies, e.g., the derivation in Roels (1983) of the

net thermodynamic efficiency of oxidative phosphorylation which was found to be around

70%, a magnificent efficiency for free energy production by “combustion” of H2.

In almost every current textbook on Biochemistry Mitchell’s chemiosmotic hypothesis

and its consequences are described in great detail.

2 Peter D Mitchell (1920–1992) is one of the few “modern” bioscientists who has made his most

important discoveries outside of the “teams” that now seem to dominate the field. After an early

health-related retirement in 1963 from a readership at Edinburgh he formed a small and more or

less privately funded research team with his associate Jennifer Moyle at an old estate in Cornwall

that he restored himself. The purpose of the “Glynn foundation” was to promote fundamental

biochemical research, and the many important papers from his hand that were rewarded with the

Nobel prize in 1978 prove that meaningful research can also be conducted by small teams.
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Yet, during the more than 50 years since its conception the chemiosmotic hypothesis,

fruitful as it may have been in physiological studies, has repeatedly been subjected to attacks.

Experiments that according to the hypothesis should have given a certain answer failed to

give the expected answer.3 The most comprehensive criticism has been put forward by Sunil

Nath (at IIT, Delhi).

The main points of Nath’s criticism of Mitchell’s chemiosmotic hypothesis are

summarized below. In the end, this criticism leads Nath (2008, 2010) and Nath and Nath

(2009) to formulate a new hypothesis for ATP synthesis based on the torsional mechanism of

the F0 � F1 transmembrane protein (Oster et al. 2000, Jain et al. 2004) in which ATP is

synthesized from ADP by reaction (4.23).

1. The transport of a single charged ion (H+) across the inner mitochondrial membrane

should be electro-neutral in the overall sense. Otherwise, huge charges would be created,

the electro-neutrality of bulk phases would not hold, and the laws of thermodynamics

would be violated (Nath, 2004). The passage of the cation H+ must be accompanied by the

sequential translocation of an anion – and Nath postulates succinate as the physiological

anion in mitochondria (although other anions/counter-cations could also be translocated).

2. Consequently (4.24) in which H+ is the sole cause of the electrochemical potential

difference between the two delocalized regions- inside and outside the inner mitochon-

drial membrane- is not true. The overall driving force for ATP synthesis is the sum of the

electrochemical potentials of the anion and the proton, i.e. DmA + DmH, each of which

contributes equally to the energy and driving force to synthesize ATP.

3. According to Nath, translocation of the anion and H+ does not occur simultaneously, but

ordered and sequential (specifically, cation followed by anion on the redox side and anion

followed by cation on the ATPase side). There is no overall and delocalized electrochemical

potential between the two bulk phases on either side of the membrane, but a local and

transient electrochemical potential in separate access channels for anions and H+ in the

a- and c-subunits of F0 as the protons pass back to the mitochondrial matrix through the

ATP synthase.

4. On the microscopic level, coupling between the anion and the H+ access channels occurs

through energized conformational states of the F0 � F1 ATP synthtase4 that are not in

equilibrium with the bulk aqueous phases, and non-equilibrium energy storage is

mediated within the g-subunit of the enzyme as torsional energy – from which the name

of the new hypothesis is derived. The torsional energy will cause conformational changes

3Many of these experiments are commented in Nath (2010) and in the references cited therein.
4 The enzyme F0 � F1 ATP synthase consists of two parts, Fo, embedded in the inner mitochon-

drial membrane, and F1 that protrudes like a ball on the matrix side of the membrane (as clearly

seen on electro micrographs). Fo and the stalk that connects it with F1 channels the ions back to the

mitochondrial matrix while ATP synthesis occurs by the concerted action of the many subunits of

F1. An intuitively appealing description of how ions, in particular protons, from the intermem-

brane space flow back to the matrix is given by Oster et al. (2000). He finds that protons flow in a

helical movement that makes the stem of the Fo rotate. The rotation of the stem “winds up” certain

subunits of F1 as is done by the winch of a crossbow. When sufficient potential energy is

accumulated the bolt of free energy (¼ATP) is released to allow the three part-process of ATP

synthesis to proceed: Binding of ADP and free phosphate, ATP synthesis, and finally removal of

ATP from F1 into the mitochondrial matrix.
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at the catalytic sites of the protein, and ATP is synthesized through a newly found

catalytic cycle in the F1 portion of the enzyme (Nath, 2002, 2008). The torsional

mechanism also includes an in-depth treatment of the elementary events in the F1 portion

of the ATP synthase, and by offering the elusive details of coupling in this fascinating

enzyme it takes us beyond the binding change mechanism.

The work of Nath that has led to formulation of a new, unified theory for ATP synthesis

and hydrolysis can also be used to formulate new theories for muscle contraction and for

other cargo-carrying molecular motors involved in intracellular transport. Eventually the new

theory may lead to a fundamental insight into the workings of biological molecular machines,

and it may substantially help in the construction of new nanotechnology devices.

Finally, the theory – although already exploited in several experimental studies by Nath

and coworkers – opens up a fruitful field of experimental studies of a wide range of problems

in biomechanics, perhaps on the impact of malfunction of molecular machines in studies

of diseases.

The rather long description of the oxidative phosphorylation process has not

been motivated by a desire to give a full account of the process which, important as

it is in metabolism, has only a small bearing on the main goal of the text, namely to

give an understanding of how biological reactions are used in the production of

important chemicals.

It is, however, valuable to introduce some basic tenets of non-equilibrium

thermodynamics. Hereby, it is possible to understand how chemical processes

combined with transport processes can drive synthesis processes with a large and

positive DG.
The energy transmission discussed for mitochondria is perhaps the most impor-

tant example of such processes, and it works in analogy with many key processes in

biology: In transport of other ions against concentration gradients, in substrate

transport to the cell, and in the essential production of carbohydrates by plants

where solar energy is harnessed in ATP, and subsequently utilized in the capture of

CO2 and H2O.

The subject of energized membrane transport is discussed in Sect. 7.7, especially

in Sect. 7.7.2.

Problems

Problem 4.1 Thermodynamic properties of NH3 and of NHþ
4 . From a table of

thermodynamic data one obtains

S0 ¼ 45.77 cal mol�1 K�1 for N2

S0 ¼ 46.01 cal mol�1 K�1 for (NH3)g and 25.1 cal mol�1 K�1 for (NH3)liq
H0

f ¼ �11.04 kcal mol�1 for (NH3)g

All values are at standard conditions (298 K). Other data are found in the

examples in this chapter.
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The heat of condensation of (NH3)g is Qcond ¼ 284.8 cal g�1 at 25�C
For aqueous NH3 solutions, the equilibrium NH3 vapor pressure is 8.24x where

x is the weight % of NH3 in the solution (x < 4 wt%).

(a) Calculate G0
f for (NH3)g and (NH3)liq at standard conditions.

(b) Calculate the heat of combustion for (NH3)g and for (NH3)liq. Compare with

Table 4.3 for Qc(NH3)g.

(c) The following relation holds for x � 4 wt% aqueous solutions of NH3:

pNH3ðmmHgÞ ¼ 8:24x (1)

Calculate G0
f for a 1 M solution of NH3 in water.

(d) Calculate G0
f for NH4

+ (kJ mol at [NH4
+] ¼ 1 M).

Ka for NH4
þ ! NH3;aq þ Hþ is 10�9.25.

(e) Consider the reaction 2NH4
+ ! N2 + 3H2 + 2H+.

Use the table of half-reaction potentials in Note 4.1 to calculate DGR per mol N2

for the reaction at pH ¼ 7.

Also determine DGR directly from the stoichiometry of the reaction and

using the value for G0
f (NH4

+) found in (d). The results should fit to within a few

kJ (mol N2)
�1).

Problem 4.2 Is a lysine yield of 6/7 on glucose possible from a thermodynamic
point of view?. In Example 3.9 a maximum yield of 6/7 C-mole lysine (C-mole

glucose)�1 was predicted by imposing the constraint that all yield coefficients in (5)

of the example should be non-negative. Stephanopolous and Vallino (1991),

Vallino and Stephanopolous 1993), and Marx et al. (1996) report that the maximum

theoretical yield is only 3/4. The reason could be that DG is positive for the

reaction:

�CH2O� ð2=7ÞNH3 þ ð6=7ÞCH7=3O1=3N1=3 þ ð1=7ÞCO2 þ ð3=7ÞH2O ¼ 0 (1)

(a) Use (4.16) to calculate an approximate value for (� DG0
c)lysine.

(b) Use this value to determine DG0
R for reaction (1).

(c) Experimental values for DGc and for DHc are difficult to find for lysine, but

Morrero and Gani (2001) have calculated DG0
f and DH

0
f for L-lysine by a group

contribution method. Their calculated values are as follows:

� G0
f ¼ 214 kJ mole�1 and � H0

f ¼ 450 kJ mol�1: (2)

Use these data to calculate DG0
c and DH0

c for L-lysine. Data for CO2 and H2O

are taken from the examples of Chap. 4. Note that the difference between DGc

calculated in question 1 and question 3 is quite small.

(d) Based on this information: Will reaction (1) have a positive affinity (1)?
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Problem 4.3 The effect of a transhydrogenase reaction in Saccharomyces
Cerevisiae. In Problem 3.6 three different strains of S. cerevisiae were compared.

The purpose of constructing strain TN21 was to provide the anaerobically growing

yeast culture with a sink for NADH. If NADH was converted to NADPH, it was

thought that less glycerol would be formed – in TN1 and TN26 glycerol production

is the only means of balancing the excess NADH formed in connection with the

formation of precursor metabolites like pyruvate and acetyl-CoA. Furthermore, the

produced NADPH might substitute NADPH produced in the PP pathway and

consequently diminish the glucose loss in this pathway.

(a) Consider the reaction

� NADH� NADPþ þ NADPHþ NADþ ¼ 0 (1)

which is catalyzed by the transhydrogenase in TN21. Is it reasonable to assume

that DG0 is almost zero for reaction (1)? Consult Note 4.1 to calculate DGR.

Based on the data in Tables 2.3 and 4.1, what would be the value of DG at the

“actual” concentrations of the cofactors?

Would your conclusions be the same when you consider a yeast that vigorously

produces ethanol at anaerobic conditions?

(b) Nissen et al. (2001) measured the intracellular concentration of each of the four

reactants in (1). Actually only the cytosolic concentrations should have been

measured since the inserted transhydrogenase operates only in the cytosol, but

the measurements in the table below are thought to give an adequate represen-

tation of the relative values of the four nucleotides in the cytosol.

Intracellular concentrations of NAD(H) and NADP(H) in mmol (g DW)�1

for the two control strains TN1 and TN26, and for the transhydrogenase-

containing strain TN21, sampled during exponential growth in anaerobic

batch cultivations. Each measurement was carried out twice.

Strain NAD+ NADP+ NADH NADPH NADH/NAD+ NADPH/NADP+

TN1 2.87 � 0.09 0.23 � 0.01 0.44 � 0.01 1.21 � 0.07 0.15 � 0.01 5.26 � 0.55

TN26 2.85 � 0.11 0.24 � 0.01 0.43 � 0.01 1.19 � 0.07 0.15 � 0.01 4.96 � 0.52

TN21 2.17 � 0.07 0.27 � 0.02 0.54 � 0.02 0.80 � 0.10 0.17 � 0.01 2.96 � 0.60

Calculate DG for reaction (1) using the very consistent data of the table for

TN 1 and TN 26 (which should be almost identical).

(c) Based on the results of question 2: what is the expected value of the ratio

between the numbers in the last two columns of the table? Does the result for

TN 21 correspond to the expected value of the ratio? (A tentative explanation

for the answer may be that the ratio NADH/NAD+ is highly controlled by other

mechanisms, and that it is not permitted to increase to its equilibrium value) In

any event the result of the genetic manipulation of the yeast strain is a total

fiasco. The secretion of 2-oxoglutarate observed in problem 3.6 for TN 21 could

be a result of the lower NADPH concentration in this strain, since NADPH is

the preferred cofactor for conversion of 2-oxaloacetate to glutamic acid.
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Problem 4.4 Nitrification by Nitrosomonas Sp. Fixation of CO2 to biomass can be

driven by a simultaneous oxidation of NH3 to nitrite. The overall reaction is

� CO2 � ðaþ 0:2ÞNH3 � ð1:5a� 1:05ÞO2 þ CH1:8O0:5N0:2

þ aHNO2 þ ða� 0:6ÞH2O ¼ 0
(1)

Reaction (1) can be divided into two separate chemical reactions which run in

parallel:

� CO2 � 0:2 NH3 � 0:6H2Oþ CH1:8O0:5N0:2 þ 1:05 O2 ¼ 0 (2)

� NH3 � 1:5 O2 þ HNO2 þ H2O ¼ 0 (3)

Determine DG for each of the two reactions (1) and (2). Determine the minimum

value of parameter a in (1) for the whole process to be thermodynamically feasible.

Chemolithotrophic bacteria such as Nitrosomonas are thermodynamically quite

inefficient. Assume a thermodynamic efficiency of 30% for fixation of CO2 and

calculate the maximum yield of biomass on NH3.

This problem is inspired by work on Chemolithotrophs by Dr. Lars K. Nielsen at

the University of Queensland, Australia.

Problem 4.5 Heat exchanger calculations. Consider the aerobic yeast fermenta-

tion of Example 3.5 for D ¼ 0.4 h�1.

� CH2O� 0:0298NH3 � 0:044 O2 þ 0:175CH1:83O0:56N0:17 þ 0:312 CO2

þ 0:513CH3O0:5 þ YswH2O ¼ 0

(a) The fermentation is carried out in a 100 L stirred tank reactor.

sf ¼ 28 g L�1, x ¼ 4 g L�1 (see Fig. 3.5).

The metabolic heat is to be removed via an internal cooling coil with a heat

transfer coefficient U ¼ 500 W m�2 (�C)�1.** The inlet cooling water temper-

ature is 10�C, the exit temperature of the cooling water is 20�C, and the

fermentation temperature is T ¼ 30�C.
Calculate the required heat transfer area A.

(b) Consider D ¼ 0.25 h�1 where growth can be assumed to be fully respiratory.

Will heat removal be a problem at this process condition?

(c) Finally, consider a change in the effluent cooling water temperature to 25�C.
Calculate the required change in heat transfer area.

Problem 4.6 Production of lactate from pyruvate. Pyruvate + 2H+ + 2 e� !
lactate; (electron acceptor, Eo ¼ �0.185 V)

From Note 4.1, take the oxidation of NADH to NAD+ as the electron donor

reaction.

Calculate DG0
R for conversion of pyruvate to lactate.
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Problem 4.7 Combined removal of nitrate and ammonia from waste water. In

Sect. 3.4.2, (3.30) the conversion of nitrate and ammonium from waste water by an

anaerobic fermentation process was considered.

The reaction between the nitrogen species is given by:

3NO�
3 þ 5NH�

4 ! 4N2 þ 2Hþ þ 9H2O (1)

(a) Based on the data in Table 4.4 calculate the value of DG0
R for reaction (1).

(b) The solubility of N2 in H2O at 25�C is 0.0170 g L�1. The free energies of

NO3
1� and NH4

+ are, respectively, �108.74 and �79.31 kJ mol�1.

Based on the stoichiometry (1) recalculate DG0
R at pH ¼ 7, 1 atm total

pressure. The two results should differ by no more than a few per cent.

You will find that DG0
R is negative. Hence, the addition of sugar to the feed is

not necessary to provide free energy for the reaction, but it is of course needed

to supply a substrate for the (modest) production of biomass.

(c) In a waste water stream at pH ¼ 7 one has measured [NO3
1�] ¼ 10�4 M and

[NH4
+] ¼ 10�4 M. Determine the value of DGR for reaction (1) at these

conditions.

Problem 4.8 Can ATP be generated in the conversion of glucose to lactate or
from G3P to glycerol?. The free energy of glucose dissolved in water is G0

f ¼
�908 kJ mol�1.

Correspondingly, G0
f (lactic acid, HLac)) is �523 kJ mol�1 and G0

f (glycerol) ¼
�665 kJ mol�1.

The value of Ka for HLac ! H+ + Lac�1 is 10�3.08.

(a) Determine DGR for the reaction Glucose ! 2Lac�1 + 2H+

Could – DGR be big enough to synthesize 2ATP from ADP?

(b) Determine DGR for the reaction Glucose + 2ATP + 2NADH ! 2glycerol +

2ADP + 2NAD+ Is there enough free energy to produce one ATP by hydrolysis

of glycerol 3-phosphate (G3P) to glycerol?
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Chapter 5

Biochemical Reaction Networks

Section 2.2 introduced the pathways of cells, and in Chap. 3 the steady-state

conversion of substrates to final metabolic products was described using a single
stoichiometric equation, the black box model. The stoichiometric coefficients, or

rather the yield coefficients, because they vary with the cultivation conditions, were

determined using mass and redox balances. In Chap. 4, the black box model was

examined using the tools of thermodynamics to determine if a given overall

reaction was feasible from a thermodynamic perspective. In this chapter, the

network of pathways through which substrates are converted to products are studied
more closely. Specifically, the distribution of carbon from the substrate(s) to the

different products is calculated.
When the metabolic network is subjected to a quantitative analysis it becomes

possible to predict the yield of a specific product Ysi on the substrate S, and moreover

the analysis will indicate how the metabolism should be changed to improve the yield.
The insight which is gained through this analysis is of great importance to

industrial application of microorganisms as “chemical factories” to produce the

final products of the biorefinery. Under different names, physiological engineering,

metabolic engineering, and now systems biology, the quantitative treatment of

metabolism has revolutionized our approach to the application of microorganisms,

and has made it possible to bypass, or at least curtail, the resource-heavy experi-

mental programs that previously determined the time it took from “idea to a

marketable new process or product.”

Today, a combination of experiments in silico, i.e., model-driven experiments on

computers, together with rapid screening of possible future production organisms,

conducted on a “laboratory-on-a-chip,” have cut down the time it takes to commer-

cially develop a new process from years to a few months.

Figure 5.1 presents a peak at the metabolism from the Biochemical Pathway

Map, a comprehensive map of biochemical reactions occurring in all organisms.

It shows the reactions at grid-point [D6, E6] of the metabolic map, and the complete

map contains thousands of reactions.

In this chapter, we provide the basic concepts used to analyze metabolic

networks. The resulting analysis of the metabolism is much more accurate than
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that of the black box model. Still, the black box model applies to the overall yields

and rates, and the more detailed analysis should not be seen as a replacement of the

black box model, but rather as an extension. Any analysis of experimental data

should start with the black box model to check the consistency of the data. If this is

not done, a more detailed analysis as presented in this chapter may give a wrong

interpretation of how the metabolism of the studied organism is operating.

5.1 Basic Concepts

When calculating the steady-state fluxes through the different branches of a meta-

bolic network we shall use information about the net flows in and out of the cells,

i.e., the net rate of production of substrates and metabolic products that can be

Fig. 5.1 Excerpt from the Biochemical Pathways Map published by the ExPASy Proteomics

Server (http://www.expasy.ch). At the bottom of the picture is shown the path from DHAP (di-

hydroxy acetone phosphate) to glycerol and further to 1,2 propane-diol, an isomer of the 1,3

propane-diol used by DuPont in the Sorona® process (see Sect. 2.1.2 and Problem 5.5). Note the

presence of two enzymes in the reaction between glycerol-3P and glycerol, the hydrolase in the

direction toward glycerol, and a kinase in the opposite direction
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measured as described in Sect. 3.1. These are in reality the only fluxes that can

be directly measured, since it is difficult and inaccurate to measure fluxes within the

functioning cell. If a cell is pulled apart in order to measure the enzyme activities,

the controls imposed on the individual enzymes is lost, and the enzyme activity

measured in vitro will therefore not say much about the in vivo flux. Furthermore, in

enzyme assays the maximum enzyme activity is typically measured, and in order to

identify the actual rate of an enzyme-catalyzed reaction it is necessary to know the

substrate concentration, as well as the concentrations of all other metabolites that

affect the enzyme reaction rate.

Consider the three variants of a simplified metabolic network shown in Fig. 5.2.

One carbon substrate S is fed to the network at a rate (�rs), which is equal to the
internal rate, or flux, v1, at which carbon is directed toward the first intracellular

metabolite pool X1. The carbon flows from pool X1 toward the two pools X2 and X3.

The two fluxes v2 and v3 determine the distribution of carbon toward the metabolic
products, P1 +P2 and P3, respectively. At X2 there is a further distribution of carbon

toward P1 and P2, respectively.

v1X1

X3X2
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v4 v4
v6

P1

v8

P3

v9v4

P2 P1 P3P2

P1 P3P2

S

v1 

X3 

X6 

v6 

v7

S

v1

X3

X5
X6

v2 v3

v5
v6

v8 v9v7

S

v11

a b

c

Fig. 5.2 Graph of a metabolic network (a) and two variants (b, c) of the network
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In Fig. 5.2a, there is no communication between the three branches of the

network. In Fig. 5.2c the pools X2 and X5 communicate via a reversible reaction

for which the rate of X2!X5 is v5, while the rate of X5!X2 is v11.
In Fig. 5.2b, the branches toward P2 and P3 communicate through the reaction

X6!X5 with rate v10. If, in Fig. 5.2c, the net rate of formation v5–v11 of X5 from X2

is considered rather than the individual rates, then Fig. 5.2a, c are identical. The two

networks Fig. 5.2b, c still have three products, P1 to P3, and one substrate S.
There are six intracellular metabolites, X1 to X6, and the network consists of nine

intracellular reactions with rates v1 to v9 in Fig. 5.2a, with addition of v10 and v11 in
5.2b, c, respectively. The network (or graph) 5.2a has two diverging branch points

[X1, X2]. The network 5.2b has three diverging branch points [X1, X2, X6] and one

converging branch point, X5. The network 5.2c has one diverging branch point, X1,

and two branch points [X2, X5] that are both diverging and converging. A diverging

branch point has one input and several outputs, while a converging branch point has

several inputs and one output.

The objective of Metabolic Flux Analysis is to find the distribution of carbon in

the product streams, and next to calculate those production rates Pi that are not

given experimentally. If the objective is only to calculate the nonmeasured produc-

tion rates, the structure of the internal network is not really relevant, besides

allowing us to calculate the missing production rates. In this context, the values
of the individual internal fluxes vi are as such unimportant. However, the values of

vi are very relevant when the objective is to learn how the cell responds to different

perturbations, either genetic or in the environment.

The general assumption that allows us to calculate fluxes in metabolic networks is:

For all intracellular metabolites the fluxes leading to a given metabolite are balanced with

the fluxes leading away from the metabolite. This ensures that in a steady state situation

there is no net accumulation of metabolites Xi.

This very general assumption implies that the level of all metabolites stays constant

at all times. This is of course not quite the case, but as the turnover of the

metabolites is very high, i.e., the fluxes through the metabolite pools are orders of

magnitude higher than the metabolite levels, the assumption is valid, except for the

first few seconds (or for some metabolites minutes) following environmental

perturbations. At the time scale of growth of the cells (typically in the order of

hours) the assumption is very reasonable.

When we consider the basic network, Fig. 5.2a with only diverging branches this

concept can easily be demonstrated. If the values of [v1, v2, v4] are known then

the value of all the other fluxes can be calculated: v3¼ v1� v2, v5¼ v2� v4, v6¼
v9¼ v3, v7¼ v4, and v8¼ v5. Thus, the vector v¼ [v1, v2, v4] is a key to the solution

of the flux distribution problem. Other vectors of key rates can be selected, and

common to these key vectors is, that all internal rates and the rates of product

formation can be determined based on the key rate vectors. The elements of the key

rate vector can be internal fluxes vi, product formation rates rpi, or the substrate

consumption rate�rs. Using only rpi and the substrate consumption rate (�rs) is the
most useful choice, since these are easily available experimentally. The network
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Fig. 5.2a can in fact be simplified into a network with only three independent paths:
S to P1, S to P2, and S to P3. The vector V¼ [V1, V2, V3] symbolizes this reduced

network, and product Pi is only produced in pathway Vi.

Besides the constraints obtained from the relationships between the internal

fluxes vi, more constraints can be imposed on the network:

1. A total carbon balance shows that the carbon input used to form the key products

Pi must equal the carbon fed to the network in S.
2. A redox balance which specifies that the redox generated in one part of the

network which is isolated from the rest of the metabolic network, must equal that

consumed in the remainder of the network. Thus redox generated in V1 must be

consumed in V2 and V3.

3. Similarly an energy balance for an isolated network, Fig. 5.2, must stipulate that

ATP generated in one part of the network must be consumed in other parts.

The redox carrier in constraint 2 is usually taken to be NADH, even when the

actual pathways use other redox carriers. In a simplified Metabolic Flux Analysis

this assumption is permissible since, as considered in Chap. 2, the same amount

of carbon source (e.g., glucose) is used to provide reduced cofactors NADH,

NADPH, or FADH2, and the yield on the carbon source will be the same. Also

in a simplified analysis all energy carriers can be taken to be ATP. These

assumptions do not carry over to a more detailed analysis, as shown by the

following example.

In (2.25) three NADPH was used to produce lysine from aspartate and pyruvate

while two NADH were available after conversion of one molecule of glucose to

two molecules of pyruvate. The NADH is converted to NAD+ in oxidative phosphor-

ylation and serves to generate ATP, but cannot be converted to NADPH. Hence, as

discussed in Problem 5.3, the yield of lysine on glucose is smaller than the 6/7 which

was calculated in Example 3.9.

We shall now return to the analysis of the network in Fig. 5.2a, where at first it

will be assumed that all three rates rpi are measured. For each of the three paths Vi

leading from glucose to product Pi a stoichiometric equation, complete with NADH

and ATP consumed or produced, is written. In general, we shall write the

stoichiometries based on one C-mol Pi. For catabolic reactions the amount of

redox and ATP corresponding to the production of one C-mol Pi is taken from

the metabolic pathways of Chap. 2 or from the literature. For all these reactions, the

stoichiometric coefficients will be exact numbers.

If one of the Pi is biomass with composition CHaObNcSdPe the corresponding

stoichiometric equation is of empirical nature. One does not know how much CO2

that accompanies the formation of one C-mol biomass (mainly from the production

of NADPH in the PP-pathway, Sect. 2.2.6), and the amount of ATP used to synthe-

size biomass from the building blocks is unknown. We shall see in the examples of

this chapter that the yield coefficient YxATP can vary a lot with the cultivation

conditions, but the yield coefficient Yxc, the amount of CO2 produced per C-mol

biomass is fairly constant, independent of the organism and the operational

conditions. A value Yxc in the range 0.08–0.15 covers most situations, and
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furthermore the result of the flux analysis is not sensitive to the value of Ysc, whereas
YxATP has a great influence on the result.

When the steady-state rate of production of the products is measured, one

immediately obtains the amount of substrate consumed by adding the three stoi-

chiometric equations. CO2 and other metabolic products obtained in one or more of

the pathways is also found from the stoichiometric equations.

The internal fluxes v1 to v9 in Fig. 5.2a can be determined by back-tracking the

three net pathways Vi from product to substrate. The relative values of the fluxes

will help to predict where metabolic engineering might be used to increase the flux

through one net-pathway Vi relative to another.

Although the fluxes vi are easily obtained from the values of Pi, it is impossible

to calculate the size of the metabolite pools Xi. These can, however, be obtained by

sophisticated experimental methods discussed in Sect. 9.3.5. The metabolism is

instantly quenched by immersion of the culture in liquid N2, in very cold methanol

or in chloroform. Hereafter, the metabolites are extracted from the cells and

quantified, e.g., by HPLC.

Finally the analysis, combined with an assumption that in the steady state the

net production of ATP in the network must be zero, can be used to determine the

ATP consumption in the biomass production pathway. A collection of experiments,

conducted at different cultivation conditions (e.g., different dilution rates D), will
give an empirical understanding of how YxATP varies with the cultivation conditions.

In the following, a number of examples will illustrate how the concepts

discussed above can be used to analyze networks with only diverging branches.

Before closing the introduction to Metabolic Flux Analysis a few comments

will, however, be given to the networks in Fig. 5.2b, c.

If the existence of flux v10 is not suspected in the analysis of the network,

Fig. 5.2b, some truly strange results may be obtained, e.g., that the ratio between

P2 and P3 increases dramatically with increasing substrate concentration when the

kinetic expression for v10 is of higher order than v9 in the concentration of X6. The

only way in which the existence of v10 can be detected and the value of v10
measured is if there exist two forms of X5, one form X5a when the metabolite is

synthesized from X6 and the other form X5b when it is synthesized from X2.

Furthermore, the labeling must be preserved when P2 is synthesized from either

X5a or X5b. Now a measurement of the ratio between P2a and P2b determines the

ratio between v5 and v10, and the new flux v10 can be calculated.

If, in Fig. 5.2c only the net flux v5–v11 is used, then the analysis of the network

based on measurements of the three Pi is identical to that used for Fig. 5.2a. The

existence of the reversible reaction between X2 and X5 can only be detected if there

exist two distinct forms of X2, one when X2 is synthesized from X1, and the other

when X2 is synthesized from X5. If the two forms of X2 can be distinguished in P1,

which is produced from X2 via X4, then the ratio between v5 and v11 can be

calculated. Possibly P2 can also be used, but then the reaction X2!X5 must

produce two distinct variants of X5, depending on whether X2a or X2b is the reactant.

The discovery of a path from X6 to X5 can be of great value: Assume in Fig. 5.2b

that P2 is the desired product, and P1 is undesired – perhaps the presence of P1 in the
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product mixture may even make recovery of P2 more difficult – then it would be a

definite advantage to knock out the path from X1 to X2. This would be done by

deletion of the gene which codes for the enzyme in the reaction X1!X2 while over-

expressing v10.
Similarly, in Fig. 5.2c one may wish to increase the rate of the reaction X2!X5

by increasing the level of the enzyme that catalyzes the reaction. If, however, the

analysis shows that both v5 and v11 are much larger than the net reaction rate v5–v11
then nothing would be gained, because the reaction X2!X5 is essentially working

in thermodynamic equilibrium.

It is not difficult to imagine more complex networks than those shown in

Fig. 5.2. If Fig. 5.2b, c are combined, then all three paths V1, V2, and V3 communi-

cate. The analysis of the network, and the design of suitable experiments to

determine the values of all the fluxes, will become quite complicated.

In Sect. 5.1.1, a number of examples will be given to show how networks with

diverging branches are analyzed. Since a network consisting of catabolic reactions

coupled to a simplified model for biomass formation is well represented by a graph

with diverging branches this is an important category. Networks with internal loops

and reversible reactions will be treated in Sect. 5.3.

5.1.1 Metabolic Network with Diverging Branches

Consider the following network that represents the catabolic reactions in lactic acid

bacteria which were discussed in Fig. 2.4a, b (the EMP pathway) and further in

Fig. 2.5b (regeneration of NAD in anaerobic cultivation of lactic acid bacteria).

The network is basically the same as that shown in Fig. 5.2a, but with only six

internal fluxes vi and two internal metabolite pools X1¼ pyruvate and X2¼AcCoA.

There are two diverging branches, and consequently measurement of the three final

metabolic products, acetate, ethanol, and lactate defines the network. There are two

further metabolic products, CO2 (from v3) and formate (from v4), and the rates

of formation of these products are found alongside of the calculation of the fluxes.

The three component net pathway vectorV is defined as the pathways [S!P1, P2,

P3] of the following reactions, when the path v3 between pyruvate and AcCoA

is chosen:

V1 : 3=2CH2OðglucoseÞ ! CH2OðHAcÞ þ1=2CO2þATPþNADH
V2 : 3=2CH2OðglucoseÞ ! CH3O1=2ðethanol ¼ eÞ þ 1=2CO2 þ 1=2ATP

V3 : CH2OðglucoseÞ ! CH2OðHLacÞ þ 1=3ATP

(5.1)

In all reactions of (5.1) the carbon balance is satisfied. This will also be true for

any linear combination of the reactions, and consequently for the network as such,

the constraint that we shall always impose on the network is automatically satisfied.
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The three reaction paths together produce both NADH and ATP. Hence the

network of Fig. 5.3 can only be part of a larger metabolic network.

One needs a sink for the ATP produced, and this sink is obviously obtained if a

fourth reaction path V4 with biomass as the final product, P4, is added to (5.1). Here

a large amount of ATP is consumed, but since biomass production is generally

accompanied by production of redox (see (5.5) below) this does not help to close

the overall NADH balance.

If, however, the path v4 between pyruvate and AcCoA is chosen one obtains

V1 : 3=2CH2OðglucoseÞ!CH2OðHAcÞþ1=2HCOOH + ATPþ1=2NADH

V2 : 3=2CH2OðglucoseÞ!CH3O1=2ðeÞþ1=2HCOOHþ1=2ATP�1=2NADH

V3 : CH2OðglucoseÞ!CH2OðHLacÞþ1/3ATP

(5.2)

Now the overall redox balance closes if V1¼V2. Since rHCOOH¼ (1/2) (V1 +V2)

one obtains that rHAc¼ re¼ rHCOOH, all calculated on a C-mol basis.

(�rs) is defined to be 1, and V3¼P3¼ a. The substrate used in V3 is (�rs)3¼ a.
rHAc¼ (1� a)/3¼ re¼ rHCOOH, and the stoichiometry of the total (black box)

model for the catabolism is:

CH2OðglucoseÞ ! ð1� aÞ½CH2OðHAcÞ þ CH3O1=2ðeÞ þ HCOOH�=3
þ aCH2OðHLacÞ þ ð3� aÞ=6ATP: (5.3)
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v2

v3 or v4

P1

v6

P3

v5

P2

S

X1

Fig. 5.3 Heterofermentative lactic acid fermentation via pyruvate dehydrogenase (v3) or pyruvate
formate lyase (v4) to the final products, HAc (P1), ethanol (P2), and HLac (P3). CO2 is a byproduct

of v3, while formic acid (HCOOH) is a byproduct in v4. X1¼ pyruvate (PYR) and X2¼ acetyl

coenzyme A (AcCoA). S¼ glucose
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One could also specify rHAc¼P1¼ 1 and rHLac¼ bP1. From the NADH balance

P2¼P1¼ 1, and S¼ 3 +b. Now the stoichiometry of the black boxmodel is given by:

CH2OðglucoseÞ ! ½CH2OðHAcÞ þ CH3O1=2ðeÞ þ HCOOH�=ð3þ bÞ
þ b=ð3þ bÞCH2OðHLacÞ þ ð9þ 2bÞ=ð18þ 6bÞATP (5.4)

When a is equated to b/(3 + b) one finds (as expected!) that the two expressions

(5.3) and (5.4) are identical. They both express that the network is identified, using

two net production rates (S and P3 in (5.3), and P1 and P3 in (5.4)) when one

constraint, the NADH balance, is invoked besides the carbon balance, which is

automatically satisfied when we write the fluxes Vi as shown in (5.2).

Addition of a fourth path V4 to the network of Fig. 5.3 is trivial. If this pathway is

that by which glucose is converted to biomass X, (5.5), it becomes possible to close

the ATP balance, since the three catabolic reactions feed ATP to biomass produc-

tion. With both the NADH and the ATP balance available as constraints, the

addition of the new branch point does not increase the dimension of the network,

which is fully identified based on two measured production rates ri.

ðaþ 1ÞCH2OðglucoseÞ ! Xþ aCO2 þ 1=2½4ð1þ aÞ � kx�NADH� gATP (5.5)

The coefficient awhich represents the loss of carbon as CO2 in themany reactions

that produce building blocks for X is of small importance for the result of the

analysis of the metabolic network. A value between 0.08 and 0.14 can be chosen.

The ATP consumption, determined by g, is much more difficult to specify.

We shall see in Example 5.2 that values as low as g¼ 1.8 mol ATP (C-mol X)�1

can apply for anaerobic, glucose limited cultures. But when other nutrients, e.g., the

N-source, become limiting, g can be very large. This results in very poor growth of

the culture, since the catabolic reactions are not able to supply a sufficient quantity

of ATP to support the anabolic reactions. Example 5.5 illustrates this situation.

Finally, in fully respiratory growth, a value of g equal to 0.1 ATP per g biomass

produced (i.e., g� 2.5 mol ATP per C-mol X of formula weight 25 g biomass/

C-mol) is used in many references as a “standard.” Due to the difficulty of fixing the

correct value of g the energy balance is often rejected as a constraint in network

analysis. But if measurements of ri are available at different cultivation conditions

(as in Examples 5.2 and 5.3), the energy balance can be used to estimate g since

other contributions to the balance are usually known from metabolic pathway

charts. Eventually, the accumulated knowledge of the variation of g with the

cultivation conditions can be used to select an appropriate value for g, and this

value can be used in situations when less experimental rate data are available.

Example 5.1 Analysis of the metabolism of lactic acid bacteria. We shall calculate the

fluxes in a network that represents the anaerobic, glucose limited growth of lactic acid bacteria

on a definedmedium. The catabolism is given by Fig. 5.3, but only the PFL (Pyruvate Formate

Lyase) path v4 between pyruvate and AcCoA is open.
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The coefficients a and g in (5.5) are chosen as respectively 0.10 mol CO2 and 2.00 mol

ATP per C-mol biomass. The biomass has the composition: X¼ CH1.8O0.5N0.2.

The network hasN¼ 3 branch points andN+ 1¼ 4 independent net fluxesVi, see Fig. 5.4a.

When a and the composition of X are given, a redox balance applied to (5.5) determines

b: kx¼ 4.20 and 1/2(1.1� 4� 4.20)¼ 0.10.

We choose rx and rHAc as the measured production rates, and we apply both the NADH

and the ATP balance to determine the two other production rates rEtOH¼ re and rHLac.

NADH balance : 1=2V1 � 1=2V2 þ 0:1V4 ¼ 0 1=2re ¼ 1=2rHAc þ 0:1rx

or

ATP balance : V1 þ 1=2V2 þ 1=3V3 � 2V4 ¼ 0 1=2re þ 1=3rHLac ¼ �rHAc þ 2rx

(1)

! re ¼ rHAc þ 0:2rx and rHLac ¼ �4:5rHAc þ 5:7rx (2)

The missing production rates are

rHCOOH ¼ 1=2ðrHAc þ reÞ ¼ rHAc þ 0:1rx;

rc ¼ rCO2
¼ 0:1rx; ð�rsÞ ¼ �1:5rHAc þ 7:1rx

(3)

Closure of the resulting mass balance is easily demonstrated:

ð�1:5rHAc þ 7:1rxÞ ¼ rHAc þ rx þ rc þ ðrHAc þ 0:2rxÞ
þ ð�4:5rHAc þ 5:7rxÞ þ ðrHAc þ 0:1rxÞ

(4)

X2

V4

P1

V2

P4

V1

P2

S

X1

P3 P1 P4P2 P3

V3

v1X1

X2 v3
v4

v5

S

v2v6

a
b

Fig. 5.4 (a) The metabolic pathway diagram of Fig. 5.3 (only the path v4 from X1 to X2 is shown)

supplemented with a path V4 from S to biomass (¼P4). The internal metabolic pools are

X2¼AcCoA and X1¼ pyruvate. (b) The same network as in (a), but the paths Vi are shown as

made up from the internal paths vi, e.g., V1¼ v1! v4! v5, V3¼ v1! v2, and V4¼ v3. Biomass is

made from many cell reactions, but is symbolized by a split of the flux of S, just inside the cell
wall
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Similarly for the degree of reduction balance:

4ð�1:5rHAc þ 7:1rxÞ ¼ 4rHAc þ 4:2rx þ 6ðrHAc þ 0:2rxÞ
þ 4ð�4:5rHAc þ 5:7rxÞ þ 2ðrHAc þ 0:1rxÞ

(5)

Both balances are seen to close for any values of [rx, rHAc].

If desired the internal fluxes vi can be calculated based on the production rates ri.

For example:

v4 ¼ v5 þ v6 þ rHCOOH ¼ 1:5ðrHAc þ reÞ ¼ 3rHAc þ 0:3rx

v1 ¼ v4 þ v2 ¼ �1:5rHAc þ 6rx ¼ ð�rsÞ � rx � rc ¼ �1:5rHAc þ 6rx
(6)

The black box stoichiometry for conversion of glucose to products is:

CH2O ! YsxXþ YscCO2 þ YsHAc þ YseEtOHþ YsHLacHLacþ YsHCOOHHCOOH (7)

In (7) all products are on a C-mol basis. The yield coefficients Ysi are found from the

rates ri.

It is remarkable that all six yield coefficients Yij¼ rj/ri can be found from the rates (2)

to (4).

The basis is the two measurements [rx, rHAc], while the procedure in Sect. 3.5 must use

three measured rates besides the three element balances for C, O, and H. Also the

calculations used here are almost trivial while those of Sect. 3.5 are considerably more

complicated.

The reason for the significant reduction of both experimental and computational work is,

that now biochemistry is used to find the right structure of the metabolism (e.g., the

stoichiometric coefficient for HCOOH is found automatically from the structure of the

pathways), and also we have used the available information on the energy generation and

consumption in each pathway.

In (7) neither the stoichiometric coefficient for H2O, nor that for the N-source is stated. Ysn
is of course proportional to Ysx, and if desired YsH2O can be found from an O or an H balance.

One final comment: In the present problem, any two of the seven measurable rates [rx,
rHAc, re, rHLac, rs, rHCOOH, rc] except the two proportional rates [rx, rc] can be chosen as the

measured rates rm, and the remaining five rates rc can be calculated as shown in the example.

But the influence of experimental errors on the result rc is very different for different choices
of rm. This is discussed in Note 5.4, and Problem 5.1 exemplifies the importance of using the

“right” measurements.

Example 5.2 Anaerobic growth of Saccharomyces cerevisiae. Conversion of glucose to

biomass and the three metabolic products ethanol (e), acetaldehyde (a), and glycerol (g) is

described by the four net fluxes Vi of Fig. 5.5 with stoichiometries stated in (1)

V1 ¼ rx : 1:12CH2O!XðCH1:74O0:6N0:12Þþ 0:12CO2 þ 0:15NADH� 2:42ATP

V2 ¼ ra : 1:5CH2O! CH2O1=2ðaÞþ 0:5CO2 þ 0:5NADHþ 0:5ATP

V3 ¼ re : 1:5CH2O! CH3O1=2ðeÞþ 0:5CO2 þ 0:5ATP

V4 ¼ rg : CH2O! CH8=3OðgÞ� 1=3NADH� 1=3ATP

(1)
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Redox balance : 0:15V1 þ 0:5V2 � 1=3V4 ¼ 0 (2)

ATP balance : �2:42V1 þ 0:5V2 þ 0:5V3 � 1=3V4 ¼ 0 (3)

To determine the four fluxes Vi two measured rates of production Pi must be given.

We choose V1(!P1)¼ rx and V2(!P2)¼ ra.

Solution of the two equations (2) and (3) for V3¼ re and V4¼ rg yields:

rg ¼ 0:45rx þ 1:5ra and re ¼ 5:14rx (4)

Thereafter, the missing production rates rs and rc ¼ rCO2
are calculated:

�rs ¼ 1:12rx þ 1:5ðra þ reÞ þ rg ¼ 9:28rx þ 3ra (5)

rc ¼ 0:12rx þ 0:5ðra þ reÞ ¼ 2:69rx þ 0:5ra (6)

The overall carbon and redox balances both close:

ð�rsÞ ¼ 9:28rx þ 3ra ¼ rx þ ra þ ð2:69rx þ 0:5raÞ þ ð0:45rx þ 1:5raÞ þ 5:14rx

4ð�rsÞ ¼ 4:18rx þ 5ra þ 14=3rg þ 6re

If the (simple) calculations (2)–(6) have been done correctly both balances should, of

course, close, but for the beginner it is nice to check the results of the analysis.

It might, in passing, be noted that V1(rx) and V3(re) could not have been chosen as basis

for analysis of the network. The reason is again that the two rates are proportional

(re¼ 5.14rx) and do not constitute a set of two linearly independent rates. The linear

dependence between rx and re can be spotted immediately from the structure of the two

linear algebraic equations (2) and (3): If the (2� 2) coefficient matrix for the two rates to be

determined as a linear combination of the remaining rates is singular, then two different

rates must be chosen.

X1

X2

P2 P1P3

S

P4

Fig. 5.5 Anaerobic growth

of yeast to produce biomass

(X¼P1) and three metabolic

products P2¼ acetaldehyde

(a, excreted from the cell),

P3¼ ethanol (e) and

P4¼ glycerol (g). The

metabolite pools are X1¼ 1,6

fructose diphosphate (F1,6P)

and X2¼ acetaldehyde

(internal). The metabolic

pathways V2 to V4 are

described in Sect. 2.2.3, and

graphically in Fig. 2.5c
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It is interesting to compare two special cases:

1. re¼ 0.
In this case rx is also zero, and the equations boil down to rg¼ 1.5ra, rc¼ 1/2ra and

(�rs)¼ 1.5ra.

Referring to Figs. 2.4a and 2.5c we find that the glucose flux is divided into two equal

fluxes at the branch point of fructose 1,6 diphosphate. The two fluxes continue to glycerol

and to the branch point at pyruvate. At pyruvate 0.5CO2 is split off, and the remainder

ends as acetaldehyde. The overall reaction is

CH2O ! 0:5CH8=3Oþ 1=3 CH2O1=2 þ 1=6CO2 (7)

Hence, the maximum yield of glycerol is 0.5 C-mol per C-mol glucose¼ 0.51 g g�1.

When, during World War I, Germany had to use as much as possible of its animal and

vegetable fat production for food and feed purposes, its ample resources of beet sugar

became the source of glycerol for production of explosives. A small flux from acetalde-

hyde to ethanol was permitted in order to keep the biomass alive, but addition of sulfite to

the medium precipitated most of the aldehyde, and glycerol was basically the only

metabolic product.

Today, the process would be run by suppression of alcohol dehydrogenase (ADH), the

enzyme that converts acetaldehyde to ethanol.

2. ra¼ 0.
Under normal conditions anaerobic yeast fermentation yields very little acetaldehyde, and

with the data used above the case ra¼ 0 will give:

9:28CH2O ! CH1:74O0:6N0:12 þ 5:14CH3O1=2 þ 0:45CH8=3Oþ 2:69CO2 (8)

Ysx ¼ 0:1077; Yse ¼ 0:5539; Ysc ¼ 0:2890; and Ysg ¼ 0:0485: (9)

In Sect. 3.3, a set of very accurate cultivation data was analyzed for a yeast with the biomass

composition of the present example. The yield coefficients were determined in (3.23):

Ysx ¼ 0:137; Yse ¼ 0:510; Ysc ¼ 0:275; and Ysg ¼ 0:077: (10)

The yield coefficients determined from the model are close to those obtained experimen-

tally, but characteristically Ysx is smaller, while Yse and Ysg are larger when determined from

the model.

It appears that the model overestimates the rates of the catabolic reactions, relative to the

rate of biomass formation.

If g¼ YxATP in (5.5) was smaller, then less ATP had to be produced by conversion of

glucose to ethanol to support a given rate of biomass synthesis. Since both re and rg are

proportional to rx when ra¼ 0, then all three yield factors would move toward those obtained

experimentally, if a smaller value of g was used in (5.5).
Repeating the calculations of the example for b¼ 0.12, but with g values smaller than

2.42, reveals that a sharp minimum in the least squares difference between the experimental

and the calculated values for the yield coefficients is obtained for g¼ 1.8. This leads to the

stoichiometry:

CH2O ! 0:136Xþ 0:524 CH3O1=2 þ 0:278 CO2 þ 0:061 CH8=3O (11)
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Changing b to 0.13 and g to 1.74 gives an even better model prediction:

CH2O ! 0:138Xþ 0:516 CH3O1=2 þ 0:276 CO2 þ 0:070 CH8=3O (12)

The model and the experiments now give almost the same result.

Whether (11), (12) or a model with even better fitted values of b and g is used, the power
of a well-structured metabolic model is obvious. It should be noted that not a single

experimental value is necessary to obtain the same result by the model as that obtained in

Sect. 3.3.

Example 5.3 Aerobic growth of Saccharomyces cerevisiae. In Example 3.5, the data of von

Meyenburg were analyzed, and it was found that a substantial part of the ethanol formed

whenD>Dcrit had been stripped to the gas phase. When the data atD¼ 0.30 h�1 and 0.40 h�1

is corrected for the missing ethanol one obtains the following table of yield coefficients (all on

C-mol basis).

D (h�1) Ysx Ysc Yso Yse

0.15 0.548 0.452 0.425 0

0.30 0.279 0.366 0.167 0.355

0.40 0.175 0.312 0.044 0.513

These data will now be analyzed using a simple model. The model contains two main

pathways V1 and V2 besides two internal pathways v3 and v4, which together lead to CO2, a

metabolic product that is also obtained in the two main pathways. In pathway V1 biomass X is

produced, and in pathway V2 ethanol.

For a¼ 0.10 in (5.5) one obtains the following stoichiometries for V1 and V2:

V1 : 1:10 CH2O ! Xðkx ¼ 4:20Þ þ 0:10 CO2 þ 0:10 NADH � gATP (1)

V2 : 1:5 CH2O ! CH3O1=2ðeÞ þ 0:5 CO2 þ 0:5 ATP (2)

Besides the glucose needed for (1) and (2) some glucose is completely combusted to CO2

in internal pathway v3. The NADH produced in this path is combined with the NADH

obtained in V1, and in pathway reaction v4 all the NADH is oxidized to NAD while producing

ATP to support the biomass production in V1.

First we analyze the main metabolic network – the one that produces biomass and ethanol

through pathways V1 and V2. With rx and re as the measured rates, the rates of glucose

consumption and CO2 production, (�rs)1 and (rc)1, for this part of the metabolism are

obtained.

From pathways V1 and V2 one obtains : ð�rsÞ1 ¼ 1:1rx þ 1:5re and ðrcÞ1
¼ 0:1rx þ 0:5re

(3)

Next the stoichiometry of the internal pathway reactions is considered:

v3 : CH2O ! CO2 þ 2NADH þ eATP with rate ¼ ð�rsÞ2 (4)
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v4 : O2 ! �2NADH þ 2P=O ATP ð2:18Þ with rateð�roÞ (5)

The redox and the energy balances are used to calculate (�rs)2 and (�ro) in terms of

rx and re:

Redox balance : 0:1rx þ 2ð�rsÞ2 � 2ð�roÞ ¼ 0 (6)

ATP balance : �grx þ 0:5re þ eðrsÞ2 þ 2P=Oð�roÞ ¼ 0 (7)

In the energy balance (7) e is the amount of ATP obtained in the EMP pathway and in the

conversion of pyruvate to CO2 in the TCA cycle. e is at least 1/3 ATP per C-mol glucose

(from the EMP pathway). In the TCA cycle 1 GTP is obtained per pyruvate, or 1/3 ATP per

C-mol glucose. GTP is equivalent to ATP as energy currency. When AcCoA is synthesized in

the mitochondria from cytosolic HAc (see Fig. 2.5c) the activation of the HAc does,

however, require ATP which cancels the “ATP” gained in the TCA cycle. Thus, if a large

part of the pyruvate enters the mitochondria via the shunt in Fig. 2.5c, the value of e is close to
1/3. The largest value of e is 2/3 per C-atom glucose. The calculations below are, however,

almost independent of the value of e, but they are quite sensitive to the value of g, the other
parameter in (7).

All the redox obtained in the TCA cycle is taken to be NADH. In S. cerevisiae NADH

does, however, enter the electron transfer chain at the level of Complex II/III in Fig. 4.1, with

a theoretical ATP yield of two ATP/(2e�1). Thus, NADH and FADH2 are equivalent in this

organism.

Solving (6) and (7) for (�rs)2 and (�ro) yields the following result:

ð�rsÞ2 ¼ ½ðg� 0:1P=OÞrx � 0:5re�=ðeþ 2P=OÞ ¼ ðrcÞ2 (8)

ð�roÞ ¼ 0:05rx þ ð�rsÞ2 (9)

The total glucose consumption is : ð�rsÞ ¼ ð�r2Þ1 þ ð�rsÞ2
¼ 1:1rx þ 1:5re þ ð�rsÞ2

(10)

The total CO2 produced is : rc ¼ 0:1rx þ 0:5re þ ð�rsÞ2 (11)

The yield coefficients Ysj of O2, biomass, ethanol and CO2 on glucose can be determined

as the ratio between [(�ro), rx, re, rc], and (�rs). For given values of [Ysx, Yse, P/O, g, e], one
can calculate the yield coefficients [Yso, Ysc] and compare them with the experimental results

of the table.

For P/O¼ 1.25, the value recommended by van Gulik and Heijnen (1995), and e¼ 0.5

(halfway between 1/3 and 2/3), one calculates the following values for g when the three Yso
values of the table are compared (by least squares regression) with the calculated values

for Yso:

D ¼ ½0:15ðre ¼ 0Þ; 0:30; 0:40� h�1 ! g ¼ ½2:45; 2:35; 2:17� mol ATPðC -mol biomassÞ�1

(12)
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From the g values calculated in (12) it is seen that the ATP consumption associated with

the synthesis of one C-mol biomass continuously decreases from the so-called “standard”

value of �2.5 mol ATP at fully respiratory cultivation toward the much lower value

�1.8 mol ATP calculated in Example 5.3 for the anaerobic cultivation of S. cerevisiae.

The results of (12) were obtained based on a constant value of P/O. The experimental data

can, however, also be interpreted in a different way. If g remains at 2.45 mol ATP (C-mol

biomass)�1 for all threeD values, then P/Omust increase from 1.25 atD¼ 0.15 h�1 to about 1.9

at D¼ 0.4 h�1. This explanation is, however, less convincing, since the lowest g value¼ 1.8 is

obtained with no oxygen supply at all, and the argument based on an increasing P/O with

increasing D is not valid in this case.

We have, however, in Table 3.2 seen that the biomass composition changes with the cultivation

conditions. Thismay affect theATP cost. Also themaintenance of a constantmembrane potential at

aerobic growth may require extra ATP in fully aerobic growth.

Speculations concerning the energy costs for different life processes, and the efficiency of

the energy producing mechanisms can never lead to any firm conclusions. The energy

creating and the energy consuming processes, including maintenance of already existing

cells, are intimately connected, and their individual contributions cannot be sorted out. In

Sect. 5.2 these issues will be discussed.

5.1.2 A Formal, Matrix-Based Description
of Metabolic Networks

The analysis of metabolic networks described above works fine as long as the

network is small (or it is reduced through lumping of reactions), but as soon as

the number of reactions increases it is necessary to have a more stringent

formulation of the network model. Such a formalism can be based on the internal

fluxes v (e.g., in C-mol per time unit) of Fig. 5.2 rather than on the fluxes V from

substrate(s) to metabolic products, which were used in Figs. 5.3–5.6, and mass

balances around every internal branch point (i.e., for each internal metabolite)

are used as constraints on the fluxes. The rates of production of all metabolic

products and substrates are written as linear combinations of the internal fluxes

vi, as exemplified below for the metabolism of glucose by lactic acid bacteria via

the pyruvate formate lyase pathway in Fig. 5.4b.

ð�rsÞ ¼ v1 þ 1:1v3; rx ¼ v3; rHLac ¼ v2; rHAc ¼ v5;

re ¼ v6; rHCOOH ¼ 1=3v4; rc ¼ 0:1v3
(5.6)

Next four constraints are invoked, which express that there is no accumulation

of mass at the two branch points at pyruvate and AcCoA, and that there is no

accumulation of NADH and ATP in the network:
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rPYR ¼ v1 � v2 � v4 ¼ 0;

rAcCoA ¼ 2=3v4 � v5 � v6 ¼ 0;

rNADH ¼ 1=3v1 � 1=3v2 þ 0:1v3 � v6 ¼ 0;

rATP ¼ 1=3v1 � 2v3 þ 1=2v5 ¼ 0

(5.7)

Finally, the production rates r and the internal fluxes v are related by the

following equation:

�rs
rx

rHLac
re

rHAc
rHCOOH

rc
rPYR
rAcCoA
rNADH
rATP

2
66666666666666664

3
77777777777777775

¼

1 0 1:1 0 0 0

0 0 1 0 0 0

0 1 0 0 0 0

0 0 0 0 0 1

0 0 0 0 1 0

0 0 0 1=3 0 0

0 0 0:1 0 0 0

1 �1 0 �1 0 0

0 0 0 2=3 �1 �1

1=3 �1=3 0:1 0 0 �1

1=3 0 �2 0 1=2 0

2
66666666666666664

3
77777777777777775

�

v1
v2
v3
v4
v5
v6

2
6666664

3
7777775

(5.8)

The six fluxes vi are related through the four algebraic equations in (5.7). Hence,
if two of the six fluxes are selected, the last four can be calculated in terms of the

two selected fluxes. The easiest calculation is obtained when two fluxes which are

proportional to two different elements of r are selected. In (5.8) there are five such

possibilities (but the network is also very simple).

v4

P1 P2

v3

V2V1 

X1

S O2
Fig. 5.6 Aerobic growth of

yeast to produce biomass

X¼P1 and ethanol P2 from

glucose S. The metabolite

pool X1 is pyruvate, and part

of the glucose is diverted to

produce NADH for the

oxidative phosphorylation,

which takes place in the

“inner” box
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In the following [v3, v5]¼ [rx, rHAc] are chosen. The four remaining fluxes

[v1, v2, v4, v6] are now calculated as shown in (5.9):

v1
v2
v4
v6

2
664

3
775 ¼

1 �1 �1 0

0 0 2=3 �1

1=3 �1=3 0 �1

1=3 0 0 0

2
664

3
775
�1

�
0 0

0 1

�0:1 0

2 �1=2

2
664

3
775� rx

rHAc

� �

¼
6 �1:5
5:7 �4:5
0:3 3

0:2 1

2
664

3
775� rx

rHAc

� �
: (5.9)

Finally, the remaining five nonzero production rates are easily calculated from (5.6):

�rs
rHLac
re

rHCOOH
rc

2
66664

3
77775 ¼

7:1rx � 1:5rHAc
5:7rx � 4:5rHAc
0:2rx þ rHAc
0:1rx þ rHAc

0:1rx

2
66664

3
77775 (5.10)

Equations (5.6)–(5.10) illustrate the application of the method on the network in

Example 5.1 (Fig. 5.4b). The results are of course identical to those obtained previously.

The general application of the method is formally given in (5.11)–(5.12).

Here the J columns of matrix T in (5.11) are the stoichiometric coefficients in the J
reactions vi in themetabolic network. The firstK rows inT show the distribution of the

K substrates in the J internal reactions, while the nextM rows show how biomass and

metabolic products are formed in the J internal reactions. The last N+ 2 (N being the

number of internal nodes – ormetabolites) rows ofT show how, due to the steady state

treatment of the network, internal metabolites are formed in the internal reactions, all

with a rate ri¼ 0. In Example 5.1, J¼ 6, K¼ 1,M¼ 6, and N¼ 2.

TT, the transpose of T, is normally called the stoichiometric matrix.

r ¼ Tv; (5.11)

In (5.11) r has dimension (K+M+N + 2, 1), v (J, 1), and T(K+M+N + 2, J).
From the column vector v we pick vector v1 with J�N� 2 elements. The

remainder of v is v2 with N+ 2 elements.

The last N + 2 rows of matrix T, a matrix T0 of dimension (N+ 2, J), is now

divided into two matrices, T1 with dimension (N + 2, N + 2), and the remainder, T2,

of dimension (N+ 2, J�N� 2). T1 is the part of T0 that belongs to v2, while T2 is

the part belonging to v1.
v2 can now be found as a function of v1 by the solution of:

T1 � v2 ¼ �T2 � v1 ! v2 ¼ �T�1
1 � T2 � v1 (5.12)

Finally, r is found directly from (5.11) as a function of v1, since all elements of v
have now been expressed in terms of v1. Some of the elements of r may be equal to
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elements in v1, while the others are linear combinations of the elements of v1.
A requirement for the use of (5.12) is that T1 is nonsingular, i.e., it has full rank. For

simple metabolic networks this is normally the case, but for larger metabolic

networks reaction paths with similar overall stoichiometry one may end up with a

singular matrix. We shall return to a discussion of this issue.

Note 5.1 Comparison of the method based on the net fluxes V, and the method based on the
total set of internal fluxes v. In Example 5.1 there are N = 2 branch points at the specified

internal metabolites X1 and X2 and one “unspecified” branch point where carbon is drained

off to biomass. This establishes Nþ 2¼ 4 pathways Vi between the substrate S and Nþ 2¼ 4

metabolic products Pi. Each path Vi leads to a product that is only formed in that path. The

metabolic products Pi are the independent variables of the network which can be fully

described using these variables. All other metabolic products are found as linear

combinations of the Pi.

Consequently, in Fig. 5.4a there are Nt¼Nþ 1¼ 3 binary branches and 4 products Pi,

where each product is formed in one and only one pathway. There are 2 internal branch points

with well definedmetabolites (X1, X2) while the branch to P4¼ biomassX receives carbon from

many donor metabolites along the path from S toX. If the redox and energy balances are used as

constraints on the fluxes Vi, the number of independent P1 needed to define the network is

reduced to Nt�1¼ 2. The rate of substrate consumption is found from a total carbon balance

based on the Pi, and likewise the other metabolic products are found as linear combinations of

the Pi. In Figure 5.4b the network is also defined by N¼ 2 specified internal branch points,

and one unspecified branch point. From each branch point two fluxes emanate. Hence the

network is fed by (�rs) and is made up of 2(Nþ 1) = 6 internal fluxes vi. At each of the N

specified internal branch points (at X1 and X2 in Figure 5.4b), a mass balance is set up to express

that the internal metabolite concentration stays constant in time. This givesN constraints on the

2 (Nþ 1) fluxes vi, and the number of independent fluxes is hereby reduced to Nþ 2.

When the redox and energy balances are introduced as extra constraints, the number of

independent internal fluxes vi is further reduced toN. This is the same result as that obtained by

analysis of the method based on Figure 5.4a, where Nt� 1 net-production rates (defined as

explained above) were needed to define the network when the two constraints are used.

Although the two methods should give identical results, they are not equally easy to work

with. In the “net-flux” method with Nþ 2 pathways to Nþ 2 products Pi there will always

be exactly two extra constraints that can, if desired, be applied to reduce the number of

independent rates to N. In the “internal-flux” method one must solve a matrix equation of

dimension Nþ 2 that is set up to express that the net rate of production of the N specified
internal metabolites Xi and cofactors ATP and NADH is zero. If one of the cofactor
related constraints is not used, then more than N external rates (�rs, Pi) must be measured

to identify the network.

For large N the difference in computational work is considerable. In large networks it also

becomes increasingly difficult to see if some of the internal reactions are linearly dependent.

If for example both ATP and ADP are included as reaction species with ri¼ 0 there will be

two rows in T1 that are only different in the signs. Hence T1 cannot be inverted. This error is

easily avoided by only using one species of a cofactor pair. When some of the reactions in the

network are linearly dependent – and this may be difficult to appreciate in large networks as

exemplified in Note 5.5 – columns in T1 become linearly dependent, and again T1 cannot

be inverted. Here the remedy is to use a different set of fluxes in v2. When computer software

is used to solve the flux distribution problem, the software will automatically find a set of
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fluxes vi in v2 for which this problem does not arise, but in manual calculations (e.g. in
“student exercises”) this problem is often frustrating.

The J�N� 2 independent fluxes vi are expressed in terms of measured rates ri (in the

example (v3, v5)¼ (rx, rHAc) were used but (rx, rc) could not be used). In large networks it is

also difficult to see which rates are linearly independent, and the basis for calculation of the

remaining fluxes fails, since T1 is again singular. The system is said to be nonobservablewith
the chosen set of measured rates.

When the larger computational work and the risk of having to duplicate the computations

in the “internal flux” method are considered, this method seems to be much less attractive

than the “net-flux” method, at least for manual calculations.

One may claim, that it is easy to set up the stoichiometries of the internal reactions, since the

stoichiometric coefficients are immediately known from textbooks or are stored in the computer

software (e.g., PYR! 2/3AcCoA+ 1/3HCOOH for v4 in Fig. 5.4b). But the computer is also

able to combine the single reactions vi to one net flow (e.g.,V1 in Fig. 5.4a¼ v1 + v4 + v5 with the
combined stoichiometry V1: 3/2CH2O!HAc+1/2HCOOH+NADH+ATP).

From a pedagogical perspective, the “net-flux” method is the easiest to apply and it

works well for diverging networks – also when as in Example 5.4 there are many net paths

Vi. In large networks with many internal loops it does, however, become increasingly

difficult to sort out the valid net paths – see Example 5.7 which is still a very simple

example of a metabolic network. Consequently, the general method of Metabolic Flux

Analysis based on (5.11) and (5.12) will surely be the right method to use for open-ended

network analysis of real biological problems, while the net-flux method serves as a

reasonably simple introduction to flux analysis – without much matrix algebra – a subject

that is unfortunately shunned by many students.

Example 5.4 Production of butanol and acetone by fermentation. In Problem 2.3, the

revival of the old (1917) fermentation route to butanol (the main product) and acetone is

treated in a literature exercise. In the present example, the metabolic network, a simplifica-

tion of that proposed by Reardon et al. (1987), is examined by the net flux method.

The left hand side of the figure shows the network based on eight fluxes Vi from S to eight

products Pi.

The upper part of the network, until the branch point at AcCoA, is identical to that of

Fig. 5.3, except that acetoin (acn¼ 3-hydroxy butanone, CH3–CO–CHOH–CH3) is

synthesized from pyruvate by decarboxylation of one pyruvate, followed by condensation

with another pyruvate to form acetoin and a second CO2. At the branch point of AcCoA a third

reaction takes place, the condensation of two AcCoA to form Aceto-AcCoA¼
CH3CO–CH2CO–S–CoA by pathway reaction v8. Aceto-AcCoA can either (reaction v9)
decarboxylate to acetone (CH3COCH3) +CoA, where the CoA is used to activate butyric

acid (HBu) to buturyl-CoA (BuCoA), or it can be reduced (reaction v10) to BuCoA

(CH3CH2CH2CO–CoA). In reactions v11 and v12, BuCoA can be reduced to 1-butanol

(BuOH) or hydrolyzed to butyric acid (HBu), by the same reactions shown for AcCoA. One

ATP is produced both in reaction v6 and in v12 per molecule of the activated compound.

H2 is produced by reaction v13. This could result by decarboxylation of HCOOH if pyruvate

formate lyase is the active enzyme. If pyruvate dehydrogenase is the active enzyme it could

result by dehydrogenation of NADH following NADH!NAD+H2. The final products are

CO2 and H2 in the stoichiometric ratio 1:1 if, as is the case for the example, no HCOOH is

observed in the products. Hence it does not matter by which route pyruvate is converted to

AcCoA. In the stoichiometries listed in (1) 1/2HCOOH is assumed to be produced per C-mol

carbon in the substrate (glucose) in all the reactions (v4 to v12) that are being fed via the
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decarboxylation of pyruvate to AcCoA. The rate of H2 production rH2
is equal to the rate of

HCOOH production rHCOOH as a byproduct in many of the net-reactions shown in (1) below.

In this example it becomes quite difficult to write the stoichiometries for the internal

reactions v1 to v13. A large number of cofactors are involved, and there are several loops in

which AcCoA or BuCoA are recirculated. The result could easily be that incorrect stoichio-

metric coefficients are used, and that several linearly dependent reactions are included.

The net flux description (right hand diagram of Fig. 5.7) in terms of eight net fluxes Vi to

eight products Pi, each of which is only produced by one pathway Vi is, however, quite

simple. The redox balance for each pathway is easily checked, and the ATP contribution is

found by using the results of previous examples.

V1 ¼ rx :�1:1CH2OþXðCH2O0:5N0:25Þþ 0:1CO2 þ 0:075 NADH� 2:48 ATP¼ 0

V2 ¼ racn :�1:5 CH2OþCH2O1=2 þ 1=2 CO2 þ 1=2 NADHþ 1=2 ATP¼ 0

V3 ¼ rHLac :�CH2OþCH2OðHLacÞþ 1=3ATP¼ 0

V4 ¼ re :�1:5 CH2Oþ 1=2 HCOOHþCH3O1=2 � 1=2NADHþ 1=2ATP¼ 0

V5 ¼ rHAc :�1:5CH2Oþ 1=2 HCOOHþCH2OðHAcÞ þ 1=2 NADHþATP¼ 0

V6 ¼ rac :�2 CH2OþCH2O1=3 þ 2=3 HCOOHþ 1=3 CO2 þ 2=3 NADHþ 2=3 ATP¼ 0

V7 ¼ vHBu :�1:5 CH2OþCH2O1=2 þ 1=2 HCOOHþ 3=4 ATP¼ 0

V8 ¼ rBuOH :�1:5 CH2OþCH2:5O0:25 þ 1=2 HCOOH� 1=2 NADHþ 1=2 ATP¼ 0

(1)

The redox and energy balances are

NADH : 0:075V1þ 1=2 V2� 1=2 V4þ 1=2 V5þ 2=3 V6� 1=2 V8 ¼ 0

ATP :�2:48 V1þ 1=2 V2þ 1=3 V3þ 1=2 V4þV5þ 2=3 V6þ 3=4 V7þ 1=2 V8 ¼ 0
(2)

Six out of the eight Vi must be measured while the last two can be calculated from (2) as

linear combinations of the measured Vi. By inspection it is found that the calculated fluxes

cannot be (V2, V6) or (V4, V8) since matrix T1 of (5.12) will be singular. All other pairs can be

used.

We choose (V3, V5) as rc, and in (3) these two net flows are found in terms of the

remaining six Vi.

V5 ¼ rHAc ¼ �0:150V1 � V2 þ V4 � 4=3V6 þ V8

V3 ¼ rHLac ¼ 7:89V1 þ 3=2V2 � 9=2V4 þ 2V6 � 9=4V7 � 9=2V8

(3)

Now the whole flux distribution problem has been solved by almost trivial manual

calculations, and all other metabolic production rates are found as linear combinations of

the six independent Vi:

ð�rsÞ ¼ 1:1V1 þ 3=2V2 þ v3 þ 3=2V4 þ 3=2V5 þ 2V6 þ 3=2V7 þ 3=2V8

¼ 8:765V1 þ 3=2V2 � 3=2V4 þ 2V6 � 3=4V7 � 3=2V8

rHCOOH ¼ 1=2V4 þ 1=2V5 þ 2=3V6 þ 1=2V7 þ 1=2V8

¼ �0:075V1 � 1=2V2 þ V4 þ 1=2V7 þ V8 ¼ rH2

rc ¼ rHCOOH þ 0:1V1 þ 1=2V2 þ 1=3V6

¼ 0:025V1 þ V4 þ 1=3V6 þ 1=2V7 þ V8

(4)
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The 13 fluxes vi are tied together by six relations (rPYR¼ rAcCoA¼ rAvcetoAcCoA¼ rBuCoA¼
rNADH¼ rATP¼ 0) giving a (6� 6) matrix T1 in (5.12), and there are quite a few linearly

dependent columns in T. It can be a frustrating experience for students to pick a valid set of

six internal fluxes vi, especially if they solve the problem using only a pocket calculator. In

“professional” metabolic flux analysis this should of course not be an issue.

To illustrate the problems when inexperienced students apply the general method based

on (5.12) the following “mistake” is instructive. In Fig. 5.7 there are 13 internal fluxes vi and
there are four internal nodes (PYR, AcCoA, AcetoAcCoA, BuCoA) together with the redox

and ATP balances.

Hence one must measure seven production rates to close the problem. [rs, rx, re, rac, rBuOH,
rHBu, racn] were chosen by the student group. It was later found that (�rs) was a linear

combination of the other sixmeasured rates. Evidently, one had overlooked a linear dependence

between v13 and the rates of production of the metabolites below AcCoA, and there were in

reality only 12 independent internal fluxes vi.

5.2 Growth Energetics

5.2.1 Consumption of ATP for Cellular Maintenance

Herbert (1959) showed that what he called “endogeneous metabolism” results in a

continuous degradation of already formed biomass, and that the total substrate

consumption must be calculated as the sum of two terms, one that gives rise to ab

initio formation of biomass, while the other is used to regenerate degraded biomass.

The rates of the two separate biomass formation reactions are rx¼ the observed

P1 P2 P3 P4 P5 P6 P7 P8

S

Fig. 5.7 The metabolic network from glucose to solvents in Clostridium acetobutylicum

172 5 Biochemical Reaction Networks



specific growth rate m of the culture, and the rate of formation of biomass from

degraded biomass, rxe¼ me.

ð�rsÞ ¼ Ytrue
xs mþ Ytrue

xs me ¼ Ytrue
xs mþ ms (5.13)

The so-called true yield coefficient, Ytrue
xs , specifies the yield in the conversion of

substrate into biomass. Pirt (1965) introduced an empirical correlation identical in

form to (5.13), but he collected the product of Ytrue
xs and me in the empirical constantms,

as shown in the last expression in (5.13). The empirical constant was called the

maintenance coefficient.
In Sect. 7.3.2 we shall discuss the application of (5.13) for description of cellular

processes and show, that despite its empirical nature it gives a good description of

the total specific substrate uptake rate. However, the simple linear rate equation

does not explain, in a biologically satisfactory way, what the extra substrate

consumed for maintenance is in fact used for, i.e., which energy requiring cellular

processes do not lead to net formation of biomass. It is not at all clear which cellular

processes should be categorized as maintenance processes, but below we list some

of the most important processes that are customarily regarded as leading to mainte-

nance substrate consumption:

• Maintenance of gradients and electrical potential. In order to ensure proper

function of the cell it is necessary to maintain concentration gradients, e.g., a

proton gradient across the cellular membrane. Furthermore, it is necessary to

maintain an electrical potential across the cellular membrane. These processes

require energy (and consequently substrate), but they do not lead to formation of

any new biomass, and they are therefore typical examples of maintenance

processes. We shall see (Note 5.2) that the major part of the maintenance

requirement originates in these processes.

• Futile cycles. Inside the cells there are pairs of reactions which result in the net

hydrolysis of ATP. An example is the conversion of fructose-6-phosphate (F6P) to

fructose 1,6-bisphosphate (a reaction that requires ATP) followed by its hydrolysis

back to F6P by a phosphatase (a reaction that does not result in ATP formation).

This two-step futile cycle represents a very common situation, and in practice the

regulatory system of the cell ensures that this futile cycle does not operate, e.g., the

phosphatase is repressed in the presence of glucose. However, there are more

complex futile cycles that involve a large number of reactions. The result is always

a net hydrolysis of ATP. The exact purpose of such futile cycles is not known, but

they may serve to generate heat by the hydrolysis of ATP, and hence establish a

higher temperature than that of the environment. Since futile cycles result in

utilization of energy without net formation of biomass, they may also be consid-

ered as maintenance processes.

• Turnover of macromolecules. Many macromolecules (e.g., mRNA) are continu-

ously degraded and re-synthesized inside the cell. This does not result in net

formation of biomass, but substantial amounts of Gibbs free energy are used, and
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turnover of macromolecules is therefore another typical example of a maintenance

process.

Utilization of energy, and consequently of substrate, in each of the three pro-

cesses listed above is likely to be a function of the specific growth rate. When the

specific growth rate is high there is a high turnover of macromolecules, and with

increasing activity level in the cell it is, e.g., necessary to pump more protons out of

the cell. Furthermore, with a higher flux through the cellular pathways there is a

larger loss of energy in the futile cycles. This is biologically reasonable, since when

the cells grow under limiting conditions, i.e., at low specific growth rate, they will

try to use the substrate as efficiently as possible, and the maintenance processes are

therefore curtailed. The energy expenditure in maintenance processes is therefore

likely to be an increasing function of the specific growth rate. Thus, part of the

Gibbs free energy spent in these maintenance processes may be included in the

overall yield coefficient Ytrue
xs , and only that part of free energy which is spent at

zero-growth rate are included in the maintenance coefficient.

Bauchop and Elsden (1960) introduced the concept of ATP requirements for

biomass synthesis via the yield coefficient YxATP (unit: mmol ATP (g DW)�1), and

proposed a balance equation (5.14) which is analogous to (5.13):

rATP ¼ YxATPmþ mATP (5.14)

rATP specifies the total formation rate of ATP in catabolic pathways (different from

the net formation rate of ATP, which is implicitly assumed to be zero in the equation).

From precise measurements of the metabolic products of the anaerobic metabo-

lism it is possible to calculate the specific formation rate of ATP, i.e., rATP. This
may be used to find experimental values for YxATP and mATP, as shown in many

studies, e.g., Benthin et al. (1994) for lactic acid bacteria. In aerobic processes a

major part of the ATP production originates in the respiration, and the yield of ATP

in this process is given by the P/O ratio.

Although the discussion in Sect. 4.3.2 implies that YNADH,ATP¼ P/O can be

calculated exactly for a given organism, the operational value of the P/O is not

known since the thermodynamic efficiency of the ATP generation process is never

1 and may vary with the microorganism and perhaps also with the environmental

conditions. Detailed empirical studies, e.g., van Gulik and Heijnen (1995), have

indicated an operational P/O ratio of 1.2–1.3. The ATP production can therefore not

be calculated with the same accuracy in organisms that gain ATP by respiration as

is the case for organisms that are only able to produce ATP in fermentative

pathways (by substrate level phosphorylation).

In Table 5.1 experimentally determined values for YxATP and mATP are collected

for a number of microorganisms growing at anaerobic conditions where rATP
could be determined rather precisely. There is a large variation in the experimen-

tally found values. This is explained by the fact that YxATP depends both on the

applied medium and on the macromolecular composition of the biomass, as

illustrated by the lower values obtained with growth on a complex medium com-

pared with growth on a minimal medium.
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Onemay also calculate theoretical values for YxATP from themetabolic network. In

Table 2.3, a value of 41 mmol of ATP per gram dry weight was given for E. coli
synthesis on aminimalmedium. Ifwe add 6mmol ofATP per gramdryweight used in

the transport processes (Stouthamer 1979), we obtain a theoretical value for YxATP of
47 mmol of ATP per gram dry weight for E. coli. By comparison it is seen that the

experimental value of YxATP for E. coli in Table 5.1 is 2.0–2.5 times larger than the

theoretical value. This is a general observation made also for other microorganisms.

The reason is that energy used in the maintenance processes is included in YxATP, as
discussed in Note 5.2.

Note 5.2 Calculation of the total ATP consumption for maintenance. We want to evaluate

the total ATP consumption for maintenance reactions in E. coli with growth on a minimal

medium. As discussed in the text there is a substantial deviation between the value of YxATP
for E. coli in Table 5.1 and the value of 41 mmol (g DW)�1 for synthesis of an E. coli cell
found in Table 2.3. Even if transport of substrates is considered there is, as mentioned above,

a large deviation. The difference between the “theoretically” calculated value and the

experimentally determined value must be due to the three types of maintenance processes

discussed in the text.

Many of the cellular macromolecules are very stable, and it is mainly enzymes and mRNA

that are degraded and re-synthesized inside the cell. The half-life of mRNA is of the order of a

few minutes, and there are good reasons for this low value. In order to control the synthesis of

proteins at the genetic level it is important that mRNA be quite unstable, since otherwise

translation of themRNAwould continue evenwhen the enzyme is not needed. Since it is much

cheaper from an energetic point of view to synthesize mRNA than protein, it is better for the

cell to have a high turnover rate of mRNA rather than synthesize unnecessary protein. The

turnover rate of enzymes is not known exactly, and probably it is heavily dependent on the

cellular function of the enzyme. If the degradation of mRNA and protein is by first-order

processes, the rate of turnover depends on the cellular content of these two components. Since

the content of enzymes and mRNA increases with the specific growth rate, the ATP require-

ment for turnover of macromolecules therefore increases with the specific growth rate. Using a

half-life for mRNA of 1 min and a protein half-life of 10 h, the ATP requirement for

macromolecular turnover can be calculated to be in the order of 6 mmol ATP (g DW h)�1.

Consequently, only a minor part of the ATP requirement for maintenance processes can be

accounted for by turnover of macromolecules.

Stouthamer (1979) states, that up to 50% of the total energy production during anaerobic

growth of E. coli is used for maintaining membrane potentials, i.e., maintenance of the

thermodynamic and electrochemical gradients across the cytoplasmic membrane. This

corresponds to 49–59 mmol of ATP per gram dry weight, and only a minor fraction of the

ATP is therefore “lost” in the futile cycles. During aerobic growth, membrane energetization

is ensured by the respiration (i.e., the oxidation of NADH), and this at least partly explains

why the operational P/O ratio is smaller than the theoretical value.

5.2.2 Energetics of Anaerobic Processes

Anaerobic cultivations are quite simple to analyze from the point of view of

energetics. All the free energy that is available for biomass growth is produced in
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the EMP pathway (two ATP per glucose molecule), except when fermentation

products contain carboxylic acids such as HAc and HBu which give an extra ATP

when hydrolyzed from their energized progenitors, Acetyl-P and Buturyl-P.

The obligate anaerobes are, as explained in Sect. 2.2.5 unable to grow in the

presence of oxygen, but also facultative anaerobes often lack essential parts of the

electron transfer chain and are unable to gain free energy by respiration. Thus,

the only advantage that lactic acid bacteria gain by the presence of oxygen is, that

this, at least in theory, permits all the carbon from glucose to end up in HAc, and

the meager ATP yield of 1/3 ATP/C-mol glucose is doubled to 2/3 ATP/C-mol

glucose.

Based on the metabolic models of Sect. 5.1 it is quite easy to estimate how

much of the energy gained in the catabolic reactions is captured by the anabolic

reactions that lead to a net-production of new biomass, and how much is used for

maintenance.

Consider the results of Example 5.1 for a homofermentative cultivation of lactic

acid bacteria, i.e., when the glucose concentration is high enough to repress the

reactions from pyruvate to the mixed acids. Assume the value b¼ 0.1 for CO2

produced per C-mol biomass and the biomass composition X¼CH1.8O0.5N0.2 used

in Example 5.1. Also assume that some O2 is present to oxidize (by the action of

NADH oxidase) the small amount of NADH that accompanies the biomass

production.

Table 5.1 Experimentally determined values of YxATP and ms for various microorganisms grown

under anaerobic conditions with glucose as the energy source

Microorganism

YxATP (mmol ATP

(g DW)�1)

mATP (mmol ATP

(g DW h)�1) References

Aerobacter
aerogenes

71 6.8 Stouthamer and

Bettenhaussen (1973)

Escherichia coli 57 2.3 Stouthamer and

Bettenhaussen (1973)

Lactobacillus
casei

97 18.9 Hempfling and Mainzer

(1975)

Lactobacillus
delbruckii

41 1.5 de Vries et al. (1970)

Lactococcus
cremoris

72 0 Major and Bull (1985)

(Now called
L. lactis)

73 1.4 Otto et al. (1980)

Lactococcus
diacetilactis

53 – Brown and Collins (1977)

Saccharomyces
cerevisiae

15–50 18-Jul Benthin et al. (1994)a

47 – Brown and Collins (1977)

71–91 <1 Verduyn et al. (1990)
a In their analysis, Benthin et al. (1994) found a large variation in the energetic parameters

depending on the (complex) medium composition, see Example 5.5
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In this situation, Ysx (C-mol biomass/C-mol glucose) is easily calculated as a

function of g. The flux to HLac must be 3g higher than the flux to biomass, and

(�rs)¼ (1.1 + 3g)rx:

Ysx ¼ 1

1:1þ 3g
(5.15)

The result obtained in (5.15) is called the true biomass yield Ytrue
xs , i.e., it relates

the substrate consumption to the formation of new biomass. Ytrue
xs is derived using a

simple, but still structurally correct model that includes the parameter g. Our
uncertainty concerning the exact energy requirement for synthesis of biomass is

expressed through the parameter g.
The discussion in Examples 5.2 and 5.3 has shown that g ranges between 2.45

for respiratory growth and 1.8 for growth of yeast on a defined medium

(Sect. 2.2.7). There is little reason to believe that very different values for the

range of g would be found for the growth of bacteria. Thus, (5.15) yields [0.120

(g¼ 2.45)< Ysx< 0.154 (g¼ 1.8)], and in analogy with the anaerobic yeast cultiva-

tion, Ysx is probably close to the upper end of the range.

For an anaerobic or microaerobic cultivation of Lactococcus lactis in a glucose

limited, defined medium (the amino acids that the organism cannot synthesize are

added in known amounts according to a recipe), the bacteria can grow at a specific

growth rate m¼ rx¼ 0.6 h�1. Lactic acid is the only metabolic product as long as the

glucose concentration in the medium is above about 11 mg L�1. At lower glucose

concentrations HCOOH, ethanol, and HAc are produced by the mixed acid metab-

olism of Fig. 5.3

The yield of biomass is, however, much lower than the value obtained by the

metabolic model. Typically, Ysx (experimental)¼ Yobs
sx ¼ 0.05–0.03 C-mol/C-mol

glucose is found.

From (5.13) one obtains:

Yobs
sx ¼ m

ð�rsÞ ¼
m

Ytrue
xs mþ ms

(5.16)

Inserting m¼ 0.6 h�1, one obtains ms¼ 8.10 C-mol glucose (C-mol biomass h)�1

when [Yobs
sx , Ytrue

xs ]¼ [0.05, 0.154] are used as parameters. Since 1 C-mol glucose

produces 1/3 mol ATP, the maintenance requirement can also be written as

ms ¼ 1=3� 8:10=24:6 ¼ 110mmol ATPðg biomass hÞ�1
(5.17)

The number calculated by (5.17) is higher than the numbers (73 or 53) shown in

Table 5.1. The derivation of this result is based on (5.15) with a g value in the same

range as found for yeast cultivation. This may well be true when the medium for the

lactic acid bacteria cultivation is well supplied with essential amino acids and m is

high. Example 5.5 does, however, show that g increases dramatically during a batch

cultivation of lactic acid bacteria which means that Ysx calculated from (5.16)
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also decreases. In any casems must be a physiological parameter that is independent

of m as long as the substrate has the same composition. This would not be the case if

it is calculated from (5.16) with constant Ysx. In Example 5.5, it is shown that ms as

well as YxATP may change abruptly when the substrates runs out of an essential

component. This situation is discussed below.

When a complex nitrogen source (Table 2.5) is used the growth pattern can be

much more complicated than observed with a defined medium. The nitrogen source

(yeast extract and casein peptone), “a rich N-source,” contains all the building

blocks and NADPH required for growth, and the experimentally observed YxATP
can be much smaller than the value calculated from a model where a defined

medium is assumed. Thus, Benthin (1992) found that YxATP¼ 26 mmol ATP

(g biomass)�1 for growth of Lactococcus lactis on a complex medium. In the

calculation the macromolecular composition of the organism and an analysis of

the medium was used. From (5.15):

Ytrue
xATP ¼ 1:1þ 3g

3� 24:6
� 1; 000 ¼ 13:55ð1:1þ 3gÞ

¼ 26 mmol ATPðg biomassÞ�1
(5.18)

This corresponds to g¼ 0.27, a value far below the g values that were used to

calculate the ATP requirement for growth on a defined medium.

Growth on complex media is accompanied by phenomena that make the inter-

pretation of experimental results difficult. The medium will contain compounds of

very different “value” for growth, and the organism selects the most valuable

compounds first. Thus a four-carbon peptide from the yeast extract is imported at

the expense of one ATP. After hydrolysis, one limiting amino acid may be

incorporated into the biomass. The three other amino acids are re-exported, each

with a gain of one ATP. After the most “valuable” components from the medium

have been used up growth slows down, and the organism struggles to synthesized

essential building blocks from what is left over in the medium (usually the casein

peptone), and the value of YxATP increases drastically.

Example 5.5 Growth energetics for cultivation of Lactococcus lactis. Lactococcus lactis is
used as a starter culture in the dairy industry for the production of butter, yogurt, and cheese.

It is also used in some types of fermented sausage and sour bread. L. lactis is characterized as
a homofermentative Gram-positive bacterium mainly producing lactic acid, but it may

produce many other products at conditions of very low sugar concentrations. L. lactis is a
multiple amino acid auxotroph, i.e., it requires a supply of several amino acids for growth,

and it is therefore normally grown on a rich medium. This is a drawback when a detailed

analysis of the growth process is to be carried out, since it is difficult to identify the growth-

limiting substrate. However, it also means that there is no net production/consumption of

NADH and NADPH in connection with biomass synthesis and the overall biomass synthesis

reaction can therefore be specified as:

a glucoseþ b nitrogen source ! biomass
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Here the nitrogen source is a complex mixture of peptides and other nitrogen compounds.
a and b are yield coefficients in the overall biomass synthesis process. Since the stoichiomet-

ric coefficient for biomass is 1 the forward rate of this reaction is given by the specific growth

rate, rx¼ m.
The ATP required to support biomass growth, rxATP, is supplied by the catabolic

reactions, which at homofermenative conditions are limited to conversion of glucose to

lactic acid. rxATP is given by (5.14). Without maintenance, the glucose requirement would

be Ytrue
xs , calculated by (5.18).

To illustrate the validity of the simple model with constant ms and Y
true
xs we shall consider

experimental data by Benthin et al. (1994), who made a meticulous analysis of the growth and

product formation of L. lactis. Figure 5.8a shows results from a batch fermentation of this

organism. The medium contained 20 g L�1 of glucose and 7 gL�1 of a complex N source (a

mixture of 50% yeast extract and 50% caseine peptone). The biomass concentration was

monitored by flow injection analysis (Benthin et al. 1991), and the specific total acid

production rp was measured bymonitoring the amount of alkali added to keep the pH constant

in the bioreactor. Throughout the batch fermentation the glucose concentration is high, and

consequently only lactic acid is produced. It is observed that there are two distinct growth

phases. First a phase with rapid growth and specific growth rate m between 0.3 and 0.7 h�1.

This is followed by a phase where the specific growth rate first decreases to about 0.3 h�1 and

then recovers to about 0.45 h�1. After 12 h the specific growth rate decreases monotonously to

a very low value.

By plotting the specific production rate rp versus the specific growth rate m (Fig. 5.8b) it is

observed that two straight lines appear, one for m> 0.3 h�1, and one that extends from

m¼ 0.3 h�1 and almost to m¼ 0. The lactic acid production is closely correlated to the ATP

production (1 mol of ATP per mole of lactic acid produced), and the plot in Fig. 5.8b can

therefore be used to estimate YxATP and mATP from, respectively, the slope and the intercept.

m>0:3 h�1 YxATP ¼ 15 mmol ATPðg DWÞ�1; and

mATP ¼ 18 mmol ATPðg DWhÞ�1

m<0:3 h�1 YxATP ¼ 50 mmol ATPðg DWÞ�1; and

mATP ¼ 7 mmol ATPðg DWhÞ�1

In the first growth phase, YxATP is very low, much below the value of 26 mmol ATP (g

biomass)�1 calculated by Benthin (1992). In the second growth phase, YxATP is much higher,

but mATP is lower than in the first growth phase. Here one (or more) compound(s) in the

complex nitrogen source has been exhausted, and the cells have to synthesize this (or these)

compound(s). The ATP requirement for growth is therefore higher. With the higher ATP

requirement for cellular growth, the cell is apparently able to get some savings by reducing

the ATP consumption in maintenance processes; i.e., it is able to adjust its behavior to the

more hostile environment.

The picture of cell synthesis and maintenance obtained here is definitely more complex

than that given by (5.14) with constant values for ms and YxATP.

It was not possible to identify the (probably N-containing) compound(s) which caused the

change in metabolism at about 7 h, but analysis of the medium throughout the fermentation

showed that mainly peptides are metabolized during the first growth phase, whereas both

peptides and free amino acids are metabolized in the second growth phase.
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5.2.3 Energetics of Aerobic Processes

During aerobic growth it is possible to oxidize part of the energy source completely

to carbon dioxide in the TCA cycle. Since much more Gibbs free energy (and

consequently ATP) is gained by complete oxidation of the energy source, it is

possible to obtain much higher biomass yields from the energy source in an aerobic

process than in an anaerobic process. In aerobic processes most of the ATP is

formed in the oxidative phosphorylation, and therefore this process has a central

position when energetic balances are to be set up.

In aerobic processes the catabolic reactions can be lumped into:

CH2O ! CO2 þ 2NADHþ eATP (5.19)

2NADHþ O2 ! 2P=O ATP (5.20)

CH2O ! CO2 þ 2NADHP (5.21)

In these processes glucose is oxidized to supply free energy and NADPH to the

anabolic processes which can be represented by the single reaction (5.22):

ð1þ aÞCH2O ! Xþ aCO2 þ 1=2½4ð1þ aÞ � kx�‘‘NADH

‘‘

� gATP (5.22)

The reason for including the NADPH required for biomass growth in the simple

fashion shown in (5.22) is discussed in previous examples. Table 5.2 shows

calculated values of [YxNADPH, YxNADH] based on the known composition of several

industrially important microorganisms.

Besides the ATP consumption in (5.22) the organism also needs ATP for mainte-

nance, and a fourth catabolic reaction, a combination of (5.19) and (5.20), is needed.

CH2O ! ATP ! maintenance ¼ mATP (5.23)
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Fig. 5.8 Batch fermentation of L. lactis on glucose and a complex nitrogen source. (a) Measure-

ments of the biomass concentration (filled circle), the specific acid production rate (filled square),
and the specific growth rate (filled triangle). (b) Plot of the specific acid production rate versus the

specific growth rate
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The analysis of the growth energetics now becomes much more complicated

than was the case for anaerobic processes, and in fact the three parameters

g ¼ Ytrue
xATP, P/O, and mATP cannot all be determined when only one carbon source

is used. This is the conclusion of the following analysis.

There are four measurable rates, m¼ rx, rc, (�rs), and (�ro) in the simplest case

of no metabolite formation besides CO2. These are connected by the following

three balance equations for ATP, NADH, and NADPH:

� rs ¼ ðAþ 1þ aþ 1=2YxNADPHÞmþ B ¼ Ytrue
xs mþ ms (5.24)

rc ¼ ðAþ aþ 1=2YxNADPHÞmþ B ¼ Ytrue
xc mþ mc (5.25)

� ro ¼ ðAþ 1=2YxNADHÞmþ B ¼ Ytrue
so mþ mo (5.26)

The parameter a is between 0.08 and 0.14, and e between 1/3 and 2/3 (see

Example 5.3).

The two parameters A and B in (5.24) to (5.26) are given by (5.27) and (5.28).

A ¼ YxATP � YxNADHP=O

eþ 2P=O
(5.27)

B ¼ mATP

eþ 2P=O
(5.28)

Equation (5.24) is the same as the linear rate equation (5.13) with the difference

that the yields are now obtained in terms of basic cellular energetic parameters.

When the units of C-mol (C-mol h)�1 are used the values of mc and mo are simply

related to ms, i.e., mc¼ 2mo¼ms. Values of YxNADH and YxNADPH are taken from

tables, e.g., Table 5.2.

Inserting the values for S. cerevisiae and using a standard biomass with

kx¼ 4.20 yields:

a ¼ 4:20þ 2� 24:6ð15:43� 8:24Þ � 10�3

¼ 0:138mol CO2ðC - mol biomassÞ�1
(5.29)

This value for the CO2 production which accompanies biomass production in

(5.22) falls nicely in the range (0.08, 0.14) used in previous examples.

With the three parameters a, YxNADH, and YxNADPH that belong to the redox

balance as known quantities, and [�rs, rx, rc] measured as functions of m one can

determine the parameters A and B from (5.24) to (5.26). The three energetic

parameters YxATP, P/O, and mATP appear only in A and B, and all three parameters

cannot be determined based on measurements with only one substrate.

If, indeed, [YxATP, P/O, mATP] are fundamental parameters for the particular

microorganism, new information is obtained when the cultivation is repeated

with other substrates, such as acetate, glycerol, ethanol, or citrate. The model

5.2 Growth Energetics 181



(5.24)–(5.26) will now have yield coefficients that depend in a different way on

[YxATP, P/O, mATP], and the energetic parameters can all be determined when the

yield coefficients are determined experimentally for different substrates.

This is the basis for the studies of growth energetics by van Gulik and

Heijnen (1995) and by Vanrolleghem and Heijnen (1998). Their results were

used in Example 5.3 in an analysis of aerobic yeast cultivation. Christiansen and

Nielsen (2002) did a similar study for Bacillus clausii, a well-known host for the

production of industrial enzymes. Example 5.6 is a much abbreviated account of

their study, which revealed that the organism is severely handicapped due to

ineffective oxygen utilization.

Example 5.6 Energetics of Bacillus clausii. Due to the ability to secrete large amounts of

protein, members of the genus Bacillus are widely used as hosts in the fermentation industry for

the production of industrial enzymes, fine chemicals, antibiotics, and insecticides. B. clausii is a
facultative alkalophilic Bacillus, which is commercially used in the production of the alkaline

serine protease Savinase®, an enzyme used in detergents. In order to design optimal industrial

processes a detailed understanding of the bioenergetics, and in particular, the maintenance

demands are important. Production of proteases in Bacilli is generally a response to poor

nutritional conditions, and proteases are therefore typically produced at low specific growth

rates. Most industrial fermentations for proteases are therefore operated in the fed-batch mode

(see Chap. 9) with very low specific growth rates in the later stages of the process. Here a large

part of the carbon source is consumed for maintenance demands, and the growth energetics are

of particular importance, since the energy metabolism influences both the yield of biomass and

product on substrate. It also determines the oxygen requirement and the removal of the

accompanying heat of reaction. The parameters with the most significant influence on growth

energetics and oxygen consumption are [YxATP, P/O, mATP] as discussed in the text.

Table 5.2 Calculated values of the requirements of NADPH for biomass synthesis and the

amount of NADH formed in connection with biomass synthesisa

Organism

YxNADPH
(mmol NADPH

(g DW)�1)

YxNADH
(mmol NADH

(g DW)�1) References

E. coli 13.91 16.97 Ingraham et al.

(1983)

S. cerevisiae 8.24 15.43 Oura (1983)b

P. chrysgogenum 8.49 16.00 Nielsen (1997)
a Note that the NADPH requirement for growth is considerably higher for the bacterium E. coli
than for the two fungi. Prokaryotes have a higher lipid and protein content than eukaryotes and a

substantial portion of the NADPH is spent in the synthesis of these cell constituents. A more recent

textbook, Lengeler et al. (1999), gives a figure of about 19 mmol NADPH per g DW, which is

slightly higher than the value specified in this table. The calculations are complicated by the

presence of isoenzymes using different cofactors for some of the steps. Therefore, the calculated

values should in reality be presented as ranges [see, e.g., Albers et al. (1996)]
b See also Albers et al. (1998) for a detailed calculation of the NADH formation in connection with

biomass synthesis. The calculations are based on the growth of one specific carbon source

(glucose) and one specific nitrogen source (ammonia). Furthermore, a certain composition of the

biomass in terms of protein, lipid content, etc. has been used. The original references should be

consulted for detailed information
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We have seen that all three parameters cannot be determined by using only data from

growth on glucose, but by combining data for growth on more than one carbon source with a

detailed knowledge on the biomass composition and the central carbon metabolism, all three

parameters can be estimated. An important assumption in this approach is that the parameters

are conserved properties and do not change with the carbon source used. Christiansen and

Nielsen (2002) studied the growth kinetics and energetics in glucose and citrate limited

chemostat cultures of B. clausiiwith special focus on the oxygen consumption. The true yield

coefficients of glucose, oxygen, and carbon dioxide were obtained from glucose limited

chemostats. From experimental results on the amino acid composition of the biomass and the

RNA content, supplemented with literature data, a detailed biomass composition was deter-

mined, and the building block requirements for biomass formation were calculated. From this

analysis, the elemental composition of the biomass was found to be CH1.82O0.55N0.16, and the

ash content was found to be 6%. Furthermore, the ATP cost for biomass synthesis was

calculated to be 16.2 mmol ATP (g DW)�1 (or 0.43 mol ATP (C-mole biomass)�1) and

19.0 mmol ATP (g DW)�1 (or 0.73 mol ATP (C-mole biomass)�1) for growth on glucose and

citrate, respectively. The cost of biomass synthesis from precursor metabolites is obviously

the same for growth on glucose and citrate, but the ATP cost for synthesis of precursor

metabolites is different for the two substrates. Thus, it is energetically more expensive to

synthesize pyruvate and phosphoenolpyruvate (both precursor metabolites) from citrate than

from glucose. In order to account for additional drain of ATP for biomass synthesis a constant

value of Kx moles of ATP per C-mole biomass is added to the above-calculated values.

In the following a simplified version of the Christiansen and Nielsen (2002) model is

considered. Synthesis of the desired enzyme product was not considered since only a small

amount of free energy is used for this purpose. In the model, NADH, NADPH, and FADH2

are lumped into one compound, NADH. In the original model, both NADH and FADH2 were

considered, since substantial amounts of FADH2 are formed during growth on citrate, and the

P/O ratio (¼2) for this compound is smaller than that obtained for NADH. Here, we primarily

wish to illustrate the concept of how data from growth on two different substrates can be used

to estimate all three energetic parameters, and we therefore apply a less complex model.

In the model, the overall stoichiometry for biomass synthesis for growth on glucose and

citrate are:

1:148 CH2O!XðCH1:82O0:55N0:16Þþ0:148 CO2

þ0:176 NADH�ð0:43þKxÞATP
(1)

2:025 CH8=6O7=6 ! Xþ 1:025 CO2 þ 0:917 NADH � ð0:73þ KxÞ ATP (2)

The glucose catabolism is (e¼ 2/3 in (5.22)):

CH2O ! 2=3ATPþ 2NADH þ CO2 (3)

The citrate catabolism is:

CH8=6O7=6 ! 4=18ATPþ 3=2 NADH þ CO2 (4)

For growth on either one of the substrates, respiration is described by:

NADHþ 1=2O2 ! P=O ATP (5)
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Balances of cofactors and the balances for glucose and citrate in the two models are used

to derive the following equations which are analogous to (5.22):

�rglc ¼ 1:148þ ð0:43þ KxÞ � 0:176P=O

2P=Oþ 0:667

� �
mþ mATP

2P=Oþ 0:667
¼ Ytrue

xglcmþ mglc (6)

�rcit ¼ 2:025þ ð0:73þ KxÞ � 0:917P=O

1:5P=Oþ 4=18

� �
mþ mATP

1:5P=Oþ 4=18
¼ Ytrue

xcitmþ mcit (7)

From chemostat cultures Christiansen and Nielsen (2002) found the following yield

coefficients and maintenance coefficient1:

• Ytrue
xglc ¼ 1:64 C - mol glucose (C - mol DWÞ�1

• mglc¼ 0.032 C -mol glucose (C -mol DW h)�1

• Ytrue
xcit ¼ 2:69 C - mol citrate (C - mol DWÞ�1

Equating the slopes of the straight lines in (6) and (7) with the experimentally determined

yield coefficients [Ytrue
xglc, Y

true
xcit ] one obtains:

1:64 ¼ 1:15þ ð0:43þ KxÞ � 0:176P=O

2P=Oþ 0:667
(8)

2:69 ¼ 2:02þ ð0:73þ KxÞ � 0:917P=O

1:5P=Oþ 4=18
(9)

Solving these two equations for Kx and P/O, one finds values of 0.708 mol ATP (C-mol

biomass)�1 corresponding to 26.8 mol ATP (g DW)�1 and 0.68, respectively. Furthermore,

using the estimated value for the P/O-ratio together with:

0:032 ¼ mATP

2P=Oþ 0:667
(10)

the maintenance ATP requirement is obtained as 2.52 mmol ATP (g DW)�1. As a conse-

quence of the simpler model applied here, these values deviate slightly from those reported

by Christiansen and Nielsen (2002).

The estimated P/O-ratio is quite low and indicates a low thermodynamic efficiency of the

oxidative phosphorylation (Sect. 4.3). The consequence is a very high oxygen requirement of

B. clausii, and this is a serious problem in connection with industrial application.

5.3 Flux Analysis in Large Metabolic Networks

When working toward an overall improvement of the yield of a given product from

a certain substrate it is of great help to identify all possible routes (or pathways)

between the substrate and the product, and to obtain quantitative information about

1 The true yield coefficient for citrate is not reported by Christiansen and Nielsen (2002) since they

only have data for a single chemostat experiment. Their approach is therefore somewhat more

complicated, and to reduce the complexity we have here use a true yield coefficient that has been

calculated from their data.
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the relative activities of the different pathways involved in the overall conversion.

This task is supported by the growing number of organisms for which the genome

has been sequenced. In Genome Scale Reconstructions the results from genome

sequencing are combined with thermodynamics to see which pathways are

feasible, and with literature searches in enzyme data bases to see which enzymes

are present and active in thermodynamically feasible pathways of the organism.

In metabolic engineering, directed genetic changes are introduced in order to

reroute the carbon fluxes toward the product of interest. Here, it is essential to

know how the different pathways operate at different growth conditions. The

in vivo fluxes are the end result of many different types of regulation within

the cell, and quantification of the metabolic fluxes therefore represents a detailed

phenotypic characterization. Quantification of metabolic fluxes goes hand in hand

with identification of the active metabolic network, and methods to quantify fluxes

are referred to as Metabolic Network Analysis (Christensen and Nielsen 1999).

Metabolic Network Analysis basically consists of two steps:

• Identification of the metabolic network structure (or pathway topology).

• Quantification of the fluxes through the branches of the metabolic network.

The extensive biochemistry literature and biochemical databases available on

the web (see, e.g., http://ww.genome.ad.jp) provide much information relevant for

identification of the metabolic network structure. Complete metabolic maps with

direct links to sequenced genes and other information about the individual enzymes

is typically retrieved. Thus, there are many reports on the presence of specific

enzyme activities in many different species, and for most industrially important

microorganisms the major metabolic routes have been identified. However, in less

commonly used organisms the complete metabolic network structure is yet unknown,

i.e., some of the pathways carrying significant fluxes have not been identified for

the microorganism that is investigated. Here enzyme assays can be used to confirm

the presence of specific enzymes and to determine the cofactor requirements, e.g.,

whether the enzyme uses NADH or NADPH as cofactor. If an analogous enzyme

from another organism has a higher activity or a more useful cofactor requirement, it

can be imported to the selected production organism, and the engineered organism is

subjected to an experimental study to see if it works better than the original strain.

The control structure of the organism can well invalidate the result of individual

enzyme engineering, and in parallel to the experimental work to find the best

operational conditions for the new strain, sensitivity analysis of the enzymes in the

entire pathway must be conducted. These aspects are treated in Chap. 6, while this

chapter deals only with analysis of the steady-state fluxes in a given network.
Although enzyme assays are valuable to confirm the presence and activity of a

given pathway, they are of limited use for a rapid screen of the totality of pathways in

the studied microorganism. For this purpose isotope-labeled substrates are very

helpful. Especially, the use of 13C-labeled glucose, followed by an analysis of the

labeling pattern of the intracellular metabolites, has proved to be essential for

identification of the metabolic network structure. This aspect is discussed further in

Sect. 5.3.3.
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5.3.1 Expressing the Rate of Biomass Formation

When setting up the metabolic network it is important to specify a reaction (or,

as an extension to the treatment in Sect. 5.1 a set of reactions) that with sufficient

accuracy describes how biomass is formed. This reaction will specify the drain

of precursor metabolites, or of building blocks, if the synthesis of these is included

in the model. In some cases the stoichiometry for biomass formation has a signifi-

cant influence on the analysis, and Note 5.3 shows how the so-called biomass
equation is set up.

Note 5.3 Biomass equation in metabolic network models. Biomass formation is the result of

a large number of different biochemical reactions. In Chaps. 2 and 3 we looked at some of the

many different reactions that are involved. Biomass synthesis starts with the formation of

precursor metabolites (see Table 2.2), which are converted into building blocks (amino acids,

nucleotides, lipids, etc.). The building blocks are the monomers in macromolecules, which

are the major constituents of biomass (see Table 2.3). The macromolecular composition of a

given cell depends on the growth condition, and on the composition of the different

macromolecules, e.g., on the amino acids in the proteins. It is therefore not possible to

specify a single reaction by which precursor metabolites are converted into biomass. If, for

lack of knowledge of the composition of a particular organism, one must use data for a more

or less similar organism, one must make the assumption that the macromolecular composi-

tion is constant or changes with growth conditions in a similar way as the “standard”

organism.

There are three different ways of setting up an equation for formation of biomass with

constant macromolecular composition:

1. Direct synthesis from precursor metabolites

2. Direct synthesis from building blocks

3. Synthesis from macromolecules

In some cases a combination of the three approaches is used.

In the first approach, an overall reaction is specified for conversion of precursor

metabolites into biomass. Here information compiled in Table 2.2 is used together with

information about the costs of ATP, NADPH, and NADH to make biomass from the

precursor metabolites. This identifies the stoichiometric coefficients for the different precur-

sor metabolites involved in biomass formation. Reactions leading from the individual

precursor metabolites to building blocks are not considered in this model, except perhaps

for reactions leading to building blocks that are used for product formation, e.g., the

synthesis of valine, cysteine, and a-aminoadipic acid may have to be considered in a

model for penicillin production. The synthesis of all other amino acids can be lumped into

the overall biomass equation describing formation of biomass directly from precursor

metabolites.

In the second approach, the synthesis of most building blocks is considered in the model,

and the biomass equation is described as a reaction where building blocks are converted into

biomass. The stoichiometric coefficients for the building blocks are calculated based on the

amount of different building blocks that is needed for biomass formation. This approach

typically results in a substantial increase in the model complexity, since a large number of

reactions lead to many different building blocks. Perhaps lumping of reactions that lead to
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specific sets of building blocks can be done, but still the number of reactions considered in the

model is large. The advantage is, however, that it is relatively easy to identify the different

elements of the biomass equation.

In the last approach, reactions for synthesis of the different macromolecules are included

in the model, e.g,. reactions for synthesis of proteins, lipids, DNA, RNA, and carbohydrates.

The biomass equation is described as a reaction where the macromolecules are converted into

biomass, and the stoichiometric coefficients for the macromolecules are given by the

macromolecular composition of the biomass. With this approach it is relatively easy to

study the influence on the calculated fluxes of the macromolecular composition which

directly appears in the biomass equation.

Whichever approach is used one needs substantial information about how biomass is

synthesized and on the metabolic costs of the different precursor metabolites, building

blocks, and macromolecules. In addition, the costs of ATP, NADPH, and NADH for biomass

formation must also be available, and this requires information about the biomass composi-

tion. In recent years, this type of information has become available for many microorganisms

as part of flux analysis studies. If no information is available for the investigated system

one may use data from related organisms. It is always recommendable to calculate the

sensitivities of the calculated fluxes to variations in the estimated (or experimentally deter-

mined) biomass equation.

5.3.2 The Network Structure and the Use of Measurable Rates

When the metabolic network structure has been identified, the next step is to

quantify the fluxes through the different branches in the network. In the standard

method of quantification of all intracellular rates v, balancing the fluxes at all N
intracellular branch points is used, and with net fluxes from substrates to products,

the N + 1 net fluxes Vmust be balanced, just as was illustrated in Sect. 5.1 for simple

networks. The network is identified using measurable nonzero exchange rates

between the medium and the cell, i.e., uptake rates for substrates, and production

rates for metabolic products and biomass.

As indicated in the discussion of Fig. 5.2 labeled substrates will have to be used to

identify converging fluxes in the network as well as reversible intracellular reactions.

1. Use of directly measurable nonzero rates. This approach is the same as that

discussed for the simple metabolic network models in Sect. 5.1. The minimum

number of measured rates necessary to identify the network was discussed there,

and the use of more than the minimum number of rates is discussed below.

2. Use of labeled substrates. When cells are fed with labeled substrates, e.g.,

glucose that is enriched for 13C in the first position (13C1), then there will be a

specific labeling of the intracellular metabolites. As there are different carbon

transitions in the different cellular pathways, the labeling pattern of the intra-

cellular metabolites is a function of the activity of the different pathways.

Through measurements of the labeling pattern of the metabolic products,

and by application of balances for the individual carbon atoms, additional
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constraints are added to the system. As discussed in Sect. 5.3.3 this is used to

quantify the fluxes, even when only a few rates are measured.

3. Use of linear programming. Unfortunately, in many studies there are not

nearly enough measurements to identify the network. Extra constraints can be

added, e.g., by assuming that the metabolism strives to optimize growth of

the organism. The fluxes v are defined by a set of linear relations between

the rates, and optimization of the specific growth rate m can be accomplished

by manipulation of the fluxes v, using a standard method from Operational

Research, namely linear programming. Comprehensive texts are now

available that discuss these methods, and they will not be treated in the

present text.

When more than the minimum exchange rates are measured, i.e., the system is
over-determined, all the measured rates can be used to improve the analysis. In the

net-flux method measurements of more metabolite production rates than those used

in V can be used to validate the model structure or to estimate one or more

parameters of the model as illustrated in Example 5.2. In the method based on

internal fluxes, extra measurements are used to give improved values for the

internal flux vector v as illustrated below.

If, vector v1 in (5.12) contains more than J�N� 2 elements, say J�N� 2 +Q
elements, in the casewhere theNADHand theATPbalances are included besides theN
mass balances around the specified internal branch points, then matrix T1 has fewer

thanN+2 columns, but stillN+2 rows. This means that thematrix cannot be inverted.

This problem is easily resolved as already discussed in Sect. 3.6. T1 has

dimension (N + 2)� (N + 2�Q), and correspondingly T2 has dimension

(N+ 2)� (J�N� 2 +Q).

Construct matrix T#
1 ¼ TT

1 � T1

� ��1 � TT
1 (5.30)

ðTT
1 � T1Þ is always a symmetric (square) matrix, and T#

1 is defined as the pseudo
inverse of T1 .This definition of T#

1 derives from the fact that by simple matrix

operations:

T#
1 ¼ TT

1 � T1

� ��1 � TT
1 ¼ T�1

1 � TT
1

� ��1 � TT
1

¼ T�1
1 ; a ‘‘pseudo inverse’’ of T1 (5.31)

The symmetric matrix ðTT
1 � T1Þ�1

has dimension (N + 2�Q)� (N+ 2�Q).

Hence the dimension of T#
1 is ðN þ 2� QÞ � ðN þ 2Þ: (5.32)

The product T#
1 � T2 has dimension (N + 2�Q)� (J�N� 2 +Q), and since v1

has dimension (J�N� 2 +Q)� 1, then the product

v2 ¼ �T#
1 � T2 � v1 has dimensionðN þ 2� QÞ � 1 (5.33)
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One correctly obtains a vector v2 with fewer (but better estimated) elements than

in the basic procedure of (5.12).

Finally, the (K +M)� 1 vector of nonzero exchange rates r is found as in

(5.11), namely as the product of the first K +M rows of T and the intracellular

flux vector v.
The only condition for success of this procedure is, that T1 has full rank, i.e.,

that the columns of T0 that belong to v2 are not linearly dependent due to

linear dependencies between the intracellular fluxes represented in v2. This require-
ment is of course also necessary for success of the basic procedure in (5.11)

and (5.12).

Note 5.4 Sensitivity analysis of stoichiometric matrices. In the solution of the linear algebraic

problem A·y¼ x it is important to pay attention to the system matrix A. If A is ill-conditioned,

even small errors in x will be magnified in the solution y. One way to check this is through

evaluation of the condition number, cp for A.

cp depends on the norm that we use to “measure” A. Most commonly the “2-norm,”

p¼ 2, is used, and the condition number cp¼ 2 (A) is the Euclidian (or least squares)

norm of A.

c2 is calculated (see footnote2) as the square root of the ratio between the largest and the

smallest eigenvalues si of A·A
T. These eigenvalues are the singular values of A.

Since A·AT is always a symmetric matrix the eigenvalues are real, and

c2 jsmaxj=jsminjð Þ1=2 (1)

The error magnification factor given by (1) is an estimate of the true error magnification

factor.

In the flux calculation problem the matrix A of interest is T1, the part of T0 in (5.12) that

belongs to the calculated part of v, namely v2.

The condition number depends significantly on which elements of v are included in the

vector v1 of measured elements of the flux vector.

2 Calculation of c2 as described above follows from the theory of similarity transformation of

matrices. If, as is the case here T1 has fewer columns than rows, then the product TT
1T1 is always a

square matrix of dimension equal to the number of columns in T1. The matrix A in (2) therefore

contains as eigenvalues the singular values si of T1, and c2 is the square root of the ratio between

the largest and smallest of |si|. TT
1T1 is a square matrix of dimension equal to the number of rows in

T1. It also has the singular values si of T1 as eigenvalues, but in addition a number of eigenvalues

si¼ 0 that is equal to the difference between the number of rows and columns in T1. These extra

eigenvalues are ignored, and therefore it does not matter whether we calculate TT
1T1 or T1T

T to

obtain A. But, since the dimension of A is smaller in the first case we shall always as in (2) use

TT
1T1 when the condition number for a rectangular matrix with fewer columns than rows is

calculated by means of the eigenvalues of A.
The theory of similarity transformation is used in statistics (Principal Component Analysis, or

PCA) to extract “the most important” correlations from large sets of data. In PCA the calculations

of the present example are exactly followed, and the “extraction” of results mimics the treatment

given to matrix T1.
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Thus, if [v3, v5]¼ [rx, rHAc]¼ v1 as in the example shown in (5.9):

A � AT ¼

1 �1 �1 0

0 0 2=3 �1

1=3 �1=3 0 0

1=3 0 0 1=2

2
6664

3
7775 �

1 0 1=3 1=3

�1 0 �1=3 0

�1 2=3 0 0

0 �1 0 1=2

2
6664

3
7775

¼

3 �2=3 2=3 1=3

�2=3 13=9 0 �1=2

2=3 0 2=9 1=9

1=3 �1=2 1=9 13=36

2
6664

3
7775

The eigenvalues of A·AT are si¼ [3.336, 2.3406, 0.08128, 0.01945].

c2¼ (333.6/1.945)1/2 ¼ 13.

For other choices of v1, the following results are obtained:

v1 ¼ ðv3; v6Þ ¼ ðrx; reÞ; ðv3; v4Þ ¼ ðrx; rHLacÞ and ðv5; v6Þ ¼ ðrHAc; reÞ ! c2

¼ 17; 9; and 206:

For c¼ 10Q, it is as a rule of thumb required that the experimental data are given with Q
accurate digits. Hence two to three digits accuracy is demanded to get meaningful results if v1
is (rHAc, re). The two measurements are strongly correlated.

Taking more measurements into v1 will always diminish the influence of experimental

errors on the calculated fluxes. Thus if v1¼ (v2, v3, v5, v6)¼ (rHLac, rx, rHAc, re) the calcula-
tion of v2¼ (v1, v4) follows the procedure of (5.30)–(5.33):

TT
1 � T1 ¼ 1 0 1=3 1=3

�1 2=3 0 0

� �
�

1 �1

0 2=3
1=3 0

1=3 0

2
664

3
775 ¼ 11=9 �1

�1 13=9

� �
¼ A (2)

A�1 ¼ ð1=62Þ 117 81

81 99

� �
; and T#

1 ¼ A�1 � TT
1 ¼ ð1=62Þ 36 54 39 39

�18 66 27 27

� �

v2 ¼ v1
v4

� �
¼ 49=62 741=620 69=124 3=2

�9=62 513=620 105=124 3=2

� �
�

rHLac
rx
rHAc
re

2
664

3
775 (3)

It is easy to prove that for error-free data one obtains the same results for [v1, v4] as in
(5.9), e.g.

v1 ¼ 49=62rHLac þ 741=620rx þ 69=124rHAc þ 3=2re

¼ 49=62ð5:7rx � 4:5rHAcÞ þ 741=620rx þ 69=124rHAc

þ 3=2ð0:2rx þ rHAcÞ ¼ 6rx � 1:5rHAc

(4)
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The eigenvalues of the symmetric matrix A in (2) are 12þ ffiffiffiffiffi
82

p
=9

� �
and 12� ffiffiffiffiffi

82
p

=9
� �

,

and the square root of the ratio between the eigenvalues is c2¼ 2.67. This shows that in the

presence of experimental errors it is much better to use 4 than 2 measured fluxes to establish

the flux vector v.

This conclusion always holds: The more measurements included in v1, the better the

precision of v2.

Note 5.5 Linear dependency in reaction stoichiometries. Because most living cells are

capable of utilizing a large variety of compounds as carbon, energy, and nitrogen sources,

many complementary pathways exist that would serve similar functions if they operated at

the same time. The inclusion of all such pathways may give rise to problems when matrix

inversion is applied for flux analysis. This situation usually manifests itself as a matrix

singularity, whereby the nonobservable pathways appear as linearly dependent reaction

stoichiometries. The fluxes through these different pathways cannot be discerned by extra-

cellular measurements alone. Here, we consider two examples:

• Glyoxylate cycle in prokaryotes.

• Nitrogen assimilation via the GS-GOGAT system.

The glyoxylate cycle is shown in Fig. 5.9. Isocitrate is broken down by reaction v11 into
glyoxylate and succinate. The glyoxylate reacts with AcCoA to form malate:

HOOC � CH2 � CHCOOH � CHOH
Isocitric acid

�COOH ! HOOC � CHO
glyoxylic acid

þðCH2COOHÞ2
succinic acid

HOOC � CHO þ AcCoA ! HOOC � CHOH� CH2
Malic acid

�COOHþ CoA

In prokaryotes, the TCA cycle and all anaplerotic reactions, including the glyoxylate cycle,

operate in the cytosol. Often the glyoxylate cycle is considered as a bypass of the TCA cycle
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Fig. 5.9 Simplified metabolic

network for Candida lipolytica.
Abbreviations: AcCoA acetyl-

CoA, OAA oxaloacetate, CIT
citrate, ICT isocitrate, OGT 2-

oxoglutarate, SUC succinate,

MAL malate, GOX glyoxylate.

Broken lines represent reactions
where material is transported

from/to the cell to/from the

environment, whereas solid lines
represent intracellular reactions
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because it shares a number of reactions with this cycle. However, the two pathways

serve very different purposes: The TCA cycle has the primary purpose of oxidizing pyruvate

to carbon dioxide, whereas the glyoxylate cycle has the purpose of synthesizing precursor

metabolites, e.g., oxaloacetate, from acetyl-CoA. Considered individually, the TCA cycle

and the glyoxylate shunt are not linearly dependent, but if other anaplerotic pathways,

e.g., the pyruvate carboxylase reaction, are included, a singularity arises. This may be

illustrated by writing lumped reactions for the three pathways, which all have pyruvate as

a substrate.:

TCA cycle : pyruvate ! 3CO2 þ 4NADH þ FADH2 þ GTP (1)

Glyoxylate shunt : 2pyruvate ! 2CO2 þ oxaloacetateþ 4NADH þ FADH2 (2)

Pyruvate carboxylase : pyruvateþ ATPþ CO2 ! oxaloacetate (3)

If ATP and GTP are pooled together (which is often done in the analysis of cellular

reactions), it is quite obvious that the glyoxylate shunt is a linear combination of the two

other pathways, and all three pathways cannot be determined independently by flux

analysis. It may be a difficult task to decide which pathway should be eliminated. Fortu-

nately, these pathways rarely operate at the same time since their enzymes are induced

differently. Information about induction and regulation of the corresponding enzymatic

activities is critical in making a decision as to the exact pathway to be considered at a given

set of environmental conditions. For example, expression of isocitrate lyase (the first

enzyme of the glyoxylate shunt) is repressed by glucose in many microorganisms, and

consequently the glyoxylate shunt is inactive for growth on glucose. In eukaryotes, the

presence of the glyoxylate shunt does not give rise to a linear dependency due to compart-

mentation of the different reactions, i.e., the TCA cycle operates in the mitochondria, and

the glyoxylate shunt either in the cytosol or in microbodies. In practice there are many

other reactions in the network that involve intermediates of the TCA cycle and the

glyoxylate shunt, and these reactions may lead to a removal of the linear dependency

between these two pathways. Even in cases where the two pathways are not linearly

dependent, the inclusion of both pathways in the model may lead to an ill-conditioned

system, i.e., the condition number c2 may be high.

Another example of linearly dependent reactions is provided by the two ammonia

assimilation routes: The glutamate dehydrogenase catalyzed reaction and the GS-GOGAT

system (see Sect. 2.3.1). The stoichiometries of these two routes are

GDH : þa� ketoglutarateþ NH3 þ NADPH ! glutamate (4)

GS�GOGAT : a� ketoglutarate þ NH3 þ NADPHþ ATP ! glutamate (5)

The only difference is that ATP is used in the GS-GOGAT route (which is a high-affinity

system), but not in the GDH reaction. The problem here is that an ATP balance is not easy

to utilize due to lack of sufficient information about all ATP-consuming reactions. In the

absence of an ATP balance to differentiate between them, the two nitrogen assimilation

reactions are linearly dependent and, as such, nonobservable. Therefore, the two routes to

glutamate are often lumped into a single reaction, and this does not have any significant effect

on the stoichiometric model.
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If a singularity arises in the stoichiometric matrix, one has the following two options:

(1) Remove the linearly dependent reaction(s) from the model, invoking (or postulating)

information about specific enzyme regulation and induction.

(2) Introduce additional information such as the relative flux of the two pathways. Such

information may be derived from measurements of enzyme activities, e.g., the relative

activity of key enzymes in the two routes. However, this approach is hampered by the

fact that in vitro enzyme activity measurements often bear little relationship to actual

in vivo flux distributions. A more powerful technique is the use of labeled substrates,

e.g., 13C-enriched glucose, followed by measurements of the labeling pattern of intra-

cellular metabolites as discussed in Sect. 5.3.3.

The combination of a metabolic model, based only on reaction stoichiometries,

and measurement of a few rates is a very simple method for estimation of intracellu-

lar fluxes, and it has been used to study many different fermentation processes

(Vallino and Stephanopoulos 1993; Vallino and Stephanopoulos 1994a, b; van

Gulik and Heijnen 1995; Sauer et al. 1996; Nissen et al. 1997; Pramanik and

Keasling 1997; Pedersen et al. 1999). Clearly, it is valuable to quantify the fluxes

through the different branches of the metabolic network considered in the model,

and in Sect. 5.3.3 we discuss how information on fluxesmay be used to guide genetic

modification, resulting in strains with improved properties. The approach may,

however, also be used for analysis of the metabolic network, i.e., to estimate

which pathways are likely to operate. This will be illustrated in Examples 5.7 and

5.8. It must be emphasized that such analysis must always be followed up with

experimental verification, but clearly the simple approach discussed in this section

may be used as an efficient guide to the experimental work.

Example 5.7 Metabolic Flux Analysis of citric acid fermentation by Candida lipolytica.
Aiba and Matsuoka (1979) were probably the first to apply the concept of metabolite

balancing to analyze fermentation data. They studied the yeast C. lipolytica, a citric acid

producer, and the aim of their study was not to quantify the fluxes, but rather to find which

pathways were active during citric acid production. For their analysis they employed the

simplified metabolic network shown in Fig. 5.9. The network includes the EMP pathway, the

TCA cycle, the glyoxylate shunt, pyruvate carboxylation, and formation of the major

macromolecular pools, i.e., proteins, carbohydrates, and lipids. At least one of the two

anaplerotic routes is obviously necessary to replenish TCA cycle intermediates when citrate

and isocitrate are secreted to the extracellular medium.

The network, Fig. 5.9, has ten branch points: G6P (2), PYR (2), AcCoA (3), cit (1), ic (2),

OGT (2), SUC (1), MAL (1), OAA (1), GOX (1).

In parenthesis is shown the number of internal fluxes leaving each branch point. The total
is 16.

According to the discussion of Fig. 5.2 all 15 fluxes in Fig. 5.9 are defined if the sum of

linearly independent measurements and constraints is 16.

We have eight measurable rates of exchange reactions

½rglc; rN ¼ rNH3
; rc; rcit; rict; rprot; rcar; rlipid�

rN is proportional to rProt and given by the moles of NH3 used to form 1 mol of protein.

Hence we need nine constraints.
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If, however, the production rate of citrate is measured, this branch point disappears

(v6¼ v5� rcit). With seven independent exchange rates the required number of constraints

is eight.

From the nine remaining branch points, we do not use the mass balance constraint at

isocitrate.

Now the network is completely defined with seven measured rates and eight constraints.

½rG6P; rPYR; rAcCoA; rOGT; rSuc; rMal; rOOA; rGOX� ¼ 0;

½rglc; rc; rcit; rict; rprot; rcar; rlipid� 6¼ 0
(1)

Based on the network of Fig. 5.9 we can establish the linear matrix problem (5.10) as

exemplified in (5.8). Here Mole basis is used for all stoichiometric coefficients. Conse-

quently, in v2 2 mol PYR is formed for every consumed moles of glucose, and the lipid,

protein, and carbohydrate synthesis rates are based on, respectively, the moles of AcCoA,

OGT, and G6P consumed.

Notice that neither a redox balance, nor an ATP balance is included. But the TCA cycle,

the glyoxylate shunt and the pyruvate carboxylase shunt to OOA are included in the model.

Still, the matrix still has full rank. This is due to the reaction from 2-oxoglutarate to protein,

which is an additional reaction that imposes a constraint on the flux via the TCA cycle.

In their analysis Aiba and Matsuoka used only six measured reaction rates:

½rglc; rc; rcit; rict; rprot; rcar� 6¼ 0 (2)

The rates rprot and rcar were found from measurements of the protein and carbohydrate

contents of the biomass (from a steady-state chemostat). In addition to the six measurements,

Aiba and Matsuoka imposed an extra constraint by setting one of the rates in the network

equal to zero.

rglc
rN
rc
rcit
rict
rprot
rcar
rlipid
0

0

0

0

0

0

0

0

0
BBBBBBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCCCCCA

¼

�1 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 �a
0 0 1 �1 0 0 1 1 0 0 0 0 0 0 0

0 0 0 0 1 �1 0 0 0 0 0 0 0 0 0

0 0 0 0 0 1 �1 0 0 0 �1 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 1 0

1 �1 0 0 0 0 0 0 0 0 0 0 �1 0 0

0 2 �1 �1 0 0 0 0 0 0 0 0 0 0 0

0 0 1 0 �1 0 0 0 0 0 0 �1 0 �1 0

0 0 0 0 0 0 1 �1 0 0 0 0 0 0 �1

0 0 0 0 0 0 0 1 �1 0 1 0 0 0 0

0 0 0 0 0 0 0 0 1 �1 0 1 0 0 0

0 0 0 1 �1 0 0 0 0 1 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 1 �1 0 0 0

0
BBBBBBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCCCCCA

v1
v2
v3
v4
v5
v6
v7
v8
v9
v10
v11
v12
v13
v14
v15

0
BBBBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCCCA

(3)

Three different cases were examined, reflecting three different modes of operation of the

network:

• Model 1. The glyoxylate shunt is inactive, i.e., the branch points at GOX and SUC

disappear, and v11¼ 0.
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• Model 2. Pyruvate carboxylase is inactive, i.e., the branch points at PYR and OOA

disappear and v4¼ 0.

• Model 3. The TCA cycle is incomplete, i.e., the branch points at OGT and SUC

disappear, and v8¼ 0.

With the six listed measured rates, the system of equations is therefore exactly determined

for each of the three models, and it can be solved to determine all the intracellular fluxes.

The result for Model 1 is shown in (4) and (5):

v1
v2
v3
v4
v5
v6
v7
v8
v9
v10
v12
v13
v14
v15

0
BBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCA

¼

�1 0 0 0 0 0 0 0 0 0 0 0 0 0

0 1 1 �1 0 0 1 1 0 0 0 0 0 0

0 0 0 0 1 �1 0 0 0 0 0 0 0 0

0 0 0 1 0 1 �1 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0 0 0 0 1 0 0

1 �1 0 0 0 0 0 0 0 0 0 �1 0 0

0 2 �1 �1 0 0 0 0 0 0 0 0 0 0

0 0 1 0 �1 0 0 0 0 0 �1 0 �1 0

0 0 0 0 0 0 1 �1 0 0 0 0 0 �1

0 0 0 0 0 0 0 1 �1 0 0 0 0 0

0 0 0 0 0 0 0 0 1 �1 1 0 0 0

0 0 0 1 �1 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 0 0 0 �1 0 0 0

0
BBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCA

�1 rgkc
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rcit
rici
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rcar
0

0

0

0

0

0

0

0

0
BBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCA

(4)
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v3
v4
v5
v6
v7
v8
v9
v10
v12
v13
v14
v15

0
BBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCA

¼

�1 0 0 0 0 0

�1 0 0 0 0 �1

�2 0 �0:5 �0:5 �0:5 �2

0 0 0:5 0:5 0:5 0

1:5 0:5 1 1 0:5 1:5
1:5 0:5 0 1 0:5 1:5
1:5 0:5 0:5 0:5 1 1:5
1:5 0:5 0:5 0:5 0 1:5
1:5 0:5 0:5 0:5 0 1:5
1:5 0:5 0:5 0:5 0 1:5
0 0 0 0 0 0

0 0 0 0 0 1

�3:5 0:5 �1:5 �1:5 �1 �3:5
0 0 0 0 1 0

0
BBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCA

rglc
rc
rcit
rici
rprot
rcar

0
BBBBBB@

1
CCCCCCA

(5)

Many of the rows in (5) can be recognized immediately: Obviously v1¼ (�rs), v2¼
v1� rcar, v5¼ v6 + rcit, v7¼ v8 + rprot, v12¼ 0 (since v11 has been set to 0), and v9¼ v10 (since
v12¼ 0).

In fact, the whole of matrix T�1
1 � T2 (5.12) can be identified by application of rather

simple mass balances. But then, the example is only a very simple application of flux

balancing, although at first the network in Fig. 5.9 looks quite formidable.

Aiba and Matsuoka (1979) concluded that Model 1 gives reasonable values for the

fluxes. Furthermore, in vitro measurements of the activity of four different enzymes
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(pyruvate carboxylase, citrate synthase, isocitrate dehydrogenase, and isocitrate lyase)

correlated fairly well with the calculated fluxes. When the two other models were tested,

it was found that some of the fluxes were negative, e.g., Model 2 predicts that 2-oxoglutarate

is converted to isocitrate. This is not impossible, but most of the reactions are favored

thermodynamically in the direction specified by the arrows in Fig. 5.5. Thus, DG0 for the

conversion of isocitrate to 2-oxoglutarate is�20.9 kJ (mol)�1, and a large concentration ratio

of 2-oxoglutarate to isocitrate would be required to allow this reaction to run in the opposite

direction. Furthermore, there is better agreement between the measured enzyme activities

and flux predictions with Model 1 than with the two other models. Aiba and Matsuoka (1979)

therefore concluded that at conditions of citric acid production the glyoxylate shunt is

inactive or operates at a very low rate in C. lipolytica. In this example, the biomass is built

from three components: carbohydrates, lipids, and proteins, and these are assumed to be

synthesized from a few precursor metabolites (G6P, PYR, and AcCoA).

In reality, the requirements for precursor metabolites (Table 2.2) are much heavier, and in

Note 5.3 a far more complicated way of building the macromolecules of the biomass, namely

via building blocks is suggested. This is the way in which genome scale metabolic models are

built today, as exemplified for Clostridium acetobutylicum by Senger and Papoutsakis (2008)

and for Corynebacterium glutamicum by Kjeldsen and Nielsen (2009).

The difficult part of network analysis is always the modeling of the biomass synthesis

while, as shown in Example 5.4, the distribution of carbon into even a large number of

metabolites is not too difficult to analyze.

In the present example it might have led to an equally good description of the network, if

the measurement of nitrogen uptake had been used to calculate rprot (¼rN a) where a is

obtained from an average protein composition (Table 3.1). Afterward, the macromolecular

cell composition of the table could be used to find rx, and now a biomass formation equation

of the form (5.22), typically used in this chapter, could be set up. Together with rcit and rici the
biomass stoichiometric equation could be used to analyze the network.

Example 5.8 Analysis of the metabolic network in S. cerevisiae during anaerobic
growth. Nissen et al. (1997) constructed a network model that gives a much more detailed

analysis of anaerobic growth of S. cerevisiae than the simple model of Example 5.2 (which is

still quite adequate to describe the overall growth metabolism of the yeast). The model was

based on a comprehensive literature study to find which metabolic pathways are active in

S. cerevisiae. The model contains 37 reactions and 27 intracellular metabolites. Thus, the

degrees of freedom in the system are F¼ 10. In chemostat cultures operating at different

dilution rates, the rates of the following 13 compounds were measured: glucose, ammonia,

glycerol, pyruvate, carbon dioxide, acetate, ethanol, succinate, carbohydrates, proteins, DNA,

RNA, and lipids. The production rate of ethanol and the uptake rate of ammonia were not used for

the analysis, but these rates were used to validate the fluxes, which were calculated using the

remaining 11 measured rates together with (5.33).

A number of questions were raised concerning certain isoenzymes.

Three isoenzymes of alcohol dehydrogenase (ADH) have been identified in S. cerevisiae
(after the genome has been sequenced many more putative alcohol dehydrogenases have been

identified, but their function is as yet unknown). The cytosolic ADH1 is constitutively

expressed during anaerobic growth on glucose, and it is responsible for the formation of ethanol.

ADH2, which is also cytosolic, is mainly associated with growth on ethanol, and it is therefore
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not active during anaerobic growth on glucose. The function of the mitochondrial ADH3 is

not known, but it has been postulated to be involved in a redox shuttle system between the

mitochondria and the cytosol. Using enzyme activity assays Nissen et al. (1997) showed that

ADH3 is active during anaerobic growth on glucose, and it was therefore included in themodel.

Three isoenzymes of isocitrate dehydrogenase (IDH) have been isolated (IDH, IDP1, and

IDP2). The NAD-dependent IDH is localized in the mitochondria, and it is important for the

function of the TCA cycle. The function of the two NADP-dependent isoenzymes IDP1 and

IDP2 localized in the mitochondria and cytosol, respectively, has not been clearly

established. IDP1 is likely to be a major source for NADPH needed in the mitochondria

for amino acid biosynthesis that takes place in this compartment. Some results have indicated

that IDP2 is not active during growth on glucose, but this has not been clearly established.

To analyze the possible function of ADH3 and IDP2 these reactions were either included

or left out of the model, and the fluxes were calculated. Table 5.3 summarizes some key

fluxes calculated using the different models. During anaerobic growth on glucose, the major

fraction of glucose is shunted toward ethanol, and most other fluxes in the network are

therefore low. Some important variations are, however, clearly seen between the different

models. In the reference model approximately 8% of the glucose taken up (on a C-mole

basis) is shunted through the pentose phosphate pathway in order to supply the cell with

ribose-5-phosphate (needed as precursor metabolite) and NADPH needed for biomass

synthesis. This flux does not change if ADH3 is excluded from the model, but if IDP2 is

included this flux becomes large and negative. This is due to the supply of NADPH via the

IDP2 catalyzed reaction, which carries a large flux. With IDP2 it is also seen that the IDH flux

becomes large and negative. Negative fluxes in the TCA cycle are not necessarily ruled out

They simply imply that the flux is in the opposite direction to that specified in the model.

Certain reactions in the network are, however, known to proceed only in one direction due to

thermodynamic constraints, and the reaction catalyzed by glucose-6 phosphate dehydroge-

nase is one of these. It is therefore concluded that IDP2 cannot operate during anaerobic

conditions, or its in vivo flux must be tightly controlled at a low level.

When ADH3 is excluded the changes in the fluxes are smaller, and the major difference

is that the 2-oxoglutarate dehydrogenase catalyzed reaction carries a negative flux, i.e.,

succinate is converted back to 2-oxoglutarate. Even though this flux is low, it is quite well

determined, and it is a result of a redox problem inside the mitochondria. Apparently, there

Table 5.3 Fluxes through key reactions in the metabolic network during anaerobic growth of

S. cerevisiae and using different models

Reaction

Modela

Reference model Including IDP2 Excluding ADH3

Glucose-6P dehydrogenase 7.5 �80 7.9

IDH 1.7 �117 1.3

IDP2 0 176 0

2-Oxoglutarate dehydrogenase 0 22 �0.3

ADH3b 1.0 �12 0
aAll fluxes are normalized with respect to the glucose uptake rate which is set to 100, and the fluxes

are given as C-mole (C-mol glucose)�1. In all three cases a dilution rate of 0.3 h�1 has been used
b The flux for ADH3 is given for the direction from acetaldehyde to ethanol where NADH is

consumed
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are no other reactions that can oxidize NADH, and the TCA cycle reactions therefore start

to operate such that they oxidize NADH. The reaction from 2-oxoglutarate to succinate is

thermodynamically favored toward succinate formation, and a negative flux in this reac-

tion is unlikely. It is concluded that ADH3 serves a very important function during

anaerobic growth on glucose, namely ensuring oxidation of NADH in the mitochondria,

and this is done by sending part of the acetaldehyde formed in the cytosol to the

mitochondria where it is reduced to ethanol, accompanied by NADH consumption.

Since both acetaldehyde and ethanol are easily transported across the mitochondrial

membrane it is of no importance for the cell where this reaction is occurring.

The approach of combining a metabolic model and measurement of a few rates

is attractive due to its simplicity. The approach does, however, have some pitfalls.

Among these are:

• Linearly dependent reaction stochiometries. This was discussed in Note 5.5,

and it was indicated how the problem could be solved. However, in some cases

there is no information available on regulation of the different pathways, and in

fact it may be interesting to evaluate the relative activity of two different

pathways that have the same overall stoichiometry. As discussed in Example

5.8 one may use enzyme activity measurements as additional constraints, but

in vitro determined enzyme activities rarely represent in vivo fluxes.

• High sensitivity of certain fluxes to certain measured rates. In some cases the

matrix equation is ill-conditioned, and this can result in very high sensitivities of

the estimated fluxes to experimental errors in the measured rates. The sensitivity

of the calculated fluxes is treated in Note 5.4 where it is shown that the choice of
measured rates to be used may lead to large differences in the condition number.

Typically, we wish c2 to be smaller than 100.

• The fluxes are determined by balances for specific cofactors. As illustrated for

the simple metabolic network models in Sect. 5.2, balances for the cofactors

NADH, NADPH, and ATP may be very useful for estimation of the fluxes,

particularly as these cofactors link different parts of the metabolism together.

Basically, it is not a problem to include balances for cofactors in metabolic

models, but a requirement for proper use of these balances is that all reactions
involving these cofactors are included in the model. This may be problematic,

since not all parts of the metabolism may be known, and one may inadvertently

leave out important reactions that involve these cofactors. This may result in

substantial errors in the flux estimation. Estimation of the flux through the

pentose phosphate pathway is particularly sensitive to whether all reactions
involving NADPH are included in the model when the fluxes are estimated

from measurable rates alone.

Introducing additional constraints on individual carbon atom transitions, com-

bined with measurements of the labeling patterns of the some metabolites when the

cells are growing on specifically labeled substrates, circumvents most of the above-

mentioned problems.

This is the topic of the next section.
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5.3.3 The Use of Labeled Substrates

If cells are fed with a 13C-labeled substrate, e.g., glucose that is enriched with 13C in

the first carbon position, then on catabolism of this substrate some of the carbon

atoms present in the different catabolic intermediates will be enriched in 13C. The

enrichment of the individual carbon atoms in different metabolic intermediates will

depend on the activity of the pathway. As an illustration consider the catabolism of

glucose to pyruvate by three different pathways: the Embden Meyerhof Parnas

pathway (EMP pathway), the pentose phosphate pathway, and the Entner

Doudoroff (ED) pathway. If glucose is labeled specifically in the first position C1,

the pyruvate will be differently labeled depending on the pathway that is used from

glucose to pyruvate (see Fig. 5.10).

If one measures the fractional enrichment of pyruvate (see Note 5.6) compared

with that of glucose it is possible not only to identify which of the three pathways is

operative, but also to calculate the relative activity of the different pathways.

Consider a simple case where we feed with 100% [13C1]-labeled glucose (glucose

where the first carbon atom is fully labeled and the remaining carbon atoms

Fig. 5.10 Overview of carbon transitions in three different catabolic pathways: EMP pathway,

ED pathway, and pentose phosphate pathway. The 13C-labeled carbon in glucose is marked with

asterisks. In the EMP pathway the third carbon position of pyruvate is labeled. In the ED pathway

the first carbon position of pyruvate is enriched. Carbon that passes through the pentose phosphate

pathway will not give any 13C enrichment of pyruvate since the first carbon atom of glucose

escapes as carbon dioxide
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are naturally labeled3), and we find that 30% of the third position carbons of

pyruvate are 13C enriched (specified as PYR(3)¼ 0.3) and 10% of the first position

carbons of pyruvate are 13C enriched (specified as PYR(1)¼ 0.1). Thus, a set of

simple balances gives us:

vEMP0:5þ vED0þ vPP0 ¼ PYRð3Þ ¼ 0:3 (5.34)

vEMP0þ vED0:5þ vPP0 ¼ PYRð1Þ ¼ 0:1 (5.35)

Here the sum of the three pathway fluxes is normalized to one and vEMP + vED +
vPP¼ 1. Clearly if the flux through the EMP pathway is 1 (corresponding to no

activity of the other pathways), then PYR(3) would be 0.5. Similarly, if the ED

pathway is the sole pathway being active PYR(1) should be 0.5. Solving (5.34) and

(5.35) together with the normalization equation directly gives: vEMP¼ 0.6;

vED¼ 0.2; vPP¼ 0.2. This simple example clearly illustrates how labeling informa-

tion can be used both to identify the pathway topology and to quantify the fluxes.

The approach is illustrated further in Example 5.9.

Example 5.9 Identification of lysine biosynthesis. The biosynthesis of lysine was discussed

in Sect. 2.3.1. Lysine is extensively used as a feed additive, and it is produced by fermentation

of C. glutamicum. It is a relatively low value added product, and it is of utmost importance

to ensure a high overall yield of lysine on glucose (the typical carbon source). In bacteria

lysine is derived from the precursor metabolites oxaloacetate and pyruvate, which in a series

of reactions are converted into tetrahydrodipicolinate (H4D). H4D is converted to meso-
a,e-diaminopimelate (meso-DAP), and this conversion may proceed via two different routes

(see Fig. 5.11). In the last step meso-DAP is decarboxylated to lysine. From measurement of

the lysine flux vlys (equal to the lysine production rate rlys) it is not possible to discriminate

between the activities of the two different pathways. However, the four-step pathway (the

pathway on the right hand side of Fig. 5.11) involves a symmetric intermediate, and

the epimerase catalyzing the last step in the pathway may therefore lead to formation of

meso-DAP with two different carbon compositions (see Fig. 5.11). Through analysis of the

labeling pattern in the precursor metabolites pyruvate and oxaloacetate and the labeling

pattern of lysine, it is therefore possible to estimate the flux through the two different

pathways. To illustrate this we set up a simple balance for the first carbon of lysine (LYS(1)):

LYSð1Þ ¼ Y OAAð1Þ þ ð1� YÞ=2 OAAð1Þ þ ð1� YÞ=2PYRð1Þ (1)

From measurements of the 13C-enrichment LYS(1), OAA(1), and PYR(1) one can easily

calculate Y. Notice that also other balances can be set up to estimate Y, e.g., for the sixth

carbon of lysine (LYS(6)):

LYSð6Þ ¼ Y PYRð2Þ þ ð1� YÞ=2 PYRð2Þ þ ð1� YÞ=2 OAAð2Þ (2)

Thus, throughmeasurements of the 13C-enrichment in several different carbon positions one

has redundant information and it may be possible to obtain a robust estimate of the flux through

3Notice that it is normally necessary to consider natural labeling, which is approximately 1.1%
13C, but for simplicity we will neglect natural labeling here.
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the two different pathways. It is generally the case that measurement of the 13C-enrichment

combined with balances for the individual carbon atoms supplies redundant information, and

that robust flux estimates are obtained.

Sonntag et al. (1993) used the approach outlined above for quantification of the fluxes

through the two different pathways at different growth conditions. The 13C-enrichment of

secreted lysine was measured by NMR, and this information was used to quantify the flux

through the two branches at different ammonia concentrations (Fig. 5.12). It was found that

the relative flux through the direct pathway increased for increasing ammonia concentration

and at the same time the lysine secretion was enhanced. This pointed to an important role of

the direct pathway for over-production of lysine.

The approach illustrated above is very simple and straightforward. However,

in practice it is difficult to identify the network topology, and the flux quantifi-

cation is much more complicated. There are many more reactions involved in

carbon transitions than those highlighted in Fig. 5.10, and hereby the 13C-

enrichment in the different carbon atoms becomes a function of many different

pathways. Thus, even though none of the three catabolic pathways shown in

Fig. 5.10 should result in 13C-enrichment of the second carbon atom of pyruvate,

there is typically some enrichment in this position. This is due to interaction with

other pathways, e.g., by an active malic enzyme, but it is also due to scrambling of

the labeling via the nonoxidative branch of the pentose phosphate pathway, where

the transketolase and transaldolase catalyzed reactions are reversible and may

result in many different types of carbon transitions (van Winden et al. 2001).

oxaloacetate pyruvate

H4D

L-lysine L-lysine L-lysine

Y
1-Y

(1-Y)/2 (1-Y)/2

1 2 3 24 3

4 3 2 121 3

1 2 3 234

DAP DAP
23 11 2 3 4

21 3 4 3 2

1 2 3 4 321

DAP
23 11 2 3 4

Y

Fig. 5.11 Overview of carbon transitions in two different pathways to lysine from oxaloacetate

and pyruvate. The four-step succinylase pathway with the flux (1� Y)vlys proceeds via

diaminopimelate, which is an intermediate in cell wall biosynthesis in certain bacteria.

The four-step pathway contains the enzymatic sequence N-succinyl-2,6-ketopimelate synthase,

N-succinylaminoketopimelate:glutamate amino transferase, N-succinyldiaminopimelate desuc-

cinylase, and diaminopimelate epimerase. The one-step pathway with the flux Yvlys involves the
action of meso-DAP dehydrogenase
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It is therefore necessary to obtain relatively detailed information about the
13C-enrichment in the different carbon positions and for this purpose different

analytical techniques can be applied (see Note 5.6). Furthermore, it is necessary

to set up balances for each individual carbon atom in all the different reactions,

as illustrated in Example 5.10.

Note 5.6 Measurement of 13C-enrichment. There are different methods for analysis of the
13C-enrichment, but all methods are based on either nuclear magnetic resonance (NMR)

spectroscopy or mass spectroscopy (MS). In order to shortly describe the methods it is,

however, necessary to look into some definitions concerned with 13C-enrichment. A mole-

cule containing n carbon atoms has 2n different labeling patterns, or in other words 2n

different isomers of isotopes – often referred to as isotopomers (see Fig. 5.13a).

Using 13C-NMR it is possible to identify which of the carbon atoms that are enriched with
13C, and if there are two 13C positioned next to each other this will result in a split of the

resonance peak into two peaks in the spectrum. Combining 13C-NMR with proton-NMR it is

possible to resolve peaks for many of the carbon atoms, and hereby it is possible to obtain

relatively detailed information about the isotopomers. However, in most cases only a fraction of

the isotopomers can be identified. With proton-NMR it is possible to identify the specific

resonance between protons and 13C, and hereby it can be resolved whether a given carbon is
13C or 12C. It is, however, not possible to tell whether the 13C is connected to a 13C or a 12C.

Thus, only information about the so-called fractional enrichment can be obtained (see

Fig. 5.13b). The fractional enrichment can be used directly in balances for the individual carbon

atoms as illustrated in Example 5.9. The fractional enrichment can, however, always be

calculated if the distribution of isotopomers is known.

Using MS it is possible to measure the mass of the individual metabolites, since 13C has

a higher mass than 12C. Thus, with MS it is possible to measure the so-called mass
isotopomers (see Fig. 5.13c). It is somewhat more complicated to use this information

directly for flux analysis, but as will be shown later, information about 13C enrichments is

rarely used directly for flux quantification. Notice that also the mass isotopomers can be

calculated if the distribution of isotopomers is known, and this can be used in an iterative

process to find the fluxes vi (see Figure 5.14).

Fig. 5.12 Quantification of the fluxes through the two different pathways leading to lysine shown

in Fig. 5.11 for growth at different ammonia concentrations. Lysine concentration is in arbitrary

units
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PYR(1) PYR(2) PYR(3) m m+1 m+2 m+3

a b c

Fig. 5.13 Overview of different labeling patterns possible for a molecule with three carbon atoms,

e.g., pyruvate. (a) All possible isotopomers. (b) Grouping of isotopomers to indicate the different

isotopomers that are included when the fractional enrichment is measured. (c) Grouping of

isotopomers into different mass isotopomers. The mass of the nonlabeled metabolite is m

Guess on free
fluxes

Calculation of all
reaction rates

Substitution of
reaction rates into
the system matrix

Calculation of
fractional labeling 

Total deviation

Evolutionary
algorithm

Calculation of all
reaction rates

Deviation between
measured and

calculated
fractional labeling

Fig. 5.14 A procedure for estimating metabolic fluxes using 13C-labeled data. The procedure starts

with a guess of the free fluxes, and then all the fluxes are calculated using matrix inversion (in

analogy with (2) in Example 5.10). The calculated fluxes can be compared directly with measured

rates and they can be used to calculate the fractional labeling of all the intracellular metabolites. The

calculated fractional labeling can then be compared with experimental data on the fractional

labeling, and a total deviation between calculated fluxes and fractional labeling of metabolites can

be found. Through the use of an optimization algorithm it is possible to propose a new set of fluxes,

and hereby iterate until the total deviation is minimized, resulting in a good estimate of the fluxes



Example 5.10 Analysis of a simple network. To illustrate a more formal approach to the

use of labeled substrates for flux quantification we will consider the simple network shown

below.

CC

vv 22

vv 44

vv 55

AA

BB

vv 33

vv 66

vv 11

SS

PP11

PP 22

For this network we have the metabolite balance equation:

rs
rp1
rp2
0

0

0

0
BBBBBB@

1
CCCCCCA

¼

�1 0 0 0 0 0

0 0 0 0 0 1

0 0 0 0 1 0

1 �1 �1 0 0 0

0 0 1 1 0 �1

0 1 0 �1 �1 0

0
BBBBBB@

1
CCCCCCA

v1
v2
v3
v4
v5
v6

0
BBBBBB@

1
CCCCCCA

(1)

Clearly three fluxes can be measured directly and with three degrees of freedom we can in

principle estimate the fluxes using matrix inversion. However, the matrix does not have full

rank (addition of the second and fourth column gives the third column), and we therefore

need additional information. We now set v1 to 100 and then express the other fluxes as

function of two of the fluxes (v3 and v4):

v1
v2
v3
v4
v5
v6

0
BBBBBB@

1
CCCCCCA

¼

100

100� v3
v3
v4

100� v3 � v4
v3 þ v4

0
BBBBBB@

1
CCCCCCA

(2)

The two fluxes v3 and v4 will be termed free fluxes, and if we can obtain information about

these from balances around the individual carbon atoms then all the fluxes in the network can

be calculated using (2). With the carbon transitions specified in the network we can set up

balances for the individual carbon atoms. Thus, for the first reaction we have:

�100S1 ¼ � v2 þ v3ð ÞA1 (3)

�100S2 ¼ � v2 þ v3ð ÞA2 (4)
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Here S1indicates the enrichment of the first carbon atom in the substrate and S2 indicates the
enrichment of the second carbon atom in the substrate (similarly for A1 and A2). The balances

simply state that enriched carbon entering the first position in the metabolite pool A balance

the enriched carbon in the first position leaving this metabolite pool. Similar to (3) and (4)

balances can be written for all metabolites. This is expressed in the matrix formulation (5):

� v2 þ v3ð Þ 0 0 0 0 0

0 � v2 þ v3ð Þ 0 0 0 0

v3 0 �v6 0 v4 0

0 v3 0 �v6 0 v4
0 v2 0 0 � v4 þ v5ð Þ 0

v2 0 0 0 0 � v4 þ v5ð Þ

0
BBBBBB@

1
CCCCCCA

A1

A2

B1

B2

C1

C2

0
BBBBBB@

1
CCCCCCA

¼

�100S1
�100S2

0

0

0

0

0
BBBBBB@

1
CCCCCCA
(5)

Equation (5) can be used to calculate the fluxes, but they cannot be obtained directly from

the matrix equation which is nonlinear due to the occurrence of products of fluxes and labeling.

However, the matrix has full rank, and if the fluxes are given, the 13C enrichment can be

calculated by a simple matrix inversion. This is the basis for the iterative method of Fig. 5.14.

As discussed in Example 5.10, estimation of the fluxes is not straightforward

and it requires a robust estimation routine. One approach to estimate the fluxes

is illustrated in Fig. 5.14, but other approaches have been described in the literature

(see, e.g., Wiechert (2001)). Instead of using the fractional labeling of the

metabolites one may also directly calculate the NMR spectra that would arise for

a given isotopomer distribution and then compare the calculated NMR spectra

with the experimentally determined spectra. Schmidt et al. (1999) used this

approach for estimation of the fluxes in E. coli based on experimental NMR data.

A requirement for any estimation procedure is a mathematical model describing the

carbon transitions, and including all relevant biochemical reactions in the network.

The carbon transitions for most biochemical reactions are described in biochemical

textbooks, and procedures to implement these carbon transitions in a formalized

way have been developed (Zupke and Stephanopoulos (1995); Schmidt et al.

(1997); Wiechert et al. (1997); Antoniewicz et al. 2007). Although there are good

procedures for estimation of the fluxes, it is still important to specify the correct

model structure, and in many cases it is necessary to evaluate different model

structures in order to identify a proper network that fits the experimental data.

In these cases, the network identification and flux quantification goes hand in hand.

When a proper model has been identified it is possible to estimate the fluxes

through the different branches of the central carbon metabolism. In the literature

one may find several examples of the use of 13C-labeled data to estimate the

metabolic fluxes (see, e.g., Christensen and Nielsen 2000). However, the real

value of such metabolic flux maps lies in the flux differences that are observed

when flux maps obtained with different strains or under different conditions are

compared with one another. Through such comparisons the impact of genetic and

environmental perturbations can be fully assessed, and the importance of specific

pathways, or reactions within a given pathway can be accurately described.

Hereby, new insight into the function of the different pathways may be obtained,

and this can be used to guide metabolic engineering.

5.3 Flux Analysis in Large Metabolic Networks 205



Problems

Problem 5.1. Equation (1) of Example 5.1 relates the four rates [rx, rHAc, re, rHLac]
by two linear equations. In the example rm¼ [rx, rHAc] were chosen as the measured

quantities and rc¼ [re, rHLac] were calculated. Any choice of two rates out of the

four rates can be used to determine the remaining rates, but when there is an

experimental error on the measured quantities the accuracy of the result may

depend significantly on the choice of measured rates.

(a) For all six combinations of two rates in the measured rate vector, use the

method of Note 5.4 to determine the condition number c2 for the matrix A in

A rc¼ rm.
Can you explain from the structure of the flux diagramwhy the choice [re, rHAc]

as measured rates leads to a particularly poor accuracy for [rx, rHLac]? Compare

with the calculations in Note 5.4 based on two measured fluxes v1 out of the

six fluxes in v.
(b) Also compare the best result obtained in the present problem with that of

Note 5.4 when four fluxes out of the 6 were contained in v1. This will illustrate
why the method of Example 5.1 has some definite advantages to the method

of (5.11)–(5.12).

(c) Your measurement of the components of rm¼ [re, rHAc] has two digits accu-

racy. Howmany digits can you trust in the components of rc¼ [rx, rHLac]? As an
example you may try [re, rHAc]¼ [0.60, 0.45].

Answer to (a):

rm [rx, rHAc] [rx, re] [rx, rHLac] [re, rHLac] [rHAc, rHLac] [re, rHAc]

c2 3.37 8.04 1.77 4.56 4.53 123.6

Except for the very small NADH production in the biomass equation the NADH

balance closes with the contribution �1/2 from ethanol and 1/2 from HAc.

Therefore, the choice of [re, rHAc] as rm is unfortunate.

Answer to (c): The measurement accuracy is 0.01, and consequently you can

expect errors up to 1.2 in rc. Insert in 0.5� 10�a� 1.2 to obtain a� 0.39. Hardly

one digit is correct.

For [re, rHAc]¼ [0.60, 0.45] one obtains an expected

rx; rHLac½ � ¼ 0:1 0

2 �1=3

� ��1

� 1=2 �1=2
1=2 1

� �
� re

rHAc

� �

¼ 5 �5

28:5 �33

� �
re

rHAc
ò� ¼ 0:75

2:25

� ��

If [re, rHAc]¼ [0.59, 0.46] then [rx, rHLac]¼ [0.65, 1.63] which fits with the

result above.
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Problem 5.2 Determination of stoichiometric coefficients in the biomass
pathway reaction for S. cerevisiae. Assume that the metabolic pathway model

corresponding to Example 3.8 can be approximated by the following three pathway

reactions:

v1 : �ð1þ aÞCH2Oþ a CO2 þ b NADHþ CH1:61O0:52N0:15 � g ATP ¼ 0

v2 : �1:5 CH2Oþ 0:5 CO2 þ CH3O0:5 þ 0:5 ATP ¼ 0

v3 : �CH2Oþ CH8=3O� 1=3ATP� 1=3NADH ¼ 0

Determine the value of a, b and g in the first reaction as functions of Yxg and Ysx.
(Answer: a¼ (1/6)Yxg + 0.03 and g¼ (1/3)Yxs� (13/18)Yxg� 0.343).

Consider the set of experimentally obtained yield coefficients in (3.23). Deter-

mine numerical values of a and g for this data set.
The yield coefficients of (3.23) were obtained for a slightly different composition

of the biomass. Determine a and g with the biomass composition used in (3.23) and

discuss the sensitivity of the result with respect to changes in kx. Also relate the

present results with the discussion in Example 5.2 in which exactly the same data

were used in the end. In Example 5.2 one reached the conclusion that g is more likely

to be 1.8 than the value found here. What is the reason for this different conclusion?

Problem 5.3 The maximum theoretical yield of lysine on glucose. In Problem 4.2

it was shown that a growth yield of 6/7 for L-lysine on glucose (Example 3.9) could

not be excluded for thermodynamic reasons. In the present problem it will be shown

that the explanation for the lower theoretical yield (3/4) – see references to Problem

4.2 – is to be found in the need for NADPH and not NADH in the synthesis of lysine

from glucose. This will help you to appreciate that the crude definition of redox

equivalents as “H2” cannot always be used.

(a) Go through the biosynthesis pathway in C. glutamicum of L-lysine from 1 mol

of pyruvate and 1 mol of phosphoenolpyruvate. For each step write down the

chemical formula for the intermediate and the amount of redox units harbored

in the compound. Show that the net consumption rate of CO2 and of 2-

oxoglutarate is zero, and that four NADPH is consumed while two NADH is

produced for each mole of L-lysine produced from glucose. Prove that this leads

to a theoretical yield of 3/4 C-mole lysine (C-mol glucose)�1, and that 1/6 O2

must be used for each C-mole lysine produced.

(b) Can any of the NADPH requiring enzymes in the pathway from glucose to

lysine possibly be exchanged with an enzyme that uses NADH as cofactor? Or

could an NADH producing enzyme be exchanged with an NADPH producing

isoenzyme? What would be the possible thermodynamic consequences of

exchanging the glutamate dehydrogenase encoded by GDH1 (using NADPH

as cofactor) with the GDH2 encoded isoenzyme (using NADH to produce

glutamic acid from 2-oxoglutarate)?
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To solve this problem use the following references:

1. “Biochemical Pathways” ed. G. Michal, Spektrum Verlag, Berlin, 1999

2. “ExPASy-Molecular Biology Server, Subsection Biological Pathways”

This reference is found at: http://www.expasy.ch.

Problem 5.4 Production of solvents (acetone and butanol) by fermentation.
Reardon et al. (1987) and Papoutsakis (1984) have both studied anaerobic

fermentations of butyric acid bacteria using metabolic flux analysis. We shall

base our analysis of the primary metabolism of C. acetobutylicum on the simplified

pathway scheme in Fig. 3 of Reardon et al. (1987), but the corresponding pathway

scheme, Fig. 1 of Papoutsakis (1984), differs only in some minor details and could

also have been used. Fig. 5.7 shows the branchpoints and reactions.

(a) For each reaction v1 to v13, write up the stoichiometry and include the ATP/

NADH produced or consumed. For all carbon-containing compounds the stoi-

chiometry should be on the basis of one C-mole consumed. Reactions (7)–(9)

and (12) do not involve any NADH/NAD+ conversion. 0.25 ATP is liberated

per C-mole converted in reaction (12), and 0.25 ATP is consumed per C-mole

converted in reaction (9). Reactions (7), (8), (10), (11), and (13) do not involve

ATP/ADP conversion.

Assume that rpyr¼ rAcCoA¼ rAcetoAcCoA¼ rBuCoA¼ rNADH¼ rATP are all

zero. Determine the minimum number of measurements needed to observe

the system.

(b) Use the general flux-analysis method (5.11)–(5.12) to solve the problem,

assuming that rpyr¼ rAcCoA¼ rAcetoAcCoA¼ rBuCoA¼ rNADH¼ rATP are all

zero Show that the system is observable if rs, rx, re, racn, rHBu, rac, and rb are
the measured rates. Calculate the remaining nonzero rates as linear

combinations of the measured rates. Compare with the result of Example 5.4.

(c) If v8 is set to zero, none of the metabolites that are progenies of AcetoAcCoA

are formed. If, furthermore, v7¼ 0 the whole network is the one considered in

Example 5.1. Show that the expressions for rHAc, rHlac, and rc are the same as in

Example 5.1 if rH2
¼ 0.

(d) Reardon et al. (1987), Fig. 4, gives some results from a batch fermentation

carried out at pH¼ 6. Between 10 and 15 h after the start of the batch the

glucose concentration s and the concentrations of HAc, HBu, and cells are all

fitted well by linear functions of fermentation time. Virtually no acetoin,

lactate, ethanol, acetone, or butanol is produced. CO2 and H2 production were

not measured. The following concentration changes can be read from the figure

(with at least 5% uncertainty) for the 5-h period:

Glucose �117 mM (¼�21.1 g L�1)

HBu 76 mM (¼6.69g L�1)

HAc 55 mM (¼3.30g L�1)

Biomass 3.3 (g DW)L�1
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Calculate from the answer to (b) the amount of HAc that should be produced

when the other rates are as stated above. Note that the result fits remarkably

well with the experimentally determined rHAc. Next calculate the amounts of

H2 and CO2 liberated between 10 and 15 h of fermentation time. Check that

rHLac� 0 to within the accuracy of the data.

(e) Between 15 and 20 h of fermentation time, biomass growth appears to stop

[a decrease in x is even indicated in Reardon et al. (1987), Fig. 4]. Reardon et al.
obtained the following changes in concentrations:

Glucose �93 mM

HBu 50 mM

HAc 35 mM

Acetoin 4.5 mM

Acetone 8 mM

Butanol 12 mM

Ethanol 2 mM

Do these data fit the metabolic model of (b)? If not, give a reasonable physio-

logical explanation for the lack of fit of, e.g., the carbon balance. Why is no

extra biomass formed?

Reardon et al. (1987) notice a sharp increase in culture fluorescence after

15 h. They tentatively explain this by an increase in NADH concentration in the

cells. If this is true, does it point to other flaws in the model of (b) after 15 h?

(f) Papoutsakis (1984) cites some very old (1930) data from van der Lek for a

typical “solvent type fermentation” of C. acetobutylicum. The biomass produc-

tion is not stated, but for 100 mol (18 kg) of glucose fermented the following

amounts (in moles) of metabolic products are found:

HBu 4.3

HAc 14

H2 139

CO2 221

Acetoin 6.3

Acetone 22.4

Butanol 56

Ethanol 9.3

Use the calculated expression in (b) for rHAc to eliminate rx from the

expressions for rH2
and rc in (b) and check whether the model in (b) gives a

satisfactory prediction of rH2
and rc.

(g) In the pathway diagram two reactions used by Reardon et al. (1987) in their

Fig. 3 have been left out. These reactions are:

� BuCoA� 0:5 HAcþ 0:5 AcCoAþ HBu ¼ 0 ðv14Þ
�AcetoAcCoA� 0:5HAcþ 0:5AcCoA þ0:75 ac

�0:25 CO2 � 0:25 ATP ¼ 0 ðv15Þ
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Reaction (14) is a parallel reaction to reaction (12), but without release of ATP.

Reaction (15) is a parallel reaction to reaction (9) where the CoA is transferred to acetate

rather than to butyrate. Expand the stoichiometric calculation in b with these two

reactions. Obviously, two more rates have to be measured – but can you solve for the

remaining rates? Discuss the result, referring to the paper by Reardon et al. to see what

they have done. Recalculate the result of bwith reaction (15) instead of reaction (9).

Final note: The present problem is very suitable for studies of pathway analysis in

real industrial processes. Both Papoutsakis (1984) and Reardon et al. (1987) have

many suggestions for further variations of the problem – e.g., abandoning the

assumption of rNADH¼ 0 or of rATP¼ 0. The papers should be consulted for these

additional possibilities. In recent years, a number of studies, especially in the group

of Terry Papoutsakis has shown that both yield (of solvents) and productivity can be

improved by metabolic engineering of the pathway. Hereby it may become eco-

nomically viable to resurrect the old (First World War) process of making solvents

by fermentation of house hold waste.

Problem 5.5 Production of propane 1,3-diol (3G) by fermentation. Zeng and

Biebl (2002) reviewed the possibilities of making 3G by a fermentation route.

The diol can be produced by several chemical routes from either ethylene (Shell)

or from acrolein (Degussa), but it may be cheaper to produce it by fermentation

using either glycerol or the much cheaper glucose as substrate. An enormous

increase in demand for 3G is envisaged, especially since it can condense with

terephtalic acid to form an excellent polyester (SoronaTM from DuPont). See also

the patent by Emptage et al. (2001).

3G is a natural metabolic product in anaerobic cultivation of Klebsiella
pneumonica on glycerol:

Glycerol ! 3 Hydroxy propanal ! 1; 3 Propane diol (1)

The first step (a dehydration) is catalyzed by glycerol dehydratase that requires

vitamin B12 as cofactor. Step 2 is catalyzed by 1,3 propane diol dehydrogenase, and

NADH is used as cofactor.

When Klebsiella grows on glycerol the two steps (see Figure 5.1) from DHAP to

glycerol are reversed. One ATP and one NAD+ are used per glycerol molecule.

DHAP enters the EMP pathway and via pyruvate it is metabolized to all the end

products shown in Fig. 2.5a (actually a pathway from pyruvate to 2,3 butane diol via

a-acetolactate and acetoin can also be followed, but this will not be considered here).

(a) Determine the maximum theoretical yield of 3G on glycerol by anaerobic

fermentation with Klebsiella. The analysis should be based on the constraints

rNADH¼ rATP¼ 0. Which end products of the mixed acids from pyruvate

metabolism are desirable and which should if possible be avoided?

(b) Klebsiella is not the optimal production organism. In a series of brilliant meta-

bolic engineering studies (covered by many patents), DuPont and Genencor have

succeeded to insert the pathway from DHAP to glycerol (from S. cerevisiae)
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and from glycerol to 3G (from Klebsiella) into E. coli. Hereby, a well-researched
organism is used as host for production of 3G and it has been shown that a very

high titer of 129 gL�1 3G can be obtained by fed-batch fermentation of the

engineered E. coli (Emptage et al. 2001).

We shall study the DuPont/Genencor process in the following. Three

pathways from glucose are considered:

v1: Glucose! biomass (CH1.8O0.5N0.2) by:

�1.1CH2O+ 0.1CO2 +X+ 0.1NADH� 2.42ATP¼ 0

v2: Glucose! 3G+ aNADH+ bATP
v3: Glucose!CO2 + 2NADH+ eATP (via the EMP pathway and the TCA

cycle)

v4: NADH+12/2O2!P/O ATP

Determine a and b in v2 when no ATP is produced or consumed from

glycerol to 3G

Assume that no glycerol is excreted and that Yso is 0.045 mol O2 (C-mol

glucose)�1. Determine the stoichiometry (the “black box” model) for the overall

reaction based on the assumption that rNADH¼ rATP¼ 0, and P/O¼ 2. What is

the lowest value of P/O for which biomass can be produced?

(c) Assume that (the very small) Ysx can be set to zero. Show that it is now possible

to calculate both Ysp and Yso based on knowledge of the P/O ratio.

(Answer: Yso ¼ 1
12P=Oþ3

andYsp ¼ 6P=Oþ1
8P=Oþ2

for e¼ YsATP¼ !/3 in v3).

In this way, the effect of using a more realistic value than 2 for P/O can be

studied.

(d) Again assume that Ysx¼ 0 and that some glycerol is excreted from the cells.

Glycerol is of course an unwanted byproduct and we wish to study the influence

of Ysg on the product yield. Show that

Ysp ¼ C - mole 3G (C - mol glucoseÞ�1 ¼ 6P=Oþ 1� 2þ 7P=Oð ÞYsg
8P=Oþ 2

Yso ¼ 1þ 0:5Ysg
12P=Oþ 3

Calculate the reduction of Ysp compared with what is found in question (c)

when Ysg¼ 0.05 and 0.1.

(e) Return to the stoichiometry of question (b). with P/O¼ 2 (overall reaction (1)).

In parallel with the glucose used to feed this carbon-, redox-, and ATP-balanced

set of pathways that determines production of 3G some glucose may be used to

produce biomass and CO2 by pure respiration, and for maintenance of cells by

combustion of glucose to CO2 alone. Write a carbon-, redox-, and ATP-

balanced metabolic scheme for purely respiratory biomass production (overall

reaction (2)), and a carbon- and redox-balanced stoichiometry for the

maintenance reaction (overall reaction (3)).
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Show that any experimentally obtained stoichiometry containing only X, 3G,

and CO2 can be written as a linear combination of the three overall

stoichiometries.

Use P/O¼ 2 in overall reaction (2) and determine the contribution of the 3

overall stoichiometries to give the experimentally observed stoichiometry:

� CH2Oþ 0:543Pþ 0:120Xþ 0:337CO2 � 0:15O2 ¼ 0

(Answer: The experimentally observed stoichiometry is obtained by combining

overall reactions (1)–(3) in the ratio 0.7714:0.1738:0.0548).

The maintenance demand is significant, but not alarming. There is probably a

kinetic bottleneck in the pathway v2 from glucose to 3G which causes overflow

to (useless) biomass formation. This needs to be looked at as a part of the

physiological design of the final production strain.
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Chapter 6

Enzyme Kinetics andMetabolic Control Analysis

In all probability, the reader of this text has encountered the action of individual

enzymes long before becoming aware of the concerted action of the many enzymes

that together determine the flow of substrates through metabolic pathways of living

cells. It could have been in high school experiments where catalase was used to

liberate O2 from H2O2, or by studying how “the enzyme pellets” from a box of a

commercial detergent product “dissolved” starch grains.

This chapter will outline the mechanism of individual enzyme reactions – for in

contrast to microbial reactions, the mechanism can often be derived quite rigorously.

Biocatalysis1 is concerned with the production of often very complex molecules,

using one or a combination of a few enzymes that have been harvested and purified

from the medium of microbial fermentations. Although the application of industrial

enzymes in biocatalysis is not a core subject of our text, the fundamental mechanism

of important enzyme-catalyzed reactions will be discussed, and how the kinetics of

one particular enzyme, a carbohydrate oxidase used to oxidize the glucose part of

lactose to form lactobionic acid, was derived in the laboratory is shown in an

example. Enzyme deactivation is discussed as an important topic in biocatalysis,

and it is shown that the influence of physical transport processes may well distort the

results of a purely kinetic study. Furthermore, the study of enzyme kinetics will lead

to an understanding of the sensitivity of pathway enzymes to changes in substrate

concentrations and of the concentration, or activity of individual pathway enzymes.

The flux through the pathway and the sensitivities are used in Metabolic Control
Analysis (MCA) which leads to important results concerning the possibility of

enhancing, by genetic engineering, the carbon flux through a pathway, or to redirect

the flux to another pathway.

Chemical reactions catalyzed by enzymes are not much different from, e.g.,

dehydrogenation reactions catalyzed by noble metal catalysts. There is only one

reaction to be considered rather than the myriad of reactions that take place in the

metabolic network of cells, and the stoichiometry of the reaction is known. As we

1 The terms Bioconversion, Biotransformation, or Enzymatic catalysis are also used.

J. Villadsen et al., Bioreaction Engineering Principles,
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have seen in Chaps. 3 and 5, the study of stoichiometry and of the steady-state flux

distribution in a metabolic network is a difficult task, and it must necessarily

be done before any meaningful investigation of the kinetics of cellular reactions

can be started. Enzymes are usually highly specific catalysts that allow only one

form of the substrate (reactant) to be treated – e.g., the L- but not the D-form of

an enantiomer. Structural studies of the enzymes reveal how the substrate docks on

the catalyst, where the cofactor sneaks in, and how the product is detached.

Inhibition or deactivation of enzymes follows the same rules as those developed

for inhibition or irreversible poisoning of inorganic catalysts. One can explain why

overloading of the enzyme with substrate, or blocking of the enzyme activity by a

reaction product or with a foreign molecule can reduce the rate of conversion of the

substrate. In short, the enzymatic reaction can, if desired, be treated by mechanistic

models to obtain the true kinetics of the reaction. Although enzymes usually are

substrate specific, one should be aware that there are several examples where one

enzyme in fact catalyzes the same kind of reaction for many chemically similar

substances. Different aldehydes may, for instance, be reduced to their correspond-

ing alcohols by the same reductase. This is not necessarily a design flaw by nature,

but may provide a “cost-effective” means of removing reactive aldehydes and

thereby protect the cell (Jin and Penning 2007).

The treatment of enzyme kinetics in this chapter is, as indicated above, in sharp

contrast to the wholly empirical approach that will be used in Chap. 7 to obtain the

kinetics of cell reactions. Here, the outcome of the modeling exercise has limited

predictive power, and the apparent kinetics may be quite different for steady state

and for transient studies.

Quite apart from the pedagogical qualities of studying enzyme reactions which

give new insights for readers of classical textbooks on reaction engineering (e.g.,

Levenspiel (1999) and Scott Fogler (2006)), the subject has, of course, enormous

significance for modern biotechnology.

Enzymes (rather than living cells) are used in a multitude of processes, in

industry and in the daily household, and enzyme-based processes are replacing

many classical processes due to the mild reaction conditions and environmental-

friendly outcome. Companies such as Novozymes and Genencor, two dominant

players on the enzyme market, are entirely devoted to the production of enzymes by

fermentation processes and their application. Themarket (more than 3.5 billion US $

in 2009) is expanding, and new applications of enzymes, e.g., in second generation

bio-ethanol, contribute to the substantial revenues of the enzyme producers.

The main theme of our textbook is the cellular reaction for which the kinetics is

treated in Chap. 7. It is impossible to treat the kinetics of cellular reactions solely

on the assumption of known kinetics for all the enzyme reactions in the cell – even

if the kinetics could be found by in vitro studies. The cell is much more “than a bag

of enzymes,” and in vitro studies of enzyme kinetics tell nothing about the

influence of the control structure of the cell, which is destroyed when the enzymes

are investigated outside their natural habitat.
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Still, the apparent analogies between enzyme kinetics and cell kinetics have

often been used to suggest the right structure of kinetic expressions for the conver-

sion of substrates by a living cell. This alone is a good reason for giving a short

treatment of enzyme kinetics. Furthermore, enzyme-based assays are used routinely

to study the state of the cell at a certain set of environmental conditions. Some

of these assays are not easily understood without prior knowledge of the behavior of

the enzymatic reaction on which the assay is based.

Finally, when continuing from the steady-state flux distribution in a metabolic

network to an analysis of the rate of production supported by the network, one must

include a kinetic analysis of the different enzymatic reactions in the network.

The outcome of this analysis is a prediction of how genetic manipulations of the

network can lead to a change in the flux distribution and perhaps to a higher yield

and a higher production rate of the desired product in a given branch of the network.

Consequently, enzyme kinetics will be treated with a view to analyze the rates of

production in different branches of a metabolic network. The analysis is based on

the sensitivity of each enzymatic reaction in a particular pathway to changes in the

activity of each of the pathway enzymes and to changes in the metabolite levels at

the different steps.

The activity of a given enzyme is a function of a number of environmental

factors, e.g., temperature and pH. Many enzyme preparations are sold as particles of

immobilized enzymes in a support. Here, mass transport and chemical reaction both

play a role in the overall reaction rate, as is well known for conventional chemical

reactions. It, therefore, becomes important to analyze when mass transport is likely

to influence the bioreaction mediated by the enzyme. This subject is discussed in

Sect. 6.3.2. The influence of transport limitation on immobilized cells is shortly

discussed in Chap. 10 (Problem 10.4) by analogy with the treatment of immobilized

enzymes in this chapter. When yeast cells are embedded in an inert matrix, and the

biomass concentration is assumed to be constant throughout the matrix, there is, in

principle, no difference between the behavior of this system and an immobilized

glucose isomerase or penicillin deacylase embedded in a porous polymer matrix.

The difference is the continuing growth of more biomass in the matrix, and

diffusion resistance may eventually cause the cells to die from lack of nutrients.

6.1 Enzyme Kinetics Derived from the Model

of Michaelis–Menten

When the rate r2 of an enzymatic reaction is pictured as a function of the substrate

concentration s, the result is often of the form of Fig. 6.1.

2 The symbol r will be used for volumetric production rates rather than q, the symbol used for

volumetric production rate in cell cultivations. In the context of enzyme reactions with suspended

or immobilized enzyme particles, the reactor vessel is, in fact, the real reactor.
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The shape of Fig. 6.1 with proportionality between r on s for small s, and a final,

maximum rate of conversion rmax for large s is well correlated by the following

expression:

r ¼ ks

sþ Km

¼ k0e0s

sþ Km

(6.1)

The substrate concentration s is in units of g (or mole) substrate (L medium)�1.
The reaction rate r is as mentioned above specified in units of g substrate

converted (L medium h)�1. In chemical catalysis the rate is often specified in

units of g converted (g catalyst h)�1.
Here, r/e0 with e0 in units of g enzyme (L medium)�1 has the same unit,

g (g enzyme h)�1, used in heterogeneous catalysis, and it corresponds to the specific
rates�rs elsewhere in the text. But the whole literature on enzyme kinetics is based

on conversion of substrate per unit reactor volume, corresponding to the – qs defined
in Chap. 3 of our text. We shall follow this standard nomenclature in biocatalysis.

Consequently, k is in units of, e.g., g substrate converted (L medium h)�1. e0 is in
units of g enzyme preparation (L medium)�1, and finally, k0 is in units of g substrate
converted (g enzyme preparation h)�1.

In practical investigations of enzymatic reactions, only k is determined, and it

signifies the maximum value of r, or rmax. The rate r actually depends on the activity
of the enzyme per g of enzyme preparation, and splitting k into two factors k0 and e0
indicates that an enzyme with a low activity per unit mass of enzyme will lead to a

low rate of conversion of the substrate.

We shall now turn to the derivation of a few classical mechanisms for enzyme

reactions.

In 1925 Briggs and Haldane derived the form of (6.1) by mechanistic modeling.

They considered that the enzyme could exist in two forms: E¼ free enzyme, and

ES¼ an enzyme complex with the substrate. The conversion of substrate S to

product P proceeds in two steps:

Eþ S
�!k1
 �
k�1

ES �!k2 Eþ P (6.2)

1 2 3 4 5 6
0

0.1

0.2

0.3

0.4

0.5

s
r

slope = k/Km

rmax = kFig. 6.1 Schematic

representation of the rate r of
an enzymatic reaction. s is the
substrate concentration

(typical unit: g substrate

(L medium�1) and r is the
rate of conversion of s
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The first reaction is reversible and the second irreversible. Both reactions are

assumed to be elementary reactions with rate proportional to the concentration

of reactants. Furthermore, Briggs and Haldane assumed that the concentration (es)
of ES was constant in time, i.e., ES is in a “pseudo-steady state.”

dðesÞ
dt
¼ 0 ¼ k1e� s� k�1ðesÞ � k2ðesÞ (6.3)

The total enzyme “concentration” e0 was assumed to be constant and representing

the “activity” in (6.1)

e0 ¼ eþ ðesÞ (6.4)

From (6.3),

ðesÞ ¼ k1e0s

k1sþ ðk�1 þ k2Þ ¼
e0s

sþ k�1þk2
k1

(6.5)

The rate of the reaction is determined by the decomposition of ES (i.e., the first

reaction is much faster in both directions than the second), and if ES decomposes by

a first-order reaction, then

r ¼ k2ðesÞ ¼ k2e0s

sþ k�1þk2
k1

¼ k2e0s

sþ Km

(6.6)

Michaelis and Menten (1913) immediately assumed that the first reaction of

(6.2) is infinitely fast and also that the substrate concentration s is much higher than

the total enzyme concentration e0, i.e., that all the catalytic sites on E are occupied.

The concentration of the enzyme–substrate complex is

ðesÞ ¼ e� s

Keq

(6.7)

where Keq is the equilibrium constant for the dissociation of ES to E and S. Inserting
(6.4) in (6.7) and again assuming first-order decomposition of ES by the second,

rate determining reaction,

r ¼ k2e0s

sþ Keq

(6.8)

The derivation of (6.8) by Michaelis and Menten signified the start of quantitative

enzymology. A corresponding, fundamental mechanism of heterogeneous catalytic

reactions was first derived in 1918 by Langmuir in analogy with the derivation of

(6.8). The strict equilibrium assumption for step 1 of (6.2) was relaxed by Briggs

and Haldane (1925), who used a similarly speculative hypothesis of pseudo-steady
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state for ES. Both models – which typically for mechanistically based models can

assign a definite physical meaning to the parameters – lead to (6.1), where Km is

called the Michaelis constant in honor of the recognized “father” of enzymology.3

The picture of Km as an equilibrium constant for a dissociation reaction according to

(6.8) is illustrative: A substrate that is easily captured by the enzyme (the enzyme has

a high affinity for the substrate) will have a small Km value. If k2 is large – i.e., if the
rate of the second reaction in (6.2) is high, then the rate of conversion of the substrate

by the enzyme is high, also at low values of s.

Note 6.1 Assumptions in the mechanistic models for enzyme kinetics. The simplicity of the

derivation of the two mechanistically based models for the rate of an enzyme reaction could

lead the reader to believe here that, for once, there is a trustworthy piece of modeling in

biotechnology. Indeed, the rate expression (6.1) is very robust – much more so than the

apparently equivalent Monod model for cell kinetics discussed in Chap. 7. It allows for a

significant extrapolation from the data that are used to determine the two parameters k and

Km, and the parameters are clearly related to stringently defined parameters of elementary

reactions. Still, it may be useful to give a few comments to illustrate the effect of the

approximations that lurk behind both the Michaelis–Menten and the Briggs–Haldane deriva-

tion of (6.1). First of all, the comments given below may help the user to avoid mistakes in an

experimental set-up that is aimed to determine the two kinetic parameters.

First, one can easily see that the derivation of (6.6) leads to the same result as that of (6.8)

if, indeed the first step of (6.2) is an equilibrium reaction. Then, both k�1 and k1 in (6.2) are

infinitely large and the ratio k�1/k1¼Km is equal to the equilibrium constant Keq of (6.7) and

(6.8). Also, the assumption of (6.3) that (es) is constant is true. The amount of ES consumed

by the second step of (6.2) is immediately replenished by the fast equilibrium reaction in

step 1.

But (6.1) is also derived by (6.2)–(6.6) without the apparently unnecessary assumption of a

fast equilibrium – the value ofKmmust only be interpreted differently. How trustworthy is the

assumption of quasi-steady state of (es)? Clearly, if all three rate constants k1, k�1, and k2 are
small, it may take a very long time before (es) becomes constant. In fact, (6.3) can easily be

integrated by separation of variables for a constant s, and (es), can therefore, be found as a

function of time. When es(t) is inserted in the overall rate expression (6.6), one obtains

r ¼ k2e0s

sþ Km

ð1� exp½�ðk1sþ k�1 þ k2Þt� Þ (1)

It is well established that k�1, k2, and k1s are very large, 100–1,000 s
�1 for normal enzymes,

and the exponential function vanishes within milliseconds, before s has started to decrease from
its initial value.

3 In the 1920s, both Leonor Michaelis (1875–1949) and Maud Menten (1879–1960) emigrated to

USA to take up distinguished academic careers. The Canadian born Maud Menten was among the

first female Canadians to take an M.D. (Chicago, 1911) and she took a Ph.D. (1916) with Michaelis

in Berlin. The German born Michaelis ran afoul of one of the icons of German physiology by

criticizing his (probably fraudulent, but popular during the Third Reich) test for genetically

inherited mental syndromes. The German career of Maud Menten might not either have looked

very bright when Michaelis left Germany in 1922.
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A much more serious criticism of both the Michaelis–Menten and the Briggs–Haldane

mechanisms lies in the assumed irreversibility of the step 2 in (6.2). Since enzymes like other

catalysts must, in principle, enhance the rate of both the forward and reverse reactions (but

certainly not to the same degree – the product might not be able to dock on the enzyme), one

must consider

Eþ S
�!k1
 �
k�1

ES
�!k2
 �
k�2

Eþ P (2)

rather than (6.2). Assuming pseudo-steady state for ES yields

ðesÞ ¼ k1sþ k�2p
k�1 þ k2 þ k1sþ k�2p

e0 (3)

r ¼ k2ðesÞ � k�2p � ðe0 � ðesÞÞ ¼ k1k2s� k�1k�2p
k�1 þ k2 þ k1sþ k�2p

e0 (4)

Here p¼ 0 yields (6.6).

An enzymatic assay is made with no P initially, and until the product concentration p is

built up (6.1) describes the rate of substrate consumption quite accurately. The overall

reaction S!P may also be thermodynamically favored, which means that almost all S can

be converted to P without any influence of the reverse reaction (k�2k�1� 0), and as we have

seen in Chap. 4 an enzymatic reaction in a pathway can convert S to P also when the reaction

has a small negative, or even a small positive DG0 when P is sucked away from the

equilibrium by further reactions. Consequently, when using models for enzyme kinetics in

assays or in the analysis of pathway reactions, the simple form (6.1) is usually adequate.

This is notnecessarily sowhenstudying the enzymatic conversionof substrate inan industrial

bioreactor. When glucose is converted to fructose in a commercial plug flow reactor using

immobilized glucose isomerase, it is desired to come close to the equilibrium conversion (about

50% at 50–60�C) in order to obtain an adequate sweetening of the sugar solution. Calculation of
the necessary amount of catalyst will be wildly wrong if (6.1) rather than (4) is used (Gram et al.

1990) – see Problem 6.8.

Finally, one may raise the objection to (6.2) that most enzymatic reactions need a second

substrate to proceed. The cooperation of cofactors such as NAD+/NADPH, NADP+/NADPH,

and ATP/ADP is seen in many of the pathway reactions of Chap. 2. It is tacitly assumed that

these cofactors are regenerated by other cellular reactions, and that their level is fixed through

constraints on redox charge or energy charge. But when planning to use a genetically

engineered strain in which the balances between cofactors have been artificially changed

(an NADP+-dependent enzyme may have been exchanged with an NAD+-dependent variant

in a high flux pathway), the rate of the enzyme reaction may have changed significantly.

6.2 More Complicated Enzyme Kinetics

Equation (6.1) derived by either (6.3) or (6.7) has an almost exact analogue in

Langmuir’s treatment (1916) of fast equilibrium adsorption of a gas to a finite

number of active sites on the catalytic surface, followed by a reaction in which the
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product is formed with a rate proportional to the concentration of occupied sites and

finally released by a fast desorption process. The presence of other species that

could inhibit the overall reaction either reversibly (the activity of the catalyst

returns when the inhibitor is removed from the feed) or irreversibly (it could be

the permanent damage caused by sulfides or by sintering of the catalyst during a

temperature excursion) has been exhaustively studied both by chemists and by

biochemists, each in their own field.

Some of the most common reversible inhibitory effects contributing to reduction

of the enzymatic activity through an action on either k or Km in (6.1) will be

discussed in Sect. 6.2.1. In Sect. 6.2.2, we shall discuss certain rate expressions in

which the dependence on s is strong in a certain s-interval and small outside this

interval. Enzymes exhibiting this type of behavior are important for the regulation

of cell metabolism. The kinetics developed in Sects. 6.2.1 and 6.2.2 below both

have apparent analogues in expressions for cell kinetics, but there they are used as

pure data fitters without any mechanistic foundation at all.

6.2.1 Variants of Michaelis–Menten Kinetics

Although enzymes are usually very specific catalysts, there are important cases of

interactions between enzymes and substrate analogues that impede the rate of the

desired reaction. The membrane-bound transport enzymes for hexoses are typical

examples. A specific example is the membrane-bound mannose–PTS system

of lactic bacteria (see Sect. 7.7.2) that can transfer a number of sugars from the

medium to the cell, where it arrives in a phosphorylated form. Despite its name,

the uptake of mannose by the enzyme is almost completely inhibited by the

presence of glucose, and also by the presence of glucose analogues that are not

even metabolized by the lactic bacteria (Benthin et al. 1993).

The free enzyme E can be removed from the left hand side of (6.2) by a

competing reaction:

Eþ S1
�!k3
 �
k�3

ES1 (6.9)

Following the derivation of the Michaelis–Menten expression (6.8) one obtains

r ¼ k2e0s

sþ Keq 1þ s1
Keq1

� � (6.10)

When S1 is tightly bound to the enzyme form E, i.e., when the dissociation

constant for ES1 in (6.9) is small, the apparent affinity of E for S is small. The result

is that r decreases unless s is large enough to make the s1-dependent denominator

term small compared to s. The deposition of active enzyme in a “dead-end”

compound ES1 results in Competitive inhibition, which can be alleviated by
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increasing the concentration of S. But this may not always be possible, e.g., in an

enzymatic assay.

The competing substrate for E could be any foreign chemical or it could be the

product P of the reaction. Here, a negative influence of P on the rate is also found

when the overall reaction is completely irreversible. When the assay is run at

different levels of P, one may detect a possible product inhibition.

If both E and ES can react with the foreign substance S1 to form inactive

complexes ES1 and ESS1, respectively, and if also ES1 can react with S to form

ESS1 then the following reaction network is found:

(6.11)

Here, “the dead-end complex” ES1 can be “activated” through conversion to

ESS1, which again can form the active enzyme complex ES. This type of indis-

criminate inhibition where S1 binds randomly to both primary forms of the enzyme

does not lower the over all affinity of the enzyme for S, but leads to a general

decrease in the rate of the enzymatic reaction through a smaller apparent rate

constant.

Assume that ES1 and ESS1 have the same dissociation constant Keq1 with respect

to E and ES and also that the substrate S binds equally well to E and to ES1. Then, in

analogy with (6.7)

e ¼ ðesÞ
s

Keq; ðess1Þ ¼ ðesÞs1
Keq1

; ðes1Þ ¼ ðesÞs1Keq

Keq1 s
(6.12)

ðesÞ ¼ e0
Keq

s 1þ s1
Keq1

� �
þ 1þ s1

Keq1

� � (6.13)

r ¼ k2e0s

Keq þ s
1þ s1

Keq1

� ��1
(6.14)

(6.14) is the same as (6.8), except for the reduced rate constant. Here, an increase in

the concentration of Swill not alleviate the inhibitory effect of S1. If the nature of S1
is known it is possible to study the inhibition process by repeating the experiment at

different S1 levels, but sadly one does not always know what the inhibitory

substance is, and the so-called non-competitive enzyme inhibition may be difficult

to detect in assays that probably do not contain all the inhibitory substances that are

present in the cell.

If the inhibitor attacks ES but not E, the inhibitor is said to be un-competitive
(for lack of a better word).
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With the enzyme balance,

e0 ¼ ðesÞ þ Keq

s
ðesÞ þ ðesÞs1

Keq1

(6.15)

r ¼ k2e0s

Keq þ 1þ s1
Keq1

� �
s

(6.16)

Now, the Michaelis constant and the rate constant decrease by a factor

1þ s1
Keq1

� �
.

In (6.10), (6.14), or (6.16), the inhibitor S1 could also be the substrate S, in which
case we have substrate inhibition. Unless the “dead-end” complex ES1 is interpreted

as an enzyme complex between S and another form ofE, neither (6.10) nor (6.14) is of
much help in interpretation of substrate inhibition. It may, however, well be that

S complexes with ES to form ESS which is now the “dead-end” complex. This is the

mechanism of (6.16), and this rate expression (with s used instead of s1) will also
appear in Chap. 7 as a typical rate expression for substrate-inhibited cellular kinetics.

Figure 6.2 illustrates the difference (and similarity) between the different types of

inhibition. In all four cases, 1/r is shown as a function of 1/s, which will give a linear
plot of (6.1), (6.10), (6.14), and (6.16). If in (6.16) s1¼ s, then 1/r is a hyperbolic

function of 1/s with a vertical and an inclined asymptote. Plots such as Fig. 6.2

(and similar linear plots found in textbooks on enzyme kinetics) are excellent in a

first phase of an experimental investigation of enzyme kinetics. They clearly show

what type of inhibition is present (if the nature of S1 is known!). When the experi-

ment is carried out at different levels of S1, the parameters of the inhibition and

thereafter the “true” Michaelis parameters k and Km of (6.1) can be obtained,

possibly by extrapolation to the limit s1¼ 0 of data obtained from samples spiked

with known concentrations of S1.
It is, however, not really good to determine kinetic parameters from any type of

linear plot based on the variables r and s when the two variables are non-linearly

related. In Fig. 6.2, the error bars on 1/r would increase dramatically for increasing

1/s, since it is likely that r is determined experimentally with a given absolute

standard deviation, irrespective of the value of s (which can always be determined

with a fixed relative standard error).

Once the correct type of inhibition has been found, all parameters in the rate

expression should be determined by nonlinear Least-Squares regression. The cor-

relation matrix between the parameters (Sect. 3.6) should be shown together with

the estimate of the parameter vector and the standard deviation of the parameters.

In general, k and Keq will be strongly correlated, and almost the same value for rwill
be obtained when both k and Km are multiplied by the same factor, unless

experiments in a broad range of s-values are included. If only values of s that are
significantly smaller thanKeq are used, the correlation between k andKm is almost +1.
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Needless to say, an increasing degree of correlation between the parameters is

obtained when more parameters are included. In Fig. 6.2d, it becomes very difficult

to determine k, Keq, and Keq1 from a portion of the upward concave part of 1/r
versus 1/s. One needs to determine k and Keq separately from experiments

conducted at very low values of s. With the two main parameters determined,

Keq1 can be determined from the shape of the [1/r, 1/s] curve (see Problem 6.1).

The same advice is also valuable when in Chap. 7 parameters in expressions for

cell kinetics are determined from (hopefully) a large set of data representing an

adequate variation of all the variables of the model.

Example 6.1 Analysis of enzymatic reaction data. In an enzymatic reaction, substrate S is

converted irreversibly to product P. It is suspected that the product inhibits the reaction, and

consequently, the rate r of the reaction is determined for four values of s at each of four levels
of the product concentration p. The 16 rate measurements are collected in Table 6.1. s is in
g L�1 and p in mg L�1.
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Fig. 6.2 Lineweaver–Burk (double reciprocal plots) of the relation between the rate r and the

substrate concentration s. In all four plots, the intersection P with the ordinate axis is k�1 in (6.1)

for inhibitor concentration s1¼ 0, and the apparent value of k�1 according to (6.10), (6.14), and

(6.16), respectively. |Q| is the corresponding value of K�1m in (6.1) for s1¼ 0, and of the apparent

value of K�1m for s1 greater than zero. The slope of the lines is equal to Km,apparent/kapparent
(a) Competitive inhibition by S1 (6.10). (b) Noncompetitive inhibition by S1 (6.14). (c) Un-

competitive inhibition by S1 (6.16). (d) Substrate inhibition by (6.16). Values of k�1 and K�1m are

obtained from the ordinate at P and the abscissa at Q. The slope of the inclined asymptote is Km/k
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Figure 6.3 is a Linewaever–Burk plot of the data. For increasing level of product

concentration p, the slope of the lines increases (from A to D), and all four lines intersect

the abscissa axis at more or less the same point. Clearly, a noncompetitive product inhibition

(Fig. 6.2b) is indicated. The value of Keq in Eq. (6.14) is determined from the average of the

four intersection abscissas: Keq¼ 0.142 g L�1. Next, the slopes of the four regression lines

are plotted against p:

Slope ¼ Keq

k
1þ p

Keq1

� �
(1)

Figure 6.4 is a plot of the slope versus the product concentration. From the slope and the

intersection with the ordinate axis, and using the previously determined value for Keq, the

following values are determined for k¼ k2e0 in (6.14) and for Keq1:

k ¼ 0:212 g substrate=L�1=h�1 and Keq1 ¼ 18:45 mg=L�1 (2)

The data in Table 6.1 were generated with Keq¼ 0.136, Keq1¼ 20.92, and k¼ rmax¼
0.196. The data are remarkably accurate with a standard deviation of 1 mg L�1 for s and
1 mg L�1 for p. Still, the regressed parameters are about 10% from their true values. This is an

indication of the difficulties that are encountered in experimental studies of enzyme kinetics:

the parameters are strongly correlated and the parameter estimation can easily be distorted by
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Fig. 6.3 Reciprocal plot of r versus s for a case of noncompetitive inhibition

Table 6.1 Enzymatic rate data r (g substrate converted L�1 h�1) at
four levels of s and p

s(g L�1)

Product concentration (mg/L�1)

3 9 27 81

0.1 0.073 0.058 0.036 0.017

0.4 0.128 0.102 0.064 0.032

1.6 0.158 0.126 0.079 0.037

6.4 0.168 0.134 0.084 0.039
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even small experimental errors. In the present case, more data should have been collected at

small s values to obtain a better value for Keq, while the values of p were judiciously chosen

to obtain a good spread of points on Fig. 6.4.

The piece-wise determination of parameters illustrated in Figs. 6.3 and 6.4 is a nice,

intuitive approach, but a full nonlinear regression of the 16 rate data is probably better, once

the structure of the model has been revealed by the graphical approach. Using a nonlinear

least squares regression, one obtains:

Keq ¼ 0:139 g=L�1; Keq1 ¼ 20:97 mg=L�1; and rmax ¼ 0:197 g=L�1=h�1 (3)

The correlation matrix is

M ¼
1 0:4366 �0:7459

0:4366 1 �0:0012
�0:7459 �0:0012 1

0
@

1
A (4)

The parameter values in (3) are, of course, very satisfactory, but the correlation between

the parameters is considerable.

6.2.2 Cooperativity and Allosteric Enzymes

We have already seen in Chap. 2 that the living cell is able to control the concentra-

tion of metabolic intermediates in the pathways within narrow limits. Enzymatic

reactions in a pathway should also be able to react quickly to a sudden environmental

change in the input of substrate to the pathway. In particular, the rate of conversion

of the substrate by a pathway enzyme should be sensitive to changes in the substrate

concentration around the “normal” level that prevails when the cell is operating at

a steady state.

The downward convex hyperbolic shape of Fig. 6.1 shows that the Michaelis–

Menten kinetics is unable to give a high sensitivity of r to changes in s, except when
the “normal” substrate level is much lower than Km. One might guess that the
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Fig. 6.4 The slope of the

lines on Fig. 6.3 as a function

of inhibitor concentration
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saturation constant K (or Km in (6.1)) of an enzyme in a microorganism has by

evolution settled on a value that would give r/rmax¼ 0.5 around the s-value that is
“normally” offered to the enzyme. If suddenly the enzyme is exposed to a pulse of

substrate five times higher than the normal level s¼K, then the enzyme kinetics

given by (6.1) would only increase the rate of the reaction from r/rmax¼ 1/2 to 5/6. It

would take too long for the enzyme to bring the substrate level back to s¼K, and
meanwhile, other pathway reactions may be induced by the high level of substrate

waiting to be consumed by the enzyme. Biological systems have, therefore, evolved

to have enzymes that can show different types of kinetics through the use of

cooperativity.
In 1910, Hill proposed an empirical expression for the uptake of oxygen by the

protein hemoglobin. He found that the rate of oxygen uptake when pictured against

the oxygen partial pressure had a sigmoidal shape, and the data could be fitted to

r ¼ rmax s
n

sn þ Kn
(6.17)

The maximum uptake rate k¼ rmax and the denominator constant K (same units

as used for s) are similar to the two parameters of the Michaelis–Menten kinetics,

and r/rmax¼ 0.5 when s¼K.
For n> 1, binding of substrate S to the enzyme increases the affinity of the

enzyme to bind more S (a positively cooperative reaction), whereas n< 1 means

that the affinity of the enzyme for S steadily decreases for increasing s (negatively
cooperative reaction).

For all n> 1, dr/ds¼ 0, but d2r/ds2> 0 at s¼ 0, and r/rmax increases, at first

slowly from zero at s¼ 0, but then increasingly fast in a rather narrow s-interval
around K.

The point P of inflexion of rðsÞ is at s ¼ sinflex ¼ n� 1

nþ 1

� �1
n
K (6.18)

At s ¼ sinflex; r=rmax is ðn� 1Þ=ð2nÞ (6.19)

Also, at s ¼ sinflex; the slope of r=rmax ¼ ðn� 1Þ ðnþ 1Þ
4nsinflex

(6.20)

For n< 1, the slope of r/rmax is infinity at [s, r]¼ [0, 0], and the sensitivity of r to
changes in s steadily decreases until the asymptote r/rmax is reached for s!1.

Figure 6.5 illustrates that the sensitivity of a positively cooperative enzyme to

changes in the substrate concentration is very high in an s-interval around s¼K.
For n¼ 4, and independent of the value of K, an increase in r/rmax from 0.5 at

s¼K to 0.9 will be mediated by a change of s from K to 90.25K¼ 1.73K. For
Michaelis–Menten kinetics one would have to change s from K to 9K to obtain an

increase r/rmax from 0.5 to 0.9.
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If desired, a linear plot can be constructed in which n and K can be determined

from experimental data. This is obtained by reordering (6.17):

rmax

r
� 1 ¼ sn þ Kn

sn
� 1 ¼ K

sn

n

; or ln
r

rmax � r
¼ n ln s� n lnK (6.21)

The linearity is most pronounced around s¼K and deviations are likely to occur

both at very small s-values and when s is much larger than K. The reason is that

(6.17) is only an approximation to more complete models of cooperativity, as will

be discussed below.

Naturally, a lot of speculation has been devoted to find a mechanistic explana-

tion for the Hill equation. The simplest mechanism was already proposed by Hill

himself: The enzyme is thought to consist of n subunits, and each subunit must bind

one substrate molecule before the enzyme can function. Later research has shown

that hemoglobin is an aggregate of fixed size with four binding sites for oxygen, but

Hill’s experiments showed that the binding data corresponded to n¼ 2.7. Appar-

ently, the enzyme does not abide by the musketeers oath – “one for all, and all for

one” – but the binding of the first substrate molecule facilitates the binding of the

next molecule, and so on. This is why the binding is called cooperative. As shown in

modern models of cooperativity, both the numerator and the denominator of (6.17)

should consist of a sum of powers of s up to sn, and the approximation (6.17) is only

accurate when the dominant power is sn in both the numerator and the denominator.

The derivation of models for cooperativity is fairly complex, and the reader is

referred to textbooks on enzymology, e.g., Cornish-Bowden (1995) and Fell (1997)

for an adequate treatment of the subject.

As described above, the cooperation may involve only the enzyme and the

substrate, or it could involve cooperation between enzyme, substrate, and an effector
(either an inhibitor or an activator) of the enzyme. This last interaction is of great

importance for the regulation of metabolic pathways. Thus, in lactic acid bacteria,

fructose 1,6 diphosphate is an effector of both lactate dehydrogenase (LDH) that

converts pyruvate to lactic acid and of pyruvate formate lyase (PFL) that directs
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Fig. 6.5 The Hill equation (6.17) for n¼ 4 and K¼ 0.1 and 0.2 (arbitrary units)
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pyruvate into the mixed acids pathways (see Fig. 2.5b). A high glucose flux through

the EMP pathway gives a high level of fructose 1,6 diphosphate. This activates the

LDH and strongly inhibits PFL. At low glucose flux (either because the concentra-

tion of glucose in the medium is low or because a less easily fermented sugar such as

lactose is used as feed), the inhibition of PFL is immediately lifted (Melchiorsen

et al. 2001, see Figure 7.15).

Both in the relatively simple case of substrate cooperativity and in the case

of cooperativity between enzyme, substrate, and effector the relationship between

r and s (with the concentration s1 of the effector as a parameter) has the shape of

Fig. 6.5. Enzymes that exhibit the property of cooperativity are collectively named

allosteric enzymes.

Example 6.2 Competition of two substrates for the same enzyme. When two substrates S
and S1 are consumed simultaneously on the same site of an enzyme – e.g., when mannose

and glucose compete for the same membrane bound PTS transport protein in lactic acid

bacteria, it becomes of interest to calculate the relative uptake rate of the two substrates.

Let the rate of conversion of S and S1 be r and r1, respectively, and assume a competitive

inhibition of r by S1 and of r1 by S. In both cases the inhibition is described by (6.10), where

the Michaelis constant is denoted by Km and Km1 for r and r1 respectively.

r ¼ rmax s

sþ Km 1þ s1
Keq

� � ; r1 ¼ rmax 1 s1

s1 þ Km1 1þ s

Keq1

� � (1)

In r, the equilibrium constant Keq for the capture of E by S1 to form the “dead-end” complex

ES1 is equal to theMichaelis constantKm1 used in r1 to describe the first step in the conversion of
S1 by the enzymatic reaction. Similarly, in r1, Keq1 is equal to Km. Consequently, the two

expressions in (1) have the same denominator and (1) can be rearranged to:

r ¼
rmax s

Km
s

Km

þ 1þ s1
Km1

; r1 ¼
rmax 1 s1
Km1

s1
Km1

þ 1þ s

Km

(2)

The ratio of the two rates of conversion is consequently

r

r1
¼

rmax

Km

� �
rmax 1

Km1

� � s

s1
(3)

The value of the specificity constant rmax/Km determines the competitive edge of one

substrate relative to the other.

Example 6.3 Determination of NADH in cell extract using a cyclic enzyme assay. One of

the most important applications of enzymes in studies of cell physiology is as a tool to

determine the intracellular concentration of metabolites. As has often been pointed out in

Chaps. 3 and 5, the intracellular concentrations of NADH and NAD+, and in particular of the

ratio NADH/NAD+, are of crucial importance for the cellular behavior.
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In lactic bacteria, the intracellular concentration of NADH is miniscule – of the order

of 1 mmol (g DW)�1 – and a very large quantity of cell extract must be used to obtain a

reasonable accuracy in the assay. Here, cyclic assays come in very handy. Figure 6.6 shows

the redox reaction between NADH and NAD+ coupled to two other redox reactions, the

oxidation of ethanol to acetaldehyde catalyzed by alcohol dehydrogenase (ADH), and the

reduction by NADH of an indicator, MTT, for which the reduced form absorbs light at

570 nm. As long as ethanol and MTTox are present, the absorbance signal will continue to

increase. Since both substrates are available in surplus during the whole experiment, and

since NADH is continuously being regenerated by the oxidation of ethanol, its concentration

stays constant. As the reaction of NADH with MTTox is first order in the NADH concentra-

tion, the slope of the absorbance versus time curve is proportional to the amount of NADH

initially present in the sample.

Applied to a cell extract from a lactic acid bacteria culture where the NAD+ concentration

is much higher than the NADH concentration, completely wrong results would be obtained if

the NAD+ content of the sample is not quantitatively removed before adding the ADH

enzyme to start the experiment. Nordkvist (2001) has shown that treatment for 10 minutes

at 56�C and pH¼ 12.5 of a sample which originally contains 1 mMNADH and 10 mMNAD+

completely destroys the NAD+: The initial slope of the absorbance signal vs. time is exactly

the same as in a sample with only 1 mM NADH.

The assay must be calibrated by measurements of the initial slope of the absorbance signal

with known amounts of NADH added. But the cell extract sample has to undergo a harsh

treatment with alkali at 56�C to remove NAD+, and therefore, a number of cell extracts are

spiked with known amounts of NADH and incubated at 56�C for 10 min. Ethanol and MTTox

are added in excess, and after addition of a sufficient amount of ADH, the experiment starts.

Figure 6.7 shows that the initial slope of the absorbance vs. time signal is a linear function

of the added NADH (mM). The intersection with the abscissa represents the amount of

NADH in the assay that came from the original cell extract.

From Fig. 6.7, one determines the concentration of NADH in the original cell sample

withdrawn from the reactor to be 0.156 mM. The biomass concentration in the reactor was

0.684 L�1, and consequently, the intracellular NADH concentration is 0.228 mmol (g DW)�1,
or with a cell density of 0.59 gmL�1 cell, the molarity of NADH in the cell is calculated to be

0.134 mM. In a series of five experiments based on samples withdrawn from the same

exponentially growing anaerobic lactic acid bacteria culture, the mean NADH concentration

was found to be 0.172 mM with a standard deviation of 0.029 mM or 17%.

ethanolacetaldehyde

NADH

MTTox MTTred

ADH

NAD+

Fig. 6.6 A cyclic assay in

which the net reaction is

ethanol +MTTox!
acetaldehyde +MTTred
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6.3 Biocatalysis in Practice

In Sects. 6.1 and 6.2, postulated mechanisms of enzymatic reactions were used to

derive kinetic expressions for the reactions. For the simple Michaelis–Menten

kinetics of Sect. 6.1 and for the variants illustrated in Fig. 6.2, the correctness of

the underlying mechanism has been confirmed by numerous experimental studies

throughout the twentieth century. Studies of reactions with allosteric enzymes have

also proved the correctness of the fundamental concept of enzymes with coordinated

action of subunits, action of effectors, and docking patterns on the enzyme. These

studies have on several occasions resulted in a Nobel Prize for the discoverers.

Examples 6.1 and 6.2 have illustrated how parameters in the simple kinetic

expressions are found from actual experiments, how two substrates compete for the

same active sites on an enzyme, and how enzymes are used in analytical chemistry.

This section takes the discussion further, namely to the planning of industrial

processes where enzymes are used. There are often several substrates, and the

uptake and consumption of these substrates follow more complicated mechanisms

and lead to more complicated kinetic expressions. The possibility of irreversible

enzyme deactivation, a different phenomenon from the reversible enzyme inhibi-

tion shown in Fig. 6.2, must be discussed since it is common in industrial processes,

especially for complex substrates. A typical case is the liquefaction and subsequent

saccharification of lignocellulosic biomass, where the cost of enzymes is a serious

economic problem due to rapid deactivation.

Several important industrial enzymes are sold in immobilized form. The enzyme

is embedded in a matrix as pellets that can be recovered and reused after each

batch or retained as a fixed bed of immobilized enzyme pellets in a continuous

flow reactor.
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Fig. 6.7 Determination of NADH in a cell extract from cultivation of Lactococcus lactis
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Hence, transport of substrates from the bulk liquid to the pellet surface and

further into the pellet where the bulk mass of enzyme is found become an issue.

Transport of a reactant from a gas phase to a liquid phase where the reaction

occurs (i.e., uptake of O2 from the gas phase in aerobic yeast fermentation) is

discussed in Chap. 10. The transport of a dissolved substrate from a liquid phase to a

catalytic solid phase is, however, discussed here, since the relatively simple kinetics

of enzyme reactions allows a rather stringent quantitative treatment of the com-

bined action of reaction and transport phenomena.

6.3.1 Laboratory Studies in Preparation for an Industrial
Production Process

All industrial biocatalysis ventures start with extensive laboratory studies.

A molecule is discovered which has interesting properties, as a commodity

product or perhaps as a pharmaceutical. Next, the pathways of microorganisms are

screened to findwhich organisms are able to produce themolecule. A small selection

of organisms are further screened in search of an organism that produces the enzyme

fast and in satisfactory quantity, and preferably also extracellularly (to facilitate the

down-stream processes). If the organism is not one of the “preferred” organisms of

the company the pathway that contains the enzyme may be transferred to and

overexpressed in another organism as described in Sect 2.4.2.

Laboratory experiments are used to optimize the fermentation process that leads

to the (hopefully) secreted enzyme, and at the same time, enzyme engineering is used
to improve the function of the enzyme, e.g., to decrease the value of the Michaelis

constant to ensure that practically all the substrate is used up at close to themaximum

rate rmax, which will considerably reduce the downstream-processing costs.

Thereafter, pilot-plant studies are carried out, partly to produce the enzyme most

economically and partly to optimize the biocatalysis process, e.g., to find and to

minimize the effect of physical transport processes that did not play any role in the

laboratory studies.

The following example, based on Nordkvist et al. (2006), shows how laboratory

studies finally led to an understanding of the mechanism for production of a

valuable biochemical. A pilot plant study, by Hua et al. (2006), pinpointed the

effect of transport resistances and provided the groundwork for a large scale

production process.

Example 6.4 Lactobionic acid from lactose. Lactobionic acid (4-O-b-D-galactopyranosyl-
D-gluconic acid) is produced from lactose, the disaccharide composed of one glucose and one

galactose moiety, by oxidation of the glucose ring to gluconic acid, using O2 as the secondary

substrate. The catalyst is a carbohydrate oxidase.

Lactobionic acid has excellent metal-chelating properties. It is currently used in the

surgery to preserve organs before transplantation by inhibition of iron-catalyzed production

of hydroxyl radicals, as a cheap filler in cheese, and to stabilize supersaturated Ca ion
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solutions used for supplementation of Ca in dietary drinks. The Danish company Novozymes

became interested in the biomolecule because it effectively prevents precipitation of Ca

soaps when washing in “hard” water. Polyphosphates is used to keep calcium in solution, but

phosphates in the waste water are definitely undesired, while lactobionic acid is a much

stronger chelating agent than polyphosphates, and it is easily biodegradable.

This was the “business idea” behind the Novozyme search for a suitable carbohydrate

oxidase to convert the very low value substrate lactose to lactobionic acid.

The carbohydrate oxidase was cloned from Microdochium nivale and expressed in

Fusarium venenatum.

The enzyme is able to catalyze oxidation of several mono-, oligo- and polymeric

saccharides, producing an acid + hydrogen peroxide that can be removed by addition of

catalase to prevent a possible deactivation of the enzyme. The enzyme is considered safe

for use in the food industry.

The Michaelis constant Km for lactose was determined by Nordkvist et al. (2006) by a

spectrophotometric method in which the initial rate of H2O2 production was measured for

different lactose concentrations. A very low-value Km¼ 0.066 mM (¼22.6 mg lactose L�1)
was determined, which means that the enzyme can almost quantitatively convert lactose to

lactobionic acid.

The uptake and conversion of the two substrates S (lactose) and O2 to products P
(lactobionic acid) and H2O2 follow the “ping-pong” scheme:

Eox þ S !k1
k�1

EoxS�!k2 Ered þ P (1)

Ered þ O2�!k3 Eox þ H2O2 (2)

The volumetric rate r of production of P (or H2O2) is derived similar to the expressions in

Sect. 6.2:

r ¼ k2ðEoxSÞ ¼ kcatðEÞ ðSÞðO2Þ
ðSÞðO2Þ þ KmsðO2Þ þ KmOðSÞ (3)

From the pseudo-steady- state assumption for the reversible reaction in (1) one obtains

Kms ¼ ðk�1 þ k2Þ=k1 ¼ ðEoxSÞ=ðEoxÞðSÞ (4)

Since the rate of production of H2O2 equals the rate of production of P,

k2ðEoxSÞ ¼ k3ðEredÞðO2Þ ! ðEredÞ ¼ ðk2=k3ÞðEoxSÞ=ðO2Þ
¼ KmOðEoxSÞ=ðO2Þ

(5)

When finally a total balance for E is invoked,

ðEÞ ¼ ðEoxÞ þ ðEredÞ þ ðEoxSÞ (6)

the rate expression (3) is derived.
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The saturation concentration of oxygen c* in water with a partial pressure of O2¼ 1 bar

in the gas phase is given by the following expression for 298< T (K)< 323:

c�ðmmol/LÞ ¼ 0:0270 exp ð1142=TÞ (7)

Batch experiments in a bioreactor with a working volume of 1 L were carried out to find

the parameters in (3). The reactor was fitted with two Rushton turbines (see Chap. 11)

rotating at 1,000 revolutions per minute (1,000 rpm), and the temperature was controlled to

within 0.5�C at 38�C.
The lactobionic acid produced was continuously neutralized to pH 6.4 by titration with

either 2 M NaOH or 1.8 M NH3.

In each batch experiment, the O2 concentration in the liquid was kept constant using a

mixture of air and O2, with each stream controlled by mass flow controllers. A polarographic

oxygen sensor was used to monitor the liquid-phase O2 concentration relative to the satura-

tion concentration c* determined by (7) when the partial pressure of O2 in the gas phase is

inserted. Liquid O2 concentration is measured in units of % dissolved oxygen tension (DOT),

relative to saturation with air at 38�C, i.e., DOT¼ 100% when the oxygen sensor measures

c*¼ 0.21� 0.0270 exp(1142/311.2)¼ 0.222 mmol L�1.
In all respects, the reactor supposedly operates as “an ideal” laboratory bioreactor.

Figure 6.8 shows the reaction rate rmeasured from the base addition rate which is equal to

the rate of formation of lactobionic acid, since 1 mol base is used to neutralize 1 mol of

produced lactobionic acid.

Fig. 6.8 Conversion of lactose to lactobionic acid in a 1-L bioreactor. Temperature¼ 38�C. Initial
lactose concentration 50 g L�1 and dissolved oxygen tension 44.1% DOT relative to saturation of

water with air at 1 bar. 60 mg pure oxidase and 0.25 g catalase solution were added initially, Filled
circles: Titration of lactobionic acid to pH 6.4 with 1.8 M NH3. Open circles: Titration with 2 M

NaOH (Nordkvist et al. 2006)
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The O2 concentration in the liquid was kept at 44.1% DOT, i.e., (O2)¼ 0.0979 mmol L�1.
The initial lactose concentration was 50 g L�1 and the coproduced H2O2 was

quantitatively decomposed by addition of 0.25 g catalase solution to the batch before start

of the experiment.

When 1.8 M NH3 is used to titrate the lactobionic acid, the rate of production is

38 mmol h�1 until at about 3.8 h, the rate falls precipitously to zero. This is in accordance

with the low value for Kms¼ 22.6 mgL�1 determined above: Almost all the lactose is

consumed with a constant rate of reaction.

For a very small value of Kms, the rate expression (3) is, indeed, independent of the lactose

concentration:

r ¼ kcatðEÞ ðO2Þ
ðO2Þ þ KmO

(8)

Unfortunately, titration with NH3 was not used until after several months of

experimentation.

Unsuspectingly, 2MNaOHwas used at first, and now the production rate of lactobionic acid

decreases with time until an abrupt drop in r appears when the lactose is used up. Furthermore,

when higher initial lactose concentrations (100 or 200 gL�1) were used, the time until all the

lactose was used up increased dramatically. The reaction rate could, indeed, decrease to zero

before all the lactose was consumed.

Clearly, some “inhibitory” effect was slowing the reaction down.

Several inhibition factors were explored. On the suspicion that H2O2 inhibited the

reaction, experiments were made with different levels of catalase added. The effect of

doubling the catalase addition from 0.25 to 0.5 g L�1 was negligible. Consequently, even a

small addition of catalase removes the danger of H2O2 inhibition. The possible inhibitory

effect of lactobionic acid was also investigated by adding large amounts of the acid to

the lactose before the start of the experiment. Again no effect of lactobionic acid was

found. O2 could also be an inhibitor or more likely a deactivator of the enzyme, and

experiments with different DOT showed that the rate decreased faster when higher DOT

were used.

These observations gave rise to a study of enzyme deactivation. Although this study

finally proved to be unnecessary – since titration with NH3 instead of NaOH completely

removed the deactivation phenomenon – some elements from the study (Nordkvist et al.

2006) will, however, be discussed here since the approach to find the cause of enzyme

deactivation could be useful in other studies where the phenomenon is unavoidable.

For any fixed value of DOT a plot of r against time indicated an exponential decrease in

the rate.

This could be explained by a first-order deactivation of the enzyme with an exponent that

increases with the oxygen concentration:

� dðEÞ
dt
¼ kd f ððO2ÞÞðEÞ ! ðEÞ ¼ ðE0Þ expð�kd f ððO2ÞÞtÞ (9)

r ¼ kcatðE0Þ ðO2Þ
ðO2Þ þ KmO

expð�kd f ððO2ÞÞtÞ (10)
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A good fit of the data for many values of oxygen concentration gave the following

expression for f ((O2)):

f ððO2ÞÞ ¼ ðO2Þ
ðO2Þ þ Kd

(11)

In (10) and (11), kd and Kd are determined from the time profiles of r, while kcat and KmO are

determined from initial rate experiments (see details in Nordkvist et al. 2006).

When finally titration with NH3 was tried, and the simple constant rate of lactose

consumption was discovered, it became clear that the deactivation was caused be the

alkalinity of the base.

Although the laboratory reactor is “ideally” stirred, droplets of NaOH apparently deacti-

vate the enzyme before they are dispersed and consumed to pH¼ 6.4.

The rate of base addition determines the exposure of the enzyme to deactivation, and

consequently, the deactivation kinetics is determined by (12) rather than by (9):

� dðEÞ
dt
¼ kdðEÞr ¼ kcatkdðEÞ2 ðO2Þ

ðO2Þ þ KmO

(12)

Integration of (12) and insertion of (E(t)) in the rate expression yields:

r ¼ kcat

kcatkd
ðO2Þ

ðO2ÞþKmO

tþ 1
E0

� ðO2Þ
ðO2Þ þ KmO

(13)

Fitting the data to (13) gave much better results than when (10) is used. When

the observation that the deactivation is somewhat slower when large initial lactose

concentrations are used – this can be interpreted as a modest “protection” of the enzyme

by lactose and lactobionic acid –an excellent fit of all the rate data was obtained.

Deactivation studies are notoriously difficult, and a large amount of accurate rate data

obtained over a wide range of the variable values must be at hand, if the correct mechanism

for the deactivation process is to be deduced. Intuition – or as shown in this example – and

inclusion of another variable (the alkalinity of the base) can assist in the search for the correct

mechanism.

The discovery that inhomogeneities in a well-stirred liquid phase of a so-called ideal

reactor can affect the results is both surprising and potentially valuable in the interpretation of

kinetic studies. In larger volume reactors, the effects can, of course, be much more pro-

nounced than here, since the stirring of the liquid phase can never be as intensive as is the

case for laboratory reactors (see Chap. 11).

The literature contains a few references to similar observations (see Nordkvist et al. 2006

and Problem 11.4).

From the point of view of designing an industrial process for lactobionic acid production,

the most important results are the values of kcat and the twoMichaelis constants Kms and KmO.

The investigation shows that Kms is so small that the reaction can safely be regarded as

zero-order in the lactose concentration. On the contrary, the value of KmO is substantial,

namely, 455% DOT at 38�C.
This means that the rate is virtually first order in (O2) when O2 is supplied from air.

Saturation with O2 is only obtained when (technically) pure O2 is used (DOT ¼ 476%),

and it may even be advantageous to use a pressurized reactor.
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Further enzyme engineering of the oxidase used in this study may yield a variant with a

smaller value ofKmO, but the value ofKms for the currently used oxidase fromM. nivale is very
small, a great advantage compared with other oxidases for which Kms is in the g L�1 range.

6.3.2 Immobilized Enzymes and Diffusion Resistance

Several important industrial enzymes are sold in pellet form where the enzyme is

embedded in a solid matrix, e.g., of polymerized glutaraldehyde. The enzyme

particles are packed in a fixed bed, and the substrate is converted to product as it

trickles or is pressured through the bed.

The enzyme kinetics may not be the same when the enzyme is immobilized

in the matrix as it would be in free suspended form. Often, the rate is smaller for

the immobilized enzyme, but the stability of the enzyme is usually higher.

Examples of immobilized enzyme products are glucose isomerase, the enzyme that

converts glucose (mostly from starch-derived glucose syrup) to fructose, and penicil-
lin deacylase, which is used to cut off the acid side chain from penicillin to form the

6-APA nucleus, a step in the production of semisynthetic penicillins (see Sect. 2.3.2).

Detergent enzymes are immobilized in a solid matrix together with a number of

other chemicals that promote the washing process. The product is dust free, it presents

no work hazards from allergic reactions, and it has a long shelf-life since unstable

chemical components are protected from humidity caused degradation.

The solid matrix is rapidly dissolved in the washing medium when the detergent

is used.

Similarly, many enzyme products for the feed industry (e.g., phytases used to

increase the uptake of phosphorous by the animals and thus reduce the P-content of

the manure) are sold in immobilized form. Again a dust-free, easy handling of the

product helps to avoid allergenic reactions.

When an enzyme is distributed in the porous, solid matrix that makes up the

immobilized enzyme catalyst, the substrates have to be transported not only to the

pellet surface from the bulk of the liquid phase, but also into the pellets. Likewise,

products must be transported back into the bulk liquid phase. Transport of

substrates by convection is normally quite insignificant in the microporous system

of the pellet, and the only mechanism that can bring substrate to the enzyme in the

pores and the products out of the pellet ismolecular diffusion. Diffusive transport of
substrates into the pellet occurs in the direction of decreasing substrate concentra-

tion. When the coordinate system has its origin at the pellet center, then at the

distance x from the pellet center, the flux J of mass through the area A towards the

center is positive and gives rise to an accumulation of mass in the pellet volume dV
between x and x+ dx from the pellet center:

@sA
@t

dV ¼ JA ¼ Deff

@sA
@x

A (6.22)

sA is the internal concentration of substrate SA, and Deff is the effective diffusion
coefficient of SA in the porous system of the pellet. Deff is proportional to the
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porosity ep of the pellet and inversely proportional to the effective distance of travel
for a substrate to reach an enzyme molecule through the twisting and perhaps

narrowing pore. The tortuosity tp is a measure of the longer diffusion path.

Deff ¼ ðe=tÞpD (6.23)

Here, D is the molecular diffusion coefficient of substrate in the liquid medium

inside the porous matrix. D can be looked up in tables – e.g., D¼ 6� 10�10 m2 s�1

for diffusion of glucose in a liquid solution of about 50 g glucose L�1. ep is in the

range 0.2–0.5 m3 pore volume per m3 pellet, and tp is in the range 2–3. Thus, Deff is

about a factor 10 smaller than D.
We now include a consumption term rAdV for SA. When dV¼A� dx is inserted

in (6.22) and dx! 0, one obtains the mass balance (6.24) for the substrate SA:

@sA
@t
¼ Deffr2sA � rA (6.24)

In (6.24), r2 is the so-called Laplacian operator. Very often, the system is

symmetrical, i.e., the concentration is constant at planes equidistant from the center

line of a slab, and on a surface at distance x from the center of a spherical particle.

For plane-parallel symmetry, the area A is independent of x, and r2 is simply the

second derivative of sA in the direction of x. In spherical coordinates, i.e., for a
spherical particle:

r2 ¼ 1

x2
@

@x
x2

@sA
@x

� �
: (6.25)

rA is the rate of consumption of substrate SA per unit volume of the pellet (i.e., the
rate per volume liquid in the pellet divided by ep).

Solution of the unsteady-state mass balance has been a pet subject in chemical

reaction engineering, at least for the last 60 years. Numerical solutions have been

obtained for all kinds of rate expressions rA, for coupled reactions and with various
deactivation patterns for the catalyst. A standard reference is Aris (1975).

In the present context, we shall only be concerned with the steady-state solution
of (6.24) ( @sA@t ¼ 0), and only a few typical rate expressions will be discussed. The

aim is to give an impression of how intraparticle diffusion resistance influences the

average rate of consumption of SA on an immobilized enzyme particle of, say

radius Rp. More complex cases can be studied with the help of the voluminous

literature on diffusion and reaction in porous catalysts.

Note 6.2 The steady-state substrate concentration profile for a spherical particle. The
effectiveness factor. Combination of (6.24) and (6.25) gives the following steady-state

mass balance for a spherical particle:

DeffRp
�2 1

x2
d

dx
x2

dsA
dx

� �
¼ rA (1)
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In (1), x¼ r/Rp is the distance from the center of the sphere normalized by the radius Rp

of the sphere.

At the pellet surface, x¼ 1, the substrate concentration is known. sA¼ sA,s (if transport

resistance through a liquid film surrounding the pellet is neglected).

At the center of the pellet, x¼ 0, both the substrate concentration sA and
dsA
dx

are finite.

With these boundary values, the second-order boundary value problem (1) can be solved

for different rA.

Two different rate expressions rA will be considered:

(a) Zero-order conversion of SA: rA¼ constant k (unit: g SA converted (L pellet)�1 h�1)
(b) First-order conversion of SA: rA¼ k1sA (unit for k1: h

�1)

(a) Integration of (1) yields
dðsA=sA;sÞ

dx
¼ x

3
F0

2 þ C1

x2
, and the arbitrary constant C1¼ 0.

On further integration, sA=sA;s ¼
x2

6
F0

2 þ C2, where insertion of the second boundary

condition yields

C2 ¼ 1� 1

6
F2

0 and sA ¼ sA;s 1� 1

6
F2

0ð1� x2Þ
� �

(2)

F2
0 ¼

kRp
2

DeffsA;s
is the square of the Thiele modulusFn

for a zero order reaction, n ¼ 0:

(3)

The Thiele modulus is a dimensionless parameter group for all types of reactions.

It is the ratio of the amount of substrate consumed by the reaction when sA¼ sA,s and
the amount of substrate that enters the pellet by diffusion.

The rate of the zero-order reaction is independent of sA for all sA> 0. For sA equal to

or smaller than 0, the rate is by definition 0. Hence, for F2
0<6, the whole enzyme particle

converts substrate with a constant rate k. For F2
0 ¼ 6, both sA and dsA/dx are 0 for x¼ 0,

and for F2
0>6, that part of the pellet for which x2< 1� 6/F2 is empty of substrate and,

therefore, completely useless for conversion of SA.

(b) For the first-order reaction rA¼ k1 sA,

Deff

x2
d

dx
x2

dsA
dx

� �
¼ k1R

2
psA (4)

Equation (1) can be rearranged into

1

x2
d

dx
x2

dsA
dx

� �
¼ k1R

2
p

Deff
x2sA ¼ F1

2x2sA (5)

The differential equation (5) can be solved by making the substitution y¼ sAx,
whereby (5) becomes

d2y

dx2
¼ F1

2y; where F1
2 ¼ k1R

2
p

Deff

(6)
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The general solution to (6) is

y ¼ sAx ¼ C1 sinhðF1xÞ þ C2 coshðF1xÞ (7)

Here, sinh (X) and cosh (X) are the hyperbolic sine¼ 0.5(exp(X)-exp(�X)) and the

hyperbolic cosine¼ 0.5(exp(X) + exp(�X)). cosh(X)¼ 1 for X¼ 0, while sinh(X)¼ 0 for

X¼ 0. Since sA is finite at x¼ 0, the arbitrary constant C2¼ 0. Using the boundary condition

at x¼ 1 yields the following concentration profile:

sA ¼ sA;s
sinhðF1xÞ
x sinhðF1Þ (8)

For x! 0, the expression on the right hand side of (8) approaches sA,sF1/sinh(F1).

For both cases a and b, the Thiele modulus F0 or F1 increases with increasing Rp and rate

constant k or k1, and decreases with increasing effective diffusivity Deff. Hence, the center

concentration of substrate is small for large pellets and a fast reaction. This will obviously

reduce the average rate of reaction rA,av on the pellet, i.e., lead to a less effective utilization

of the enzyme in the pellet. F1 is independent of sA,s, while F0 decreases for increasing sA,s.
Therefore, the zero-order reaction is less influenced by diffusion restriction when sA,s is large.

A quantitative determination of the ratio rA,av/rA,s involves the so-called effectiveness
factor � for the pellet.

Since rA,av is given either by the flux of SA into the pellet at r¼Rp or directly from the

integral of rA over the pellet volume, the effectiveness factor can be calculated in two ways:

VrA;s� ¼ Deff

dsA
dr

� �
r¼Rp

4pR2
p ¼

Z Rp

0;or;rðsA¼0Þ
rAð4pÞr2 dr (9)

In (9), VrA,s is equal to k(4/3) pR3
p for a zero-order reaction and k1sA;s 4=3ð ÞpR3

p for a first-

order reaction.

We shall now calculate �(F) for the two cases a and b.

For the zero-order reaction, case a, and F2
0==6>1, the derivative of sA/sA,s¼ y is zero,

not at x¼ 0, but at a value xc where 0< xc< 1. Hence, the arbitrary constant C1 is not 0,

but –1/3 F2
0x

2
c .

Further integration and insertion of the boundary condition y¼ 0 at x¼ xc yields

sA=sA;s ¼ z ¼ 1=6F2
0x

2 þ 1=3F2
0x

3
c=x� 1=2F2

0x
2
c (10)

Finally, the boundary condition z¼ 1 at x¼ 1 is applied to give the relation (11) between

F and xc:

6=F2
0 ¼ 1þ 2x3c � 3x2c (11)

Equation (11) can be solved for xc for any given value of F0. When F2
0 ¼ 6, the value of

xc¼ 0, while xc! 1 when F0!1.
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For large values of F0, we can represent xc by 1� a, where a is close to zero. Insertion

in (11) yields

a2ð3� 2aÞ ¼ 6=F2
0 (12)

Since a is small, the result for F2
0 !1 is a ¼ p2=F0 .

Similarly, the effectiveness factor is written as � ¼ 1� x3c ¼ 1� 1� að Þ3 ¼
a3 � 3a2 þ 3a 	 3a for a! 0, and the final result (13) is obtained:

� ! 3
p
2=F0 for F0 !1 (13)

For the first-order reaction, case b, the effectiveness factor � is obtained by differentiation
of (8):

dðsA=sA;sÞ
dx

� �
x¼1
¼ dz

dx

� �
x¼1
¼ xF1 coshðF1xÞ � sinhðF1xÞ

x2 sinhF1

� �
x¼1

¼ F1 cothF1 � 1

(14)

� ¼ 3

F1
2

dz

dx

� �
x¼1
¼ 3

F1 cothF1 � 1

F1
2

(15)

For F1!1, cothF1! 1, and consequently � ~ 3/F1.

The conclusion for both a and b is that for large values of the Thiele modulus Fn, � is
inversely proportional to Fn: log � ~�log Fn + constant.

For the zero-order reaction, � is exactly 1 for all F0<√6. For the first-order reaction �
slowly decreases from 1 as soon as F1 is greater than 0. Eventually, the two �(Fn) profiles

meet in parallel asymptotes log �¼�log Fn + constant in a double logarithmic plot. If the

Thiele modulus is based on a length parameter L¼ catalyst pellet volume/catalyst pellet

surface, i.e., Rp/3 for a sphere, and if a factor (n + 1)/2 is included in the Thiele modulus, then

the asymptote for all kinetic expressions where rA is proportional to SnA comes together, and a

single plot suffices to show � (Fgeneral). Such plots are seen in all textbooks in Chemical

Reaction Engineering. For more general reaction rate expressions, numerical solution of

the boundary value problem is necessary to compute sA(x) and thereafter �(F). A standard

method of finding the numerical solution of the problem is orthogonal collocation as

described in Villadsen and Michelsen (1978). Kinetic expressions of the Michaelis–Menten

type are commonly applicable for enzyme systems, and the solution for the �(F) problem lies

between the solutions for zero-order and first-order kinetics. Any of these two limiting cases

can be used as a good approximation of the desired relation between � and F.

Example 6.5Kinetics for lactobionic acid synthesis applied to an immobilized enzyme. Assume

that the oxidase of Example 6.3 is used in immobilized form. This may possibly protect the

enzyme from deactivation as discussed in Example 6.3. In the following, we shall investigate

the resulting reduction in production rate of lactobionic acid compared to the use of freely

dispersed enzyme.

Consider the experimental conditions of Fig. 6.8, and use NH3 to titrate the lactobionic

acid.
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Since Kms is very small for lactose, and the initial lactose concentration is 50 gL�1, one
can safely assume that the lactose concentration inside the pores of an immobilized catalyst

particle is far greater than zero.

At 38�C reaction temperature, the O2 concentration in the bulk liquid is 44.1% DOT

¼ 0.441� 0.210� 0.0270 exp(1142/311.2)¼ 0.0981 mmol L�1. Inside the pores, the O2

concentration is smaller, and depending on the rate constant and the pellet radius the average

rate of O2 consumption in the pellet may well be smaller than that at bulk conditions.

Since the rate of base addition is equal to the rate of lactobionic acid production, and

1 mol of O2 is used per mole lactose converted, the rate of O2 consumption is 38 mmol O2

L�1 h�1. The value of DOT is far below the value of KmO¼ 455% DOT, and consumption of

O2 can safely be considered to follow first-order kinetics. The bulk concentration of O2 is

0.0981 mmol L�1, and consequently the rate constant k1¼ 38/0.0981¼ 387 h�1¼ 0.108 s�1.
The diffusivity of O2 in water isD¼ 2.42� 10�9 m2 s�1 at 25�C (see Table 10.10).

The value e of the pore space and that of the tortuosity t (see (6.23)) are taken to be

0.3 and 4, respectively.

Hence, Deff¼ 1.87� 10�10 m2 s�1.
Consequently, for a pellet with radius 1 mm, the Thiele modulus F1 is calculated by

F2
1 ¼
ð10�3Þ2 � 0:108

1:82� 10�10
¼ 5:8� 102

This is far into the regime of diffusion limitation and � ~ 3/√580¼ 0.12.

The average rate of lactobionic acid production is only 12% of the production rate based

on the bulk liquid O2 concentration. The pellet diameter must be reduced considerably if the

use of immobilized enzyme is to be a worthwhile proposition.

6.3.3 Choice of Reactor Type

As was mentioned in the introduction to the chapter, enzyme-catalyzed reactions

are not different from ordinary homogeneous or inhomogenous catalytic reac-

tions. Hence, the choice of reactor type follows the guidelines discussed in text-

books on Chemical Reaction Engineering, e.g., Scott Fogler (2006).
The rate r of the enzymatic reaction increases with the concentration s of the

substrate unless the substrate S inhibits the reaction for very high values of s, as seen
in (6.16). Consequently the batch reactor is preferred to the continuous stirred tank

reactor (CSTR), since for any reaction where the rate increases with sn (n> 0), it is

important not to “dilute the feed,” i.e., as far as possible, avoid mixing of incoming

substrate with reactor medium. The plug flow reactor (the “tubular reactor”) is the

right choice for continuous operation. If one of the substrates is in the gas phase, the

large difference between the dilution rate D (large for the gas phase and small for

the liquid phase) often invalidates the assumption of plug flow of the liquid

substrate and gives rise to a very unstable flow pattern, unless the enzyme is

immobilized on a solid support, “a fixed bed reactor.” A series of CSTRs can also

approximate plug flow behavior in an aerated enzymatic reaction.
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Diffusion restriction can change the true reaction order n to a different value, the
apparent reaction order, napp, when the enzyme is immobilized on pellets. In a

situation with heavy pellet diffusion resistance, napp¼ (n+ 1)/2, as discussed at the

end of Note 6.2. For a first-order reaction, the reaction order is not changed,

n¼ napp¼ 1. For a second-order reaction, napp¼ 3/2, while a zero-order reaction

changes to half-order kinetics, napp¼ 1/2.

In a plug flow reactor, the change in apparent reaction order is most clearly

observed for zero-order kinetics. At the entry, the substrate concentration is high,

and the effectiveness factor is 1 throughout the pellets. Further down in the reactor,

the substrate concentration at the surface of the pellets is smaller, and finally, the

active part of the pellet is so small that the apparent reaction order changes to 1/2.

In the rich harvest of scientific papers on diffusion and chemical reaction,

especially from the 1970s, one can learn how the yield of parallel or consecutive

reactions with different reaction orders can change due to diffusion limitation

(the low-order reaction benefits), and how deactivation kinetics is changed when

the catalyst pellet size is increased to give a higher diffusion resistance.

This literature can directly be used to predict the influence of diffusion restric-

tion when the reaction is catalyzed by immobilized enzymes.

6.4 Metabolic Control Analysis

In the previous sections of this chapter, enzymes have been treated in their own

right as catalysts for reactions in important industrial processes. Rate expressions

for the enzyme-catalyzed process have been derived using quite well-established

mechanistic models for the reaction, and it was shown how enzymes can be used

in analytical determination of cofactors and other physiologically important cell

components. The difficulties encountered in establishing the rate expression for

more complicated enzyme catalyzed reactions have been illustrated, and finally,

the coupling between enzyme reactions and (mass) transport processes has been

discussed in close analogy with similar processes in Chemical Reaction Engineering.
Enzyme-catalyzed reactions are the backbone of the analysis of mass flow

through the metabolic network of living cells. When the enzyme reactions function

optimally, the flux of carbon through the metabolic network is directed toward the

right metabolic products, and these products are produced at high rates.

Unfortunately, even a detailed knowledge of how the individual enzyme reactions

depend on their substrate and products does not help to construct a metabolic pathway

in an optimal way.

The cell is, as stated previously, far more than “a bag of enzymes.” It is impossi-

ble to deduct by in vitro studies of the individual enzymes how they function in

a pathway, since one cannot replicate the right environment of the enzymes.

The in vivo rate of a pathway enzyme could depend on metabolite concentrations

from anywhere in the metabolic network, and the control structure that overlays the
mass flow structure is mostly unknown.
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This is the important challenge that faces scientists who by genetic engineering

try to improve the function of a microbial organism, and this is why both the

academic literature and industrial practice, despite many years of intense research

effort, can as yet not point to many industrial processes where an undisputed

success has been attained, even by clever use of the most modern tools of molecular

biology.

Fundamentally, a large flux J (typical unit: mol L�1 h�1) of carbon toward a

desired product is not determined by the properties of individual enzymes, but by

the combined action of all enzymes in the pathway, and possibly also by the action

of enzymes in completely different pathways that can produce effectors of the

enzymes in the pathway under study.

Therefore, the sensitivity of an enzyme to the activities of other pathway

enzymes and to effectors from outside the pathway becomes of paramount interest

rather than the details of the individual enzyme reactions. The pathway architecture
which gives a global description of the whole pathway must be considered.

This is the objective of Metabolic Control Analysis, and in the following, the

sensitivity of a global property, the pathway flux J, to changes in the kinetics of all

the individual reactions in the pathway will be discussed.

The flux J of carbon from the substrate S to the end product P is the most

important global property of the pathway. J is a function of the activity of all

the enzymes in the pathway, and the Flux control coefficient CJ
i describes the

differential change of J caused by a differential increase in the activity of the ith
enzyme in the pathway. In a linear pathway with N� 1 internal metabolites, there

are N pathway enzymes catalyzing the conversion of S to P and, therefore, N flux

control coefficients CJ
i . If we know the N enzyme activities ei and the kinetics of

the N enzymatic reactions, i¼ 1, . . ., N, then J can be calculated. The kinetics of

each enzyme reaction can be a function of the N� 1 internal metabolite

concentrations sj, j¼ 1, N� 1, and also of the concentration s of the initial

substrate S to the pathway. If the concentration p of the final product P influences

any of the N pathway reactions (usually by some kind of product inhibition), p as

well as s is an independent variable of the pathway architecture, while the si is
termed dependent variables. This means that we can choose the value of both

s and p, whereas the internal metabolite concentrations si are found as functions of
s and p (and possibly of effectors, concentrations of metabolites from outside the

pathway) when the N kinetic expressions and the N enzyme activities ei are given.

6.4.1 Definition of Control Coefficients for Linear Pathways

The flux control coefficients are defined by

CJ
i ¼

ei
J

@J

@ei

� �
; i ¼ 1; 2; . . . ;N (6.26)
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The sign @ for partial differentiation is used since the activity of all other

pathway enzymes is kept constant while the influence of the activity of enzyme

Ei on J is being studied.

Two other sets of sensitivities are used in Metabolic Control Analysis:

1. The sensitivity of each pathway reaction rate ri to changes in the concentrations of
each internal metabolite concentration sj (and perhaps to changes in s and p and the
concentration ck of effectors from outside of the pathway) is defined as elasticity. If
a particular rate ri changes much when sj is changed, then the elasticity eji is large.

eji ¼ sj
ri

@ri
@sj

� �
; i ¼ 1; 2; . . . ;N and j ¼ 1; 2; . . . ;N � 1 (6.27)

If the true rate expression for each of the N rates ri is known, eji can easily be

calculated, but unfortunately, this information is not available, and as discussed

above, in vitro rate expressions for individual enzyme reactions may not bear

much relation to the actual rate expressions for enzymes in a pathway of a living

organism, since the control structure of the organism is ignored. Therefore eji
must be calculated based on approximate rate expressions which, as discussed in

Sect. 6.4.4, are constructed from data obtained by kinetic experiments with actual

cell cultures.

2. Concentration control coefficients express the sensitivity of each of the N� 1

internal metabolite concentrations to a differential increase of one of theN enzyme

concentrations.

Cij ¼ ei
sj

@sj
@ei

� �
; i ¼ 1; 2; . . . ;N and j ¼ 1; 2; . . . ;N � 1 (6.28)

For all three sensitivities listed in (6.26)–(6.28), the partial derivative is scaled

by the quantity itself, thereby giving dimensionless sensitivities, albeit the

variables have very different units.

The quantities of real importance for pathway engineering are the flux control

coefficients since we desire by changing the activity of certain enzymes to improve

the flux through the entire pathway from S to P. More specifically, it is desired to

increase the activity of the enzymeEiwhich has the largest flux control coefficientC
J
i ,

since this would improve the total flux with the maximum amount. In a next round of

experimentation, a second enzyme may come into focus for amplification and so on.

We shall later show that the overall maximum amplification of the flux J through the
pathway is obtainedwhen all theN flux control coefficients are the same. At this point,

amplification of all the enzyme activities by a factor f will lead to an increase in J by
the largest amount. In other words, as long as the control lies in one particular enzyme,

it is not useful to amplify any other enzyme.When allCJ
i have attained the same value,

the flux resistance is equally distributed through the pathway, and a concerted

amplification of all the enzymes is meaningful.
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Since CJ
i are the quantities to be calculated, one might speculate why the other

sensitivities are important. However, the reconstruction of an organism by individ-

ual amplification of N enzymes calls for an extensive experimental effort, and the

result is uncertain. First of all, one cannot change ei in small increments as is

necessary to find the analytical sensitivities, because the change in flux J would be

too small to capture amidst experimental errors. It is also difficult to ensure that an

effort to increase an enzyme level (concentration) is actually expressed in the

organism as an increased activity.

For this reason, the sensitivities eji and Cij are important. Especially, the

elasticities ejiwill, as shown later, be of help, and these quantities can be determined

through transient experiments on the organism without changing the enzymatic

make-up of the organism.

The rate of an individual pathway reaction ri has the same units as J. If one
knows the values of the elements in the vector s of internal (dependent) metabolite

concentrations, of the external (independent) concentrations, collected in vector c,
and of the elasticity matrices Es and Ec at a reference state denoted by superscript 0,

then one can find all elements of the internal rate vector r at a different state where
the enzyme levels have changed from e0 to e:

r=r0 ¼ ðe=e0Þf s=s0; c=c0;E0
c ;E

0
s

� �
(6.29)

At the reference steady state, all the individual rates ri are necessarily equal to r
0
i ,

but if transient experiments are conducted to find the rates, and thereby the

elasticities at the reference condition, then individual rates ri are not equal to r0i
until the steady state has again been reached.

When flux control coefficients are determined through elasticities, it is a serious

obstacle that the rate expressions, or even the form of these expressions, are unknown.

Recent research, e.g., by Hazimanikatis and Bailey (1997) and by Heijnen (2005), has

shown that when approximate rate expressions of a certain structure are used instead

of the correct expressions, then the transient experiments conducted to obtain the

parameters of these approximate expressions are easily interpreted. The resulting

approximations for the vector function f in (6.29) can be used to find good

approximations for the unfortunately inaccessible exact elasticities.

As a conclusion of this introduction to Metabolic Control Analysis the

main theorems that allow flux control coefficients to be calculated without resort

to experiments with different levels of enzyme activity will be listed. The theorems

hold for linear pathways.When pathwayswith branches are treatedmore, complicated

relations between the sensitivities must be derived.

The proof of the major theorems can be found in textbooks on Metabolic
Engineering and will not be given here (see, however, Problem 6.4). A good

reference is the study by Stephanopolous et al. (1998), which also considers

much more complicated networks than the single linear pathway discussed in the

present text. The monograph by Fell (1997), one of the original investigators of

MCA, also offers many, qualitative insights on the subject.
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The most valuable relationships between sensitivities for linear pathways are:

1. Flux Control Summation theorem

XN
1

CJ
i ¼ 1 ; CJ

i>0; for i ¼ 1; 2; . . . ;N (6.30)

The theorem states that the flux control coefficients are positive and sum

up to 1. Hence, if N is large, the CJ
i will generally be small, but there will

always be one that is largest, and this is the one that belongs to the rate-limiting

reaction.

2. Flux Control Connectivity theorem

XN
1

CJ
i eji ¼ 0 ; j ¼ 1; 2; . . . ;N � 1 (6.31)

Since all the CJ
i are positive, some of the eji must be negative. Negative eji

indicates that the metabolite sj inhibits reaction ri. Also, the product of a

reversible reaction must have a negative influence on the rate of the reaction.

Together the two expressions (6.30) and (6.31) give:

1 1 . . . 1 1 1

e11 e12 . . . e1;N�3 e1;N�2 e1;N�1
e21 e22 � : e2;N�1
� � � � �

eN�1;1 � � � eN�1;N�1

0
BBBB@

1
CCCCA �

CJ
1

CJ
2

�
�
CJ
N

0
BBBB@

1
CCCCA ¼

1

0

�
�
0

0
BBBB@

1
CCCCA (6.32)

The scalar product of the first row of the matrix multiplied with CJ expresses the

theorem (6.30), while the scalar products of the following rows with CJ express

the N� 1 sums of (6.31). It is seen that (6.32) is the desired relationship by which

the flux control coefficients are found when the (N� 1)� (N� 1) elasticities are

known.

Westerhoff and Chen (1984) introduced another connectivity theorem:

XN
1

Cijeki ¼ �1 where k ¼ j; j ¼ 1; 2; . . . ;N � 1; but ¼ 0 for k 6¼ j: (6.33)

This last theorem connects the concentration control coefficients (6.28), i.e., the

sensitivity of the internal metabolite concentrations to changes in the N enzymes

activities, with the elasticities, and if the relations (6.33) are added to (6.32), one

obtains a matrix equation:

EC� ¼ I (6.34)
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E is the matrix on the left hand side of (6.32) and I is an (N�N) unity matrix.

The first column of C* contains the N flux control coefficients. The next j columns,

j = 1, 2, . . . , N�1, contain – Cij, i = 1, 2, . . . N, of concentration control coefficients,
(6.28). With the help of (6.33) it is easily seen that the matrix equation (6.34)

is correct.

Although (6.34) nicely connects all the major sensitivity coefficients used in

Metabolic Control Analysis, it is (6.32) which is most important for calculation of

the key sensitivities, the flux control coefficients CJ
i .

The calculations involved in Metabolic Control Analysis have now become

almost automated after several research groups have developed software to find

elasticities and flux control coefficients based on simulated data that have been

overlaid by stochastic experimental errors. The programs, e.g., those originating in

the group of (Heijnen et al. 2004, Kresnowati et al. 2005), do not assume that the

structure of the enzyme reactions is known.

Still, from a pedagogical point of view, it may be helpful to understand, by

the use of a simple illustrative example, how CJ
i and eji are derived from

analytical expressions for the rates ri. This is the topic of the following Sects. 6.4.2

and 6.4.3.

6.4.2 Using Connectivity Theorems to Calculate
Control Coefficients

The following linear pathway with only two reactions and one intracellular metab-

olite concentration s1 will be used to illustrate the basic concepts of Metabolic

Control Analysis

S �!r1 S1 �!r2 P (6.35)

For simplicity, the reverse reactions are neglected. The concentration p of P is

fixed (or the rates do not depend on p), and in Sect. 6.4.2, s is also fixed at a

reference value s0. We wish to calculate the steady-state flux J from S to P via the

intracellular species S1, whose concentration will vary not only with s but also with
the architecture of the pathway, i.e., with the parameters of the two enzymatic

reactions r1 and r2.
Since the steady state is considered, the two rates r1 and r2 must be equal and

also be equal to the steady-state flux J through the pathway.

We shall consider two different expressions for r1:

r1 ¼ k1s

sþ K1

(6.36a)

r1 ¼ k1s

sþ K1 1þ s1
Keq

� � (6.36b)
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In (6.36a), the simple Michaelis–Menten kinetics is used, and in (6.36b), the

competitive inhibition scheme (6.10). Here, the intermediate S1 forms a dead-end

complex with the free form of the enzyme that catalyzes the first reaction of the

pathway.

The second reaction r2 of (6.35) is assumed to follow simple Michaelis–Menten

kinetics:

r2 ¼ k2s1
s1 þ K2

(6.37)

The rate constants k1 and k2 typically have the dimension mol L�1 h�1, and they
are assumed to be proportional to the enzyme level ei used in reaction ri.

In order to reduce the number of parameters somewhat, the following dimen-

sionless variables and parameters are introduced:

x ¼ k1
k2

; y ¼ s1
s0

; J0 ¼ J

k2

a ¼Keq

s0
; b ¼ K1

s0
; c ¼ K2

s0

(6.38)

r1 ¼ k1
1þ b

(6.36a)

and with the dimensionless variables (6.36 a, b) are rewritten as:

r1 ¼ k1

1þ b 1þ y
a

� � (6.36b)

J0 ¼ J

k2
¼ y

yþ c
(6.39)

When r1 given by (6.36a) is equated with r2, one obtains:

x

1þ b
¼ y

yþ c
or y ¼ cx

1þ b� x
(6.40)

x is the ratio k1/k2, which is proportional to the ratio e1/e2 between the enzyme

dosages of the two reactions. With increasing x, the enzyme dosage of r1 increases
relative to that of r2. Without loss of generality, e2 can be set to 1 and e1 (or x = e1/e2)
is the only independent variable. We note that, as expected,

J ¼ k2
y

yþ c
¼ k2

x

1þ b
¼ k1

1þ b

and J can be calculated both as r1 and as r2.
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When (6.36b) is used for r1, y is calculated from either (6.41a) or (6.41b):

k1

1þ b 1þ y
a

� � ¼ k2y

yþ c
! x ¼ y

yþ c
1þ b 1þ y

a

� �� �
(6.41a)

2y ¼ � a

b
þ a� a

b
x

� �
þ a

b
þ a� a

b
x

� �2
þ 4

ac

b
x

� �1=2

(6.41b)

The dimensionless pathway flux J0ðxÞ ¼ J=k2 ¼ x
1þb is shown in Fig. 6.9 for

each of the two expressions for r1, (6.36a) and (6.36b).

There is an important difference between the two expressions (6.36a) and (6.36b).

With (6.23a), J is independent of the parameters of r2, and J
0 is proportional to x.

With (6.23b), J0(x) has the typical downward concave shape of the hyperbolic

functions which determine the kinetics for individual enzymes. An increase in k1
for fixed k2 is profitable for small x (i.e., small k1), but has little effect for large x.

For small x, a power series expansion of y(x) in (6.41b) yields

y � c x

bþ 1
and J0 � x

1þ b
(6.42)

For large x, (6.41b) shows that y ~ ax/b and J0 ! 1.
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Fig. 6.9 Dimensionless flux J0 ¼ J/k2 through a two-step pathway (6.35) as a function of the ratio
rmax1/rmax2¼ k1/k2¼ x. In both cases, r2 is given by (6.37). The parameters of (6.38) are a¼ 1,

b¼ c¼ 0.5. (a) r1 given by (6.36a), and (b) r1 given by (6.36b)
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Consequently, for small values of k1, the flux J depends only on the kinetic

parameters k1 and K1 of r1. The value of s1 is not large enough to give any influence
of the denominator term s1/Keq in (6.36b). For larger k1 values, the parameters K2

and Keq start to influence the flux J through the pathway, and for x!1, the

asymptote J0(x)¼ 1 is approached.

We can conclude the following:

• If both rate constants are multiplied with the same factor f, the flux J through the
pathway also increases by a factor f. The shape of J0 does not change, since J0

depends only on x.
• If s is doubled to 2s0, the value of all parameters a, b and c will decrease by a

factor 2, and y(x), determined from (6.41b), will have a different shape. J0(x) will
increase faster with x since b is smaller but the initial slope (b+ 1)�1 has a

maximum of 1 for s!1. Hence, J0 does not certainly change proportional to

a change in s.

These observations originate in the form of r1. In (6.36a), the parameters of r2
have no influence at all on the flux. With (6.36b), the control of the flux is

distributed between the two reactions, and for a fixed k2, it moves toward the

second reaction when k1 increases, since a larger value of k1 leads to a higher

value of y in (6.41), and this influences r1 negatively through the denominator term,

which depends on y. The smaller the value of parameter c, the faster is step two of

the sequence, and S1 is removed fast enough to avoid a build-up of S1, waiting to be
processed in step two of the reaction sequence.

The distribution of flux control between step 1 and step 2 depends only on how

fast J0(x) increases with x. If the slope of J0(x) is large, the first reaction controls

the flux, and as the slope decreases control, it shifts to the second reaction.

The flux control is determined by the relative values of the two flux control

coefficients (6.43).

CJ
1 ¼

@J

@e1

e1
J

and CJ
2 ¼

@J

@e2

e2
J

(6.43)

In (6.43), the enzyme concentrations e1 and e2 as well as the rate constants k1 and
k2 can be used if the enzyme activities, and hence the rate constants, are propor-

tional to the enzyme dosages.

For (6.35a), one obtains

CJ
1 ¼

@J

@k1

k1
J
¼ ð1þ bÞ�1 k1

k1
1þb
� � ¼ 1

CJ
2 ¼

@J

@k2

k2
J
¼ 0

(6.44)

since k1 (or x) is an independent variable, while k2 is a constant.
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To obtain the result for (6.35b), the “chain-rule” for differentiation is used:

CJ
1 ¼

@J

@k1

k1
J
¼ @J0

@x

x

J0
¼ @J0

@y

dy

dx

x

J0
(6.45)

dJ0

dy
¼ c

ðcþ yÞ2 ¼
cJ0J

yðcþ yÞ ;

x ¼ y

yþ c
1þ b 1þ y

a

� �� �
from ð6:41 aÞ; and dy

dx
¼ 1

dx
dy

:

dx

dy
¼ c

ðcþ yÞ2 1þ b 1þ y

a

� �� �
þ y

cþ y

b

a
¼ c

cþ y

x

y
þ y

cþ y

b

a

CJ
1 ¼

x� c

y

1

c x
yþ y b

a

� � ¼ 1

1þ by2

acx

; CJ
1 ¼ 1� CJ

1 (6.46)

For by2/acx¼ 1, the value of both CJ
1 and C

J
2 is 1/2. At this point, y

2¼ ac(1 + b)/b
and x¼ (1 + b).

To optimize the architecture of the pathway, the ratio x between k1 and k2 should
be (1 + b). In the case of the numerical example, k1/k2¼ x¼ 1.5. The flux J can be

amplified in an optimal way by increasing both k1 and k2, while keeping the ratio

between the rate constants at 1.5.

Calculation of CJ
i by means of the elasticities is always simpler than by direct

application of the definition (6.26) of the flux control coefficients.

The calculation of CJ
i through elasticities and application of the flux connectivity

theorem in the form of (6.32) will be illustrated for r1 given by (6.36b).

With one intracellular concentration s1 (and fixed values of s and p), there are

only two elasticities:

e11 ¼ @r1
@s1

s1
r1
¼ @r1

@y

y

r1
¼ �

b
a y

1þ b 1þ y
a

� �� � (6.47)

e12 ¼ @r2
@s1

s1
r2
¼ @r2

@y

y

r
¼ c

yþ c
(6.48)

e11 is clearly negative since an increase in s1 or y must decrease r1. e12 is positive
since an increase in s1 will increase the rate of conversion of S1 to P.

If r1 was given by (6.36a) e11 would be zero since in that case, r1 will be

independent of s1.
Now (6.32) is used:

CJ
1

CJ
2

� �
¼ 1 1

e11 e12

� ��1
1

0

� �
¼ 1

e12 � e11
e12
�e11

� �
(6.49)
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Obviously, CJ
1 þ CJ

2 ¼ 1, but more specifically for (6.36b),

CJ
1 ¼

e12
e12 � e11

¼ 1

1þ
b

ac
y ðyþ cÞ

1þ b 1þ y

a

� �
¼ 1

1þ by2

acx

(6.50)

Figure 6.10 shows CJ
1 calculated from (6.46) or (6.50) as a function of x. Equation

(6.41b) is used to calculate y corresponding to a given value of x. A lot of algebra

associated with calculation of CJ
1 directly from (6.26) is obviously bypassed.

In general, for a rate expression ri¼N(s)/D(s), the following relation (6.50) may

be useful for calculation of the elasticities eji, either manually or by using a

symbolic computer software.

eji ¼
D @N

@sj
� N @D

@sj

� �
D2

� sjD

N
¼ sj

1

N

@N

@sj
� 1

D

@D

@sj

� �
(6.51)

Example 6.6 Illustration of Metabolic Control Analysis using analytical expressions
for ri. We now consider the linear pathway with three intermediates. Consequently, there

are four enzymatic reactions, N¼ 4. Feedback inhibition of the second enzyme, e2, by the last
intermediate, s3, is included. All the reactions are taken to be reversible, and the feedback

inhibition is taken to be noncompetitive. Thus, we may write the net rates for the four

enzymatic reactions as

r1 ¼ k1e1
s

sþ K1 1þ s1
K�1

� � (1)

r2 ¼ k2e2
s1

s1 þ K2 1þ s2
K�2

� � 1

1þ s3
Kinhib

(2)
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Fig. 6.10 Flux control

coefficient CJ
1 for the reaction

sequence (6.36b), (6.37)
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r3 ¼ k3e3
s2

s2 þ K3 1þ s3
K�3

� � (3)

r4 ¼ k4e4
s3

s3 þ K4 1þ p

K�4

� � (4)

The rate of the reverse reaction is included in a somewhat unusual fashion, in the

inhibition term in the denominator, which increases with increasing conversion. Close to

equilibrium, the rate expressions in (1)–(4) cannot possibly be true. For the purpose of

illustrating the methodology, the realism of the kinetic expressions is, however, not of

overriding importance.

E ¼

1 1 1 1

� s1K1=K
�
1

a1

K2ð1þs2=K�2Þ
a2

0 0

0 � s2K2=K
�
2

a2

K3ð1þs3=K�3Þ
a3

0

0 � s3
Kinhibþs3 � s3K3=K

�
3

a3

K4ð1þp=K�4Þ
a4

0
BBB@

1
CCCA (5)

In (5), the parameters combinations a are given by:

a1
a2
a3
a4

0
BB@

1
CCA
0

¼
sþ K1ð1þ s1=K

�
1Þ

s1 þ K2ð1þ s2=K
�
2Þ

s2 þ K3ð1þ s3=K
�
3Þ

s3 þ K4ð1þ s4=K
�
4Þ

0
BB@

1
CCA (6)

From (5), it is seen that the elasticity coefficients for the ith enzyme with respect to its

substrate – intermediate number (i� 1) – is positive, whereas its elasticity coefficient with

respect to its product (i.e., the ith intermediate) is negative.

If the kinetic parameters are known together with steady-state levels of the intermediates,

the numerical values of the elasticity coefficients can be calculated, but normally it is difficult

to obtain in vivo experimental values for the parameters, and it is likely that the in vitro-

determined parameters do not represent the true situation. Here we will, however, assume

that at a particular steady state [s, p, (s1, s2, s3 (s, p))], we have determined the elasticity

coefficients to be given by

E ¼
1 1 1 1

�0:9 0:5 0 0

0 �0:2 0:7 0

0 �1:0 �0:5 0:5

0
BB@

1
CCA (7)

The control coefficient matrix is obtained from the full equation (6.34) with the concen-

tration control coefficients –Ci,j, i¼ 1, 2, . . ., N filling out the last N� 1 columns of C* and

the right hand side being an (N�N) identity matrix.

C ¼
0:14 0:96 0:39 0:27
0:24 �0:27 0:69 0:48
0:07 �0:08 �1:23 0:14
0:55 �0:61 0:15 �0:89

0
BB@

1
CCA (8)
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The desired flux-control coefficients CJ
i are found in the first column of C*. The last

enzyme in the pathway has a flux-control coefficient significantly higher than ¼
1
N ¼ 1

4
¼ 0:25, and it is, therefore, the rate-controlling step. The rate of conversion of S3 is

too small. This in itself reduces the total flux through the sequence, and furthermore a buildup

of a high level of the metabolite S3 impedes the second reaction, the conversion of S1 to S2.
Thus, an increase in the level of the enzyme E2 that is under feedback control will not

necessarily be the best remedial action.

From Eq. (8), it is observed that the concentration-control coefficients for the ith metabolite

with respect to the ith enzyme is positive, but with respect to enzyme i� 1, it is negative. When

the concentration of the ith enzyme increases, then the concentration of the ith intermediate

(product of the reaction) increases. At the same time the concentration of the (i� 1) intermedi-

ate (the substrate) decreases. The last row of C* contains in its last three columns the

concentration-control coefficients pertinent to the last enzyme. When the activity of this

enzyme is increased, the levels of the last intermediate S3 and of the first intermediate S1
sharply decrease while the level of the second intermediate increases. This is easily understood;

both S3 and S1 are substrates that are more rapidly consumed when the level of E4 increases,

and S3 directly and S1 indirectly when the inhibition control of E2 is relieved. Notice that the

last three columns of C* sum to zero, as they should according to (6.33), and that the first row

contains only positive control coefficients: The total flux and concentration level of all

intermediates increase when the activity of the first enzyme is increased.

The effect of the feedback inhibition can be illustrated by setting e32 ¼ 0 and calculating

the control matrix for this situation. The result is given in (9):

C ¼
0:27 0:82 0:75 0:52
0:47 �0:52 1:34 0:94
0:13 �0:15 �1:05 0:27
0:13 �0:15 �1:04 �1:73

0
BB@

1
CCA (9)

By comparison of the control coefficients with those in (8), where feedback inhibition is

present, it is observed that the rate control is now at the second enzyme in the pathway. This

enzyme is now a potential rate-controlling enzyme for the true system with feedback inhibi-

tion, since if the inhibition is removed or reduced in strength, the second reaction controls the

overall flux.When the feedback inhibition is lifted, all three concentration control coefficients

in the last row become negative. Increasing the activity of the last enzyme in a straight

sequence lowers the level of all intermediates.

We now consider a microorganism in which the pathway described above (with feedback

inhibition) is active. The product of the pathway is a desired product, e.g., an antibiotic, and

using MCA, we want to design a new strain in which an increased flux through the pathway is

possible. Thus, we want to decrease the rate control, which can be done, e.g., by inserting a

gene coding for an enzyme that also catalyzes the conversion of S1 to S2 but has different
elasticity coefficients, i.e., different kinetic parameters compared with the native enzyme.

This could be a higher value of Kinhib (less inhibition) and/or a lower ratio of K2=K
�
2 .

Assume that the search leads to a strain that has an enzyme similar to E4, but with other

elasticity coefficients. The gene for this slightly different enzyme is cloned into the chosen

production strain. Take the elasticity coefficients for the second pathway reaction to be

e11
e12
e13

0
@

1
A ¼ 1:0

�0:6
�0:3

0
@

1
A (10)
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Now the feedback inhibition by s3 is weaker, and the ratio K2=K
�
2 is slightly lower. With

the slightly different enzyme in the production strain instead of the native enzyme, the

control matrix is found to be

C ¼
0:25 0:83 0:72 0:50
0:23 �0:25 0:65 0:45
0:19 �0:22 �0:88 0:39
0:33 �0:36 �0:49 �1:34

0
BB@

1
CCA (11)

Thus, with the new enzyme, the flux control of the last enzyme has been reduced, and the

control coefficients are all close to 1/N¼ 0.25. Consequently, none of the enzymes dominate

the flux control in the pathway.

MCA suggests a systematic way of improving the overall performance of a

metabolic pathway and points to specific experiments that may assist the protein

engineering work. What has not been included in the above discussion is the role of

the operating conditions on the performance of the cell. All intracellular metabolite

concentrations are calculable once s, p, and the kinetics are given. The elasticity

coefficients are complex functions of si, and before any enzyme modification (i.e.,

changes in kinetic parameters) is attempted the current reaction network must be

optimized to give the maximum flux by simulations at different s and p values.

When the pathway architecture has been optimized, all the control coefficients

are of approximately the same size, but this does not necessarily mean that the flux

through the pathway is significantly higher than that in the native strain. This has to

be checked separately. However, if one obtains a modified strain in which all the

control coefficients have approximately the same value, the flux may be increased

by amplifying the level of all the enzymes, e.g. by inserting a stronger promoter

upstream of the genes coding for all pathway enzymes.

6.4.3 The Influence of Effectors

In the analysis of the two-step linear pathway of Sect. 6.3.2, it was assumed that the

feed concentration s of substrate was always equal to the reference concentration s0

and that the product P did not influence the kinetics. We shall here continue the

discussion of the simple example, but include the influence of effectors on the pathway
architecture. As an example, the influence of s will be discussed. When s is changed
from s0 to another value s, the parameters a, b, and c of (6.38) will change. If, e.g., s is
changed from a reference value s0 to a value twice as large the parameters will all be

changed by a factor of 1/2, if the new S concentration s¼ 2 s0 is used to normalize

the Michaelis constant. All the calculations leading up to (6.46) are duplicated, and a

CJ
1(x) relation similar to that of Fig. 6.9 can be depicted. CJ

1 ¼ 1=2 when y2/x¼ 1/2

when the original data for the Michaelis constants are used. Hence, at the point where

CJ
1 ¼ 1=2 the values of (x, y) change from (1.5, 1.51/2) to (1.25, 0.6251/2).
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In the following, we shall, however, in accordance with (6.29) introduce a new

variable s0 ¼ s/s0, as a representative of the external variables c. s1/s
0 represents the

vector of internal variables.

Consequently, we have the following dimensionless variables

x ¼ k1=k2; s0 ¼ s=s0; and y ¼ s1=s
0 (6.52)

The parameters are the same as before

a ¼ Keq=s
0; b ¼ K1=s

0 and c ¼ K2=s
0 (6.53)

R1 ¼ r1=k2 ¼ s0x
s0 þ b 1þ y

a

� � and R2 ¼ r2=k2 ¼ y

yþ c
(6.54)

Equating R1 and R2 yields

xs0

s0 þ b 1þ y
a

� � ¼ y

yþ c
! x ¼ y

s0ðyþ cÞ s0 þ b 1þ y

a

� �� �
(6.55)

2y ¼ � aþ a

b
s0 � a

b
s0x

� �
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
aþ a

b
s0 � a

b
s0x

� �2
þ 4ac

b
s0x

r
(6.56)

The dependent variable y and both dimensionless rates R1 depend on two

(independent) variables, x and s0; in R1, the dependency is seen directly, but R2

also depends on s0 through y.
The elasticities e1s and e2s are given by

e1s ¼ @R1

@s0
s0

R
¼ b 1þ y=að Þ

s0 þ bð1þ y=aÞ and e2s ¼ 0 since
@R2

@s0
¼ 0 (6.57)

Hence, all the terms in (6.29) are known for the example with two sequential

reactions: r ¼ r1
r2

� �
, J0¼ r1 or r2 at the reference state, e¼ x, s¼ s1, c¼ s, E0

c ¼
ðe11;s; e12;sÞ0, E0

s ¼ ðe11;s; e12;sÞ.
The reference state for (e, s, c) is ðx0; s01; s0Þ.

6.4.4 Approximate Methods for Determination of the CJ
i

As discussed in Sect. 6.4.1, there are twomajor obstacles in the application ofMCA:

1. To find the flux concentration control coefficients at a reference state by (6.26),

one needs tomeasure small changes J� J0 resulting from a small changes in ei from
(ei)

0. The accuracy of ðCJ
i Þ0 will be poor. Also, to find CJ at another value of e, N
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new strains, each with a different activity level of one enzyme activity (concentra-

tion), must be constructed and examined. The change of ei must not result in a

change in the other enzyme activities, and this is difficult to obtain in practice.

2. The rates ri are not given by analytical functions of s and c, as was the case in the
illustrative example of (6.54). The rate expressions must be derived by a

significant experimental investigation, and there is no chance that the correct

form of r1 and r2 in (6.54) will be the result of the data-fitting procedure. Hence,

CJ
i will be derived by dubious perturbations of rate expressions that are only

approximations to the correct ones.

The need for approximate determination of control coefficients is obvious, and

an essential point is that the approximate solutions must give reasonably accurate

results even for large perturbations in ei, and that the approximate rate expressions

can be extrapolated to values at some distance from the reference values.

Except in a trivial case of irreversible reactions riwith no feedback control of the
pathway flux (the curve on Fig. 6.9a), flux control will always be distributed

between the different enzymatic reactions. in the pathway. The hyperbolic curve

J0(x) on Fig. 6.9b is much more typical for the relation between flux and enzyme

levels. It results whenever an enzymatic reaction is reversible or the metabolic

product is an inhibitor of the reaction, as in (6.36b).

In the illustrative example where e is the vector (x, 1) or just x – i.e., only one

independent enzyme concentration, the dimensionless flux J0 appears to be well

approximated by

J0ðxÞ ¼ x

xþ K
(6.58)

Using the approximate expression (6.57) for J, the flux control coefficient CJ
1 at

the reference state x¼ x0 is given by

ðCJ
1Þ0 ¼

@J0

@x

x

J0

� �0

¼ K

ðx0 þ KÞ2
x0

J0ðx0Þ ¼ KJ0ðx0Þ=x0 (6.59)

The chord between (x, J0) and (x0, J0(x0)) has a slope J0�J0ðx0Þ
x�x0 , and

x

J0
J0 � J0ðx0Þ
x� x0

¼ x

J0
Kðx� x0Þ

ðx� x0Þðxþ KÞðx0 þ KÞ ¼
KJ0ðx0Þ

x0
(6.60)

Consequently, if the approximation (6.58) is acceptable, the flux control coeffi-

cient CJ
1 at the reference state can be calculated based on two measurements: (x, J0)

and (x, J0)0. The differences x� x0 and J� J0 can be large without affecting the

result.

This observation by Small and Kacser (1993) that the flux control coefficient CJ
i

can be obtained using large deviations from the reference state when the flux J(ei)
is (approximately) a hyperbolic function of ei has been an important step forward

for a practical application of MCA.
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Example 6.7 Calculation of the flux control coefficient at a reference state by
large deviations. At the reference state [x¼ x0¼ 1.5, s0 ¼ 1], (J0)0¼ 0.710; at x ¼ 1 ¼ 2

3
x0,

J0 ¼ 0.553¼ 0.779(J0)0.
Using (6.60), one obtains an approximate value CJ

1

� �0
approx
¼ 2=3

0:779
0:779�1
2=3�1 ¼ 0:567.

The two sets of measurements of [x, J0] give a fair assessment of CJ
1(x¼ x0¼ 1.5)¼ 1/

2 that was determined in (6.46) using the analytical expressions for r1 and r2 for the

sequence of reactions in the illustrative example. One can certainly conclude that the

architecture of the pathway is nearly optimal at the reference state.

There are, however, other ways of approximation that give even better results

than the hyperbolic approximation proposed by Small and Kacser.

Hatzimanikatis and Bailey (1997) introduced the approximate kinetics of

(6.61) for evaluation of flux control in pathways, and they called it log(linear)

kinetics. Heijnen (2005) has reviewed different approximate kinetics, and he also

found that the approximation (6.61) (which he calls lin-log kinetics) of the

function f in (6.29) is in general better than a number of other reasonable

approximations.

The rate expressions ri are approximated by

r ¼ eðaþ b ln sþ g ln cÞ (6.61)

When all the ri are equal, one obtains the steady-state flux through the pathway

J¼ ri.
Specifically, when e¼ e0, the reference values for the N enzyme levels in the

pathway, J¼ J0, the reference flux through the pathway. Thus, for e¼ e0,

r=J0 ¼ iþ E0
s lnðs=s0Þ þ E0

c lnðc=c0Þ (6.62)

In (6.62), each element of the vector of dependent variables y and the vector of

independent (external) variables c is divided by its value at the reference state. i has
N elements¼ 1.

From a computational point of view, the expression (6.61) has the advantage that

the elasticities are found by a trivial calculation. Thus, at e¼ e0,

@ri
@yj

yj
ri
¼ @ri

ri@ ln yj
¼ eji;y ¼ bij; and

@ri
@ ln ck

1

ri
¼ eki;c ¼ gik;

j ¼ 1; 2; . . . ;N � 1 and k ¼ 1; 2; . . . ;M

(6.63)

N� 1 is the number of intracellular metabolites, andM, the number of effectors.

As indicated above, the major advantage of the so-called lin-log approximation
of the rates is, however, that (6.61) provides robust approximations – also when

extrapolated much beyond the interval [ri, (yj, ck)] used to construct the approxima-

tion by linear least squares (LLS) fitting of the data.

To illustrate how the method functions, the illustrative example of Sect. 6.4.2 is

again used.
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Example 6.8 Elasticities and flux control coefficients determined by the lin-log method.
A set of 20 y-values, [0.75 (0.05) 1.5] and 20s0-values [1(0.1)2] was fitted by LLS to R1

and R2 in (6.54) using the approximation

R1 ¼ a1 þ b1 ln yþ g1 ln s0; R2 ¼ a2 þ b2 ln y ln s0 (1)

The result for x¼ 1.5 is

R1 ¼ 0:74778� 0:193257 ln yþ 0:3649 ln s0;
R2 ¼ 0:66502þ 0:209124 ln y

(2)

For s0 ¼ s00¼ 1, and equating R1 to R2, one obtains y¼ y0¼ 1.2283 (exact value:

√1.5¼ 1.2247).

For s0 ¼ 2 s00¼ 2, one obtains y¼ 2.3031 (exact value (1 +√13)/2¼ 2.3028). The exact

values are obtained from (6.56).

Obviously, for error-free data, one could have used fewer data points [y, s0] in the fitting

procedure. Problem 6.6 reviews the situation for real experiments with random errors in the

data.

The elasticities e0ji;y and eji,c are obtained from (1) by division with the flux J00¼ 0.708

(exact value¼ 0.710) at x0, y0:

e11;y ¼ �0:1933=0:708 and e12;y ¼ 0:2953; eii;s0 ¼ 0:515: e12;s0 ¼ 0:

The flux control coefficient CJ
1 is calculated from the approximate e1j,y of (3) and using

(6.50). One obtains CJ
1 ¼ 0:515, in good agreement with the exact value 1/2 at the reference

value x¼ 1.5.

The flux control coefficient is, of course, independent of the external variable s0.
The result is, that the flux control coefficients at the reference state can be obtained

without including an experiment with x 6¼ x0. Since in a chemostat the rates and the concen-

tration of intracellular metabolites increase with increasing dilution rate a series of steady-

state cultivations with increasing D will give a set of [r, y] values that can be used as

described above to obtain the flux control coefficients. This involves much less experimental

work than the construction of cells with different levels of e.

In a transient experiment, a whole set of corresponding values of rates and metabolite

concentrations is, however, obtained. The richness of the data obtained by transient

experiments is a great advantage compared to the time-consuming experiments needed to

obtain steady-state values for different D-values.

Interpretation of transient data with the help of log-lin approximations of the rates will be

discussed below.

Let z represent the vector
s1
s10

;
s2
s20

; � � � ; c1
c10

; � � �
� �

, Z0 a diagonal matrix with

elements z0i , T the stoichiometric matrix for the N reactions of the pathway, and J0 a

diagonal matrix that contains the values of r0i during the transient.

A transient z(y), where y is dimensionless time from y¼ 0 to yfinal is obtained by
integration of

dz

dy
¼ ðZ0Þ�1TJ0 r

r0
¼ ðZ0Þ�1TJ0ðEzÞ0 ln z (6.64)
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Here, (6.62) has been used to express r/j0 in terms of ln(z), and E0
z is the matrix of

all elasticities originating from s and c.
If, in our illustrative example, the reference state is that for which the ratio k1/

k2¼ x¼ 1.5, we obtain the following interpretation of (6.64): y¼ k2 t; z¼ (y, s0). Z0

is a diagonal matrix with y0¼√1.5 and s00¼ 1 in the diagonal. The two rows of the

stoichiometric matrix T are (1, �1) and (�1, 0) for z1¼ y/y0 and z2¼ s/s0,
respectively.

In the reference state, the rate of both reactions r0i ¼ 0:708 obtained from

Example 6.8.

The vector differential equation (6.64) is solved from y¼ 0 with the initial

conditions (y, s¨)¼ (z1, z2)¼ (√1.5, 2). At the end of the pulse experiment, (z1, z2)
has again settled at the steady-state values (√1.5, 1).

d
z1
z2

� �
dy

¼ ðy0Þ�1 0

0 ðs00Þ�1
 !

1 �1
�1 0

� �

0:708 0

0 0:708

� �
ey11 ey12
es
0
11 es

0
12

� �0
ln z1
ln z2

� � (6.65)

If the elasticity matrix
�0:2729 0:2953
0:515 0

� �
obtained in Example 6.8 is

inserted for E0
z , numerical integration of (6.65) will reproduce the profiles (z(y))

from y¼ 0 until the steady state z0¼ (√1.5, 1) is reached for y!1.
Instead, we shall simulate an actual perturbation experiment from z(y¼ 0),

and use the “experimentally” obtained values of z(y) to find approximate values

for E0
z .

Example 6.9 Determination of E and CJ from transients in a steady-state chemostat. The

transient experiment sketched above is somewhat unrealistic. At the steady state, there is no

flow of S or S1 out of the reactor, and (s/s0, s1/s
0) are kept at their steady-state values by

continuously “adding” S and S1, thus producing a constant steady flux J0 (x)¼R1(x)¼R2(x)
of the product P until either s or s1 is perturbed.

A real experiment can be set up using a continuous stirred tank. The mass balances for the

stirred tank in nonsteady state are discussed at length in Chap. 9, but even using only the

introduction to chemostats in Chap. 3, we can establish the mass balances for s and for s1 during
a transient in which the substrate concentration s is changed from its steady-state value by

adding a pulse of substrate to the reactor at t¼ 0+.

For a fixed x, there are two independent variables, the feed concentration s¼ sfeed to the

reactor and the dilution rate D. We shall use a reference value s0 to normalize sfeed, s, and s1:

V
ds

dt
¼ �Vri þ vðsfeed � sÞ ¼ �vk2R1 � vðsfeed � sÞ ! dðs=s0Þ

dðk2t=s0Þ
¼ �R1 � v

Vðk2=s0Þ sfeed=s
0 � s=s0

� �
(1)
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V
ds1
dt
¼ Vk2R1 � k2R2 � s1v! dðs1=s0Þ

dðk2t=s0Þ ¼ R1 � R2 � v

Vðk2=s0Þ s1=s
0 (2)

Introducing s0 and y, one obtains

ds0

dy
¼ R1 � Dð1� s0Þ ð3a) and

dy

dy
¼ R1 � R2 � Dy ð3bÞ: (3)

All quantities in (3a and 3b) are dimensionless. y is dimensionless time¼ k2t/s
0,

D is a dimensionless dilution rate ¼ v

Vðk2=s0Þ , and R1 and R2 are dimensionless reaction

rates defined in (6.54).

The steady state considered is that for which sfeed¼ s0, D¼ 1.852 for x¼ 1.5. For these

values of the independent variables, one can calculate the steady-state values of the depen-

dent variables s/s0 and s1/s
0 to, respectively, 0.6 and 0.2299 by insertion in (1) and (2), and

using the analytical expressions (6.54) for R1 and R2. In an actual experiment, (s0, y)ss are, of
course, measured at the given values of sfeed and D for a strain with the given value x for the
ratio of enzyme dosage between the first and the second reactions. Thereafter, the steady-

state values of R1 and R2 can be calculated by inserting the measured (s0, y)ss in (1) and (2)

together with sfeed/s
0 and D.

Thus, for s0ss¼ 0.6 and D¼ 1.852 one obtains R1¼ 0.7408 from (3a). When s ¼ sss ¼
0.6s0, one obtains R2 ¼ R1 � Dy ¼ 0.7408� 0.4258 ¼ 0.3150 at the steady state

s1¼ 0.2299s0.

In a reaction sequence with N steps, y is a vector of dimensionless intermediate

concentrations, and the N dimensionless rates R1, R2, R3 . . . RN at the steady state can be

found recursively as shown above for a two-step sequence.

Table 6.2 presents the result of a transient experiment, starting at the steady state

determined above and initiated by addition of a pulse of substrate S at y¼ 0+ that increases

s0 from 0.6 to 2. sfeed¼ s0 and D¼ 1.852 during the whole experiment.

In columns 2 and 3 of Table 6.2 are values of y and s0 generated by integration of (6.54)

using a semi-implicit Runge–Kutta differential equation solver (Villadsen and Michelsen

(1978)). A total of 25 equal integration steps DY¼ 0.1 are used, followed by one final step to

Y¼ 2.5. At each point Y¼ 0.1, 0.2 . . . 2.4, and dy/dY and ds0/dY – columns 4 and 5 – are

calculated as the average of the slopes of the chords for the adjacent intervals (three-point

formula for calculating the derivative). Next R1 and R2 are calculated – columns 6 and 7 –

using (3a and 3b). Finally, in columns 8 and 9, the true values of R1 and R2 obtained by

insertion of (y, s0) in (6.54) are shown.

Even with the primitive formula for calculation of the derivatives, remarkably accurate

values for the rates are obtained. Kresnowati et.al. (2005) use a more complicated, but

certainly more accurate numerical algorithm to obtain simulated results for the rates, but

the algorithm used above will be accurate enough for a demonstration of the numerical

procedure.

The simulated results for y and s0 would, of course, in a practical application of the

method, be measured values of s1/s
0 and s/s0 during the pulse experiment. Based on the

“measured” values of s1 and s during the transient and the corresponding reconstructed

reaction rates, approximate expressions for R1 and R2 of the same form as (2) of Example 6.7

can be obtained. The result is
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R1=R
0
1 ¼ 1:182� 0:04381 ln yþ 0:4866 ln s0 and R2=R

0
2

¼ 2:1628þ 0:7928 ln y
(4)

From (1), the flux control coefficient CJ
1 at the steady state with (s

0, y)ss¼ (0.6, 0.2299) is

calculated to 0.7928/(0.7928� (�0.0438))¼ 0.947. Since the steady state rates R1¼ 0.7408

and R2¼ 0.3150 are not equal, the x value that belongs to the “measured” (s0, y)ss is not

x¼ 1.5, but x¼ 1.5� (0.3150/0.7408)¼ 0.6378.

When (x¼ 0.6378, s0 ¼ 0.6) is inserted in (6.56), one obtains y¼ 0.2299 when a¼ 1 and

b¼ c¼ 0.5.

The exact value of CJ
1 is given by (6.50) and it is 0.9235.

The approximate value 0.947 for CJ
1 is remarkably close to the exact value, and it is

obtained with no information about R1 and R2, except the values of Table 6.1, the result of a

single transient experiment in a chemostat.

It is not strange that the x value used in the transient experiment is much higher than

that needed for obtaining the flux J0 through the pathway, since R1 must also support the

flow D(1� s0)¼ 0.7408 of substrate S out of the system besides the product flow

J0 ¼Dy¼ 1.852� 0.2299¼ 0.3150.

Table 6.2 Reconstructing the reaction rates R1 and R2 using measurements of (s1/s
0, s/s0)

Y y s0 dy/dY ds0/dY R1 R2 (R1)ex (R2)ex

0 0.2299 2.0000

0.1 0.2632 1.7285 0.272 �2.464 1.115 0.355 1.100 0.345

0.2 0.2844 1.5073 0.167 �2.005 1.065 0.371 1.052 0.363

0.3 0.2966 1.3276 0.0896 �1.626 1.019 0.380 1.008 0.372

0.4 0.3023 1.1821 0.0333 �1.314 0.977 0.383 0.967 0.377

0.5 0.3033 1.0648 �0.0066 �1.058 0.938 0.383 0.931 0.378

0.6 0.3010 0.9705 �0.0335 �0.850 0.905 0.381 0.898 0.376

0.7 0.2966 0.8948 �0.0505 �0.681 0.875 0.377 0.870 0.372

0.8 0.2909 0.8344 �0.0599 �0.544 0.850 0.371 0.846 0.368

0.9 0.2846 0.7861 �0.0636 �0.433 0.829 0.366 0.826 0.363

1 0.2782 0.7478 �0.0634 �0.345 0.812 0.360 0.809 0.357

1.1 0.2719 0.7172 �0.0605 �0.274 0.797 0.354 0.795 0.352

1.2 0.2661 0.6930 �0.0560 �0.217 0.786 0.349 0.784 0.347

1.3 0.2607 0.6738 �0.0506 �0.172 0.777 0.344 0.775 0.343

1.4 0.2560 0.6585 �0.0448 �0.137 0.769 0.340 0.768 0.339

1.5 0.2518 0.6464 �0.0391 �0.108 0.763 0.336 0.762 0.335

1.6 0.2481 0.6369 �0.0337 �0.086 0.758 0.333 0.758 0.332

1.7 0.2450 0.6293 �0.0287 �0.068 0.755 0.330 0.754 0.329

1.8 0.2424 0.6232 �0.0243 �0.054 0.752 0.327 0.751 0.327

1.9 0.2402 0.6185 �0.0204 �0.043 0.749 0.325 0.749 0.324

2 0.2383 0.6147 �0.0170 �0.034 0.748 0.323 0.747 0.323

2.1 0.2368 0.6117 �0.0141 �0.027 0.746 0.322 0.746 0.321

2.2 0.2355 0.6093 �0.0116 �0.021 0.745 0.321 0.745 0.320

2.3 0.2345 0.6074 �0.0095 �0.017 0.744 0.319 0.744 0.319

2.4 0.2336 0.6059 �0.0078 �0.0135 0.743 0.319 0.743 0.318

2.5 0.2329 0.6047

10 0.2299 0.6000 0.7408 0.3150
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With the same enzyme make-up, x¼ 1.5, of the microorganism used in the experiment,

one obtains the flux control coefficients at other values of x by changing sfeed and D. Thus,
by conducting a transient experiment with D¼ 0.4871 and sfeed¼ 2s0, one obtains (s0, y, R1,

R2)ss¼ (0.6, 0.4395, 0.6819, 0.4678), and the flux control coefficient CJ
1 at x¼ 1.5� 0.4678/

0.6819¼ 1.029, s0 ¼ 0.6 is the result.

A final comment should be made concerning the experimental conditions to be

used in the transient experiments on cell cultures.

Typically, the rate constants ki for metabolic pathway reactions (exemplified

with k2 in Example 6.7) are of the order of 10 mM s�1. With s0¼ 10 mM, the time it

takes to reach Y¼ 1 is 1,000 s in the example. To obtain a dimensionless dilution

rate of 1, v/V should be of the order of 0.001 s�1¼ 3.6 h�1, and the flow rate through

the reactor must be high. Measurements must be made at a high frequency to

capture the rapid transient after a pulse addition of S. Therefore, it is crucial for
practical applications of MCR that methods to be discussed in Sect. 9.3.5 have been

developed during the last 15 years to capture fast transients. When the transient is

as rapid as indicated here one does, of course, not have to worry about dilution of

the metabolites by the growth of biomass during the experiments. Here the time

constant is orders of magnitude smaller than that for the transient metabolite

experiments, and the biomass concentration can safely be assumed to be constant.

All the results obtained in Sect. 6.4 can of course also be used to study the

sensitivity of the enzymatic reactions in Sects. 6.1–6.3 to changes in the enzyme

concentrations used in the experiment. Hereby the optimal design of an enzymatic

process by which a substrate is converted to a product in a series of consecutive

reactions can be determined. For a given value of the enzyme concentration in

one of the reactions and a given substrate feed concentration, one can determine the

ratio between enzyme concentrations in the different enzymatic steps that will give

the highest production rate of the desired end product.

Problems

Problem 6.1 Kinetic parameters from Lineweaver–Burk plots. Figure 6.2b–d are

drawn using the same values of Keq(¼Km,true) and k (¼k2e0).
(a) Determine the values of Keq and k from the figures.

(b) In both Fig. 6.2b, c, a value s1¼ 1 was used for the inhibitor. Determine Keq1.

(c) In Fig. 6.2d, you are also required to determine Keq1.

Problem 6.2 Simulation of an enzyme-catalyzed reaction. Consider the enzyme

kinetics discussed in detail in Sect. 6.4.2. The rate constants of r1 and r2 (k1 and k2)
are, respectively, 0.5 and 1 g substrate S converted (L reactor h)�1. s0 is 1 g L�1.
The parameters a, b, and c have the values 1, 0.5, and 0.5 at s0¼ 1 gL�1.

Problems 265



A continuous stirred tank reactor is fed with S in a concentration sfeed. pf¼ 0.

Make a simulation study in which the productivity of P is determined for different

values of dilution rate D and of sf.

Problem 6.3 Analysis of an enzymatic two-step reaction sequence with a noncom-
petitive inhibition in the first step. The two-step reaction sequence with a competi-

tive inhibition of the first step has been exhaustively analyzed in Sect. 6.4. Make the

same analysis when the first step is noncompetitively inhibited by the intermediate S1.
Try as far as possible to work with dimensionless groups of parameters in order to

make the analysis of more general value. Give the dimensionless parameter groups

specific numerical values in order to make a simulation study of the results.

Problem 6.4 Derivation of the major flux control theorems.

(a) First consider the Flux Control Summation theorem: In a linear pathway, all

the enzyme activities are increased by the same fractional amount a¼ dei/ei.
Show that dJ/J¼ a, where dJ is the sum of all the individual fractional changes

of J caused by the fractional changes of each ei. From here, the theorem can

easily be proved.

(b) The proof of the Flux Control Connectivity theorem follows the same lines, but

is a little more complicated.

Stephanopolous et al. (1998) give detailed proofs of all the flux control

theorems.

Problem 6.5 Elasticity coefficients for an enzymatic reaction that follows Hill
kinetics (6.17). Derive the elasticity coefficient eHillji for reaction i of a linear

pathway, where ri depends on sj as shown in (6.17), with n¼ 4.

Compare the value of eHillji , with eji obtained for Michaelis–Menten kinetics

(where �1< eji< 1).

Consider a two-step sequence where one reaction follows Michaelis–Menten

kinetics, and the other Hill kinetics. Which reaction is likely to have the highest flux

control coefficient?

Problem 6.6 Fitting steady-state rates Ri by the lin-log approximation. In Example

6.8, the rates Ri were calculated from the analytical expressions. This is, of course,

not an option when these expressions are unknown.

Describe an experimental set-up in which the values (s, s1, R1, and R2) can

actually be obtained. What variables need to be changed in order to obtain the data

used in Example 6.8? Specifically: does x need to be varied?

Repeat the calculation of the expressions in (2) of the example when the 20 data

points have a randomexperimental error of 5%.Also, trywith ten experimental points.

Problem 6.7 Determination of flux control coefficients from transient
experiments. Based on the two-step sequence of Example 6.9, you are required to

design a pulse experiment that will give you the flux control coefficient for x¼ 1.5 and

s¼ s0.
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Follow the numerical method of Example 6.9 and use simulated data based on

the analytical expressions for R1 and R2. You should use either 20 or 40 steps in the

integration of the differential equations.

Next, add a random experimental error of 1 or 5% to all the simulated data for

s0 and y. Repeat the calculation of CJ
1.

Finally, use the method proposed by Kresnowati et al. (with the same number of

time steps DY) to see if this method is better, both for the error-free data and for the

data with random experimental errors.

Problem 6.8 Converting glucose to fructose using a glucose isomerase enzyme.

(a) In Note 6.1, (4), the rate of a first order reversible reaction S!P via the

substrate–enzyme complex ES is derived. If the substrate contains no product

the feed concentration is connected to s and p by

s0 ¼ sþ p ¼ seq þ peq ¼ seq 1þ peq
seq

� �
¼ seqð1þ KeqÞ (1)

In (1), Keq ¼ peq
seq
¼ k1k2

k�1k�2
is the equilibrium constant which is a function of

temperature only.
Insert these expressions in (4) of Note (6.1) and show that �rs ¼ kmaxðs�seqÞ

Kmþðs�seqÞ ,

where Km and kmax serve the same purpose as in Michaelis–Menten kinetics, but

the parameters (Km, kmax) are complicated functions of the four rate constants (see

Gram et al.(1990)).

For Km 
 ðs� seqÞ : �rs ffi kmax

Km

ðs� seqÞ ¼ ks0ðxeq � xÞ (2)

In (2), k is a first-order rate constant (unit: h�1) and x is the conversion of S.
x¼ 1� s/s0, and xeq ¼ Keq

1þKeq
.

(b) Gram et al. studied conversion of glucose to fructose using the Novo-Industry

(now Novozymes) immobilized glucose isomerase product.

They used a reaction temperature of 60�C, at which temperature the equilib-

rium conversion xeq¼ (1� s/s0)¼ 0.51.

One aspect of the research was to find whether diffusion resistance was

significant in catalyst pellets of different pellet radius Rp. Specifically, it was

desired to find the diffusion coefficient Deff for the pellet matrix and the rate

constant k, which would be applicable if the glucose concentration inside the

pellet was equal to the glucose concentration in the bulk liquid outside the pellet.

For this purpose, steady-state experiments were conducted in a CSTR. The

enzyme pellets were homogenously dispersed in the reactor.

In two experiments at 60�C, the following results were obtained for

s0¼ 540 g glucose L�1 and with dilution rate D¼ 0.25 h�1.
Experiment 1: Rp¼ 0.3 mm, s¼ seffluent¼ 289.0 g L�1.
Experiment 2: Rp¼ 1.0 mm, s¼ 365.2 g L�1.

Determine the rate of glucose consumption �(rs) for the two experiments.
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(c) What is the significance of the ratio between rs(Rp¼ 0.3) and rs(Rp¼ 1.0)?

Determine an algebraic relation for the ratio between F(0.3) and F(1.0)
(see Note 6.2 (15)).

Using this relation, you are required to find a numerical value for F(0.3).
Finally, determine k in (2) and the effective diffusion coefficient Deff.

Problem 6.9 Flux control coefficients derived from real experiments. Nielsen and

Jørgensen (1995) and Delgado et al. (1993) are references to studies of flux control

in short pathways. There are other references that you might wish to retrieve by a

literature search. For the two references (and for other references that you might

find), compare the experimental results with calculations of the kind shown in this

chapter. Is the quality of the experiments good enough to merit a quantitative

treatment of the results? Are there any other comments to the papers?
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Chapter 7

Growth Kinetics of Cell Cultures

In Chaps. 3 and 5, we have discussed how the two important design parameters

for cell cultures, yield and productivity, can be derived from experimental data,

e.g., from measurements of the substrate consumption and the product formation.

Furthermore, we have shown howmeasured steady-state fluxes in and out of the cell,

the exchange fluxes, can be used to calculate the fluxes through the different

branches of the metabolic network of a given microorganism.

The yield is determined relative to the consumption of a substrate or relative to

the production of, e.g., biomass. Units could be kg kg�1 or C-mol (C-mol)�1.
The productivityPi is the rate of production or consumption per volume reactor of

component i, e.g., kg glucose consumed (m3 reactor h)�1 ¼ �qs. Finally, Pi/x ¼ ri
defines the specific rate of production of component i, i.e., the productivity per mass

unit of cells X.
All the information obtained by the measurement of exchange fluxes or by the

calculation of intracellular fluxes was based on the assumption of steady state of all
the culture variables. Not only the exchange fluxes, the production rates qi, but also
the composition of the biomass X must be constant in time. For each steady state,

e.g., obtained at constant dilution rate D, the vector q or the vector r ¼ q/x defines
the stoichiometry of the bioreaction at the particular value of D. When the results

for a series of D values are collected, one can derive the correlations r(D) or q(D),
mathematical expressions of the variation of the rates with the variable D. These
expressions are descriptors for the state of the cell culture, and if the stoichiometry

remains constant for all D as was the case in, e.g., (3.23), then all the components

of r or q can be determined using just one key component, e.g., the specific rate of
net biomass production rx, since rij j ¼ Yxirx and qij j ¼ Yxiqx. It will be seen in

Sect. 7.3.2 that the total substrate consumption �rs per mass unit biomass is more

likely to be a linear function of rx than proportional to rx. This is due to substrate

consumption to keep the already produced cells viable, as already discussed in Sect.

5.2.1. The substrate used for maintenance is converted to metabolic products, and

now rp also becomes a linear function of rx.
In Chap. 7, the rates r will be expressed not as a function of D, but as a function

of the concentrations c of all the reactants. This is the normal way to describe the

J. Villadsen et al., Bioreaction Engineering Principles,
DOI 10.1007/978-1-4419-9688-6_7, # Springer Science+Business Media, LLC 2011
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relationship between the dependent variables r (or q) and the independent variables

c in chemical kinetics.
In Chap. 6, the rate of an enzymatic reaction was already described as r(s) where

s is a vector that contains the feed concentration of substrate S and of intermediates

in the enzymatic pathway. This could be done with considerable confidence since

the reaction mechanism of an enzymatic reaction can be derived either from theory

(Sects. 6.1 and 6.2) or by a set of experiments (Example 6.4).

Cell culture kinetics is, however, far more complex than enzymatic kinetics.

As already seen in Chap. 2, the synthesis of new biomass and of the many

metabolites encoded by the genome of the organism is the collective result of

hundreds of enzymatic reactions. This makes it impossible to derive (and impracti-

cable to use) an overall, global kinetic model for cell cultures expressed through the

entire vector of concentrations c.

The few components of c that we decide to include cannot possibly describe cell

culture behavior at all operational conditions. This is why in cell culture models

different kinetics are said to determine steady state and dynamic growth, an obvious

ad hoc explanation. The truth is that cell kinetics manifests itself at different levels:

In steady-state operation, all the intracellular components of c are in quasi steady
state (as was used as an assumption for enzyme kinetics in the Briggs Haldane

enzyme model), and the influence of most of the components of c is only manifested

when rapid transients are enforced on the cell culture. Here, reactions with time

constants that are orders of magnitude smaller than those relevant for steady-state

kinetics suddenly come to life due to the action of the cell regulatory network, and
these hidden layers of reactions completely dominate the kinetics in a time window

of seconds, e.g., leading to an abrupt change of metabolites produced.

Other reactions which have nothing to do with cell mass production, but with

a change in morphology of the cell, can play an important role in the production

pattern of metabolites. Mutations in the genome of the organism or repression of

certain pathway enzymes can lead to permanent cessation of production of a desired

metabolite (e.g., loss of productivity of an antibiotic).

Section 7.1 will give a short introduction to model building for cell cultures, and

the different model frameworks will be given appropriate names. Typical model

structures are discussed in Sect. 7.2, and in the following sections kinetic models,

each used for a specific purpose, are introduced.

7.1 Model Structure and Complexity

The first important decision in model building is to decide for what purpose the

model is to be used. If the purpose is simply to correlate a set of kinetic data in order

to interpolate within the data set, then any expression can be used, but unless some

thought is spent on the structure of the data fitting expression it can hardly deserve

to be called a “model.”
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An oral model could well be the first step in scientific model building: “In a

series of steady-state chemostat experiments, the specific rate of biomass produc-

tion rx is linear in the glucose concentration s for small s, but for large s, rx
is independent of s. This indicates that the rate of the bioreaction is first order in

s for s ! 0 like any other chemical reaction and that the rate eventually becomes

constant because all the metabolic machinery in the cell is fully engaged in

converting S.” These sentences perfectly express the content of the Monod model

for steady-state biomass growth (7.16). The functionality of rx(s) is determined

afterwards by data fitting, but the shape of rx(s) is based on physical arguments, and

the model is likely to be generally applicable for steady-state continuous cultures.

In a next step, the observation that formation of a specific metabolic product P
gradually reduces rx leads to inclusion of the concentration p of P in the rate

expression, rx(s) ! rx(s, p), while the observation that high concentrations of

the substrate S has a negative influence on rx leads to substrate inhibition steady-

state kinetics. In this way, the two variants of the Monod kinetics, (7.18)–(7.20),

are introduced, and in fact no embellishments are needed on these simple steady-

state kinetic expressions. Although they are all entirely empirical in their simple

structure, they work well, also for extrapolation, when considering steady-state

cultivation in an efficiently stirred tank.

The Monod model is an unstructured, nonsegregated interpretation of cell

kinetics.

Since the biomass concentration x is the only representative of the biomass

which is known to have a hugely complex composition, one must assume that the

biomass composition stays constant.

In Problem 3.5, it is stated that PHA is a significant part of the biomass for small

D where NH3 is the “limiting” substrate. For this reason, no single kinetic expres-

sion is able to unify the behavior of Paracoccus pantotrophus for small and for

large D values. Here a structured representation of the biomass, as discussed in

Sect. 7.4, is needed.

If the distribution of substrates to cells is different in different parts of the

reactor, as is the case in industrial reactors with limited mixing capacity (see

Chap. 11), the vector cs of substrates offered to cells depends on the mixing pattern,

and a segregated kinetic model must be used to describe substrate uptake and

growth in different regions of the reactor.

The same is the case if the composition of cells, even in the well-stirred reactor,

is given by a distribution function as discussed in Chap. 8. This is often the case in

plasmid-based production of pharmaceutical products, where different cells have

different copy numbers of the plasmid.

The last two examples represent chemically unstructured kinetics, but a segre-
gated population. A chemically structured and probably also a population segregated
model description should be used to describe penicillin production by a culture

of slowly aging filamentous fungi as described in Sect. 7.6.2.

The governing principle is to keep the model as simple as possible, while
including the phenomena that are essential to explain the observed phenomena.
Thus, if the aim is to simulate the biomass concentration in a fermentation process,
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an unstructured, but possibly segregated model may be sufficient. Even though

these models are completely empirical, they are valuable for design of bioprocesses

and for extracting key kinetic parameters. If, on the other hand, the aim is to

simulate dynamic growth conditions, one may turn to simple structured models as

in Sect. 7.4, e.g., the compartment models, which are in general useful for

illustrating the concept of structured modeling.

If the aim is to understand the fundamentals of a given biological process, one

must include far more structure in the model, and the best advice is to focus on only a

part of the metabolism, e.g., gene transcription from a certain promoter or the

mechanism of substrate transport to the cell as is shown in Sects. 7.5 and 7.7.

If the aim is to investigate population distributions, which in some cases may have

an influence on growth or production kinetics, either a segregated and possibly

chemically structured model has to be applied. In Sect. 7.6, we consider simple

cellular segregation – here referred to as morphologically structured models,

whereas truly population-based models are the topic of Chap. 8.

Note 7.1 Model complexity. A simple illustration of difference in model complexity is the

quantitative description of the fractional saturation y of a protein for a given ligand concen-

tration cl. This may be described by either of the two models (1) or (2), where (1) is the Hill

equation (6.17):

y ¼ cl
n

cln þ Kn
: (1)

The model has two parameters, n and K, which are both empirical. The second model (2)

was proposed by Monod et al. (1963) in his work on inducers and repressors of enzymatic

processes that eventually led to his Nobel Prize in 1965:

y ¼
La 1þ acl

KR

� �3

þ 1þ cl
KR

� �3
 !

cl
KR

L 1þ acl
KR

� �4

þ 1þ cl
KR

� �4
: (2)

This model has three parameters, L, a, and KR. Both equations address the same experi-

mental problem, but whereas (1) is completely empirical with h andK as fitted parameters (2) is

taken from a trulymechanistic model for enzymatic reactions, and the parameters have a direct

physical interpretation. If the aim of the modeling is to understand the underlying mechanism

of the process, (1) can obviously not be applied since the kinetic parameters give no (or little)

information about the ligand binding to the protein. In this case, (2) should be applied, since by

estimating the kinetic parameter one can obtain valuable information about the system, and the

parameters can be directly interpreted. If, on the other hand, the aim of the modeling is to

simulate the ligand binding to the protein, (1) may be as good as (2). One may even prefer (1)

since it is simpler in structure and has fewer parameters, and it actually often gives a better fit to

experimental data than (2). Thus, the answer to which model one should prefer depends on the

aim of the modeling exercise. In the list of unstructured models, Table 7.2, the expression (1)

appears as “Moser kinetics,” but here the mechanistic foundation is completely absent.
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7.2 A General Structure for Kinetic Models

In order to describe kinetic growth models, it is useful to apply a general framework

that allows uniform presentation of the models. Hereby, the model construction

process becomes easier, and different model structures can be compared. In this

section, we present such a general framework. Although it may look like a rather

theoretical presentation of cellular growth, it will significantly facilitate the

subsequent discussion.

7.2.1 Specification of Reaction Stoichiometries

Model construction starts by defining the stoichiometry of the reactions to be

considered in the model. In order to start this process, we consider the general

model illustrated in Fig. 7.1, where N substrates are taken up by the cells and

converted into M metabolic products and Q biomass constituents. The conversions

are carried out in J reactions. Since the number of reactions and processes involved in

cellular growth is very large, the actual reactions used are typically lumped reactions,

e.g., conversion of glucose into cellular protein. Often, the lumped reactions are

completely empirical, e.g., conversion of glucose into “active biomass.”

In order to describe the stoichiometry of the reactions, we introduce stoichio-

metric coefficients for all components in the system. These are called ai for
substrate Si, bi for metabolic product Pi, and gi for the biomass constituent Xi.

The numerical value of these coefficients is analogous to the yield coefficients of

the black box model introduced in Chap. 3, but since we will use the yield

Fig. 7.1 A general representation of reactions involved in cellular growth. N substrates enter the

cell and are converted into M metabolic products and Q biomass constituents. The metabolism

involves J intracellular reactions for which the rates are given by v1 . . . vJ. The rates of substrate
uptake are (rs,1, . . . ,rs,N), while (rp,1, . . . ,rp,M) are the rates of the product forming reactions
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coefficients to specify overall conversion yields it is necessary to distinguish

between the stoichiometric coefficients that appear in individual reactions of

the model and the yield coefficients. Clearly, the stoichiometric coefficients

would be identical to the yield coefficients if there was only one reaction. Also,

when many reactions are lumped together as is done in the black box kinetic models

described in Sect. 7.3.1, the stoichiometric coefficients are equal to the yield

coefficients Yij.
Since there are many different compounds involved in many different reactions,

it is necessary to use two indices on the stoichiometric coefficients to indicate the

reaction number and the compound, e.g., aji is the stoichiometric coefficient for

the ith substrate in the jth reaction. In the general framework for growth models,

we introduce stoichiometric coefficients for all substrates, metabolic products,

and biomass constituents in each of the J reactions. However, many of the stoichio-

metric coefficients will be zero, since only a few compounds participate in any

given reaction.

For the substrates Si, the metabolic products Pi and the biomass constituents Xi

defined in Fig. 7.1, the stoichiometry for the jth cellular reaction can be

specified as

XN
i¼1

aji Si þ
XM
i¼1

bji Pi þ
XQ
i¼1

gji Xi ¼ 0: (7.1)

In a growth model, there will be a stoichiometric equation like (7.1) for each of

the J cellular reactions, and it is therefore convenient to write the stoichiometry for

all J cellular reactions in a compact form using matrix notation:

ASþ BPþ GX ¼ 0: (7.2)

In (7.2), the stoichiometric matrices A, B, and G contain the stoichiometric

coefficients in the J reactions for the substrates, metabolic products, and biomass

constituents, respectively. In A, B, and G rows represent reactions and columns

compounds. Thus, the element in the jth row and the ith column of A specifies the

stoichiometric coefficient for the ith substrate in the jth reaction. The stoichiometric

coefficients may be positive, negative, or zero. Typically they are negative for

substrates (and other compounds consumed in a given reaction) and positive for

metabolic products (and compounds formed in a given reaction). With a stoichio-

metric formulation of the general type of (7.2), a large number of the stoichiometric

coefficients become zero, and one may find it cumbersome to specify stoichiometric

coefficients for all compounds and all reactions considered in themodel. However, the

advantage is that the general matrix formulation facilitates much of the subsequent

analysis, because it can be done in the compact matrix symbolism that at a later stage

may be advantageous for computer simulations. It becomes easy to spot the partici-

pation of a given compound in the various reactions by just looking at the column for

this compound in the appropriate matrix.

276 7 Growth Kinetics of Cell Cultures



7.2.2 Reaction Rates

The stoichiometry specified above defines the relative amounts of the compounds

produced or consumed in each of the J intracellular reactions, but does not allow

one to calculate the rates or the relative amounts at which metabolic products are

secreted in the medium. This can be done by introducing the rates of the individual

reactions and further coupling them to determine the overall rates of product

secretion. The rate of a given reaction (or process) considered in the model is

defined by the forward reaction rate v, which specifies that a compound with a

stoichiometric coefficient b is formed at the rate bv in this particular reaction.

Normally, one of the stoichiometric coefficients in each reaction is arbitrarily set to

be 1, whereby the forward reaction rate becomes equal to the consumption or

production rate of this compound in the particular reaction. For cellular reactions,

we use the biomass as reference to define the specific rates, usually with the unit

g (g DW h)�1. We now collect the forward reaction rates of the J reactions

considered in the model in the rate vector v. Thus, bjivj specifies the specific rate

of formation of the ith metabolic product in the jth reaction.

With the formulation (7.1) for the stoichiometry, the elements of A are negative

or zero and the specific conversion rate of the ith substrate in the jth reaction is

given by �ajivj. When we want to calculate the overall production or consumption

of a compound, we have to sum the contributions from the different reactions.

We can therefore write the net specific consumption rate for the ith substrate as the

sum of its rate of consumption in all J reactions:

rs;i
� �

consumption
¼ �

XJ
j¼1

ajivj: (7.3)

Similarly for the net specific rate of formation of the ith metabolic product:

rp;i ¼
XJ
j¼1

bjivj: (7.4)

Equations (7.3) and (7.4) specify important relationships between what can be

directly measured, namely, the specific uptake rates of substrates and the specific

formation rate of products, and the rates of the reactions considered in the model.

In Chap. 5, we used the term fluxes for these intracellular reactions, but there we

considered well-defined chemical reactions, whereas in growth models the

reactions are typically lumped reactions of empirical nature.

Similar to (7.3) and (7.4), we find for the biomass constituents:

rX;i ¼
XJ
j¼1

gjivj: (7.5)
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These rates are not as easy to determine experimentally as the specific substrate

consumption rates and the specific product formation rates, but they are related to

the specific growth rate of the biomass. Thus, rX,i is the net specific formation rate

of the individual biomass constituent i, and the specific growth rate m is therefore

given as the sum of net formation rates of all Q biomass constituents:

m ¼ rx ¼
XQ
i¼1

rX;i: (7.6)

The summed equations (7.3)–(7.5) can be formulated in matrix notation as

rsð Þconsumption ¼ �ATv; (7.7)

rp ¼ BTv; (7.8)

rX ¼ GTv: (7.9)

Here, the specific rate vector (rs)consumption contains the N specific substrate

uptake rates, rp the M specific product formation rates, and rX the net specific

formation rates of the Q biomass constituents.

7.2.3 Dynamic Mass Balances

In Sect. 3.1, we specified mass balances at steady-state conditions for substrates,

metabolic products, and biomass – (3.1)–(3.3). In these mass balances, the specific

rates derived above can be inserted and hereby steady-state conditions can be

calculated. In many cases, fermentation processes are, however, operated at

non-steady-state conditions, i.e., at dynamic growth conditions. At these conditions,

the equations are based on the general mass balance which takes the form:

d cVð Þ
dt
¼ r cð ÞxV þ vfeedcf � vexitce; (7.10)

c is the vector of medium concentrations of N substrates, M the metabolic

products, and Q the biomass components. vfeed is the volumetric flow rate to the

bioreactor and vexit is the volumetric flow rate out of the reactor. [cf, ce] are the inlet

and exit concentrations. Different parts of the production rate vector r are taken

from (7.7)–(7.9). In analogy with the steady-state balances presented in Sect. 3.1,

transfer of substrates and metabolic products from the gas to the liquid phase can

if desired be included in the dynamic mass balance (7.10).

The mass balances for the biomass and the Q biomass constituents Xi that

together make up the biomass require special attention. The specific rate of formation
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of biomass is the sum of contributions from each of the J reactions as specified

in (7.6), which can also be written as:

rx ¼ m ¼
XK
i¼1

GT
i v: (7.11)

Gi is the ith column of G. Consequently, with a sterile feed into a bioreactor,

the mass balance for the biomass X is:

d xVð Þ
dt
¼ rxxV � vexitx ¼ qxV � vexitx: (7.12)

The concentrations of biomass constituents in the cell are normally expressed in

units of g (g DW)�1 and consequently the sum of all the concentrations equals 1.

Furthermore, a mass balance for component i in a cell of mass m is:

d mXið Þ
dt

¼ GT
i vm (7.13)

or

dXi

dt
¼ GT

i v�
1

m

dm

dt
Xi ¼ GT

i v� mXi: (7.14)

It should be noted that (7.14) is independent of the type of reactor operation that
is used to produce the biomass. The equation shows that the rate of formation of any

biomass component Xi by all the J reactions must at least be mXi to preserve the

same fraction of the component in the biomass. This is a consequence of expansion

of the biomass upon growth which results in dilution of all biomass components.

As the concentrations of all biomass constituents sum to 1, (7.11) can easily be

derived from (7.14).

7.3 Unstructured Growth Kinetics

Unstructured kinetic cell culture models were initially set up to enable prediction

of the specific growth rate in a reaction defined by a single black box stoichiometry

as a function of one or a few independent variables – most typically one of the

substrates. From the relation offered by the stoichiometric coefficients (in this case

equal to the yield coefficients), the rates of consumption or production of all other

substrates and products could afterwards be found based on the empirical relation

between the specific growth rate and the key-independent variables. In (3.23),

the model would describe the rate of glucose consumption as a function of the

concentrations of the glucose concentration s and the concentrations of the meta-

bolic products, ethanol (p1) and glycerol (p2). In a more fanciful model, the

concentration of biomass x and perhaps even the CO2 concentration in the medium
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would be included. Definitely, pH and temperature T would be included as

variables.

�rs ¼ F sp1; p2; pH; Tð Þ; rx ¼ m ¼ Ysx �rsð Þ ¼ 0:137 �rsð Þ;
rp1 ¼ 0:510 �rsð Þ; etc: ð7:15Þ

The characteristic feature of the basic unstructured model is that the rates of

formation or consumption of all the reactants, except the key reactant (here glucose),

are proportional to the key reaction rate. Only this rate, here (�rs), is expressed as a
function of the independent state variables, c, pH, and T. All cellular components are

pooled into one single representative biomass with concentration x. The kinetic

expression F can be used to predict rates at other values of the independent variables

as long as the stoichiometry, and hence the yield coefficients stay constant.

Many rate expressions F are proposed in the literature, often based on a

fortuitous analogy to the mechanistically derived kinetic models for enzyme

reactions. As discussed in Sect. 7.1, one cannot reasonably claim such analogies

to be true, and the best model is, as argued previously, that which in a sensible way

explains all the observed phenomena. New experiments may make it necessary to

revise the model, but the model complexity should always be as low as possible.

In Sect. 7.3.2, the basic concept of unstructured kinetic models will be extended

from that of a single stoichiometric equation (7.15) to include cell culture models

which contain more than one stoichiometric equation.

7.3.1 The Monod Model

In a seminal communication from 1942, Jacques Monod introduced the following

empirical description for the specific rate of biomass growth:

Monod model:

rx ¼ m ¼ FðsÞ ¼ mmax

s

sþ Ks

: (7.16)

The verbal formulation of the Monod model is discussed in the introduction to

Sect. 7.1, and Monod found that for a large number of experiments where

Escherichia coli grows on different sugars, the shape of the downwards concave

function F(s) is best represented by the model shown in (7.16). Figure 7.2 shows the

time course of a batch fermentation and a cross plot of m versus s. After a lag-phase
of duration about 1 h, there is a long exponential growth phase where the biomass

concentration increases exponentially with time. When the substrate is nearly used

up, growth rapidly stops, and if the culture is retained in this no-growth phase, it

will lose viability, cells will start to die, and the biomass concentration decreases.

The lag-phase is a period during which the biomass composition changes and the

specific growth rate increases. Here, the Monod model – or any other unstructured

model that assumes the growth to be independent of the biomass composition – is
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not applicable, and a structured model from Sect. 7.4 must be used. Since the batch

cultivation starts with an initial substrate concentration s ¼ s0 much higher than Ks,

the specific growth rate m, which is the slope of the curve ln(x) versus time, is almost

constant for most of the fermentation period. When finally s becomes comparable in

size with Ks, the specific growth rate decreases, and the last bit of substrate is

consumed with first-order kinetics in s.
In the Monod model, Ks is the value of the limiting substrate concentration at

which the specific growth rate is half its maximum value. Roughly speaking, it

divides the plot of m versus s into a low-substrate-concentration range where the

specific growth rate is strongly (almost linearly) dependent on s, and a high-

substrate-concentration range where m is more or less independent of s. This is

illustrated in Fig. 7.2b, where m is plotted against the limiting substrate concentra-

tion s for the batch fermentation data. The cross plot of m versus s has the typical

shape of (7.16). Figure 7.2b is of course identical in shape to that of Fig. 6.1.

When glucose is the limiting substrate, the value of Ks is normally in the micro-

molar range (corresponding to the milligram per liter range). This small value is

difficult to determine in a batch experiment, unless the initial sugar concentration

is quite low. Normally, Ks and mmax are determined in chemostat experiments: For a

series of D values with constant substrate feed concentration sf, the steady-state

effluent concentration sexit (by definition equal to the concentration s in the reactor

for a well-stirred “ideal” reactor) is determined. A plot like Fig. 7.2b is directly

obtained, since for the steady-state CSTR with no biomass in the feed (xf ¼ 0),

a substrate balance yields:

V
ds

dt
¼ 0 ¼ Vqs þ vðsf � sÞ ! �qs ¼ qx

Ysx
¼ xrx

Ysx
¼ Dðsf � sÞ

¼ D
x

Ysx
! rx ¼ D: ð7:17Þ

Consequently, the ordinate can be either rx or D.
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Fig. 7.2 Typical biomass and substrate concentrations profiles during a batch culture. (a) The time

profile of the biomass concentration (filled diamond) and of the limiting substrate concentration

(filled square). (b) A cross plot of the specific growth rate (¼d(ln x)/dt) versus the substrate

concentration. Corresponding values of m and s are taken from (a). The value of Ks is indicated
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Some Ks values reported in the literature are compiled in Table 7.1. It should be

stressed that the Ks value in the Monod model does not represent the saturation

constant for substrate uptake but only an overall saturation constant for the whole

growth process. However, since the substrate uptake is often involved in the control

of substrate metabolism, the value of Ks is often in the range of the Km values of the

substrate uptake system of the cells (see Sect. 7.7).

Example 7.1 Steady-state chemostat described by the Monod model with sterile feed. The

relationship (7.17) derived between rx and D for the steady-state CSTR holds for any

functional relation F between rx and c, if xf ¼ 0.

Thus, for rx given by the Monod model (7.16):

rx ¼ D ¼ mmaxs

sþ Ks

: (1)

From (1), one can obtain s as a function of D:

s ¼ DKs

mmax � D
: (2)

Finally, the biomass concentration and the concentration of metabolic products in the

reactor (and in the effluent) is given by the total mass balances for the bioreactor and using

the constant stoichiometric coefficients that are inherent in the black box model:

x ¼ Ysxðsf � sÞ; (3)

p ¼ YspðSf � sÞ: (4)

In (4), it is assumed that pf ¼ 0. Note in (2) that the substrate concentration in the reactor

is independent of the substrate feed concentration. This is true for any functional relationship

m ¼ m(s). If m also depends on the concentration of one of the metabolic products, then

Table 7.1 Compilation of

Ks values for growth of

different microbial cells on

different sugars

Species Substrate Ks (mg L�1)

Aerobacter aerogenes Glucose 8

Escherichia coli Glucose 4

Klebsiella aerogenes Glucose 9

Glycerol 9

Klebsiella oxytoca Glucose 10

Arabinose 50

Fructose 10

Lactococcus cremoris Glucose 2

Lactose 10

Fructose 3

Saccharomyces cerevisiae Glucose 150

Penicillium chrysogenum Glucose 4

Aspergillus oryzae Glucose 5
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s depends also on sf for a given D. The biomass and product concentrations always

depend on the substrate concentration in the feed sf, and the higher the feed concentration

the higher will be their concentrations, at least for simple kinetic models.

The right-hand side of (1) is limited from above by:

Dmax ¼ mmax

sf
sf þ Ks

: (5)

If we try to operate the stirred tank continuous reactor withD > Dmax, the rate of removal

of biomass will be higher than the maximum volumetric rate of biomass production, qx. No
steady state will be possible except the trivial x ¼ 0, s ¼ sf. This subject will be taken up

again in Chap. 9.

Since Ks is often in the ppm range (see Table 7.1), the value of s in the reactor is usually

orders of magnitude lower than sf except when D approaches Dmax and s sharply increases

toward sf. Consequently, x is approximately equal to Ysxsf until D ~ Dmax, a value only

slightly smaller than mmax when Ks << sf.

In Fig. 7.3, experimental data are shown for the growth of Aerobacter aerogenes in a

chemostat with glycerol as the limiting substrate. The biomass concentration is observed

to be approximately constant for dilution rates between 0.4 and 0.95 h�1. The glycerol

concentration is very low forD < 0.95 h�1. WhenD approachesDmax ¼ 1.0 h�1, the glycerol
concentration increases rapidly to s ¼ sf ¼ 10.0 g L�1. The parameters mmax,Ks, andYsx of (3)
and (5) are obtained from Fig. 7.3.

• mmax ¼ 1.0 h�1

• Ks ¼ 0.01 g glycerol L�1

• Ysx ¼ 0.53 g DW (g glycerol)�1

The fit between the experimental data and the Monod model is excellent in the D range

[0.4, 0.95 h�1]. However, for low dilution rates, the model predicts too high biomass

concentrations. This is explained by maintenance metabolism of the glycerol (see

Sect. 5.2.1), which is not included in the Monod model. When substrates not used for

maintenance processes are limiting, e.g., the nitrogen source, the Monod model normally

describes the biomass concentration in the whole dilution range quite well.
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Aerobacter aerogenes in a

chemostat with glycerol as

the limiting substrate. The

lines are model calculations

using the simple Monod

model, (7.16). The data are

taken from Herbert (1959)
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It is not to be expected that the two-parameter Monod model can be used to fit all

kinds of fermentation data. Many authors have tried to improve on the original

Monod model, and some of these embellished models are listed in Table 7.2. Except

for the Moser model, all the models contain two adjustable parameters. The Tessier

model (proposed by Monods Ph.D. mentor at Université de Paris) gives the same

result as the Monod model for small s since expð�s=KsÞ � 1� s=Ks for s ! 0, but

the approach to mmax for large s is usually too fast. The logistic law equation contains

a constant Kx that obviously depends on the substrate feed concentration since the

“maximum x” at which m is 0 increases with sf. The use of this model which mimics

the result of batch fermentations with a lag-phase, but has no relation to the kinetics of

the cell growth, is positively discouraged. The Contois model includes inhibition of

the specific growth rate by the biomass. For very high biomass concentration, the

biotic phase may take up a substantial part of the total reactor volume, and the uptake

of substrates could presumably be hampered just by the presence of the biomass. It is,

however, difficult to imagine how cells by their mere presence should inhibit their

own growth, and probably the ability of the Contois kinetics to fit experimental data is

explained by some unaccounted-for inhibitory effect of the metabolic products, since
the product concentration in the reactor increases with x.

Perhaps, the most useful extensions unstructured rate expressions for a single

rate limiting substrate are those which include inhibition by the substrate (7.18), and

inhibition by the product (7.19) or (7.20).

Substrate inhibition:

m ¼ mmax

s

s2=Ki þ sþ Ks

: (7.18)

Product inhibition:

m ¼ mmax

s

sþ Ks

1

1þ p=Ki
(7.19)

or

m ¼ mmax

s

sþ Ks

1� p

pmax

� �
: (7.20)

Table 7.2 Different

unstructured kinetic models

with one limiting substrate

Name Kinetic expression

Tessier m ¼ mmax 1� e�s=Ks
� �

Moser m ¼ mmax

sn

sn þ Ks

Contois m ¼ mmax

s

sþ Ksx

Blackman m ¼ mmax

s

2Ks

; s � 2Ks

mmax; s � 2Ks

:

(

Logistic law m ¼ mmax 1� x

Kx

� �
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Equation(7.18) describes the inhibitory effect of high O2 concentrations

on cell growth, and the model is also well suited to simulate the initial break-down

of a recalcitrant toxic compound by anaerobic bioremediation, e.g., of organo-

phosphates in the waste water from a pesticide production. The organisms,

collected at the site of an earlier, polluted production site, readily degrade small

concentrations of the organic P-compound, and the resulting inorganic

phosphate is precipitated in the main, aerobic waste water plant, but large

concentrations of the toxic compound will either kill the culture or severely inhibit

its growth.

The models described by (7.19) or (7.20) can be used to describe inhibition of

ethanol in wineries. The best model is probably (7.20) since inhibition sets in rather

abruptly, and normal wine yeast stops growing when p � about 120 g L�1.
A higher ethanol concentration is not desired in wine, but definitely in fuel alcohol

production. Strain improvement has pushed pmax to above 170 g L�1 for yeast

strains applied for this purpose.

All the unstructured models presented above assume that there is only one

limiting substrate, but often more than one substrate concentration influences the

specific growth rate. In these situations, complex interactions can occur, which

are difficult to model with unstructured models without using many adjustable

parameters. Tsao and Hanson (1975) proposed a general, multiparameter, unstruc-

tured model for growth on multiple substrates.

m ¼ 1þ
X
i

se;i
se;i þ Ke;i

 !Y
j

mmax;jsj

sj þ Ks;j
; (7.21)

where se,i are the concentrations of growth-enhancing substrates and sj are the

concentrations of substrates that are essential for growth. The presence of

growth-enhancing substrates results in an increased specific growth rate, whereas

the essential substrates must be present for growth to take place. Application

of (7.21) may be quite successful, but the correlation between the parameters

may render the fit of the model to the experimental data somewhat coincidental.

A special case of (7.21) is growth in the presence of two essential substrates:

m ¼ mmax;1mmax;2s1s2

s1 þ Ks;1

� �
s2 þ Ks;2

� � : (7.22)

Equation (7.22) may, e.g., be used as a model for the growth of methanotrophic

bacteria on the two substrates O2 and CH4 – an important industrial process leading

to single-cell protein as discussed in Example 3.4. If the concentrations of both

substrates are at levels where the specific growth rate for each substrate reaches 90%

of its maximum value, i.e., si ¼ 9Ki, then the total rate of growth is limited to 81%

of the maximum possible value. This is hardly reasonable, and Roels (1983) has
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therefore proposed two alternatives to (7.22), both of which may be generalized

for application to more than two limiting substrates:

m
mmax

¼ min
s1

s1 þ K1

;
s2

s2 þ K2

� �
; (7.23)

mmax

m
¼ 1þ 1

2

Ks;1

s1
þ Ks;2

s2

� �
: (7.24)

Both models will give growth at 90% of the maximum value in the situation

mentioned above.

Growth on two or more substrates that may substitute for each other, e.g., glucose

and lactose, cannot be described by any of the unstructured models described

above. Consider the growth ofE. coli on glucose and lactose: Glucose ismetabolized

first since it is the “best” carbon source, and metabolism on lactose will only start

after glucose is used up. The bacterium needs one of the sugars to grow, but in

the presence of glucose there is not even a growth-enhancing effect of lactose.

Application of (7.22) to this example of multiple substrates for glycolysis will

clearly not be feasible. To describe this so-called diauxic growth, it is necessary

to apply a structured model, as illustrated in Sects. 7.4 and 7.5. Baltzis and

Fredrickson (1988) offer a systematic procedure for the treatment of growth limita-

tion by two different substrates that are either complementary (such as O2 and CH4

in the SCP process) or substitutable. See also Egli (1991) for some interesting

experimental results with dual limitation by C and N.

The discussion of unstructured kinetic models applied to a black box stoichiometry

model can be summed up as follows:

1. In the black box stoichiometric model, the yield coefficients Yji are assumed to be

constant. Consequently, only one rate expression, namely, that for the limiting

substrate, needs to be set up. All other rates can be derived from totalmass balances.

2. For a single limiting substrate, (7.16) or its relatives (7.18)–(7.20) will usually

give an adequate representation of the reaction rate. The parameters of the kinetic

model are determined from experiments in a continuous steady-state bioreactor.

3. Picking the correct limiting substrate is not easy, since the feed contains many

different nutrients, and it is difficult to pinpoint which one is limiting. Typical

examples are lactic bacteria cultivations where the feed must contain a cocktail of

amino acids. Some nutrients are essential for growth, i.e., growth stops when one

of these nutrients is exhausted, whereas others can be synthesized by the cells, but

at great cost in ATP (see discussion in Sect. 5.2.2), causing the specific growth

rate to diminish. Experiments with different feed levels of each amino acid will

help to resolve the question, but the experiments are very time consuming.

An indication that a growth-enhancing substrate runs out during a batch fermen-

tation is that the specific growth rate decreases, i.e., in a plot of ln(x) versus time,

the curve bends over, although there is still much left of the substrate that

was thought to be limiting. The value of Ks is usually in the ppm range as seen
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in Table 7.1, and Ks values in the g L�1 range that are sometimes seen in

publications may have resulted from misinterpretation of the data as described

above. Another reason for a large apparent Ks value can be product inhibition.

Here, one has to use models which incorporate the effect of P, e.g., (7.20), and the
parameter pmax is determined by conducting the experiment at different initial

concentrations of P (see, e.g., Problem 7.2).

4. None of the unstructured models gives a sensible description of data resulting

from fast transients in a continuous stirred tank reactor. All the models assume

that a change in limiting substrate concentration causes an immediate change

in rate – such as is the case in simple gas-phase catalytic reactions. With the

growth being a result of a large number of biochemical reactions, this is clearly

not the case. The slow start up of batch growth – called the lag-phase, is one

example. A change in substrate concentration in the reactor can take place within

seconds, both in pulse addition of substrate and by changing the feed rate.

The catabolic reactions respond very fast, e.g., the change from heterolactic to

homolactic fermentation in lactic acid bacteria shown in Fig. 7.15. In contrast,

the anabolic reactions have much larger time constants. Thus, a change in

biomass composition (see Sect. 7.4.1) resulting from up- or downregulation of

genes has a time constant of one to several hours. Consequently, application

of simple unstructured kinetic models results in underestimation of time

constants for dynamic changes by several orders of magnitude.

Note 7.2 The genesis of the Monod Model. Excursions into history should probably not

belong in a textbook whose aim is to teach quantitative methods in biotechnology. The story

of the discovery by Jacques Monod (1910–1974) of an empirical model for steady-state cell

growth does, however, tell also our generation of emerging scholars a lesson of timeless

quality in scientific endeavor. Furthermore, the Monod model is used more than any other

growth model for cell cultures – unfortunately also in situations where Monod explicitly

wrote that it would not work.

Hence, a brief account will be given of the experimental study that led to (7.16). This

account is entirely based on Monod (1942), a monograph published during the darkest hour

of France while its author, a leading figure of la Résistance, was continuously changing

address as a fugitive from arrest. Very likely the monograph is based on his thesis (1941,

from Université de Paris), and the experimental work was made during the 1930s in

cooperation with Georges Tessier – another key member of the Résistance.

In the 1930s, the chemostat, in which a constantD can be maintained for many hours until

steady state of a continuous culture is reached, did not exist. While in 2010 we would obtain

the parameters of (7.16) by automated experiments in a state-of-the-art commercial bioreac-

tor, this option was not available for Monod. His experiments were made in small batch

reactors with a reasonable temperature and pH control.

The hypothesis of Monod was that the E. coli culture grew exponentially and with

constant Ysx on each of the many sugars offered as substrate for the culture:

dx

dt
¼ mx and x ¼ x02

n ¼ x02
mDt; (1)

where mD is the doubling frequency of the culture.
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Insertion of the expression for x in the differential equation gives:

d ln x

dt
¼ mD ln 2: (2)

At time t1, t2, . . . ,ti�1, ti, . . . ,tN, the biomass concentration x is measured together with

the average substrate concentration �s ¼ si�1 þ s1
2

in each interval [ti�1, ti].

mD ffi
ln xi � ln xi�1
ti � ti�1ð Þ ln 2 ¼

m
ln 2

(3)

and mD is plotted against �s for t1 . . . tN.

Figure 7.4 is copied from one of the original figures from Monod (1942).

The initial glucose concentration s0 is 150 mg L�1 and for increasing t (moving from the

right to the left on the figure) the glucose concentration decreases to a few milligram per liter

while the biomass concentration (measured as OD) increases. There are five experimental

series on the figure, and the kinetic parameter Ks (¼C1 on the figure) is determined to

4 mg L�1. The doubling time is tdoubling ¼ (mD)
�1 ¼ 1.35�1 ¼ 0.74 h ¼ 44 min and m ¼ mD

ln 2 ¼ 0.94 h�1.
The tables of the monograph show the meticulous care with which the experiments on six

different sugars were conducted. The yield coefficient Ysx is determined with about 1%

accuracy by measuring the total biomass produced in nine cultivations started with initial

substrate concentrations 20 < s0 < 200 mg L�1. Even for the lowest s0 ¼ 20 mg L�1, the
yield coefficient is no more than 10% off the average value ( �Ysx¼0:233 g g�1 for glucose as a
substrate).

The description of the study which led Monod to formulate the growth kinetics (7.16) is

full of illustrative details. The whole monograph gives us a picture of a scientist who worked

at the limits of the capability of equipment and analytical methods of his time and who had

the imagination to extract a model from his data, a model which is still accepted as

satisfactory for interpretation of steady-state bioreactor data. He could well serve as a role

model for an emerging generation of natural scientists.

Fig. 7.4 The rate of doubling

of the cell culture (h�1) as a
function of the glucose

concentration (mg L�1)
(translation of the original

figure text)
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As a final note, we may add that Jacques Monod did not obtain the Nobel Prize for

“discovering” the Monod model. The prize was obtained in 1965 (together with André Lwoff

and Francois Jacob) in recognition for his discoveries concerning genetic regulation of

enzyme and virus synthesis, a subject treated in Sect. 7.5 of the present text.

7.3.2 Multiple Reaction Models

In the black box model, all the yield coefficients are taken to be constant. This

implies that all the cellular reactions are lumped into a single overall growth

reaction where substrate is converted to biomass. A requirement for this assumption

is that there is a constant distribution of fluxes through all the different cellular

pathways at different growth conditions. In the present section, we shall start to

put some biochemical structure into kinetic models, moving from “unstructured,

nonsegregated” toward “structured, nonsegregated.” The truly structured models

are the topic of Sects. 7.4–7.6, and the models treated below are basically unstruc-

tured in the sense that the influence of the biomass is still expressed solely through

the biomass concentration x. However, biochemical information will be included in

a semiquantitative way, and it will be acknowledged that the overall kinetics is the

result of several reactions operating in parallel during cell growth.

The first and obvious example is the substrate consumption for maintenance of

Sect. 5.2.1, a process that runs independently of the growth process. From (5.13),

we have

� rs ¼ Ytrue
xs mþ ms; (7.25)

Ytrue
xs is referred to as the true yield coefficient and ms as the maintenance

coefficient. The extra substrate consumption is accompanied by the synthesis of

extra metabolic products and

rp ¼ Ytrue
xp mþ mp: (7.26)

Equations (7.25) and (7.26) can be used together with any black box model for

m(s, p) described in Sect. 7.3.1. One simply expands the model with a constant term

for substrate consumption and product formation. This may in principle give rise to

a conflict since the black box rate expressions are zero for s ¼ 0 and in some cases

it might be necessary to specify ms as a function of s.
With the introduction of the linear correlations, the yield coefficients can

obviously not be constants. Thus, for the biomass yield on the substrate, the

observed yield coefficient Ysx is:

Ysx ¼ m
Ytrue
xs mþ ms

: (7.27)
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Equation (7.26) shows that for constant ms, Ysx will decrease to zero for m ! 0

where all the substrate is used to meet the maintenance requirements of the cell. For

large specific growth rates, Ysx approaches ðYtrue
xs Þ�1 ¼ Ytrue

sx . This corresponds to the

situation where the maintenance substrate consumption becomes negligible com-

pared with the substrate consumption for biomass growth, and the model reduces to

the black box model described in Sect. 7.3.1. Despite its simple structure, the linear

rate equation (7.26) proposed by Pirt (1965) is found to mimic the results of many

fermentation processes quite well. Table 7.3 compiles true yield coefficients

and maintenance coefficients for various microbial species with glucose and

oxygen as substrates. This table complements Table 5.1 that gives values for the

corresponding energetic parameters YxATP and mATP.

Example 7.2 Steady-state chemostat described by the Monod model including mainte-
nance. We now reconsider the experimental data from Example 7.1, but include mainte-

nance requirements. The steady-state balances are

Ytrue
xs mmax

s

sþ Ks

þ ms

� �
x ¼ Dðsf � sÞ; (1)

Table 7.3 “True” yield and maintenance coefficients for different microbial species growing at

aerobic growth conditions

Species Substrate

Ytrue
xs

(g (g DW)�1)
Ytrue
xo

(mmol (g DW)�1)
ms

(g (g DW h)�1)
mo (mmol

(g DW h)�1)

Aspergillus
awamori

Glucose 1.92 68 0.016 0.62

Aspergillus
nidulans

1.67 111 0.020 0.54

Aspergillus niger

Aspergillus
oryzae

Bacillus clausii 1.82 24 0.043 1.49

Candida utilis 2 84 0.031 0.87

Escherichia coli 2.27 70 0.057 0.45

Klebsiella
aerogenes

2.27 74 0.063 0.99

Penicillium
chrysogenum

2.17 70 0.021 0.87

Saccharomyces
cerevisiae

1.85 47 0.015 0.62

Aerobacter
aerogenes

Glycerol 1.79 63 0.089 2.52

Bacillus
megatarium

1.67 90 – 0.70

Klebsiella
aerogenes

2.13 58 0.074 2.52

Data are shown for growth on glucose or glycerol. The yield coefficients are all for growth with no

formation of metabolic products, except carbon dioxide. The maintenance coefficients are given

both for the listed, limiting substrate and for oxygen. The nitrogen source is NH3
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mmax

s

sþ Ks

x ¼ Dx: (2)

With (2), the steady-state concentration of the limiting substrate is still given by (2) in

Example 7.1, since in both cases m ¼ D at steady state. However, the steady-state biomass

concentration is different from that found when the simple Monod model is used. Combina-

tion of the two balances yields

x ¼ D

Ytrue
xs Dþ ms

sf � sð Þ: (3)

By comparison with (7.27), it is observed that (3) is an analogue of (3) in Example 7.1.

At low dilution rates, the term ms is significant and the biomass concentration becomes

smaller than if maintenance is neglected. This is illustrated in Fig. 7.5, where it is observed

that the model correctly describes the biomass concentration in the whole dilution-rate range.

The model parameters in the revised model are:

• mmax ¼ 1.0 h�1

• Ks ¼ 0.01 g glycerol L�1

• ms ¼ 0.08 g glycerol (g DW h)�1

• Ysx ¼ 0.55 g biomass (g glycerol)�1

With these values, the observed yield coefficient Ysx is calculated as 0.50 and 0.53 at D
equal to 0.4 and 0.8 h�1, respectively. This is close to the constant value of the yield

coefficient for the simple Monod model used in Example 7.1. However, at D ¼ 0.1 h�1,
the yield is calculated as 0.37 which is in much better agreement with the observed biomass

yield.

Including maintenance is in principle the same as considering two reactions in the model:

A reaction where substrate is converted to biomass and a reaction where substrate is used for

cellular maintenance. Extending the number of reactions, but still describing the biomass

with a single variable, may allow modeling of more complex phenomena as illustrated in

Examples 7.3 and 7.4.
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Example 7.3 An unstructured model describing the growth of Saccharomyces cerevisiae.
Saccharomyces cerevisiae is an industrially important microorganism used for the produc-

tion of baker’s yeast and ethanol and today also for the production of recombinant proteins.

Sonnleitner and K€appeli (1986) proposed a simple kinetic model for the growth of this

organism, and in this example we discuss their model. However, before the model is

discussed, some fundamental aspects of the fermentation physiology of S. cerevisiae will

have to be recalled.

As already discussed in Example 3.5 and further in Example 5.3, aerobic growth of S.
cerevisiae on glucose involves a mixed metabolism, with both respiration and fermentation

being active. At high glucose uptake rate, there is some, as yet not quite understood,

limitation in the respiratory pathway, which results in an overflow metabolism toward

ethanol. The exact location of the limitation has not been identified, but it is probably at

the pyruvate node (Pronk et al. 1996). The glucose uptake rate at which fermentative

metabolism is initiated is often referred to as the critical glucose uptake rate, and the critical

glucose uptake rate is found to depend on the oxygen concentration. Thus, at low dissolved

oxygen concentrations, the critical glucose uptake rate is lower than at high dissolved oxygen

concentrations (and clearly at anaerobic conditions there is only fermentative metabolism

corresponding to the critical glucose uptake rate being zero). The influence of dissolved

oxygen concentration on the critical glucose uptake rate is often referred to as the Pasteur
effect. A simple verbal model for the mixed metabolism is given in Fig. 7.6. When

S. cerevisiae is grown in an aerobic, glucose-limited chemostat, two distinct growth regimes

are observed (see Fig. 7.7): At low dilution rates, all (or most) of the glucose is converted

to biomass and carbon dioxide, and at high dilution rates ethanol is formed in addition to

biomass and carbon dioxide. As observed in the figure, the shift to ethanol formation is

accompanied with a dramatic decrease in the biomass yield from glucose.

In Fig. 7.7, the specific oxygen uptake rate is observed to increasewith the dilution rate up to

Dcrit. Hereafter, it is approximately constant, while the specific carbon dioxide formation

rapidly increases. Sometimes there is a more distinct decrease in the specific oxygen uptake

rate above the critical dilution rate, but this depends on the strain and the operating conditions.

The shift in metabolism at Dcrit is normally referred to as the Crabtree effect, and it is a

consequence of a bottleneck in the oxidation of pyruvate and repression of the oxidative system

by high glucose concentrations. The bottleneck in the oxidation of pyruvate is illustrated in

Fig. 7.6, where the flux through the glycolysis (indicated by the arrow) has to be smaller than

Glucose Glucose

CO2

Ethanol

a b

CO2

CO2

Fig. 7.6 Illustration of the

“bottleneck” of the oxidative

metabolism in Saccharomyces
cerevisiae. (a) Excess
oxidative capacity, and

therefore completely oxidative

metabolism. (b) Limited

oxidative capacity. The excess

carbon flux is converted to

fermentative products
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the oxidative capacity of the cell (indicated by the bottleneck) if ethanol formation is to be

avoided. If the glucose flux is larger than permitted by the bottleneck, the excess glucose is

metabolized by the fermentative metabolism, and ethanol is formed.

In the model of Sonnleitner and K€appeli (1986), the verbal model of Fig. 7.6 is applied

with two reactions: (1) oxidative glucose metabolism and (2) fermentative glucose metabo-

lism. In the model, two substrates, glucose (S) and oxygen (O2), and one metabolic product,

ethanol (P) together with carbon dioxide (CO2) are considered. In the original model

formulation, ethanol may also serve as a substrate when glucose is not present, but here we

will consider a simplified version of the model where ethanol uptake is not considered. The

stoichiometry for the two reactions considered in the model is given by (1) and (2) where the

general structure of kinetic models of Sects. 7.2.1 and 7.2.2 has been used.

1. Oxidative glucose metabolism:

g1Xþ b11CO2 � S� a12O2 ¼ 0: (1)

2. Fermentative glucose metabolism:

g2Xþ b21CO2 þ b22P� S ¼ 0: (2)

The nitrogen source (ammonia) and water are not included in the model.

When glucose is consumed solely by the respiratorymetabolism, (1) is identical to the black

box description of the cell growth, and all stoichiometric coefficients can therefore be

interpreted as the yield coefficients Ysi. These stoichiometric coefficients can therefore easily

be experimentally determined. At anaerobic conditions, the metabolism is exclusively fermen-

tative, and (2) therefore represents a black box description of cell growth at these conditions.

The stoichiometric coefficients can therefore be found as shown in Sect. 3.3. Fermentative
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Fig. 7.7 Chemostat culture of Saccharomyces cerevisiae. The experimental data are from

Rieger et al. (1983). The lines are model simulations with the parameters specified in Table 7.4.

(a) The concentrations of glucose (filled triangle), biomass (filled square), and ethanol (filled
circle) as a function of the dilution rate. All concentrations are given as g L�1. (b) The specific

carbon dioxide formation rate (filled circle) and the specific oxygen uptake rate (filled square) are
both in mmol (g DW h)�1. The respiratory quotient RQ is also shown (filled triangle)
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metabolism has a much lower ATP yield than respiratorymetabolism, and the yield of biomass

in the fermentative metabolism is therefore much lower than in the respiratory metabolism.

In order to describe biomass growth when both (1) and (2) contribute to growth, the rates of

the two reactions has to be specified. In order to do this, Sonnleitner and K€appeli first specified
the total glucose uptake rate (equal to the width of the inlet “funnel” in Fig. 7.6a, b) as:

�rs ¼ ks
s

sþ Ks

: (3)

The maximum possible rate of respiration – or the maximum specific oxygen uptake rate

(equal to the opening of the outlet “funnel” in Fig. 7.6a, b) is:

�ro;max ¼ ko
so

so þ Ko

: (4)

The maximum possible rate of respiration is a function of the dissolved oxygen concen-

tration so, but normally so is much larger than Ko and the maximum rate of respiration

becomes equal to ko. According to the verbal model of Fig. 7.6, the rate of the respiratory

metabolism is the minimum of either the glucose uptake rate or the maximum possible rate of

respiration, i.e.,

vres ¼ min rs;
ro;max

a12

� �
: (5)

Here, themaximum possible rate of respiration is scaled with the stoichiometric coefficient

for oxygen in (1) to give the right comparison of the rates. Thus, at low glucose uptake rate, the

rate of the oxidative metabolism is determined by the glucose uptake rate, whereas at high

glucose uptake rate, it is determined by the maximum possible rate of respiration. If the

glucose uptake rate is larger than ro,max/a12, the excess glucose will be metabolized by the

fermentative metabolism (2), i.e.,

vfer ¼ �rsj j � ro;max

a12

����
����; �rsj j> ro;max

a12

����
����: (6)

Clearly reaction (2) acts as a overflow reaction for excess glucose, and it is not active if

rs < ro,max/a12.
Biomass is formed by both (1) and (2), and the specific growth rate is:

m ¼ g1vres þ g2vfer: (7)

Hereby, the yield coefficient for biomass on glucose becomes:

Ysx ¼ m
�rs ¼

g1vres þ g2vfer
vres þ vfer

: (8)

At low glucose uptake rate where the metabolism is purely respiratory, the yield coeffi-

cient is g1, whereas with mixed metabolism (high specific glucose uptake rates) the yield

coefficient decreases. In Baker’s yeast production where the yield of biomass on glucose has
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to be maximized, it is obviously desirable to reduce fermentative metabolism by controlling

the glucose uptake rate below the critical value (given by rres,max/a12).
With the rate of the two reactions specified, it is also possible to find for the specific rate of

carbon dioxide production:

rCO2
¼ b11vres þ b21vfer (9)

and the specific rate of ethanol production:

rp ¼ b22vfer: (10)

The respiratory quotient (RQ) is often used to evaluate the metabolic state of baker’s

yeast, and with the Sonnleitner and K€appeli (1986) model we find:

RQ ¼ rCO2

rO2

����
���� ¼ b11vres þ b11vfer

a12vres
: (11)

If there is no fermentative metabolism, RQ becomes equal to b11/a12, which is close to 1,
whereas if there is fermentative metabolism RQ increases above 1. Since it is relatively

easy to measure the carbon dioxide production rate and the oxygen uptake rate by head space

gas analysis, the RQ can be evaluated almost continuously, and a value above 1 will indicate

some fermentative metabolism. This can be used in the control of, e.g., the feed of glucose

to the reactor, i.e., if the feed is too fast the glucose uptake rate will be above the critical

value and there will be fermentative metabolism. The feed has to be reduced in order to

avoid this.

With the specific rates given for all the major substrates, metabolic products, and

biomass, it is possible to simulate the concentration of the variables in a bioreactor (see

Fig. 7.7) with the model parameters listed in Table 7.4. The model predicts that when the

glucose uptake rate increases above the critical value ro,max/a12 (corresponding to a

certain value of the specific growth rate), ethanol is formed by the cells. In a steady-state

chemostat, this is seen as the presence of ethanol in the medium at specific growth rates

above this critical value. When the critical value is exceeded and ethanol is produced, the

biomass yield drops dramatically, and this results in a rapid decrease in the biomass

concentration.

The Sonnleitner and K€appeli (1986) model is an excellent example of how mechanistic

concepts can be incorporated into an unstructured model to give a fairly simple and in many

situations adequate description of the complex growth of S. cerevisiae. With its limited

structure, the model does, however, give a poor description of transient operating conditions,

e.g., the lag-phase between growth on glucose and the subsequent growth on ethanol in a

Table 7.4 Model parameters in the Sonnleitner and K€appeli model

Stoichiometric coefficients Kinetic parameters

a12 12.4 mmol g�1 of glucose ks 3.50 g glucose (g DW h)�1

b11 13.4 mmol g�1 of glucose ko 8.00 mmol (g DW h)�1

g1 0.49 g g�1 of glucose Ks 0.1 g L�1

b21 10.5 mmol g�1 of glucose Ko 0.1 mg L�1

b22 0.48 g g�1 of glucose
g2 0.05 g g�1 of glucose
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batch fermentation cannot be predicted. It would not be difficult to include intracellular

structure to describe the level of the oxidative machinery, but this was not the target of

Sonnleitner and K€appeli. Any basically sound model can be made to fit new experiments

when more structure is added.

Example 7.4 Extension of the Sonnleitner and K€appeli model to describe protein produc-
tion. Saccharomyces cerevisiae is also used as a platform for the production of heterologous

proteins, and in particular it is used to produce human insulin by the Novo-Nordisk company.

Strong glycolytic promoters often drive the production of heterologous proteins, and the

productivity of the protein is therefore closely associated with the biomass production.

Carlsen et al. (1997) studied the kinetics of proteinase A production by S. cerevisiae, and
he used a recombinant system very similar to that used for industrial insulin production. From

the analysis of the production kinetics in chemostat cultures, Carlsen et al. found that the

specific proteinase A production could be described as:

rprot ¼ b13vres þ b23vfer; (1)

vres and vfer are given by (5) and (6) in Example 7.3, respectively. When this production

kinetics was applied, it was found that the model could be fitted quite well to experimental

data. Using the model, they predicted the volumetric productivity of proteinase A as a

function of the specific growth rate and found the results shown in Fig. 7.8. It is interesting

that the volumetric productivity, which is the quantity of interest in connection with heterol-

ogous protein production, has a very distinct maximum at the critical dilution rate. Thus, in

order to ensure optimal productivity, it is necessary to operate at (or very close to) the critical

dilution rate. Even small changes in the dilution rate results in a significant decrease in the

volumetric productivity. The reason for the very distinct optimum is that the protein

production is related to biomass production, which also decreases drastically around the

critical dilution rate.
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7.3.3 The Influence of Temperature and pH

The reaction temperature and the pH of the growth medium are other process

variables with a bearing on growth kinetics. It is normally desired to keep both of

these variables constant (and at their optimal values) throughout the fermentation

process – hence they are often called culture parameters to distinguish them from

other variables such as reactant concentrations, stirring rate, oxygen supply rate,

etc., which can change dramatically from the start to the end of a fermentation. The

influence of temperature T and pH on individual cell processes can be very

different, and since the growth process is the result of many enzymatic processes

the influence of both temperature and pH on the overall bioreaction is quite

complex.

Large industrial bioreactors present greater control problems than laboratory

reactors, and the economic consequences of unscheduled excursions in pH and

temperature during a large-scale production process are significant. Hence, the

investment in expensive multilevel pH and T control adds substantially to the total

reactor investment. The control algorithms are sometimes quite complex since the

optimum pH and T may change during the process – e.g., from an initial biomass

growth phase to a production phase in which a secondary metabolite is produced.

The influence of temperature on the maximum specific growth rate of a micro-

organism is similar to that observed for the activity of an enzyme: An increase with

increasing temperature up to a certain point where protein denaturation starts, and a

rapid decrease beyond this temperature. For temperatures below the onset of protein

denaturation, the maximum specific growth rate increases in much the same way as

for a normal chemical rate constant:

mmax ¼ A exp � Eg

RT

� �
; (7.28)

A is a constant and Eg is the activation energy of the growth process. Assuming

that the proteins are temperature-denatured by a reversible chemical reaction with

free energy change DGd and that denatured proteins are inactive, one may propose

(Roels 1983) an expression for mmax that is closely related to the Hougen–Watson

expression for catalyst activity in classical reaction engineering:

mmax ¼
A exp �Eg=RT

� �
1þ B exp �DGd=RTð Þ : (7.29)

Figure 7.9 is a typical Arrhenius plot (reciprocal absolute temperature on the

abscissa and log m on the ordinate) for E. coli. The linear portion of the curve

between approximately 21 and 37.5�C is well represented by (7.28), while the

sharp bend and rapid decrease of the specific growth rate for T > 39�C shows the

influence of the denominator term in (7.29). Table 7.5 lists the parameters found by

fitting themodel in (7.29) to the data in Fig. 7.9. The results of themodel calculations
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are shown as lines on the figure. Esener et al. (1981a) also applied (7.29) to describe
the influence of the temperature on the maximum specific growth rate of Klebsiella
pneumoniae, and the resulting parameters are also included in Table 7.5. It is

observed that in the low temperature range, the influence of the temperature

is stronger for K. pneumoniae than for E. coli, i.e., Eg is larger for K. pneumoniae
than for E. coli. On the other hand, denaturation of the proteins is much more

temperature-sensitive in E. coli than in K. pneumoniae. Figure 7.9 also illustrates

the general observation that the maximum specific growth rate is always lower for

growth on a minimal medium compared with growth on a complex medium. The

parameter A is smaller for growth on the glucose-minimal medium than for growth

on the glucose-rich medium, and A is therefore not a characteristic parameter for the

individual strain but rather a function of the medium composition. Eg is the same for

the two media, and it may therefore be a characteristic parameter for a given strain.

The model presented above for the temperature influence on the maximum

specific growth rate has a reasonable physical interpretation, and with some confi-

dence it can also be used to express the temperature dependence of rate constants in

structured models for cellular kinetics. One important aspect not considered is the

influence of temperature on maintenance processes, which are normally temper-

ature dependent. An expression similar to (7.29) can be used, but the activation

0,1

1

10

3 3,1 3,2 3,3 3,4 3,5 3,6

1000/T (K-1)

S
p

ec
if

ic
 g

ro
w

th
 r

at
e 

(h
-1

)

Fig. 7.9 The influence of

temperature on the maximum

specific growth rate of

Escherichia coli. The circles
represent growth on a

glucose-rich medium, and the

squares represent growth on a
glucose-minimal medium.

The lines are calculated using

the model in (7.29) with the

parameters listed in Table 7.5.

The data are taken from

Herendeen et al. (1979)

Table 7.5 Model parameters in mmax (T), (7.29) for Klebsiella pneumoniae and for Escherichia
coli (both for a rich and a for a minimal glucose medium)

Parameter K. pneumoniae E. coli (rich) E. coli (min)

Eg 86 58 58 kJ mol�1

DGd 288 550 – kJ mol�1

A 5.7 � 1014 1.0 � 1010 6.3 � 109 h�1

B 1.4 � 1048 3.0 � 1090 – –
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energy of the maintenance processes is likely to be different from that of

the growth process. Thus, the relative rate of the two processes may vary with the

temperature.

The influence of pH on cellular activity is determined by the sensitivity of the

individual enzymes to changes in the pH. Enzymes are normally active only within

a certain pH interval, and the total enzyme activity of the cell is therefore a complex

function of the environmental pH. As an example, we shall consider the influence of

pH on a single enzyme which is assumed to represent the cell activity. The enzyme

exists in three forms: e$ e� þ Hþ $ e2� þ 2Hþe� is taken to be the active form

of the enzyme while the two other forms are assumed to be completely inactive.

K1 and K2 are the dissociation constants for e and e�, respectively. The fraction of

active enzyme e� is calculated to be:

e�

etot
¼ 1

1þ ½Hþ	=K1 þ K2=½Hþ	 : (7.30)

The enzyme activity is proportional to e�, k ¼ kee
�, and if the activity of the cell

as such is determined by the activity of this particular enzyme, the maximum

specific growth rate is:

mmax ¼
ketot

1þ ½Hþ	=K1 þ K2=½Hþ	 : (7.31)

Although the dependence of cell activity on pH cannot possibly be explained

by this simple model, it is, however, found that (7.31) gives an adequate fit for many

microorganisms, as illustrated in Fig. 7.10, where data are shown for Aspergillus
oryzae. From the profiles of the maximum specific growth rate as a function of pH,

it is observed that the optimum is relatively flat. The cell activity does not change

much when pH is moved one unit away from the optimum, but larger deviations

from the optimum pH leads to drastic reductions in the microbial activity.
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Fig. 7.10 The influence of

pH on the maximum specific

growth rate of the filamentous

fungus Aspergillus oryzae.
The line is simulated using

(7.31), K1 ¼ 4 � 10�3,
K2 ¼ 2 � 10�8, and
ketot ¼ 0.3 h�1
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The simulation in Fig. 7.10 is based on the naı̈ve assumption that the intracellular

pH sensed by the enzymeswould be equal to the extracellular pH. However, it is well

known that microbial cells have a remarkable ability to maintain the intracellular pH

at a constant level even with large variations in the pH of the extracellular medium,

but only at the expense of a significant increase in the maintenance demands, since

Gibbs free energy has to be used for maintaining the proton gradient across the

cell membrane. This ability of the microbial cells to function at suboptimal environ-

mental pH may, however, be compromised by the presence of uncoupling agents,
e.g., organic acids (see Sect. 7.7). At a low extracellular pH, organic acids present in

the medium may be transported by passive diffusion into the cell, where they are

dissociated at the higher intracellular pH. The protons have to be pumped back to

the extracellular medium, and this requires a considerable amount of ATP, which

would otherwise be utilized for growth or for other useful purposes. At high

concentrations of the undissociated acids, the cell machinery breaks down with

fatal outcome for the cell.

7.4 Simple Structured Models

In Sect. 7.3.2, the first steps were taken to include more biochemistry and biology in

the interpretation of cell growth and product formation. It was recognized that

maintenance was a separate biological process, different from ab initio cell growth,

and that the catabolism of glucose in aerobic yeast growth can lead to different

metabolic end products. In Sect. 7.4, we continue to introduce more structure into

the kinetics of cell growth. By doing so, the kinetic expressions will become more

accurate, but first of all we shall gain more insight into the dynamics of cellular

processes. At first, the elements of structure invoked in the modeling will be of a

very general character, such as the recognition of a pattern in cell growth which

indicates that synthesis of “active” biomass will be the precursor of growth of cell

mass as such. This leads to an understanding that catabolism and anabolism work

with different time constants, and one can interpret the rapid transients in metabo-

lite production rates that occur right after a shift in the environment of the cell

culture. The design of process control equipment for bioreactors is greatly

improved by this new insight.

One should harbor no illusion that the simple structured models of this section

can explain the really astonishing kinetic processes that, as explained in Sect. 7.5,

are involved in the shift from growth on one sugar to growth on another sugar or the

mechanism of active transport processes across the cell membrane in Sect. 7.7.

To understand these processes, one must rely on far deeper sources of biological

insights. But at least the simple structured models open horizons beyond the

unstructured models of the Monod type, and they help us to appreciate the rich

nature of biological processes.

In simple structured models, biomass components are lumped into a few key

variables – the vector X of Sect. 7.2 – that, hopefully, are representative of the cell
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behavior. Hereby, the microbial activity becomes not only a function of the abiotic

variables, which may change with very small time constants, but also on the much

slower change of cellular composition. The microbial activity becomes a function

of the history of the cell culture, i.e., on the environmental conditions, that it has

experienced in the past. The cellular components included in the model represent

pools of different enzymes, metabolites, or other cellular components. The cellular

reactions of these models are still empirical since they do not represent the

conversion between true components. Therefore, the kinetics for the individual

“reactions” may be described by empirical expressions, of a form that fits the

experimental data with a small number of parameters. Monod-type expressions

are often used; since as explained in the verbal models of Sect. 7.1, they summarize

some fundamental features of most cellular reactions.

Despite their empirical nature, simple structured models are normally based on

well-established cell mechanisms, and they are able to simulate certain features of

experiments quite well. In the following, we consider two different types of simple

structured models, namely, compartment models and cybernetic models.

7.4.1 Compartment Models

In compartment models, the biomass is divided into a few compartments or

macromolecular pools. These compartments must be chosen with care, and cell

components with similar function should be placed in the same compartment.

All membrane material and otherwise rather inactive components are placed in

one compartment, and all active materials in another compartment. If some thought

is put into this crude structuring process, one may regard individual, true cell

components, which are not accounted for in the model, as being either in a frozen

state or in pseudo-steady-state, i.e., with very long or very short relaxation times

compared with the time constants for the change in environment.

With the central role of the protein synthesizing system (the PSS) in cellular

metabolism, this is often used as a key component in simple structured models.

Besides a few enzymes, the PSS consists of ribosomes (Ingraham et al. 1983), which
are made up of 60% ribosomal RNA and 40% ribosomal protein. The ribosomal

RNA constitutes more than 80% of the total stable RNA in the cell (see Note 7.3),

and the level of the ribosomes is easily identified through measurements of the RNA

concentration in the biomass. The RNA content of E. coli increases approximately

as a linear function of the specific growth rate at steady-state conditions, and a

similar observation is made for other microorganisms (see Fig. 7.11). Thus, the level

of the PSS is well correlated with the specific growth rate, and there is no doubt that

XPSS (or XRNA) is a good representative of the state of activity of the cell. As seen

from the chemostat experiments in Fig. 7.12, where the RNA concentration is

measured in Lactococcus cremoris (Lactococcus lactis) together with the biomass

concentration during the transient from one steady state to another steady state,

a linear correlation between XRNA and m seems to hold throughout the transient.
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Fig. 7.12 Measurements of the RNA content of Lactococcus cremoris and of the specific growth

rate in a glucose-limited chemostat. The chemostat is at steady state at the dilution rate of

0.075 h�1 during the first 4.3 h of monitoring. Hereafter, D is changed to 0.409 h�1. The specific
growth rate m is calculated from the biomass concentration profile (data not shown), and it is noted

that the m profile closely mimics the RNA profile with an overshoot before it settles down at the

new D value. The glucose concentration profile is also shown. At D ¼ 0.075 h�1, s ¼ 5.5 mg L�1

and after a large excursion (to 0.75 g L�1), the glucose concentration again decreases to a low

steady-state value of 10 mg L�1 at D ¼ 0.409 h�1. Note the dramatic dependence of the RNA

content of cells on glucose concentration in the low concentration range s ~ 5–10 mg L�1.
The data are taken from Benthin et al. (1991)
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Most simple structured models are based on a division of the cell into an active

and an inactive part, where the PSS is always included in the active part of the cell

(Nielsen and Villadsen 1992). In some models, the DNA content of the cell, XDNA,

is also taken to be part of the active cell compartment. Except as a possible

determinant for the rate of RNA synthesis, XDNA has little to do with the growth

of cells, and as discussed in Note 7.4 the DNA is perhaps better placed in the

inactive cell compartment.

Note 7.3 Stable and unstable RNA. In microbial cells, there are three types of RNA:

1. Ribosomal RNA (rRNA)

2. Transfer RNA (tRNA)

3. Messenger RNA (mRNA)

Both rRNA and tRNA are fairly stable, whereas mRNA typically has a half-life of

1–2 min [1.3 min is an average value for E. coli (Ingraham et al. 1983)]. For an E. coli cell
at a specific growth rate of 1.04 h�1, the relative content of the three types of RNA is: 5%

mRNA, 18% tRNA, and 77% rRNA (see Table 2.3), and the relative content of stable RNA

(tRNA plus rRNA) is therefore 95%. With the extremely low half-life of mRNA, this will

normally not be included in the RNA measured by standard techniques [see, e.g., Benthin

et al. (1991)], and the data specified for RNA measurements therefore represents the sum of

tRNA and rRNA. With the values specified above, it is found that rRNA accounts for

approximately 80% of the total measured RNA, and measurements of RNA can therefore

be considered a good estimate for the ribosome level in the cell.

Whereas the content of stable RNA increases with the specific growth rate (see Fig. 7.11),

the tRNA content decreases with the specific growth rate. Thus, the relative content of tRNA

is higher than 18% at specific growth rates below 1.04 h�1. However, tRNA is a small

fraction of the total RNA and even at very low specific growth rates it constitutes less than

25% of the total RNA (Ingraham et al. 1983). Hence, the stable RNA content of the cell is

reasonably taken to be proportional with the ribosome level.

Note 7.4 What should be positioned in the active compartment of a simple structured
model?. When the cell is divided into an active and an inactive part, it is necessary to define

which biomass components should be considered active and which should be considered

inactive. Most of the biomass components are involved in the overall growth process, and the

only truly inactive components are structural material such as membranes or the cell wall.

Thus, for most microorganisms, the inactive part of the cell is small. There are, however, a

larger number of components that do not participate directly in the growth process, and

furthermore for a number of components their concentration does not influence the overall

growth kinetics. An example is DNA, which is of course essential for growth, but it is not an

active component since it does not synthesize new material by itself. It is rather the

polymerases that synthesize new DNA and mRNA which are active components, but these

are present in very low concentrations and do not play a key role in regulation of DNA

transcription and gene expression.

The compartment model concept is based on an assumption of a constant composition

of the individual macromolecules within each compartment. With only two compartments,

one active and the other inactive, one has to make a very rough partition of the components,

and this partition cannot be expected to hold under all operating conditions. However,
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macromolecules that decrease or increase with. the dilution rate in approximately the same

fashion should be put in the same compartment.

A conceptual problem with the division of the cell into two parts is that many active

components are placed in the inactive compartment. The tRNA is found to have a constant

ratio to DNA at different specific growth rates and should therefore be included in the same

compartment as the “inactive” DNA. However, tRNAs are strongly involved in protein

synthesis and are therefore active compounds. Similarly, many non-PSS proteins that are

involved in the primary metabolism, e.g., enzymes involved in the EMP pathway and TCA

cycle, are obviously active even though they are positioned in the inactive compartment.

The words active and inactive should therefore not be interpreted in a strict sense, but rather

according to the following verbal rule: The size of the active compartment increases with and
is linearly correlated with the specific growth rate, whereas the size of the inactive compart-
ment decreases with the specific growth rate.

The first simple compartment models were formulated independently by

Ramkrishna et al. (1967) and by Williams (1967). The partition of cell components

into two compartments was different in the two studies of which that of Williams (as

corrected by Fredrickson (1976)) and of Roels and Kossens (1978) is outlined below.

Williams included small precursors and ribosomes in one compartment

designated as the A (or active) compartment. All macromolecules such as protein

and DNA were pooled in another compartment, the G compartment. Using the

nomenclature introduced in Sects. 7.2.1 and 7.2.2, synthesis of A from S, of G

from A, and a first-order decay of G to replenish the precursors and the active parts

of A is described, respectively, by the stoichiometry and the production rate

of (7.32a)–(7.32c).

g11XA � S ¼ 0; v1 ¼ k1
s

sþ Ks

; (7.32a)

g22XG � XA ¼ 0; v2 ¼ k2XAXG; (7.32b)

XA � XG ¼ 0; v3 ¼ k3XG: (7.32c)

With this definition of the compartments, A is certainly an active part of the cell,

and the rate of formation of G must depend on the size of A. The role of the G

compartment is less clear. Most of the G compartment is probably inactive, but

a constant fraction of G may contain enzymes necessary for the growth of G.

This must be the reason why Williams postulated that the rate of growth of XG is

proportional to both XA and XG, as in (7.32b). In (7.32a), a Monod-type dependence

of the substrate concentration s is used for the rate of formation of A.

In analogy with the models of Roels and Kossens (1978), Nielsen et al. (1991a, b)
proposed a simple two-compartment model for simulation of the growth of lactic

acid bacteria. The LAB model has been used and expanded in many later

publications, and a simplified version of the model is discussed in Example 7.6,

while the application of (modified) Williams model of (7.32a)–(7.32c) is shown in

Example 7.5.
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Example 7.5 Analysis of the model of Williams. Based on (7.32a)–(7.32c), one can obtain:

A ¼
�1
0

0

0
@

1
A; G ¼

g11 0

�1 g22
1 �1

0
@

1
A: (1)

Using (7.11), one can obtain the specific growth rate rx ¼ m:

m ¼ g11 �1 1ð Þ 

v1

v2

v3

0
B@

1
CAþ 0 g22 �1ð Þ 


v1

v2

v3

0
B@

1
CA

¼ g11v1 � 1� g22ð Þv2;

(2)

m ¼ g11k1
s

sþ Ks
� 1� g22ð Þk2XAXG: (3)

The third reaction does not contribute to the specific growth rate since its sole function is

to recycle biomass. Using (7.14), we obtain the dynamic mass balance for the active

compartment:

dXA

dt
¼ g11k1

s

sþ Ks

� k2XAXG þ k3XG � mXA: (4)

Since XG ¼ 1 � XA, the following relation is the final result for steady-state chemostat

operation:

XA ¼ 1

g22k2
Dþ k3ð Þ: (5)

Clearly, the model predicts that XA increases with D, as it should according to Fig. 7.11,

since the A compartment contains the PSS. If the parameters in the correlation are estimated

from the experimental data, k3 is found to be 0.5 h�1, which as pointed out by Esener et al.

(1982) is far too high to be reasonable. The rather arbitrarily postulated kinetics is probably

the reason for the inaccurate result. From (5), it follows that if degradation of the G

compartment is not included (i.e., k3 ¼ 0), the model predicts XA ¼ 0 when D ¼ 0 h�1.
This does not correspond with the experimental data of Fig. 7.11 since even resting cells

(m ¼ 0) must have ribosomes on stand-by if they are to develop into actively growing cells.

Thus, the degradation of G compartment to active A compartment is taken to be the

mechanism that ensures that some A compartment is present at m ¼ 0. Despite

the inconsistencies of the Williams model, it gives a far better description of a fed-batch

fermentation with K. pneumoniae than a traditional Monod model including maintenance

(Esener et al. 1981b, c; Esener et al. 1982), and the number of parameters is not higher than

what can be estimated from steady-state growth measurements.

J€obses et al. (1985) also applied the modified Williams model for the analysis of

fermentations with Zymomonas mobilis. The experimental data for substrate uptake at

different specific growth rates in a steady-state chemostat indicate a nonlinear increase

in the volumetric glucose uptake rate qs (grams of glucose per liter per hour) with D.
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This cannot be described by a traditional unstructured model, but the two-compartment

model fits the experimental data well.

Example 7.6 Two-compartment model for lactic acid bacteria. Nielsen et al. (1991a, b)
presented a two-compartment model for the lactic acid bacterium Lactococcus cremoris
(now renamed L. lactis). The model is a progeny of the model of Williams with a similar

definition of the two compartments:

• Active (A) compartment contains the PSS and small building blocks

• Structural and genetic (G) compartment contains the rest of the cell material

The model considers both glucose and a complex nitrogen source (peptone and yeast

extract), but in the following presentation we discuss the model with only one limiting

substrate (glucose). The model includes two reactions for which the stoichiometries are:

g11XA � S ¼ 0; (1)

g22XG � XA ¼ 0: (2)

As in the Williams model, the first reaction represents conversion of glucose into small

building blocks in A compartment, and these are further converted into ribosomes. The

stoichiometric coefficient g11 can be considered as a yield coefficient since metabolic

products (lactic acid, carbon dioxide, etc.) are not included in the stoichiometry. In the

second reaction, building blocks present in A compartment are converted into macromolec-

ular components of G compartment. In this process, some by-products may be formed, and

the stoichiometric coefficient g22 is therefore slightly smaller than 1. It is assumed that the

formation of macromolecules is the rate-controlling process in the formation of both the A

and G compartments, and the kinetics of the two reactions therefore has the same form, i.e.,

vi ¼ ki
s

sþ Ks;i
XA; i ¼ 1; 2; (3)

vi is assumed to be a function of the glucose concentration (the carbon and energy source)

and proportional to the concentration of the active compartment (the catalyst for the

formation of biomass). From (7.11), the specific growth rate for the biomass is found to be:

m ¼ g11 �1ð Þ 
 v1
v2

� �
þ 0 g22ð Þ 
 v1

v2

� �
¼ g11v1 � 1� g22ð Þv2: (4)

Inserting the kinetic expressions for v1 and v2, one can obtain:

m ¼ g11k1
s

sþ Ks;1
� 1� g22ð Þk2 s

sþ Ks;2

� �
XA: (5)

The specific growth rate is seen to be proportional to the size of the active compartment.

The substrate concentration s influences the specific growth rate both directly and indirectly

by also determining the size of the active compartment. The influence of the substrate
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concentration on the synthesis of the active compartment can be evaluated through the

ratio v1/v2:

v1
v2
¼ k1

k2

sþ Ks;2

sþ Ks;1
: (6)

If Ks,1 is larger than Ks,2, the formation of XA is favored at high substrate concentration,

and it is hereby possible to explain the increase in the active compartment with the specific

growth rate.

Consequently, when the substrate concentration increases rapidly, there are two effects on

the specific growth rate:

• A fast increase in the specific growth rate, which results from an increase of s/(s + Ks,1)

with s. The time constant for the increase of s in the medium is small compared to the time

constant for the growth process (see Fig. 7.12).

• A slow increase in the specific growth rate, which is a result of a slow build up of the

active part of the cell, i.e., additional cellular synthesis machinery has to be formed in

order for the cells to grow faster.

This is illustrated in Fig. 7.13 which shows the biomass concentration in two independent

wash-out experiments. In both cases, the dilution rate was shifted to a value (0.99 h�1) above
the wash-out dilution rate (0.55 h�1), but in one experiment the dilution rate before the shift

was low (0.1 h�1) and in the other experiment it was high (0.5 h�1). The wash-out profiles are
seen to be very different, with a much faster wash-out when the shift is from a low dilution

rate. When the dilution rate is changed to 0.99 h�1, the glucose concentration increases

rapidly to a value much higher than Ks,1 and Ks,2, and this allows growth at the maximum

rate. However, when the cells have been grown at a low dilution rate, the size of the active
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Fig. 7.13 Measurement of the biomass concentration for two transient experiments in a glucose-

limited chemostat cultures with Lactococcus cremoris. The dilution rate was shifted from an initial

value of 0.10 h�1 (filled triangle) or 0.50 h�1 (filled square) to 0.99 h�1, respectively. The biomass

concentration is normalized by the steady-state biomass concentration before the step change in D
at time zero. The lines are model simulations. The data are taken from Nielsen et al. (1991b)
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compartment is not sufficiently large to allow rapid growth, and XA therefore has to be built

up before the maximum specific growth rate is attained. On the other hand, if the cells have

been grown at a high dilution rate, XA is already near its maximum value and the cells

immediately attain their maximum specific growth rate. It is observed that the model is able

to correctly describe the two experiments (all parameters were estimated from steady-state

experiments), and the model correctly takes account of the previous history of the cells.

The Nielsen et al. model also includes the formation of lactic acid, and the kinetics was

described with a rate equation similar to (3). Thus, the rate of lactic acid formation increases

when the activity of the cells increases, and hereby it is ensured that there is a close coupling

between formation of this primary metabolite and growth of the cells.

It is interesting to note that even though the model does not include a specific maintenance

reaction, it can actually describe a decrease in the yield coefficient of biomass on glucose at

low specific growth rates. The yield coefficient is given by:

Ysx ¼ g21 1� 1� g22ð Þ k2
k1

sþ Ks;1

sþ Ks;2

� �
: (7)

Since Ks,1 is larger than Ks,2, the last term in the parenthesis decreases for increasing

specific growth rate, and the yield coefficient will therefore also increase for increasing

substrate concentration.

The presented two-compartment model, which solves some of the conceptual problems

with the Williams model, has also been extended for the description of recombinant E. coli
fermentations (Nielsen et al. 1991c; Strudsholm et al. 1992).

Simple structured models can be set up in many different ways, and if the model

reflects some basic tenets of the true physiological response of the culture to

changes in the environment, the dynamic behavior of the culture is well described.

The LAB model of Example 7.6 is one example. Its main asset is the qualitative

insight obtained from the metabolism of the organism.

Duboc et al. (1998), in a study of continuous anaerobic (on glucose) and aerobic
(on glucose or ethanol) S. cerevisiae cultivation, proposed that after a sudden

change in dilution rate, catabolism and anabolism became virtually decoupled.

Only after several hours of further cultivation, would the rate of the two basic

cell processes again become equal, and a new steady state was reached.

Figure 7.14a shows the result of a sudden change of dilution rate from steady-

state anaerobic cultivation atD ¼ 0.053 h�1 to transient cultivation atD ¼ 0.25 h�1.
Figure 7.14b shows the net specific rate rcat of catabolism measured by the rate

of CO2 production and of anabolism rx measured as the rate of biomass formation.

Themaximumspecificgrowth rate of the culturewasmeasured tommax ¼ 0.39h�1.
Up to the change of D, the culture had grown with only 0.053/0.39 ¼ 14% of its

catabolic (and anabolic) machinery active. After the change ofD, the active machin-

ery can potentially change to 0.25/0.39 ¼ 64% of full capacity. The striking feature

of Fig. 7.14a is that the catabolic machinery has a certain “hidden” activity which

immediately comes to life as soon as the glucose level in the chemostat increases.

This hidden capacity is almost 35% of the possible activity change between the

two steady states.
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The anabolic reaction rate starts at its value for the steady-state rate at D ¼
0.053 h�1 and slowly increases (with a considerably larger time constant tx) toward
the new steady-state value which is equal to that of the catabolic reaction.

The model with only three parameters, the two time constants tcat and tx and
the jump in catabolic activity at time zero, is typical of simple structured models.

All catabolic and all anabolic reactions are lumped into just two representative

reactions, but the dynamic behavior of the yeast culture is simulated quite well, both

for anaerobic and aerobic cultivation.

Fig. 7.14 (a) Ethanol, biomass, and glucose concentrations, and the rate of CO2 formation in an

anaerobic yeast cultivation where D is changed from 0.053 to 0.25 h�1. Lines are model

simulations. (b) Rates of catabolism and of anabolism after the change of D. The rates are

normalized to that obtained at steady state for D ¼ 0.25 h�1tcat ¼ 2.5 h�1 while tx ¼ 3.2 h�1.
Data from Duboc et al. (1998) (with permission)

7.4 Simple Structured Models 309



The LAB cultivation of Fig. 7.12 can be described by a similar model. Here, the

measured increase of the intracellular component RNA is a representative for

the rate of the anabolic reactions.

It should finally be emphasized that no embellishment of Monod-type models

could ever explain the dynamic responses of Figs. 7.12 and 7.14. The unstructured

models are, as explained before, unable to simulate anything but cultivations at a

metabolic steady state.

In Fig. 7.15, another simple structured model was used to explain the results of

a transient experiment. Here, two enzymes, lactate dehydrogenase (LDH) and

pyruvate-formate lyase (PFL) – Fig. 2.5a, b, and Sect. 5.1.1 – were picked out for

further study.

The transient experiments of Fig. 7.15 describe what happens after a shift down

of D from 0.49 h�1 for t < 0 to 0.095 h�1 for t > 0. Before the shift, the glucose

concentration in the effluent from the chemostat was 6 g L�1 (an amino acid was

the limiting substrate) and x ¼ 0.63 g L�1. After the shift, the biomass concentra-

tion increases to a steady-state value of 1.63 g L�1 (since the dilution rate is much

smaller) and the lactic acid concentration increases due to the increasing value of x.
The specific growth rate, determined from the slope of ln x versus t for 0 < t

< 3 h, is 0.28 h�1, a value between the two steady state D values. At t ¼ 3 h, the

glucose concentration has decreased to a value below that where heterolactic

Fig. 7.15 Change from homolactic to heterolactic fermentation. Upper panel: The dilution rate is
changed from 0.49 to 0.095 h�1 at t ¼ 0. For t ¼ 3 h, the glucose is exhausted, and the HLac

concentration (plus symbol) in the effluent decreases, while that of formic acid (open circle), of
HAc (open square), and of ethanol (multiplication symbol) increases. The biomass concentration

(open triangle) increases from 0.63 to 1.63 g L�1 due to the lower value of D ¼ m at the end of the

transient. Lower panel: During the experiment, the LDH concentration in the cells (¼relative
activity of LDH) decreases, and that of pyruvate-formate lysase (PFL) increases. (LDH: filled
square, PFL: filled circle). Data from Melchiorsen et al. (2001) (with permission)
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fermentation sets in. The concentrations of formic acid, ethanol, and acetic acid

(pf ¼ 2pHAc and 2pe) increase, while the lactate concentration decreases.

New steady-state values of pHLac, pf, pHAc, and pe are reached after approxi-

mately 40 h.

The figure also shows that during the transient, the LDH activity in the cells

decreases by a factor of 3 while that of PFL increases by about the same factor.

It is seen that the cells also had a “hidden capacity” for heterofermentative

behavior at t ¼ 0 where none of the mixed acid fermentation products were present

in the outlet, while the PDF activity (and hence the rate of HLac formation) does not

decrease to 0 even after 50 h at the very low value of D.
When a corresponding shift-up experiment (from D ¼ 0.10–0.50 h�1) is

conducted, the effluent concentration of all the mixed acid metabolic products

decrease exponentially from t ¼ 0. Here, the PFL is completely inhibited from

the start, and the concentration of the inhibited enzyme in the cells decreases

through dilution.

The experiment illustrates some basic concepts of enzyme inhibition (the activity

of the PFL is 0 for t < 0 although the cell contains the enzyme) and of enzyme

repression/induction (the rate of PDH production in the cells decreases while the

rate of PFL synthesis increases) leading to cells with lower PDH content and higher

PFL content in the effluent from the chemostat.

Also, the time profiles for both metabolites and enzymes are well simulated

using a model with one time constant, and with the enzyme levels at the two steady

states and the jump in activity of PFL as extra parameters.

7.4.2 Cybernetic Models

Most academic fermentation studies are made with only a single carbon source,

but sometimes the substrate has several carbon-containing components that can

sustain growth. The leavening of bread in the bakery is a well-known example.

The dough contains both glucose from hydrolyzed starch and maltose, and there are

two distinct phases of the leavening process: First CO2 is produced due to

glucose metabolism, next CO2 is produced from maltose when all the glucose has

been used up.

Modeling the sequential uptake of different substrates that serve the same purpose

in the microorganism, e.g., glucose and lactose, is difficult. Very often there are

several growth phases separated by lag-phases in which synthesis of enzymes

necessary for metabolism of the next substrate takes place. This is referred to as

diauxic growth with two substrates (triauxic growth with three substrates). The

sequential uptake of substrates is a consequence of complex regulatory structures in

the cell. The utilization of other carbon sources, galactose, lactose, maltose, sucrose,

ethanol, acetate, and carbohydrate polymers is repressed by the presence of glucose

(glucose repression, or in more general terms catabolite repression). The reason is
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that glucose is the preferred substrate for most organisms as it supports rapid

growth, and the microorganism will therefore attempt to use this carbon and

energy source first. Some of the characteristics of microbial growth on sequentially

metabolized substrates are compiled in Table 7.6. They capture in a simple

fashion the overall consequences for the sequential utilization of carbon and energy

sources as a result of the complex regulatory mechanisms behind carbon catabolite

repression.

Ramkrishna and coworkers have developed an ingenious modeling concept,

originally applied to describe the growth on substitutable carbon and energy

sources. Their concept was called cybernetic modeling (cybernetic ¼ “guided”

(from Greek)), and the hypothesis in cybernetic models is that the organism

allocates its resources, i.e., its cellular machinery, to optimize growth (Ramkrishna

1982; Kompala et al. 1984). Since there is no direct way of confirming whether

microorganisms really optimize the allocation of their resources toward growth, the

cybernetic models should be accepted on the same basis as other simple structured

models: They provide a good modeling framework that can be used to simulate

growth on multiple substrates and hereby be used for the design of fermentation

processes.

The basic idea of the cybernetic model is that one key enzyme plays a bottleneck
role in the growth of any particular substrate, and this key enzyme must be

synthesized before growth can occur on that substrate. In reality, the “key enzyme”

may represent several enzymes, e.g., lactose permease and b-galactosidase in case

of lactose metabolism.

The reaction scheme for the growth process on each substrate can therefore be

summarized by the following three reactions:

giX � Si ¼ 0; vi ¼ r�i wi ¼ ki
si

si þ Ki
XEi

wi; (7.33)

XEi
� X ¼ 0; vEi

¼ kE;i
si

si þ KE
i

ui; (7.34)

X � XEi
¼ 0; vdeg;i ¼ kdeg;iXEi

: (7.35)

Table 7.6 Characteristics of microbial growth on truly substitutable substrates (Ramkrishna et al.

1987)

1. Given multiple substrates, microorganisms prefer to utilize the substrate on which they can

grow the fastest. This results in sequential utilization of the substrates in a batch culture

2. Sequential utilization may turn into simultaneous utilization when another substrate, e.g., the

nitrogen source, becomes limiting

3. Even during simultaneous utilization of multiple substrates, the specific growth rate is never

higher than that which can be obtained with growth on any substrate alone

4. If during growth on a “slower” substrate, a “faster” substrate is added to the medium, the

growth on the slower substrate quickly stops

5. In continuous cultures, multiple substrates are consumed simultaneously at low dilution rates,

while the faster substrate is preferentially consumed at high dilution rates
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The index i indicates the substrate, and the model may consider N different

substrates. The first set of reactions (7.33) is the formation of all biomass

components except the enzyme Ei used for uptake of the ith substrate, and the second
set of reactions (7.34) is the formation of the particular enzyme. The enzymes are

synthesized from the general biomass compartment. Finally, the third set of

reactions represents degradation of enzymes. In the model, the “potential” substrate

uptake rate is given by ri
*, i.e., the substrate uptake rate that occurs when there

is no limitation in the enzyme system involved in substrate uptake. The kinetics

for the potential substrate uptake is described by Monod kinetics. Similarly, the

formation of the key enzymes is given by Monod-type expressions with respect to

the substrate. Degradation of the enzyme is described by a first-order reaction.

The production of the ith enzyme cannot proceed without some critical cellular

resources, whichmust be suitably allocated for different enzyme synthesis reactions.

This feature is included in the kinetics through the cybernetic variable ui, which may

be regarded as the fractional allocation of resources for the synthesis of the ith
enzyme, and it can be interpreted as a controller of the enzyme production. The

kinetics for substrate assimilation (and hereby biomass growth) is determined by

another cybernetic variable wi. This variable ensures that the growth takes place

primarily on the best-suited substrate, and it may be interpreted as a control

mechanism at the enzyme level. It is doubtful whether there are control mechanisms

that work directly on the transport enzyme, but with the complex interactions

between different intracellular pathways it is reasonable to include this control

function in the model.

The definition of the two cybernetic variables ui and wi is completely based on

empiricism, and the key to success is to make a reasonable choice. Kompala, one of

the first to work with Ramkrishna on what was then regarded as a viable way

of working around the complexity, or even the lack of knowledge of the cell

regulatory system, concluded that the following definitions gave the best fit to

experiments (Kompala et al. 1986):

ui ¼ r�iPN
j¼1

r�j

; (7.36)

wi ¼ r�i
maxjðr�j Þ

: (7.37)

The definition of the cybernetic variable ui in (7.36) is based on the so-called

matching law model, which specifies that the total return from the allocation of

resources to different alternatives is maximized when the fractional allocation

equals the fractional return. Hence in the cybernetic model, the resources are

allocated for the synthesis of that enzyme which gives the highest specific growth

rate (or highest m). Originally, the cybernetic variable wiwas also defined according

to the matching law model, but the definition in (7.37) is superior to the double
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matching law concept – especially for the description of simultaneous metabolism

of two equally good substrates where the double matching concept predicts a

specific growth rate that is only half of that obtained on each substrate.

Using the definitions (7.33)–(7.37), the cybernetic model can handle both

diauxic and triauxic batch fermentations (Kompala et al. 1986). A major strength

of the cybernetic models is that all the parameters can be estimated on the basis

of experiments with the individual substrates, and thereafter the model does a good

job in fitting experiments with mixed substrates. Considering the large amount of

experimental data presented by Kompala et al. (1986) and the quantitatively correct
description of many experiments, it must be concluded that despite their rather

empirical nature cybernetic models are well suited for the description of growth on

truly substitutable substrates.

According to the model of Kompala et al. (1986), a biomass which in a

chemostat has been fed for a long time with only one carbohydrate should contain

transport enzymes only for uptake of this particular substrate. All other enzyme

systems would have been degraded or diluted to virtually zero. Thus, a pulse of

another carbohydrate added to the chemostat would not be consumed, but this is

contradicted by experimental observations. To account for this weakness in the

cybernetic model, Turner and Ramkrishna (1988) introduced a term for constitutive

enzyme synthesis with the rate kcon,i in the Kompala et al. model. The mass balance

for the ith enzyme is then given by (7.38):

dXEi

dt
¼ kE;i

si
si þ KE

i

ui � kdeg;iXEi
þ kcon;i � mXEi

: (7.38)

Now the microorganism has a latent capability to metabolize – at least at a low

rate – substrate different from that on which it is accustomed to grow.

Since the 1980s, cybernetic models of ever increasing complexity have been

proposed to simulate the results of much more complex phenomena than the

sequential uptake of two substrates. Young et al. (2008) and Song and Ramkrishna

(2010) are recent examples of how cybernetic models are ingeniously used in

metabolic pathway analysis to give a systems-level description of metabolic

control and to assess metabolic function with very limited data by so-called

hybrid cybernetic modeling. These new applications of cybernetic models, and of

simple structured models in general, give much insight into cell physiology, but

the limit of usefulness of these complex, but basically empirical models must be

in sight.

As seen in Sect. 7.5, trulymechanisticmodels have been developed during the last

30 years for a number of key processes in biology, and the parameters of these

models are now being determined by new experimental techniques that can capture

the rapid concentration changes of intracellular metabolites.

The future probably lies with these molecular-based models which, as

demonstrated, e.g., by Reuss et al. in a series of papers from about 1995, can

always be simplified when used in design problems as shown in Note 7.2.
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7.5 Derivation of Expression for Fraction of

Repressor-free Operators

Many complex regulatory structures operate in the living cell. A large majority of

these structures are as yet unknown or are only sketchily described. But some

processes, especially those of regulation and gene transcription, have been studied

at such depth during the last half of the twentieth century that their functioning on the

molecular level is now fully understood. This makes it possible to calculate the rate of

these processes based on mechanistic mathematical models, just as the rate of

enzymatic processes was calculated by stringent mathematical models in Chap. 6.

Cell processes that are fully understood on the qualitative, but mechanistical, level

are concerned with only small bits of the cell machinery, but a study of these models

will give hints on how other processes operate. The ultimate goal of modern biology

and its quantitative, model-based arm, systems biology, is to understand enough of

the cell processes to permit truly predictive models for the function of the entire cell

to be constructed. The so-called single-cell models developed in the late 1970s by

Shuler and coworkers (Shuler and Domach 1982; Domach et al. 1984) did permit

prediction of a great many phenomena during cell growth, but they could not include

regulatory mechanisms that were not fully understood 30 years ago. Peretti and

Bailey (1986, 1987) and Lee and Bailey (1984a, b, c, d, e) were in particular

interested in the effect on the host cell of plasmid insertion, and their models included

the quantitative protein synthesismechanism to be described in Sect. 7.5.1. In the new

century, the efforts continue to build complete cell models, or at least to construct

models, which in amechanistic way explain essential cell behavior such as the phases

of the cell cycle. The work is supported by the ever increasing fund of knowledge

available through bioinformatics and stored in gigantic data banks.

Gene transcription models aim at quantifying gene transcription based on know-

ledge of the promoter function. Among the best-studied promoters is the so-called

lac-promoter of E. coli, which takes part in regulating expression of genes that are

involved in lactose uptake. Understanding the regulation of this process represented a

major breakthrough in molecular biology, and the history of how the mechanisms

were unraveled is eloquently described in theNobel lecture of JacquesMonod (1965).

Since the late 1930s, Monod had studied the phenomenon of diauxie, the

sequential uptake of two sugars that both can serve as a substrate for the growth

of E. coli. Figure 7.16 (from Monod 1942) shows the sequential uptake of glucose

and lactose, one of the many systems he studied. Until all the glucose present in the

medium was consumed, lactose was neither taken up by the cell, nor hydrolyzed.

In the lag-phase between the two parts of the growth curve, the two enzymes

b-galactosidase (Lac Z) and b-galactoside-permease (Lac Y), responsible for,

respectively, the intracellular cleavage of lactose to one D-glucose and one

D-galactose molecule, and the transport of lactose to the cell, were synthesized

from a very low initial level, whereafter the second exponential growth phase starts.

During the 1950s, the process of lactose uptake was gradually understood,

and essentially the whole truth was revealed in the seminal paper by Jacob and

Monod (1961).
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Figure 7.17 shows the lac-operon1 and its control elements.

The operon consists of the three proteins Lac Z, Lac Y which are both essential

for the uptake of and metabolism of lactose, and a third protein Lac A,

thiogalactoside transacylase, which transfers acetyl (CH2¼CO) from AcCoA to

b-galactosides. Its function is as yet not quite understood.

Upstream of the operon are the control elements, the operator, and the promoter.

If there is no lactose available, the operon is strongly downregulated by a

regulatory protein, the lactose repressor. This is encoded by the lacl gene which

is located further upstream.

The lactose repressor binds very strongly to the short DNA sequence, the

lac-operatorwhich is just upstream of the operon. Transcription of the operon occurs

1An operon contains a cluster of genes that are all under the control of a single regulatory signal or

promoter. They are transcribed together onto a single RNA strand and can be translated together.

They also found both in prokaryotes and eukaryotes.

Fig. 7.16 Growth of

Escherichia coli on a mixture

of glucose and lactose (from

Monod 1942). Abscissa:

hours. Ordinate:

mg biomass L�1

op lacZ lacAlacYlacI

RNA
polymerase

cAMP CAP

+

+

β-galactosidase

Thio galactoside transacylase

Lactose permease

Repressor Inducer

Fig. 7.17 The lac-operon of Escherichia coli
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by means of the enzyme RNA polymerase which binds to the promoter in front of the

operon, but binding of the polymerase is largely prevented by the blocking of

the operator by the lactose repressor. Hence, mRNA for translation of the two

enzymes Lac Z and Lac Y (and Lac A) is synthesized in only minute amounts.

When lactose is fed to the medium, the tiny amounts of Lac Z and Lac Y take up

a small part of the lactose and convert it to an isomer form allolactose (the two

hexoses are connected through a 1,6-O-bridge, whereas in lactose the connection

is via a 1,4-O-bridge).

The allolactose binds to the 4-U allosteric lactose repressor and changes its form

such that it cannot bind to the operator. Now the RNA polymerase can bind to

the promotor and synthesis of the three enzymes starts. Gradually, the cell content

of Lac Z and Lac Y increases many fold, and exponential growth on lactose starts.

Another protein, CAP (catabolite activator protein), greatly enhances the binding

of RNA polymerase to the promoter if it is bound to the DNA at a position somewhat

upstream of the lac-promoter. But this binding does not take place unless the protein

is bound to cAMP (cyclic adenosine monophosphate), a molecule that signals a low

energy level of the cell. cAMP is present in concentrations inversely proportional to

the concentration of the preferred sugar, here glucose.

Consequently, the synthesis rates of the enzymes for lactose uptake and metab-

olism are greatly enhanced by the presence of the cAMP–CAP complex bound

close to the operon, but this enhancement is only effective when almost all the

glucose is gone.

It is reasonable that the cell does not waste metabolic energy to synthesize Lac Z

and Lac Ywhen there is no lactose present. Somewhatmore difficult to understand is

the reluctance to synthesize the enzymes when glucose is present. Lactose is, after

all, effectively converted to intracellular glucose + galactose (which is excreted to

the medium). Thus, lactose would serve the needs of the cell just as well as glucose.

Probably, the transport of glucose by means of the transmembrane protein glucose

permease is faster (or more efficient) than the transport of lactose through the

corresponding lactose permease, and the cell will not start to synthesize Lac Y

until all the glucose is used up.

The same preference for glucose relative to other sugars is seen in a vast number

of microorganisms. The regulation of the uptake system is different for different

organisms, but the regulatory system is well known, e.g., for S. cerevisiae.
Quite apart from helping us to understand quantitatively how fast a new trans-

port system for an important substrate is built up after the preferred substrate is

used up, the lac-promoter is also of substantial industrial interest as it is often

used to drive expression of heterologous genes encoding recombinant proteins

in E. coli.
In the following, a mechanistic model for the synthesis of the lac-operon will be

outlined. The model may contain parameters for which precise values are as yet

unknown, but experimental values for all the parameters will eventually be

obtained. The model structure is essentially correct and the physical interpretation

of the parameters is therefore quite clear.
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The model is concerned with a quantitative description of the two key processes:

• Control at the operator by a repressor protein (lactose as inducer )

• Carbon catabolite repression at the promotor (glucose as an inhibitor)

The repressor protein Xr has two binding sites – one site that ensures binding

to the operator (Xo) and one which may bind lactose (Slac). When lactose is

present its affinity for binding to the operator is significantly reduced, and tran-

scription of the genes by RNA polymerase is allowed. Consequently, lactose

serves as an inducer of transcription – or as formulated by Monod (1965) “the

action of the inducer is to repress the action of the repressor” – of the three genes

lacZ, lacY, and lacA.2 Other inducers are e.g. isopropyl-b-D-thiogalactoside,
abbreviated to IPTG.

Binding of the repressor protein to lactose and to the operator is given by (7.39)

with n ¼ 4 binding sites on the repressor.

The model (7.39) gives a simplified description of the true system since there

may be different binding affinities for the repressor protein depending on how

much lactose is bound to the protein (see Sect. 6.2.2 and Problem 7.3).

Xr þ nSlac $K1
XrnSlac; (7.39a)

Xo þ Xr $K2
XoXr; (7.39b)

XoXr þ nSlac $K3
XoXrnSlac; (7.39c)

Xo þ XrnSlac $K4
XoXrnSlac: (7.39d)

With the concentration of the species (indicated with squared brackets) being

in moles per gram dry weight, the equilibrium constants Ki, i ¼ 1, 2, 3, 4 are

given by:

K1 ¼ XrnSlac½ 	
Xr½ 	 Slac½ 	n ; (7.40)

K2 ¼ XoXr½ 	
Xo½ 	 Xr½ 	 ; (7.41)

K3 ¼ XoXrnSlac½ 	
XoXr½ 	 Slac½ 	n ; (7.42)

K4 ¼ XoXrnSlac½ 	
XrnSlac½ 	 Xo½ 	 : (7.43)

2The true inducer is allolactose, and some small lactose flux – perhaps by passive diffusion into the

cell, is permitted.
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The application of equations (7.40)–(7.43) is based on the following

assumptions (Harder and Roels 1982):

• A macroscopic description can be used to express the influence of the reacting

species on the kinetics, i.e., the concentrations of the different components are

used. However, microorganisms only contain a few (1–4) copies of one type of

operator per cell, and the number of repressor proteins per cell is also low

(10–20). For such small entities, the meaning of concentrations and of thermo-

dynamic equilibrium is disputable, and it may be more correct to apply a

stochastic modeling approach.

• As in Michaelis–Menten kinetics for enzymes (Sect. 6.1), all reactions in (7.39)

are assumed to be equilibrium reactions. This is reasonable since the relaxation

times for the equilibria are much smaller than for most other cellular reactions.

Balances for the repressor, operator, and inducer are

Xr½ 	t ¼ Xr½ 	 þ XrnSlac½ 	 þ XoXr½ 	 þ XoXrnSlac½ 	; (7.44)

Xo½ 	t ¼ Xo½ 	 þ XoXr½ 	 þ XoXrnSlac½ 	; (7.45)

Slac½ 	t ¼ Slac½ 	 þ n XrnSlac½ 	 þ n XoXrnSlac½ 	: (7.46)

Index t refers to the total concentration. In wild-type E. coli, there are 10–20

times more repressor molecules than there are operators, and in this case the last

two terms in (7.44) can be neglected. Furthermore, with the weak binding of the

inducer–repressor complex to the operator, [XoXrnSlac] can be neglected in (7.45).

Finally, (7.46) can be simplified by assuming that the intracellular concentration of

inducer molecules is in sufficient excess over repressor molecules, and conse-

quently that [XrnSlac] + n[XoXrnSlac] << [Slac]. With these simplifications, the

fraction of repressor-free operators3 is found (see Note 7.5) to be

Qt ¼ Xo½ 	
Xo½ 	t
¼ 1þ K1 Slac½ 	nt

1þ K1 Slac½ 	ntþK2 Xr½ 	t
: (7.47)

Since the transcription of the three genes in the operon is likely to be determined

by the fraction of repressor-free operators, (7.47) is valuable for description of

the synthesis of the enzymes necessary for lactose metabolism in a structured

model that aims at describing diauxic growth on glucose and lactose. The inducer

concentration Slac is likely to be correlated with the extracellular lactose con-

centration, whereas the total content of repressor protein can be assumed to be

constant.

3Since the total number of operators of a given type in the cell is very small, it does not make much

sense to talk about the fraction of repressor-free operators. However, in a description of enzyme

synthesis, one may use (7.47) as an expression for the probability that the operator is repressor free.
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Note 7.5 Derivation of expression for fraction of repressor-free operators. With the

assumptions specified for the derivation of (7.47), we have

Xr½ 	t � Xr½ 	 þ XrnSlac½ 	; (1)

Xo½ 	t � Xo½ 	 þ XoXr½ 	; (2)

Slac½ 	t � Slac½ 	; (3)

Equations (2) and (7.41) give the fraction of repressor-free operator:

Q1 ¼ Xo½ 	
Xo½ 	t
¼ 1

1þ K2 Xr½ 	 : (4)

After multiplication by 1 + K1[Slac]
n in both the nominator and the denominator, we find

Q1 ¼ 1þ K1 Slac½ 	n
1þ K1 Slac½ 	n þ K2 Xr½ 	 þ K1 Xr½ 	 Slac½ 	nð Þ : (5)

From (7.40), (1), and (3), we obtain the expression in (7.47) for the fraction of repressor-

free operators.

Small molecules that influence the transcription of genes are called effectors, and
in the lac-operon the effector (lactose) is an inducer. In other operons, there may,

however, be a negative type of control, and here the effector is called an

antiinducer. For an inducer, the binding affinity to the operator of the free repressor
is much larger than that of the inducer–repressor complex, i.e., K2 >> K4, whereas

for an antiinducer it is the other way round. For an antiinducer, the fraction

of repressor-free operators can be found from an expression similar to (7.47)

(see Harder and Roels (1982) and Problem 7.3).

The other control mechanism in the lac-operon is the so-called carbon catabolite

repression, which ensures that no enzymes necessary for lactose metabolism are

synthesized as long as a preferred substrate is available. The mechanisms behind

carbon catabolite repression are not completely known, but the binding of the RNA

polymerase to the promoter is strongly enhanced when the cAMP–CAP complex is

bound to the promoter. When the concentration of glucose (or another energy

source) in the extracellular medium is high, the intracellular cAMP level is very

low, and hence also the concentration of the cAMP–CAP complex. The site of the

binding of the complex has been located in several operons that are under carbon

catabolite repression, and binding of the complex to DNA has been found to

promote helix destabilization downstream. This in turn facilitates the binding of

the RNA polymerase and hereby stimulates gene expression. The carbon catabolite

repression can be described by the following equilibria:

XCAP þ mXcAMP $K5
XCAPmXcAMP; (7.48a)

Xp þ XCAPmXcAMP $K5
XpXCAPmXcAMP: (7.48b)
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In (7.48), m is a stoichiometric coefficient. Equilibrium between CAP and the

promoter is not considered, since this binding coefficient must be very small. Again

we apply an assumption of pseudo-steady-state and assume that the concentrations

of the individual components can be used. Thus, the association constants are

K5 ¼ XCAPmXcAMP½ 	
XCAP½ 	 XcAMP½ 	m ; (7.49)

K6 ¼
XpXCAPmXcAMP

� �
Xp

� �
XCAPmXcAMP½ 	 : (7.50)

The total balances for CAP and promoter are

XCAP½ 	t ¼ XCAP½ 	 þ XCAPmXcAMP½ 	 þ XpXCAPXcAMP

� �
; (7.51)

Xp

� �
t
¼ Xp

� �þ XpXCAPmXcAMP

� �
: (7.52)

We can now derive an expression for the fraction of activated promoter:

Q2 ¼
XpXCAPmXcAMP

� �
Xp

� �
t

¼ K5K6 XcAMP½ 	m XCAP½ 	
1þ K5K6 XcAMP½ 	m XCAP½ 	 : (7.53)

The quantity Q2 of (7.53) is used to model the repression effect of glucose, just

as Q1 in (7.47) is used to describe the induction of lactose on gene expression and

hereby synthesis of enzymes necessary for lactose metabolism. However, in order

to apply (7.53), one needs to know the intracellular level of CAP (which in a simple

model may be assumed to be constant) and also the level of cAMP. Harder and

Roels (1982) suggest the following empirical correlation between XcAMP and

the extracellular glucose concentration sglc:

XcAMP ¼ K

K þ sglc
: (7.54)

With (7.54), the genetically structured model is linked up to the glucose concen-

tration in the medium, and the genetically structured model may be used to describe

diauxic growth as discussed in Example 7.7. Equation (7.54) is a totally empirical

description of all the different processes involved in determining the cAMP level in

the cell at different glucose concentrations. This illustrates a general problem when

a genetically structured model is combined with overall models for cell function:

Certain mechanisms may be described in great detail – in this case the gene

expression – whereas other processes are described by completely empirical

expressions. Hereby, the performance of the overall model is largely determined

by the performance of the empirical expressions in the model, and it may be

adequate to apply a simpler model for the gene expression. The real strength of
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the genetically structured models is, however, not its linkage to the overall growth

model, but rather the possibility offered to analyze the influence of specific model

parameters on the process. Thus, using the above model, the importance of the

different equilibrium constants which are related to the binding affinities, e.g., of

the repressor to the operator, can be studied in detail. This can be done by

comparison with experimental data for the mRNA level, preferably at conditions

where the overall cell activity is the same in all experiments.

Example 7.7 A model for diauxic growth. Based on (7.47) and (7.53), Harder and Roels

(1982) developed a structured model for diauxic growth. It describes the synthesis of mRNA

encoding for the three enzymes necessary for lactose metabolism and also for translation of

the mRNA into proteins (which are collected in one compartment called XE). The residual

biomass, including building blocks for mRNA and enzyme synthesis, is pooled into one

compartment X which constitutes almost all of the cell mass, i.e., X � 1.

Synthesis of mRNA is described by

�X þ XmRNA ¼ 0; v1 ¼ k1f mð ÞQ1Q2; (1)

f(m) is a linear function of the specific growth rate which is used to describe the way the

activity of the cell (e.g., expression of genes) increases with the specific growth rate. The

expression is completely empirical, but one could combine the Harder and Roels model with

one of the two-compartment models of Sect. 7.4.1, replacing f(m) with the concentration of

the active compartment. In (1), the functions Q1 and Q2 of (7.47) and (7.53) both appear as

factors. The fraction of repressor-free operators and the fraction of activated promoters must

both be high to obtain a rapid mRNA synthesis.

The rate of synthesis of enzymes necessary for lactose metabolism is assumed to be first

order in the mRNA concentration as expressed in (2):

�X þ XE ¼ 0; v2 ¼ k2XmRNA: (2)

The half-life of mRNA is short due to rapid degradation by an assumed first-order

process:

�XmRNA þ X ¼ 0; v3 ¼ k3XmRNA: (3)

Similarly, degradation of the lactose-metabolizing enzymes is included as one first-order

process:

�XE þ X ¼ 0; v4 ¼ k4XE: (4)

With these four reactions, the mass balances for XmRNA and XE are

dXmRNA

dt
¼ k1Q1Q2f mð Þ � k3XmRNA � mXmRNA; (5)

dXE

dt
¼ k2XmRNA � k4XE � mXE: (6)

322 7 Growth Kinetics of Cell Cultures



The formation of residual biomass from either glucose or lactose is described with

Monod-type kinetics, but for the metabolism of lactose a dependence of XE is included. Thus,

�sglc þ gglcX ¼ 0; rglc ¼ kglc
sglc

sglc þ Kglc

; (7)

�slac þ glacX ¼ 0; rlac ¼ klac
slac

slac þ Klac

XE: (8)

Since the reactions in (1)–(4) do not contribute to a net formation of new biomass, the

specific growth rate is found to be

m ¼ gglcrglc þ glacrlac: (9)

For a batch fermentation where the glucose and the lactose concentrations are both

initially high, [Slac]t is high and, according to (7.47), Q1 is therefore high. However, since

the glucose concentration is also high, XcAMP is low according to (7.54), and Q2 is therefore

low. Thus, the rate of synthesis of mRNA is small, and with the rapid turnover of mRNA (k3
high) the intracellular concentration of mRNA tends to be very low. This again results in a

low level of XE, and consequently the last term in (9) is negligible, i.e., only the metabolism

of glucose contributes to the formation of cell mass. When later in the batch fermentation, the

glucose concentration decreases, XcAMP and thus Q2 increases, and as a result the rate of

formation of mRNA becomes sufficiently high to ensure an increasing level of mRNA.

The result is de novo synthesis of enzymes, and this will lead to a larger and larger

contribution of lactose metabolism to the total formation of residual biomass. Finally,

when the glucose concentration is zero, the cells grow only on lactose. Since some time is

needed for synthesis of the enzymes needed for metabolism of lactose, the specific growth

rate may be low in a period where both sglc and XE are low. Thus, the model correctly predicts

a lag-phase between growth on glucose and on lactose.

Equations (7.47) and (7.53) are true mechanistic elements of the model. Unfortunately,

the number of adjustable parameters is quite large, and the model is still empirical due to

(7.54). It is, however, an excellent example of how known mechanisms can be included in

structured models, and it may be possible to find values for some of the binding coefficients

in the literature (see Note 7.6).

As mentioned earlier, the lac-promoter is often applied as a tool for expression of

heterologous genes in connection with industrial production of recombinant

proteins. Most industrial enzymes exhibit a complex regulation with induction

and carbon catabolite repression, and also here genetically structured models can

be used to gain insight into the expression of the gene encoding the enzyme of

interest. A more general expression for the synthesis of mRNA encoding a given

protein than that used in Example 7.7 is:

rmRNA ¼ km�trXg ¼ kmQ1Q2Q3Xg; (7.55)

km is the overall transcription rate constant, �tr is the overall transcription

efficiency, and Xg is the copy number of the gene to be transcribed (could be
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given as a number of genes per g DW). The overall transcription efficiency is given

as the product of Q1, Q2, and Q3. The factors Q1 and Q2 represent, respectively, the

fraction of repressor-free operators and the fraction of activated promoters, i.e.,

those that may bind RNA polymerase. These factors are not necessarily identical

with those derived for the lac-operon above. If the control mechanism involves an

antiinducer, Q2 is not given by (7.53) (see Problem 7.3). The factor Q3 is the

fraction of promoters that form complexes with the RNA polymerase, i.e., it is a

function of the cellular content of RNA polymerases.

The overall transcription rate constant km is a function of the environmental

conditions, and Lee and Bailey (1984c) specified it as a function of the specific

growth rate (see Note 7.6). With mRNA being very unstable, it is necessary to

include degradation of mRNA in the model. This is normally done as a first-order

process as illustrated in Example 7.7:

rmRNA;deg ¼ km;degXmRNA: (7.56)

Translation of the mRNA to form the desired protein is generally described

by (7.57).

rp ¼ kpxXmRNA; (7.57)

kp is the overall translation rate constant (see Note 7.6) and x is the translation

efficiency which is often set to 1. Similar to the degradation of mRNA, a turnover of

protein can be included as a first-order process:

rp;deg ¼ kp;degXp: (7.58)

The above model for protein synthesis is generally applicable, and the parameter

values have been identified for many different systems (see Note 7.6). The model is,

however, often simplified in order to keep its complexity at a reasonably low level.

Note 7.6 Mechanistic parameters in the protein synthesis model. Lee and Bailey (1984c)

used the above model for the analysis of the influence of the specific growth rate on the

productivity of a recombinant E. coli. Because of the mechanistic nature of the model, each

of the parameters has a physical meaning. We illustrate how Lee and Bailey calculated the

model parameters.

The overall transcription rate constant and the overall translation rate constant are

given by:

km ¼ amkmeNp; (1)

kp ¼ apkpeNr; (2)

where am and ap are conversion factors, kme and kpe represent the mRNA chain elongation

rate per active RNA polymerase and the polypeptide chain elongation rate per active
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ribosome, respectively. Np and Nr are the number of active RNA polymerase molecules per

gene and the number of active ribosomes per mRNA, respectively. The rate of elongation of

mRNA chains per active RNA polymerase (kme) is about 2,400 nucleotides per minute, and

this value does not vary significantly with the specific growth rate. The polypeptide chain

elongation rate per active ribosome (kpe) is about 1,200 amino acids per minute when

m >> ln(2), whereas it is proportional to m for m << ln(2). Thus,

kpe ¼ 1; 200a; (3)

where

a ¼ 1; m> lnð2Þ;
m= lnð2Þ; m<ln(2):

	
(4)

Np is estimated from the size of the gene and the intermolecular distances between

transcribing RNA polymerase molecules (dp). Similarly, Nr is found from the size of the

mRNA and the intermolecular distance between translating ribosomes (dr). The intermolec-

ular distances depend on the cellular activity, and they are correlated with the specific growth

rate (in h�1):

dp ¼ 233m�2 þ 78nucleotides, (5)

dr ¼ 82:5m�1 þ 145 nucleotides: (6)

The intermolecular distances are specified as, respectively, the number of nucleotides

between two transcribing RNA polymerase and between two translating ribosomes.

Assume that there are z deoxyribonucleotides in the gene. These are transcribed into z
ribonucleotides, and at a specific growth rate m ¼ ln(2) h�1 (corresponding to a doubling

time of 1 h) we obtain

km¼ 1 mRNAmolecule

z ribonucleotides

� �
2;400 ribonucleotides

Active RNA polymerasemin

� �
1 active RNA polymerase

563 deoxyribonucleotides

� �
z deoxyribonucleotides

gene

� �
¼ 4:26 mRNAmolecules per gene per min:

(7)

Similarly, if y amino acid molecules are used to synthesize one protein molecule, the

overall protein translation rate constant is determined by

kp¼ 1 protein molecule

y ribonucleotides

� �
1;200 amino acids

Active ribosomesmin

� �
1 active ribosome

264 ribonucleotides

� �
3y deoxyribonucleotides

mRNA

� �
¼ 13:8 proteins per mRNA per min: (8)

In (8), for each amino acid incorporated in the protein, three ribonucleotides on the

mRNA have to be translated. The transcription and translation constants calculated above

can be used to estimate reasonable values of the parameters in other, less mechanistic models.
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Furthermore, it is illustrated how the parameters in a very mechanistic model can be

calculated from information in the biochemistry literature.

The rate of degradation of mRNA, km,deg is on the order of 0.53 min�1 and fairly constant
for different mRNAs. The rate of degradation of protein, kp,deg is different from protein to

protein but degradation is a much slower process – for most proteins the rate constant is

below 0.1 h�1.

For recombinant microorganisms, the cellular content of the gene to be

expressed (normally called the gene dosage) is not necessarily constant. If the

gene is inserted directly in the chromosome, the gene dosage is approximately

independent of the operating conditions. However, in bacteria and yeast, the

inserted gene is often present in so-called plasmids, which are circular, nonchro-

mosomal DNA. The plasmids are replicated independently of the chromosomal

DNA, and the ratio of the plasmid number to the chromosome number (often called

the plasmid copy number) may therefore vary with the operating conditions. The

concentration of the gene Xg in (7.55) should therefore be replaced with the

concentration of plasmid copy number when recombinant bacteria are considered.

The plasmid is normally designed with a certain replication control mechanism, and

in some cases one uses a replication control mechanism that permits induction of

rapid plasmid replication, e.g., by addition of chemical components or by changing

the temperature.

With the detailed knowledge of recombinant E. coli, it has been possible to set

up truly mechanistic models for this organism. The largest contribution to the

modeling of recombinant E. coli has been made in a series of papers from the

group of Jay Bailey. Thus, Lee and Bailey (1984a, b, c, d, e) describe very detailed

modeling of both plasmid replication and protein synthesis. In Lee and Bailey

(1984a, b, c), a mechanistic model for replication of the plasmid in E. coli is
discussed. The plasmid copy number was found to vary with the specific growth

rate. Replication control of the plasmid involves both a repressor and an initiator

(which are both proteins). In their model, formation of the repressor and the initiator

is described by transcription of the genes followed by translation of the mRNA

using kinetic expressions similar to (7.55) and (7.57). The repressor affects the

transcription efficiency of the genes coding for both the repressor and the initiator,

whereas the initiator is necessary for formation of a so-called replication complex.

The plasmid replication is initiated when the replication complex increases above a

certain threshold value, and once plasmid replication is initiated it is assumed that

the replication is almost instantaneous, a reasonable assumption considering the

small size of the plasmid. The influence of the specific growth rate is included

through the overall transcription and translation constants, as discussed in Note 7.6.

The model correctly describes a decreasing plasmid content with increasing specific

growth rate, and model simulations reveal that the primary reason for the higher

copy number at the lower specific growth rate is reduced by the synthesis of the

repressor protein. In Lee and Bailey (1984d, e), the gene transcription efficiency �
is examined for the recombinant protein when the lac-promoter is included in the

plasmids. Quite often the promoters of operons for which the control mechanisms
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are well known are used in plasmids, since thereby the transcription of the gene can

be controlled. A similar model describes the lac-operon in the chromosome, but the

binding of RNA polymerase to the promoter is included. This is important since in

the recombinant strain the promoters in the plasmids and in the chromosome

compete for the available RNA polymerases. The overall transcription efficiency

is given as the product of Q1, Q2, and Q3 (see (7.55)). In a study of the effects of

multicopy plasmids containing the lac-promoter, Lee and Bailey (1984d, e) found

that Q1 increases with the plasmid copy number and that both Q2 and Q3 decrease

with the plasmid copy number. The overall effect is decreasing gene-expression

efficiency with increasing plasmid copy number, and the overall transcription rate

of the cloned gene is therefore not increasing linearly with the plasmid copy

number, as has also been experimentally verified (Seo and Bailey 1985). The

decrease in Q3 with the plasmid copy number is explained by an increasing

competition for the available RNA polymerases. Lee and Bailey (1984e) suggest

that the empirical expression (7.59) may be used in simple structured models to

account for this effect:

Q3 ¼ 1� Xp

Xp:max

� �n

: (7.59)

The modeling work of Lee and Bailey has been used to study host–plasmid

interactions and to explain experimental observations, which are seldom obvious

due to the many interactions present in recombinant microorganisms.

7.6 Morphologically Structured Models

In Sects. 7.3–7.5, we specified the growth kinetics, assuming that all the cells in a

culture have the same metabolism; i.e., the cell population is assumed to be

completely homogeneous, and a nonsegregated model for cellular performance

resulted. For some microbial systems, differentiation of the cells in the culture does,

however, play an important role in the overall performance of the culture, and both

growth kinetics and productivity are affected by the presence of more than one cell

type in the culture. In Chap. 8, complete segregation is considered, and instead of

postulating a finite number of distinguishable cell types the culture is characterized by

a continuous distribution of an important cell property, e.g., the cell age. Obviously,

the model for a culture with only a few distinguishable cell types (e.g., cells that

produce a desired protein and cells that have lost this property) is much simpler than a

model that has to take a continuous distribution of a property into account. We shall

refer to the crudely segregated models as morphologically structured models. These
models are particularly relevant for description of the growth of filamentous fungi,

where cellular differentiation takes place in connection with hyphal extension, but

they find application for description of other cellular systems, e.g., cultures with
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bacteria containing unstable plasmids, and also they are used to explain why yeast

cultures sometimes exhibit oscillatory behavior in several variables.

In morphologically structured models, the cells are divided into a finite number

Q of cell states Z (or morphological forms), and conversion between the different

cell states is determined by a sequence of empirical metamorphosis reactions.
Ideally, these metamorphosis reactions can be described as a set of intracellular

reactions, but the mechanisms behind most morphological conversions are largely

unknown. Thus, it is not known why filamentous fungi differentiate into cells with

a completely different phenotype than that of their origin. It is therefore not possible

to set up detailed mechanistic models describing these changes in morphology, and

empirical metamorphosis reactions have to be used. The stoichiometry of the

metamorphosis reaction where the jth form is converted to the ith form is given

by very simple relations:

Zi � Zj ¼ 0; (7.60)

Zq will be used in the following to describe both the qth morphological form

itself and the fraction of cell mass that is Zq (g (qth morphological form) (g DW)�1).
In the metamorphosis reaction, one morphological form is spontaneously converted

to another form. This is of course an extreme simplification since the conversion

between morphological forms is the sum of many small changes in the intracellular

composition of the cell. Clearly there may be many different metamorphosis

reactions, and the stoichiometry for these reactions can be summarized in analogy

with the matrix equation (7.2) for intracellular reactions:

DZ ¼ 0: (7.61)

D is a stoichiometric matrix. It is assumed that the metamorphosis reactions do
not involve any change in the total mass, and the sum of all stoichiometric

coefficients in each reaction is therefore equal to zero.

To describe the rate of the metamorphosis reactions, a forward reaction rate ui is
introduced for the ith reaction, and the rates of all the metamorphosis reactions are

collected in the rate vector u. Besides formation from other morphological forms,

a given morphological form may also be synthesized from substrate through

intracellular reactions (and different metabolic products may also be formed by

different morphological forms). A structured intracellular model may describe

these reactions, but in order to reduce the model complexity one will normally

use a simple unstructured model for description of the growth and product forma-

tion of each cell type, e.g., the Monod model describes the specific growth rate of

the qth morphological form. When the specific growth rate has been specified for

each morphological form, the specific growth rate of the total biomass is given as a

weighted sum of the specific growth rates of the different morphological forms:

m ¼
XQ
i¼1

miZi: (7.62)
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The rate of formation of each morphological form is determined both by the

metamorphosis reactions and by the growth associated reactions for each form, and

the mass balance for the qth morphological form can be derived in analogy with

(7.14) (see Nielsen and Villadsen (1992) for details):

dZq
dt
¼ DT

quþ mq � m
� �

Zq: (7.63)

The first term accounts for the net formation of the qth morphological form by

the metamorphosis reactions (the vector Dq specifies the stoichiometric coefficients

for the qth morphological form in all the metamorphosis reactions). The second

term accounts for growth of the qth morphological form and the last term accounts

for dilution due to growth of the biomass (this is a consequence of the normalization

of the concentrations of the morphological forms). The use of morphologically

structured models is illustrated in Example 7.8.

Example 7.8 A simple morphologically structured model describing plasmid instability.
A potential obstacle to commercial application of recombinant bacteria and yeasts is plasmid

instability. Sometimes a daughter cell that does not contain plasmids is formed upon cell

division, and since the metabolic burden is higher for plasmid-containing cells, the plasmid-

free cell will grow faster than the plasmid-containing cells. Even a small tendency to plasmid

instability will therefore ultimately result in the appearance of a large fraction of non-protein-

producing cells. Plasmid stability can be improved by increasing the plasmid copy number or

by designing the host–plasmid system in a way that ensures that plasmid-free cells cannot

survive.

Modeling of plasmid instability can be done using the concept of morphologically

structured models. Thus, we assume that when plasmid-containing cells Zp are dividing, a

certain fraction d of the cells are converted to plasmid-free cells Zh, whereas the remaining

fraction of the cells maintains the plasmid. This is described by the metamorphosis reactions

for Zp and Zh before and after division:

Zp;after ¼ Zp;before � dZp and Zh;after ¼ Zh;before þ dZh: (1)

The stoichiometric coefficient d (often called the segregation parameter) is equal to the

probability of formation of a plasmid-free cell upon growth of plasmid-containing cells. The

stoichiometry in (1) is illustrative since it shows that when one unit of recombinant cells

divides, a fraction d of plasmid-free cells is formed. However, since no new cell mass is

formed by the metamorphosis reaction dZp ¼ dZh and in terms of stoichiometry one can

obtain the following simplification:

Zp þ Zh
� �

before
¼ Zp þ Zh
� �

after
¼ 1: (2)

However, the rate of the overall reaction (2) is different from that of reaction (1). Since the

metamorphosis reaction (1) specifies growth of the plasmid-containing cells, the forward rate

of this reaction is equal to mpZp, whereas the rate of the metamorphosis reaction is equal to

dmpZp.
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In order to apply the general mass balance for the two morphological forms, we first

specify the stoichiometric matrix D:

D ¼ �1 1ð Þ: (3)

Now we set up the mass balance for the plasmid-containing cells:

dZp
dt
¼ �dmpZp þ mp � m

� �
Zp ¼ 1� dð Þmp � m

� �
Zp: (4)

For the plasmid-free cells, the mass balance is:

dZh
dt
¼ dmpZp þ mh � mð ÞZh: (5)

For each morphological form, there is a contribution from the metamorphosis reaction, a

contribution from growth of the form, and finally a contribution accounting for dilution due

to the expansion of the total biomass. The term for the dilution is analogous to the dilution

term in models with intracellular structure, whereas the term accounting for formation of

intracellular components in intracellular structured models is replaced by two terms in the

morphologically structured models, one for exchange between forms and one for growth.

The specific growth rate for the total biomass is given by:

m ¼ mpZp þ mhZh: (6)

Normally, the specific growth rate for plasmid-containing cells is lower than that of

plasmid-free cells, and the specific growth rate for the total biomass will therefore also be

smaller than mh. Consequently, both terms on the right-hand side in the mass balance (5) are

positive, and the fraction of plasmid-free cells will continuously increase due to two factors:

There is a constant formation of plasmid-free cells from plasmid-containing cells, and as

mh > mp the plasmid-free cells will outgrow the plasmid-containing cells.

With the formation of plasmid-free cells, a culture with two different strains develops.

These are the recombinant strain and the parental (or “wild-type”) strain. Thus, the culture is

mixed, with two different strains of the same species.

The metamorphosis reaction (2) may also be used to describe the spontaneous occurrence

of mutants during cellular growth, but here the forward reaction rate is not necessarily similar

to the specific growth rate of the original strain. Occurrence of spontaneous mutants is a

phenomenon often observed for filamentous fungi, especially when they are grown in

continuous cultures for long periods, and the resulting mutants are normally referred to as

colonial mutants.

When growth of individual morphological forms is described by an intracellu-

larly structured model, the complexity of morphologically structured models

increases substantially. It is possible to derive a general mass balance for the

concentration of the intracellular variables in different morphological forms

(Nielsen and Villadsen 1994), but as these equations have limited practical use

we will not elaborate on this topic. Instead we will focus on two different
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applications of morphologically structured models: quantitative description of

oscillating yeast cultures and growth of filamentous microorganisms.

7.6.1 Oscillating Yeast Cultures

Whereas the division of unicellular bacteria is symmetric, with the formation of two

almost identical cells, the cell division of yeast is asymmetric, with formation of a

so-called mother and a so-called daughter cell (see Fig. 7.18). The daughter cell is

converted to a mother cell within the time td. After a period of maturation (tm),
a new bud emerges on the mother cell, and after a further time period tb the bud has
obtained a critical size, resulting in cell division. At cell division, a bud scar is

formed on the cell envelope of the mother cell, and it is believed that the cell cannot

form a new bud at this position. td, tm, and tb are functions of the cellular compo-

sition, and therefore also of the environmental conditions.

The cellular metabolism of the daughter cells (or unbudded cells) and the mother

cells (or budded cells) is very different, and to give a correct description of the

overall growth kinetics of yeast cultures it is therefore necessary to apply a

morphologically structured model. In many cases, one may, however, describe

the average metabolism of the culture with an intracellularly structured model,

i.e., assume that the population is homogeneous, and still get a satisfactory descrip-

tion of many experimental data (see Example 7.3).

These models cannot, however, describe a fascinating phenomenon observed in

a glucose-limited chemostat with S. cerevisiae: Spontaneous oscillations of many

easily measured process variables such as the dissolved oxygen, ethanol, and

glucose concentrations; oxygen uptake rate; and carbon dioxide evolution rate as

well as intracellular variables (e.g., NADH and DNA). Figure 7.19 shows some

typical results. Spontaneous oscillations in (always aerobic) yeast cultures, with

glucose or with other substrates such as ethanol and acetate have been described in a

large number of academic papers from the last 40 years, mostly giving accounts of

experimental observations, but modeling of the phenomenon is also discussed.

The oscillations can be maintained for many generations, especially when one

uses high-performance bioreactors, in which the environment is practically homo-

geneous throughout the reactor (Str€assle et al. 1988, 1989; Keulers et al. 1996a, b;
Duboc and von Stockar 2000; Beuse et al. 1999).

Spontaneous oscillations can only be maintained if the growth of the culture is

synchronous, since after completion of one cycle the fraction of each morphological

form in the cell mass must be the same as it was at t � Tosc, where Tosc is the length of
the oscillation period. With the asymmetric cell division of S. cerevisiae, it is not
immediately clear how the synchrony can be maintained for many generations.

If, however, the population can be divided into a discrete number of subpopulations

(e.g., mother cells m and daughter cells d), and if the generation time of one

subpopulation is an integer multiple of the generation time of the other, then

synchrony can be obtained. Thus, if the creation of a mother cell from a new born
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daughter cell takes exactly T ¼ 2(tb + tm), then the ratio of mother cells to daughter

cells in the population will be constant and equal to (1 + √5)/2 as shown by

Hjortso and Nielsen (1994).

There is, however, no reason why the oscillation period should be given as

simply as in the Hjortso and Nielsen model, and an observed variation of Tosc with
the dilution rate D is modeled by both Duboc and Beuse as discussed in Note 7.7.

More papers on the subject have appeared since 2000. The experimental

techniques used to measure the time profiles of metabolites have greatly improved,
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Fig. 7.19 Spontaneous oscillation of Saccharomyces cerevisiae. (a) Measurements of carbon

dioxide in the exhaust gas and the dissolved oxygen concentration (DOT) in % of the equilibrium

value. (b) Measurements of the concentrations of ethanol (filled square) and acetate (filled
triangle). The data are taken from Frandsen (1993)

newborn
daughter cell mother cell bud emerges cell division

G1 S G2 M

td tm tb

Fig. 7.18 The cell cycle of budding yeast. The period of maturation (i.e., td + tm for a daughter

cell and tm for a mother cell) is called the G1-phase, and in this phase the cells prepare for budding
(e.g., carbohydrate storage is built up). The budding itself (lasting tb) consists of three phases. First
the chromosomes are duplicated in the S-phase. Thereafter, the cells prepared for cell division (the
G2-phase), and finally they enter the M-phase (M for mitosis), where cell division occurs
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but the theoretical explanation for the oscillations is still uncertain, and this

weakness is not overcome with the increasingly complicated models used.

A good review of the state of the art in yeast oscillations is Patnaik (2003), and

despite the fact that the oscillation fingerprint ought to reveal features of the deep-

level regulatory structure of S. cerevisiae, it is doubtful if this issue will be pursued,
mostly because the subject of yeast oscillations seems to have lost academic interest

during the last few years.

The fact that spontaneous oscillations are never seen in industrial size tanks of,

e.g., 80 m3 volume for insulin production by aerobic fermentation of S. cerevisiae
has obviously not induced industry to show a prolonged interest in the subject,

although as discussed in Chap. 11 the inhomogeneous environment in even a well-

stirred industrial bioreactors leads to all sorts of process upsets, including loss

of yield and loss of product quality.

Note 7.7 Relation between Tosc and the dilution rate in continuous culture. The result of

Hjortso and Nielsen (1994) is a special case of the following:

Let m be the population of mother cells and d the population of daughter cells. New

mother-and daughter-cells are born in each generation. Thus, at t ¼ (n + 1)Tosc:

mnþ1 ¼ mn þ dn or mnþ2 ¼ mnþ1 þ dnþ1ð Þ; (1)

dnþ1 ¼ pmn: (2)

p is the probability that a mother cell develops a new daughter cell exactly at t ¼ (n + 1)

Tosc. Eliminating dn+1 between (1) and (2) yields a second-order difference equation:

mnþ2 � mnþ1 � pmn ¼ 0: (3)

But the whole culture grows exponentially with time, and consequently after one cycle,

time Tosc is in a continuous culture:

mnþ1 ¼ mnexp m Toscð Þ: (4)

When (4) is inserted in the difference equation (3), one can obtain the following algebraic

equation for r ¼ exp(D Tosc):

r2 � r� p ¼ 0 or r ¼ 1

2
1þ 1þ 4pð Þ1=2

 �

: (5)

From (5), a relation between D and Tosc is derived:

Tosc ¼ lnr=D: (6)

For p ¼ 1 (i.e., all mother cells start to make daughter cells immediately after they have

lost a bud), the result is identical to what is found in the Hjortso and Nielsen (1994) model.
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With the extra parameter p, Duboc and von Stockar (2000) could fit experimental data better.

For p ¼ 1/2, the value of r decreases from 1.618 to 1.366 and at a given D a smaller

oscillation time Tosc is predicted. In both cases, the oscillation time is, however, predicted to

decrease inversely proportional to D. This last feature is confirmed by experiments, but the

experiments also show that different values of p between 2 and 1/2 should be used at different
D values (see Fig. 7 of Duboc and von Stockar (2000)). The value p ¼ 2 is of course not

allowed in the Duboc and von Stockar hypothesis, but the resulting relation Tosc ¼ ln 2/D
corresponds to the cell cycle of prokaryotes where daughter cells start to develop into mother

cells immediately after cell division has taken place. For the reasons outlined below, stable

oscillations are not likely to develop for these organisms.

Finally, it should be mentioned that Beuse et al. (1999) explained synchrony in the culture

by a hypothesis that it is a mirror image of the Duboc-von Stockar hypothesis. Beuse et al.
propose that some daughter cells may take more than 2(tb + tm) to develop into a mother cell

while all mother cells can give birth to daughter cells after tb + tm.

Both hypotheses do however suffer from the weakness that it is difficult to understand

why a fixed proportion of the mother cells (or daughter cells) should choose to take “an extra

day off” and that they should do so, generation after generation.

If the population does not consist of a finite number of subpopulations with

stringently kept rules for the generation time, then the whole concept of synchrony

falls apart. In a real culture of cells, there must be a statistical distribution of,

e.g., generation times for the cells, and if synchrony should prevail in the real

culture there must be some mechanism by which “slow” cells catch up with faster

proliferating cells. In mathematical terms, there must exist an attractor, and in the

case of bioreactions the nature of the attractor must be biochemical. Sohn and

Kuriyama (2001) discuss an example where H2S is the attractor.

7.6.2 Growth of Filamentous Microorganisms

Filamentous microorganisms constitute a large and a very important part of the

microbial world. In Sect. 2.3.2, we have seen how both eukaryotes (Penicillin sp.,
Cephalosporin. sp.) and prokaryotes (soil bacteria like Streptomyces sp.) are used to
produce antibiotics. Due to their efficient expression systems, filamentous fungi are

used as producers of industrial enzymes. The role of filamentous fungi in the food

industry is well known, both to produce high-quality end products, but also as

infamous food spoilers.

Mechanisms for the growth of filamentous microorganisms are very different

from those of unicellular microorganisms. The cells are connected in a so-called

hyphal element (a “hypha” or “mycelium,” where the latter term is also used for the

clumps of entangled hyphae seen on Fig. 7.20b). While all cells in a hyphal element

may contribute to the growth process, i.e., production of protoplasm, extension of

the element occurs only at the tips. The number of tips in a mycelium is therefore a

characteristic morphological variable. Even though the linear rate of tip extension

has an upper limit, the total length of a mycelium may increase exponentially due to
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the formation of new tips. The frequency of formation of new tips is determined by

the rate of production of protoplasm within the mycelium and the number of tips to

which the material is distributed. The ratio between the size of the mycelium and the

number of tips is therefore another characteristic morphological variable, which

Caldwell and Trinci (1973) called the hyphal growth unit. They originally defined it
as the total mycelium length divided by the number of tips (called the hyphal growth
unit length lhgu), but it may also be defined on the basis of total mycelium mass

(called hyphal growth unit mass). At conditions that support rapid growth, a densely
branched mycelium with a large hyphal diameter is observed, while at poor growth

conditions the mycelium is less branched, and the diameter of the hypha (or rather

of the “central” string of the hypha where growth started) is small (Nielsen 1992).

With a long, slim hyphal element, where substrate is not used to form branches, the

organism hopes to reach an environment where the growth conditions are better.

In a hyphal element, several cells behind the tip are involved in the tip extension

process. They supply the necessary cellular material for tip extension, e.g., cyto-

plasmic material and building blocks for wall synthesis. These cells are not

separated by a septum (a partition between the individual cells), and they therefore

share a common cytoplasm in which the nuclei of all the cells are found. The part of

the hyphal element between the tip (apex) and the first septum is called the apical
compartment. The cells just behind the apical compartment have an intracellular

composition very similar to that of the apical cells, and this part of the hyphal

element is called the subapical compartment. Despite the presence of a septum

between the apical and subapical cells, there may be an exchange of protoplasm

since the septa are often perforated. When moving further away from the tip, one

finds cells containing large vacuoles. These cells do not participate directly in the

tip extension process, but they are believed to be of importance in creating an

intracellular pressure sufficient to ensure transport of protoplasm toward the tip

section. This part of the hyphal element is referred to as the hyphal compartment.
In filamentous fungi, there is a substantial accumulation of small vesicles at

the apex, and the vesicles are likely to play an important role in the tip extension.

They are believed to contain wall subunits, lytic enzymes, and synthetic enzymes

Fig. 7.20 Some typical pictures of hyphal element of filamentous fungi. (a) Single hyphal element

of Aspergillus nidulans. (b) Agglomerate of several hyphal elements of Aspergillus nidulans
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that are transported with the vesicles to specialized regions of the endomembrane

system in the apical and subapical compartments (McIntyre et al. 2001). The
vesicles, each carrying its load of enzymes and/or wall precursors, are transported

by unknown mechanisms through the cytoplasm to the tip section of the apical cell,

normally referred to as the extension zone. When a vesicle comes into contact with

the cell membrane at the apex, it fuses with the membrane, and the vesicle content

is released into the wall region. The excreted lytic enzymes attack the microfibrillar

skeleton in the cell wall, resulting in plastification of the wall structure, which

thereby becomes unable to withstand the inner pressure from the cytoplasm.

The microfibrils become stretched, and the surface area of the wall increases.

In filamentous prokaryotes (typically Streptomyces species), the wall material is

soluble in the cytoplasm and is probably transported to the apex by molecular

diffusion. It has been found that the wall section at the apex is more susceptible to

compounds affecting wall synthesis and assembly than other sections. This

indicates that the lytic enzymes in filamentous prokaryotes are positioned in the

wall section at the apex (Prosser and Tough 1991).

When a new tip is formed, its initial growth phase corresponds to an increase in

the size of the apical compartment. When the apical compartment has reached a

certain size, a septum is formed behind the tip, and some of the old apical cell mass

becomes new subapical cell mass. Under constant environmental conditions, the

size of the apical compartment remains constant, and the net result of tip extension

is therefore formation of subapical cells. The control of septum formation has been

studied in filamentous fungi, and Fiddy and Trinci (1976) introduced the term

duplication cycle to describe the events that lead to the net formation of a whole

new apical compartment. For Aspergillus nidulans, the duration of the duplication

cycle has been found to be identical with the doubling time of the biomass.

Branching is the mechanism by which new apical compartments are formed, and

it occurs at certain preferred “branching points” on a hyphal element. It has been

suggested that in eukaryotes branching occurs at locations where for one reason

or another there is an accumulation of vesicles, whereas branch formation in

filamentous prokaryotes does not result from accumulation of material (Prosser

and Tough 1991). Since vesicles are synthesized both in the subapical and in the

apical compartment in hyphae of filamentous fungi, it seems reasonable that at

positions where the protoplasmic flow is reduced, e.g., at the position of a septum,

there is an accumulation of vesicles. Branching may therefore be associated with

septum formation, and for the filamentous fungus Geotrichum candidum more than

70% of the observed branch points in a subapical compartment are positioned

close to the septum separating this compartment from the apical compartment

(Trinci 1984). For other species of filamentous fungi, there is, however, a more

equal distribution of the branch points throughout the subapical compartment.

Branching is observed mainly in the subapical compartment, but in some filamen-

tous species apical branching may occur.

Originally, the growth mechanisms of filamentous microorganisms was studied

using surface cultures, but here the morphology is completely different from that

found in a submerged culture. Through the use of automated image analysis it
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has, however, become possible to analyze a large number of hyphal elements in

submerged cultures, and hereby information on the hyphal morphology may

be obtained (Cox et al. 1998). Furthermore, through the use of flow-through cells

that are positioned directly under a microscope equipped with an automated

image analysis system it is possible to follow the outgrowth of single hyphal

elements and hereby study the growth kinetics in great detail (Spohr et al. 1998;
Christiansen et al. 1999).

Not many models specifically address the growth mechanism of filamentous

microorganisms (Krabben and Nielsen (1998) is a review of the subject). Normally,

the focus is on the primary metabolism, where it is not necessary to consider the

hyphal structure explicitly; i.e., many of the intracellularly structured models

described in Sects. 7.3–7.4 may also be used to describe the primary metabolism

of filamentous microorganisms. To model the formation of secondary metabolites,

which may be determined by the cellular differentiation, it is, however, often

necessary to consider morphological structure. Furthermore, when a description

of the morphology of the hyphal elements is the objective, one must of course

include morphological structure in the model.

Megee et al. (1970) described the first morphologically structured model for

filamentous fungi. The model was used to describe growth and production forma-

tion of Aspergillus awamori.
Five separate morphological forms are considered in the model:

ZA – Apical compartment in actively growing hyphae

ZH – Subapical compartment in actively growing hyphae

ZC – Conidiophore4 developing hyphae

ZB – Black spores

ZM – Matured spores

With these five morphological forms, it was possible to describe the complete

life cycle of so-called imperfect fungi (fungi with no sexual reproduction).

The model includes product formation as a result of the differentiation processes,

a reasonable hypothesis for many secondary metabolites. The model describes

several general observations concerning the growth of A. awamori. There are

many parameters, but one may neglect spore formation and consider only actively

growing hyphae, i.e., the morphological forms ZA and ZH. Thereby, the original

model is substantially simplified, as illustrated in Example 7.9.

Example 7.9 A simple morphologically structured model for the growth of filamentous
microorganisms. Based on the growth mechanisms described above, Nielsen (1993) derived

a simple structured model including the three morphological forms shown in Fig. 7.21.

• Apical cells (ZA)

• Subapical cells (ZS)

• Hyphal cells (ZH)

4Conidiphores are modified hyphae on which the asexual spores are formed.
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The model is a progeny of the Megee et al. model. The verbal formulation of the model is:

Active growth, i.e., uptake of substrates and formation of biomass, occurs only in apical and

subapical cells. When the tip extends, an apical cell is converted to a subapical cell, whereas

a new apical cell is produced from subapical cell material when a branch point is formed in

the subapical compartment. When the subapical cells become more and more vacuolated,

they change into inactive hyphal cells.

Themathematical formulation is given in (1) and (2). Threemetamorphosis reactions, described

in matrix form in (1), are considered. They represent branching, tip growth, and differentia-

tion, respectively. The kinetics of all three metamorphosis reactions is taken to be first order in

the morphological form which disappears. Furthermore, formation of inactive hyphae is

assumed to be inhibited by high substrate concentrations. TheMonodmodel describes growth

of both the apical and subapical cells, where s is the extracellular glucose concentration.
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Inserting (1) and (2) in (7.62) and (7.63), one can obtain the specific growth rate of the

total biomass and the mass balances for the three morphological forms:

m ¼ kAZA þ kSZSð Þ s

sþ Ks

; (3)

d

dt

ZA
ZS
ZH

0
@

1
A ¼ u1 � u2 þ mA � mð ÞZA

�u1 þ u2 � u3 þ mS � mð ÞZS
u3 � mZH

0
@

1
A: (4)

Apical cells

Subapical cells

Hyphal cells

Fig. 7.21 Structure of a densely branched hyphal element with indication of apical, subapical, and

hyphal cells
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The rates of the metamorphosis reactions and the morphological variables have been

shown to correlate with specific measures of the hyphae (Nielsen 1993). Thus, the hyphal

diameter is given by:

dhyphae ¼ a1
m
ZA

; (5)

a1 in (5) is a physiological constant determined by the water content and the density of

the hyphae. Equation (5) is based on the assumption that only precursors synthesized

in the apical compartment contribute to tip growth. For some species of filamentous

microorganisms, precursor synthesized in the subapical compartment may also be

transported to the apex and incorporated in the hyphal wall, but the contribution from

the subapical compartment to the total precursor synthesis is assumed to be small and

is neglected in the model. The hyphal growth unit length may also be derived from the

model:

lhgu ¼ m
a2u1

; (6)

a2 in (6) is physiological constant determined by the mass of apical compartment per tip.

Finally, the tip extension rate qtip can be derived from the hyphal growth unit length and the

specific growth rate:

qtip ¼ mlhgu: (7)

With the morphologically structured model, the fraction of the morphological forms can

be calculated, and using (5)–(7) it is then possible to calculate the development of directly

measurable morphological variables.

The model was compared with experimental data for G. candidum, Streptomyces
hygroscopicus, and Penicillium chrysogenum, and in Figs. 7.22 and 7.23 the results of the

comparison with data for G. candidum are shown.

In Fig. 7.22, measurements of the hyphal diameter, the hyphal growth unit volume, and

the hyphal growth unit length in a steady-state chemostat are shown as functions of the

dilution rate D. The hyphal diameter increases with D, and since the hyphal growth unit

volume is approximately constant, lhgu decreases with the dilution rate. Thus, when the

glucose concentration decreases, the hyphal elements become less branched and form long

hyphae.

In Fig. 7.23, measurements of the total hyphal length, the number of tips, and the hyphal

growth unit length during outgrowth of a single spore on a solid medium are shown, together

with model simulations.

The total hyphal length is observed to increase exponentially, whereas there is a lag-phase

before the first branch point is formed, i.e., the number of tips increases from one to two. Due

to the sudden formation of new tips, the hyphal growth unit length oscillates until the number

of tips becomes large and an almost constant value for lhgu is obtained. The modeling concept

illustrated here has been applied for simulation of many other systems, e.g., for enzyme

production by Aspergillus oryzae (Agger et al. 1998). Reviews on modeling of filamentous

fungi are given by Nielsen (1996) and Krabben and Nielsen (1998).
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7.7 Transport Through the Cell Membrane

The rate of intracellular reactions has until now been the subject of Chap. 7. None

of these reactions will, however, occur unless the substrates are transported to the

cytoplasm from the medium, and likewise the metabolic products, small

metabolites as well as secreted proteins, must be transported the other way.

Two structures surround the cytoplasm of most microbial cells, the cell wall and
the cytoplasmic membrane. The cell wall has a rigid structure of cross-linked

disaccharides and peptides (peptidoglycans), and its major function is to prevent

the cell from rupturing, either because of a high intracellular osmotic pressure or

because an external force acts on the cell. Actually, the cell wall resists very

high external forces, and often extreme shear forces have to be applied to recover,

e.g., proteins that are not secreted from a microorganism, such is the case for many

proteins when E. coli is used as production organism.

It is, however, the extremely thin (6–10 nm) cytoplasmic membrane that serves a

crucial role for the living cell, and the following discussion is restricted to this

barrier between the medium and the cell interior. The cytoplasmic membrane of

bacteria and eukaryotes is an extended double layer, typically made up of

phospholipids that contain a glycerol scaffold onto which two fatty acids (on C-1

and C-2 of the glycerol) and one alcohol are bound. The fatty acids generally have

16–20 carbon units, and the alcohol (e.g., choline and trimethyl-ethanolammonium)

is connected to the C-3 of the glycerol scaffold via a phosphate ester.

Phospholipids have one very hydrophilic end, the alcohol, and one very hydro-

phobic end, the long C-chain of the fatty acids. The double layer of the membrane

exposes the hydrophilic (polar) ends to the outside of the membrane.

Substances can cross the cytoplasmic membrane by passive diffusion, the

mechanism discussed in Sect. 6.3.2. The stationary flux J is proportional to

the concentration difference between the outside and the inside of the membrane:

J¼Dmem

dmem
Kpar ca� cbð Þ unit: mass transported m2 membrane unit time

� ��1
 �
; (7.64)

Kpar is the partition coefficient of the substance between the aqueous phase

on either side of the membrane and the hydrophobic interior of the membrane,

dmem the thickness of the membrane (6–10 nm), and Dmem is the diffusivity of

the solute in the membrane. The three parameters multiplying the concentration

difference are combined to form one parameter, the permeability coefficient,
P (unit: e.g., m s�1).

A small molecule can easily transverse the membrane if it is solvable in the
hydrophobic lipid double layer, i.e., if it is nonpolar or is able to shed its solvation
shell of water (Kpar high) and retrieve it on the other side of the membrane. Thus, O2

and CO2 can easily pass the membrane. In undissociated form, fatty acids have

large values of Kpar (0.03 for HAc, 0.44 for HBu, and increasing with the molar

weight), and they as well as HLac also pass quite easily through the membrane.
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Ethanol passes through the membrane unless its concentration is so high that it

changes the fluidity of the phospholipids, but hexoses have a very low Kpar, and

consequently the permeability coefficient P is 4–5 orders of magnitude smaller than

for even low Mw carboxylic acids. Ions such as H+, K+, and Na+ are unable to pass

the membrane by passive diffusion.

Macromolecules cannot pass the membrane by passive diffusion, partly because

their diffusivity Dmem is so small.

The reason sugars, amino acids, and other substrates can be transported into the

cell, and that products of the cell reactions, e.g., proteins can be secreted is, that

other transport mechanisms allow the barrier to be breached. The mechanisms by

which fast transmembrane transport is permitted are membrane channels, pumps,
and carrier proteins.

Most of these mechanisms depend on the action of proteins, and a large number

of proteins with different transport functions stick through the thin endoplasmic

membrane. Some proteins have a receptor “head” in the fluid outside the membrane

onto which the substance to be transported is attached before it is transported to

the other side of the membrane. The proteins can generally move slowly along the

membrane, but they are unable to rotate.

Not only the cytoplasmic membrane has high protein content, but in eukaryotes

different organelles are separated from the cytoplasm by membranes, each with its

particular set of transport proteins. The cytoplasmic membrane typically has a

protein content of 50 wt%, while the membrane that surrounds the energy trans-

duction organelle, the mitochondria, has a composition with 75 wt% proteins.

The action of the transport proteins can be driven solely by the concentration

difference of the substrate between the two sides of the membrane. This is called

facilitated transport. Sometimes, the concentration-driven transport is supported or

counteracted by an electrochemical gradient across the membrane.

In other cases, metabolic energy has to be expended to transport the substance,

especially when the transport is against a concentration gradient. This is called active
transport. Again the transport can be influenced by an electrochemical gradient as was

seen (Sect. 4.3.2) in the pumping out of protons from the mitochondria through the

inner mitochondrial membrane.

7.7.1 Facilitated Transport, Exemplified by Eukaryotic
Glucoside Permeases

An important example of facilitated transport is the uptake of glucose and other

sugars by yeast and filamentous fungi. There are no similar sugar transporters in

prokaryotes.

The carrier protein (glucose permease) has one configuration E1 outside the

membrane and another E2 on the inner, cytosol side of the membrane. Glucose in

the medium binds to E1, and the protein–sugar complex diffuses through the mem-

brane and releases the glucose while taking on the E2 configuration. Finally, the free
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protein diffuses back to themedium sidewhere it reverts to theE1 configuration. In all

important aspects, the action of the eukaryote sugar transporter resembles that of an

enzyme: It displays saturation kinetics like the Michaelis–Menten mechanism, it can

be inhibited by the presence of other sugars (in the presence of glucose, mannose

permease is inhibited), and most important, the speed of transport is many orders of

magnitude faster than the nonfacilitated transport.

Example 7.10 Transport of glucose to a yeast cell by facilitated diffusion. Glucose is

transported across the cytosolic membrane by a carrier molecule C, which is present in the

membrane either in free form (concentration c) or bound to glucose (concentration sc).
On the medium side, z ¼ 0+, the concentration of the glucose is Ksa, and at the other side

of the membrane, z ¼ d�, the glucose concentration is Ksb. K is the very small partition

coefficient Kpar of (7.64).

At every point z within the membrane, 0+ < z < d� the following reversible chemical

reaction occurs with the net rate rm:

Sþ C !rm SC: (1)

All three components, S, C, and SC are transported by steady-state diffusion across the

membrane.

This gives rise to the following mass balances written for the positive z direction:

D
d2s

dz2
� rm ¼ 0; (2)

D
d2c

dz2
� rm ¼ 0; (3)

D
d2sc

dz2
� rm ¼ 0: (4)

The diffusivities of S, C, and SC have been set equal to a common constant D.

The first differential equation (2) is subject to the boundary conditions

s ¼ Ksa at z ¼ 0 and s ¼ Ksb at z ¼ d: (5)

Here, the partition coefficient at the two sides of the membrane has been set to the same

constant K.

This assumption is also implicitly made in the derivation of (7.64).

The assumption of a common diffusivity D and of constant partition coefficient K at the

two sides of the membrane may not be accurate, but the assumptions greatly simplify the

analysis, and a qualitatively correct result is obtained.

Also the total carrier concentration ct in the membrane is

ct ¼ 1

d

Z d

0

cþ scð Þdz: (6)
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Further analysis depends on the assumptions made concerning the net rate rm of

reaction (1).

One would presume that the chemical reaction is much faster than the diffusion process,

i.e., that the reaction is at equilibrium at every point in the membrane.

sc ¼ Keqsc; (7)

where Keq is the association constant for the SC complex (see (6.7))

Equations (2) and (3) are added and integrated to give:

D
dc

dz
þ dsc

dz

� �
¼ k1: (8)

When the chemical reaction is assumed to be infinitely fast, the sum of the fluxes of C and

SC must be zero at both boundaries, and the arbitrary constant k1 of (8) is zero.

A consequence of this is that on further integration of (8), one can obtain for any

z � 0; d½ 	:

cþ sc ¼ k2; (9)

where the arbitrary constant is equal to ct.

Using the equilibrium assumption (7) and the result (9) that ct ¼ c + sc throughout the

film, one can eliminate sc from the sum of (2) and (4), whereafter the linear differential

equation is integrated:

�J ¼ D
ds

dz
þ d

dz

ets

1=Keq þ s

� �� �
: (10)

Separation of variables and integration from z ¼ 0 to z ¼ d yields

J ¼ D

d
K ðsa � sbÞ þ ctðsa � sbÞ=Keq

ð1=Keq þ KsaÞð1=Keq þ KsbÞ
� 

: (11)

The first term on the right-hand side of (11) is obviously the free diffusion

term corresponding to (7.64). This term may safely be neglected compared to the second

term.

If sb <<sa, then the flux through the membrane is

J ¼ D

d

ctsa
K0eq=K þ sa

: (12)

Equation (12) is a complete analogue to the rate expression obtained for an enzyme

reaction that follows Michaelis–Menten kinetics (Chap. 6, (6.8)) with K0eq equal to the

dissociation constant for the enzyme–substrate complex ES. Since K is likely to be substan-

tially smaller than K0eq even when S is tightly bound to C (and K0eq is small), the flux through

the membrane is proportional to sa unless sa is very large and the carrier protein becomes
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saturated with S. In any case, the ratio K/K0eq >> K, and this explains why facilitated

transport is much faster than the simple passive diffusion.5

Clearly, the efficiency of the carrier mechanism decreases if the carrier can also bind to

other substrates at z ¼ 0 by any of the mechanisms described in Sect. 6.2. This is one reason

why a mannose transport system is inhibited by glucose, and even worse, synthesis of the

mannose transporter is repressed when there is glucose in the medium. A lag-phase is to be

expected between exhaustion of glucose and efficient uptake of mannose.

7.7.2 Active Transport

Lactose permease, the Lac Y membrane bound enzyme discussed in Sect. 7.5.1,

operates by a more complex mechanism than the hexose transporters in yeast and

filamentous fungi.

The lactose binds to the transmembrane transporter protein together with a
proton, and the complex between lactose, H+, and the protein is released in the

cytoplasm.

The transport of H+ from the generally more acidic medium phase to the

cytoplasm would upset the pH in the organism which it assiduously tries to keep

constant at about 7.

Hence the protons have to be pumped out from the cell, and this is done at the

expense of ATP. Together with the H+, the lactate is pumped out of the cell.

Since the transport of the substrates (H+ and lactose) occurs in the same

direction, this type of active (i.e., not driven solely by the concentration gradient

of the substrate, but also at the expense of ATP) is named symport active transport.
The flow of one species can also be supported by flow of another species in the

opposite direction (antiport).
The uptake of glucose by yeast which is driven solely by the free energy

(� DG ¼ �DG0 � RT ln
sa
sb

� �
) is called transport by uniport. The complex mech-

anism of the respiration-driven regeneration of ATP by “F type ATP synthases” is

the subject of Sect. 4.3.2. Finally, the transport of Na+ and K+ in eukaryotes (and

of K+ in prokaryotes) is mediated by transport proteins that are phosphorylated at

the expense of ATP before the ion-transport can take place. These are called

“P-type ATP synthases.”

The subject of membrane transport mechanism is of course much too complex to

review in a text which is focused on the cellular reactions. Whole books are devoted

to cellular membrane transport, e.g., Stein (1990). Only what we find to be

5The assumption of an infinitely fast reaction is a bit shaky. It means that C has to diffuse at a

constant rate up to the boundary z ¼ 0, react instantly with S, and move away toward z ¼ d at the
same rate. This is unrealistic as shown by Schultz et al. (1974), unless the following relation is true:

Q ¼ kd2/D >> 1. For a rate constant k ¼ 107 s�1, d ¼ 10 nm, and D ¼ 10�12 m2 s�1, Q ¼ 10

which can be shown to give an overestimation of the flux by about 10%. An error of this magnitude

does, however, not invalidate the results obtained above.
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absolutely relevant to understand the discrimination between substrates that leads to

diauxie, and to evaluate (in a semiquantitative manner) the influence of the rate of

substrate transport on the overall metabolism of the organism, has been included.

As an important example of active membrane transport mechanisms, we shall

briefly discuss the “group-translocation” systems that play a key role for substrate

uptake in prokaryotes at low-substrate concentration:

In E. coli, L. lactis, and in many other bacteria, it is possible to convert substrate

(glucose, lactose, etc.) in the medium to phosphorylate sugars in the cytoplasm.

Thus, glucose is converted to G6P and lactose to G6P (+galactose which is secreted

to the medium and may be reabsorbed when the glucose has been metabolized

(Benthin et al. 1994)). The energy required for the process comes from hydrolysis

of the high-energy compound phospho-enol-pyruvate (PEP) to pyruvate.

Since the G6P synthesizes 4 ATP � 1 ATP (G6P ! 1,6 FDP), the net ATP

yield is still 2 ATP per glucose, when the ATP that would normally result from

hydrolysis of PEP is taken into account.

The mechanism of this highly efficient substrate system, the phospho(ryl)

transferase system (PTS-system) of E. coli is described in Lengeler et al. (1999).
It has a high affinity for the sugar, i.e., the maximum rate of transport is obtained

even for very small sugar concentrations, and since the phosphorylated sugar

cannot be transported back through the membrane, leak of substrate from the cell

is effectively prevented.

In a final example, the passive diffusion of organic acids through the cell

membrane will be used to illustrate how the formation of metabolic products can

effectively hurt the organism and lead to cessation of growth even when there is

sufficient availability of the energy-rich substrate.

Example 7.11 Free diffusion of organic acids across the cell membrane. When lactic

bacteria are cultivated in batch, the metabolic product lactic acid accumulates in the medium.

The cultivation is clearly product inhibited, and the specific growth rate is well described by

(7.20). When the lactic acid concentration exceeds about 42 g L�1, the growth stops.

In the following, we shall seek the explanation of this phenomenon, observed in many

other systems where a carboxylic acid is a metabolic product, in the membrane transport

reactions.

As described in Sect. 7.7.2, transport of lactose into the lactic bacteria cell occurs by co-

transport of H+, and the protons are subsequently pumped out of the cell (together with the

lactate ion) by an ATP-driven process. Hereby, the cell maintains its internal pH, a crucial

factor for the health of the organism. It has been found that the increase in medium

concentration of lactic acid which occurs in batch cultivations, or the constant, high lactic

acid concentration in a continuous cultivation with high feed concentration of lactose,

severely upsets the ATP balance of the cell. This typically happens when the pH is not

controlled, but also with pH control growth slows down and may eventually stop, and this

indicates an effect not only of H+, but also of lactate.

The effect is observed not only for prokaryotes, but also in, e.g., yeast cultivation.

Verduyn et al. (1992) analyzed the influence of benzoic acid (C6H5COOH) on the respiration

of S. cerevisiae. They found that the biomass yield on glucose decreased with increasing

concentration of the acid. At the same time, the specific uptake rates of glucose and oxygen

increased. Thus, the yield of biomass on glucose or O2 decreases, while the rate of the
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catabolic reactions in which ATP is formed increases. In another study, Schulze (1995)

analyzed the influence of benzoic acid on the ATP costs for biomass synthesis in anaerobic

cultures of S. cerevisiae. He found that the ATP costs for biomass synthesis increased linearly

with the benzoic acid concentration, also a consequence of the increased proton influx when

this acid is present in the medium.

Henriksen et al. (1998) derived a set of equations that allows quantification of the ATP

costs resulting from uncoupling of the proton gradient by organic acids. The aim of the study

was to quantify the uncoupling effect of phenoxyacetic acid, a precursor for penicillin V

production, on the proton gradient in P. chrysogenum. Both forms of this acid may diffuse

passively across the plasma membrane, but the undissociated acid has a much larger

solubility, i.e., a larger partition coefficient, and is therefore transported much faster. To

describe the mass flux of the two forms across the plasma membrane, Henriksen et al. (1998)

applied (7.64).

The specific cell area is about 2.5 m2 (g DW)�1 for P. chrysogenum, and the permeability

coefficients for the undissociated and dissociated forms of phenoxyacetic acid have been

estimated to be 3.2 � 10�6 and 2.6 � 10�10 m s�1, respectively (Nielsen 1997).

Because the undissociated and dissociated forms of the acid are in equilibrium on each side

of the cytoplasmic membrane (HA $ H+ + A�) with equilibrium constant Ka, (1) which

correlates the two forms with the total acid concentration can be written as

cundiss ¼ cdiss10
pKa�pH ¼ ctotal

1þ 10pH�pKa
: (1)

In (1), the pKa for phenoxyacetic acid is 3.1. At pseudo-steady-state conditions, the net

influx of undissociated acid will equal the net outflux of the dissociated form of the acid:

rundiss;in ¼ rdiss;out or Pundissacell cundiss;a � cundiss;b
� �

¼ Pdissacell cdiss;b � cdiss;a
� �

:
(2)

Subscripts a and b indicate the abiotic and biotic (cytosolic) side of the membrane,

respectively. By substituting from (1) for the undissociated and dissociated acid

concentrations on the abiotic and cytosolic sides of the membrane in terms of the total

concentrations on the abiotic and cytosolic sides and rearranging, we obtain the following

equation for the ratio of the total concentrations on the two sides of the membrane:

cb;tot
ca;tot

¼
Pundiss

1þ 10pHb�pKa

1þ 10pHa�pKa
þ Pdiss

1þ 10pHb�pKa

1þ 10pKa�pHa

Pdiss10
pHb�pKa þ Pundiss

: (3)

Because the permeability coefficient for the undissociated form of the acid is orders of

magnitude greater than that of the dissociated form, this equation can be reduced to

cb;tot
ca;tot

¼ 1þ 10pHb�pKa

1þ 10pHa�pKa
: (4)

Now, the intracellular pH is usually greater than the typical pH of the medium in

penicillin cultivations. Equation (4) then indicates that there is a higher total concentration

of the acid inside the cells than in the extracellular medium. Using this equation, Henriksen

et al. (1998) calculated the concentration ratio at different extracellular pH values and
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an intracellular pH of 7.2. For an extracellular pH of 6.5, the accumulation is low (about

2.3-fold), whereas at an extracellular pH of 5.0 the accumulation is high (about 100-fold).

For a given total extracellular acid6 concentration, the concentrations of both forms of the

acid on each side of the cytoplasmic membrane can be calculated using (1). Next the mass flux

of acid across the membrane can be calculated using (7.64). Because the net outflux of

dissociated acid equals the net influx of undissociated acid, the result of acid transport is a

net influx of protons, which have to be re-exported by the cytoplasma membrane-bound

ATPase in order to maintain a constant intracellular pH. If it is assumed that the export of

each proton requires the expenditure of one ATP by the ATPase reaction, Henriksen et al.

(1998) calculated that the ATP consumption resulting from this futile cycle amounts to

0.15 mmol of ATP (g DW)�1 h�1 at an extracellular pH of 6.5 and an intracellular pH of

7.2. This is a low value compared with other non-growth-associated processes that also

consume ATP (see Sect. 5.2). However, at an extracellular pH of 5.0, the ATP loss is about

7 mmol of ATP (g DW)�1 h�1 (again with an intracellular pH of 7.2), which is a significant

drain of cellular free energy. It is thus seen how the maintenance of acid concentration

gradients across the plasma membrane contributes to the decoupling of ATP generation and

ATP consumption used strictly for biosynthetic demands.

Problems

Problem 7.1 Estimation of parameters in the Monod model. From measurements

of the residual glucose concentration in a steady-state chemostat at various dilution

rates, you can find the following results:

D (h�1) s (mg L�1)

0.13 11

0.19 14

0.23 18

0.36 38

0.67 85

0.73 513

Calculate by linear regression the parameters in the Monod model. Are any of the

data points suspect?

If you want to check the value of mmax determined above, increase the dilution

rate in the chemostat to D ¼ 1.1 h�1. This results in a rapid increase of the glucose
concentration in the medium. After a while, s >> Ks. The result of the change in

6Benzoic acid as well as citric acid and lactic acid are used to preserve food, exactly because of

their inhibition of microbial growth. In acidified food (it could be a soft drink or a fruit juice, or the

pH may start to decrease through incipient growth of spoilage bacteria) much of the benzoic acid is

on the undissociated form (pKa ¼ 4.1), and the undissociated acid freely diffuses into the cell. In

anaerobic yeast cultivation, growth of the yeast almost stops when pH reaches 5, but the ethanol

yield increases in a frantic effort of the yeast cell to acquire enough ATP to expulse the protons

after the acid has dissociated at the intracellular pH of close to 7. Lactic acid (pKa ¼ 3.88) has the

same effect.
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dilution rate is a decrease in the biomass concentration, and during the wash-out

you measure the biomass concentration as a function of time, and obtain the

following results:

Time (h) x (g L�1)

0 5.1

0.5 4.5

1.0 3.7

2.0 2.8

3.0 2.1

4.0 1.4

Determine mmax from this experiment. Discuss the applied method [see also Esener

et al. (1981c)].

Problem 7.2 Inhibitory effect of lactic acid. Bibal et al. (1988, 1989) studied the

inhibition of lactic acid on Streptococcus cremoris, and in this exercise we will

analyze their data.

(a) The influence of lactic acid on the growth of S. cremoris was examined by

measuring the maximum specific growth rate during batch growth of the

bacterium in media containing various concentrations of lactic acid (p). The
results are summarized below:

p (g L�1) m (h�1)

0 0.90

12.0 0.68

39.0 0.52

55.0 0.13

As discussed in Example 7.11, it is mainly the undissociated form of lactic acid

that passes through the cellular membrane, and we will therefore assume that it

is only the undissociated acid that has a toxic effect on the cells. Plot the relative

specific growth rate, i.e., mmax(p)/mmax(p ¼ 0), versus the concentration of the

undissociated acid concentration (in mM). pH ¼ 6.3 was used and pKa for

lactic acid is 3.88. Assume that the inhibition model given by (7.19) holds. Find

the inhibition constant Ki. Plot the model together with the experiments.

(b) From the results in (a) you conclude that (7.19) is not well suited for description

of the experimental data, since the inhibition by lactic acid seems to be stronger,

especially at high values of undissociated lactic acid concentrations (pu). There
seems to be a certain maximum concentration of undissociated acid above

which growth stops. Next try the model (7.20) to find the influence of pu on

m, and estimate the model parameter. At what concentration of lactic acid will

growth stop?

(c) Plot the maximum specific growth rate as a function of the pH in a medium

containing 1 and 10 g L�1 of lactic acid (total concentration), using the model

found in (b).
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(d) Measuring the yield coefficient on lactose in a steady-state chemostat at

different concentrations of lactic acid, Bibal et al. (1988, 1989) found the

data below:

p (g L�1) Ysx (g DW g�1)

0 0.16

7.5 0.16

13.0 0.14

18.5 0.14

21.0 0.14

32.0 0.12

38.5 0.11

45.0 0.10

48.5 0.09

How can you explain the decrease in the yield coefficient with increasing lactic

acid concentration?

(e) Assume that the maintenance coefficient ms is 0.05 h
�1. Calculate the true yield

coefficient in (7.27) for p ¼ 0. Using the model derived in (b), calculate the

maintenance coefficient as a function of pu. Explain the results.

Problem 7.3 Modeling of the lac-operon in E. coli. We will now revisit the model

for the lac-operon described in Sect. 7.5.1.

(a) The repressor has four binding sites for the inducer (lactose), but in the deriva-

tion of (7.47) only the repressor–inducer complex where all four sites are

occupied is considered. We now consider binding at all four sites. Specify all

the equilibria and the definitions of the association constants. The association

constant for formation of XrSi is termed K1i, and that for formation of XOXrSi
is termed K4i. Binding of the inducer to the repressor operator complex can

be neglected (i.e., the equilibrium in (7.39c) is not considered).

Assume that the affinity for the binding of the repressor to the operator is

approximately the same whether no, one, two, or three inducers are bound to the

repressor, i.e., K41 ¼ K42 ¼ K43 ¼ K44. This assumption is reasonable since

the repressor probably changes its conformation only when the last inducer is

bound to it. With this assumption show that the fraction of repressor-free

operators is given by

Q1¼ XO½ 	
XO½ 	t

¼ 1þK1 Slac½ 	4t
1þK1 Slac½ 	4tþK2 Xr½ 	tþKSK11 XrSlac½ 	 Slac½ 	t 1þK12 Slac½ 	tþK12K13 Slac½ 	2t


 � :
(1)
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In (1), K1 ¼ K41K42K43K44.

We now assume that the K11 � K12 � K13 � K14, i.e., the association con-

stant for the fourth inducer is much stronger than the corresponding constants for

the first three sites. This assumption follows from our assumption above that the

conformation of the repressor changes onlywhen the fourth inducer is bound and

when the conformation changes the repressor–inducer complex becomes very

stable. What other assumptions are required for reducing (1) to (7.47)?

(b) Lee and Bailey (1984d) also modeled the lac-operon, but they included binding

of the repressor to a nonspecific binding site in the chromosome (Xd). Again we

neglect binding of inducer to the repressor–operator complex, and the equilibria

are therefore

Xr þ nSlac $K1
XrnSlac; (2a)

Xo þ Xr $K2
XoXr; (2b)

Xo þ XrSlac $K4
XoXrSlac; (2c)

Xd þ Xr $K5
XdXr; (2d)

Xd þ XrSlac $K6
XdXrSlac: (2e)

By assuming that [Xd]t � [Xd], show that

Q1 ¼ XO½ 	
XO½ 	t
¼ 1þ K5 Xd½ 	t þ K1 Slac½ 	nt 1þ K6 Xd½ 	t

� �
1þ K5 Xd½ 	t þ K1 Slac½ 	nt 1þ K6 Xd½ 	t

� �þ K2 Xr½ 	t
; (3)

(c) Lee and Bailey (1984d) specified the parameters in (3) to be

K1 ¼ 107 M�1; K2 ¼ 2 � 1012 M�1; K4 ¼ 2 � 109 M�1

K5 ¼ 103 M�1; K6 ¼ 1:5 � 109 M�1:

Furthermore, they state that

Xd½ 	t ¼ 4 � 10�2 M and Xr½ 	t ¼ 2 � 10�8 M:

Plot the value of Q1 using both (3) and (7.47) as a function of the inducer

concentration [Slac]t. Comment on the result.

The parameters given by Lee and Bailey are for IPTG (isopropyl-b-
D-thiogalactosidase), a frequently used inducer in studies of the lac-operon.

Assume that the parameters are the same for lactose as inducer and calculate

the concentration of lactose (in mg L�1) to give Q1 ¼ 0.5. Discuss why even

this low concentration of lactose leads to induction of the lac-operon.
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(d) Show that for an antiinducer (neglect binding of the repressor to nonspecific

sites)

Q1 ¼ XO½ 	
XO½ 	t
¼ 1þ K1 Slac½ 	mt

1þ K1 S½ 	ntþK1K4 S½ 	nt Xr½ 	t
: (4)

Problem 7.4 Facilitated transport through membranes.

(a) In Example 7.10, (2) [sa >> sb] and negligible contribution from the

non-carrier- associated transport, the total volumetric flux v through the mem-

brane area A is

JA ¼ DA

d

ctsa
Km þ sa

¼ vmaxsa
Km þ sa

where Km ¼ K0eq
K

and vmax ¼ DAct
d

: (1)

For uptake of glucose in human erythrocytes (red blood cells), the following

data are found experimentally:

Glucose concentration

(mmol L�1)
Glucose flux

(mmol min�1)

1.0 0.09

1.5 0.12

2.0 0.14

3.0 0.20

4.3 0.25

5.0 0.28

Make a double reciprocal plot of (JA)�1 ¼ v�1 versus sa and determine the

parameters vmax and Km.

(b) In the example, an infinitely fast equilibrium for the reversible reaction Sþ
Crm !SC is postulated.

Consider the other extreme: an infinitely fast diffusion of C and SC across

the membrane, and a slow reaction.

Now c and sc are both constant and have the values �c and �s�c while the solute
concentration must vary across the membrane according to

D
d2s

dz2
� k1s�c� k2�s�c ¼ 0: (2)

with boundary conditions given by (5) of the example.

Solve the differential equation (2), and determine the values of the two

constant carrier concentrations in terms of ct, the two rate constants, and

�s ¼ K
sa þ sb

2
:

[You may consult Note 6.2 since the mathematics involved in this problem

is essentially the same as that used in the note, except that plane-parallel

symmetry is used here and spherical symmetry in the note]
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Problem 7.5 Phosphotransferase-based membrane transport systems. Many

interesting physiological phenomena can be observed due to the complexity of

sugar transport systems.

(a) In Benthin et al. (1993a), stable oscillations are observed in both m and rp
because fructose can be taken up by two PTS systems.

Describe the oscillatory phenomenon, and discuss the mechanism proposed by

the authors to explain the complex behavior of the cultivation.

(b) In Benthin et al. (1993b), the uptake of glucose and mannose through two

specific sites on the transmembrane Mannose-PTS transporter is discussed.

It turns out that the transporter is able to distinguish between a glucose and

b glucose, an astonishing specificity of the protein.

What is the difference between a and b glucose?

Describe the set of experiments used by the authors to arrive at the conclusion

that there must be two different and specific sites on the medium side for uptake of

nearly identical sugars.

Discuss the mathematical model used to explain the widely different uptake

profiles for a and b glucose after a pulse addition of a mixture of two different

sugars.

Finally, discuss the adaptation of the transport system for a chemostat cultivation

with constant dilution rate when the medium is changed from mannose limitation to

glucose limitation.
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Chapter 8

Population Balance Equations

In Chap. 7, cell population balances are written in terms of a distribution of mass

fractions of the total biomass. This allows a direct combination of intracellularly

structured models and population models. However, the population balances based

on mass fractions do not permit the incorporation into the model of specific events

in the cell cycle. Since there are numerous examples that show a direct influence of

certain specific events in the cell cycle on the overall culture performance, e.g., the

distribution of plasmids to daughter cells on cell division in recombinant cultures,

we need to derive a population balance based on cell number to obtain a correct

description of these processes.

In a population balance based on cell number, the basis is the individual cells.

Thus, the cellular content of the intracellular components has the unit grams per

cell, and we can therefore not use the composition vector X (unit: grams per gram

dry weight). Instead the properties of the cell are described by the vector y, which

may also contain information about the cell’s age, size, etc. The distribution of cells

in the population is given by f (y,t), where f (y,t)dy represents the number of cells

per unit volume within the property space y to y + dy at time t. Thus the total

number of cells per unit volume in the population is given by

nðtÞ ¼
ð
Vy

f ðy; tÞ dy (8.1)

Vy is the total property space. In general, n is determined from a mass balance for

the limiting substrate, as illustrated in Note 8.1.

Note 8.1 Determination of the total number of cells from a substrate balance. For a

distribution of cells with different substrate uptake kinetics, the volumetric rate of substrate

consumption qs(t) for a single limiting substrate is given by,

qsðtÞ ¼ �
ð
Vy

rsðy; sÞ f ðy; tÞ dy (1)
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where rsðy; sÞ is the rate of substrate consumption per cell per time. The mass balance for

the limiting substrate is therefore

ds

dt
¼ Dðsf � sÞ �

ð
Vy

rsðy; sÞ f ðy; tÞ dy (2)

If rsðy; sÞ lim
x!1 is taken to be independent of the cellular state, the steady-state solution

to the mass balance gives

n ¼ Dðsf � sÞ
rsðsÞ (3)

Thus if the substrate concentration is known, the total number of cells can be calculated.

If the single-cell kinetics is described as a function of the limiting substrate concentration,

s can be calculated from the parameters in the single-kinetic model (see Problem 8.1).

For a homogeneous system (or for a given homogeneous volume element), the

dynamic balance for the distribution function is (8.2):

@f ðy; tÞ
@t

þry rðy; tÞ f ðy; tÞ½ � ¼ hðy; tÞ � Df ðy; tÞ (8.2)

rðy; tÞ is the rate of change of properties, i.e., ri is the rate along the ith property axis
in the total property space Vy. hðy; tÞ is the net rate of formation of cells with the

property y due to cell division and D is the dilution rate in the bioreactor. It is

assumed that there are no cells in the liquid stream entering the bioreactor (or the

considered volume element), i.e., finðy; tÞ ¼ 0. The first term is the accumulation

term. The second term accounts for the formation and removal of elements with the

given properties due to cellular processes, e.g., growth. The first term on the right

hand side accounts for net formation of elements/cells with the property y, e.g.,

upon cell division there is a net formation of new cells. The last term on the right

hand side accounts for washout of elements/cells from the bioreactor.

The population balance (8.2) holds only for a homogeneous bioreactor; i.e., the

distribution function is the same in each volume element in the bioreactor. This

assumption is reasonable for laboratory-scale bioreactors, whereas it is doubtful for

large-scale bioreactors. In Note 8.2, the population balance is generalized to

consider variations in the distribution function throughout the three-dimensional

physical space.

Note 8.2 General form of the population balance. With a nonhomogeneous physical space,

the distribution function also becomes a function of position in the space (i.e., f ðz; y; tÞ,
where z is the physical state space). f ðz; y; tÞdzdy is the number of cells within the physical

space between z and z + dz and within the property space between y and y + dy, and the total

number of cells per unit volume in the population is therefore given by

nðtÞ ¼
ð
Vy

ð
Vz

f ðz; y; tÞdzdy (1)
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The generalized form of the population balance is given by (2) where vðz; tÞ is the rate

of liquid flow at position z in the physical space:

@f ðz; y; tÞ
@t

þ 1

V

dV

dt
f ðz; y; tÞ þ 1

V
rz vðz; tÞf ðz; y; tÞ½ �

þ ry rðz; y; tÞf ðz; y; tÞ½ � ¼ hðz; y; tÞ (2)

For a homogeneous system, the distribution function is the same throughout the physical

space:

f ðz; y; tÞ ¼ fhðy; tÞ ¼
ð
Vz

f ðz; y; tÞdz (3)

Consequently,

@fhðy; tÞ
@t

þ 1

V

dV

dt
fhðy; tÞ þ 1

V
fhðy; tÞ

ð
Vz

rzvðz; tÞ dz

þry rðy; tÞ fhðy; tÞ½ � ¼ hðy; tÞ
(4)

Now, applying the divergence theorem of Gauss [see, e.g., Kreyszig (1988)]

ð
Vz

rzvðz; tÞdz ¼
ð
s

nðz; tÞvðz; tÞdS (5)

where nðz; tÞ is the outward normal on the system’s surface S. Normally the transport

across the surface of the system is characterized by two flows, one ingoing flow vin and the

other outgoing flow vout. We therefore haveð
Vz

rzvðz; tÞdz ¼ vin finðy; tÞ � vout fhðy; tÞ (6)

Inserting (6) in (4) we find

@fhðy; tÞ
@t

þry rðy; tÞfhðy; tÞ½ � ¼ hðy; tÞ þ 1

V
vin finðy; tÞ � vout þ dV

dt

� �
fhðy; tÞ

� �
(7)

For a chemostat and a batch reactor the volume is constant, i.e., dV/dt ¼ 0, and vout/V ¼ D
for the chemostat. For a fed-batch reactor (see Chap. 9), vout ¼ 0 and (1/V) dV/dt ¼ D. With

no cells in the ingoing stream, i.e., finðy; tÞ ¼ 0, (7) therefore reduces to (8.2).

As mentioned above the formation of cells with property y is described by the

function h(y,t) in the population balance of (8.2). Thus, the population balance

equations allow description of discrete events that occur, for example, at cell

division through the function h which is often split into two terms:

hðy; tÞ ¼ hþðy; tÞ � h�ðy; tÞ (8.3)
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The function hþðy; tÞ represents the rate of formation of cells with property y,

and similarly h�ðy; tÞ represents the rate of disappearance of these cells as they

divide. Cell division is normally a singular event, which occurs quite independent

of what happens to the other cells in the population. Let b(y, t) represent the division
frequency (or breakage frequency), i.e., b(y, t)dt is the probability that a cell with

property y at time t divides in the interval t to t + dt. Thus,

h�ðy; tÞ ¼ bðy; tÞ f ðy; tÞ (8.4)

To identify the function hþðy; tÞ, we must consider the (average) number of cells

arising from division of a cell with property y. This is normally 2, independent of

the cellular properties and the environmental conditions, i.e., two new cells are

formed upon cell division.1 Next we define the function pðy; y�; tÞ to represent the

probability of the formation of cells with properties y, and y� � y, respectively,

upon division of a cell with property y�.2 The rate of formation of cells with

property y is then given by

hþðy; tÞ ¼ 2

ð
Vy

bðy�; tÞpðy; y�; tÞ f ðy�; tÞdy� (8.5)

The function pðy; y�; tÞ is called the partitioning function. It satisfies the

constraints pðy; y�; tÞ ¼ 0 whenever one of the elements yi in the property vector y

is larger than y�i , and it is scaled by

ð
Vy

pðy; y�; tÞdy ¼ 1 (8.6)

Combination of (8.3)–(8.5) gives:

hðy; tÞ ¼ 2

ð
Vy

bðy�; tÞpðy; y�; tÞ f ðy�; tÞ dy� � bðy; tÞf ðy; tÞ (8.7)

No direct influence of the environmental conditions is included in (8.7). How-

ever, both r and h are normally functions of the concentrations of substrate and

metabolic products in the surrounding medium. Application of the population

balance with an example of the breakage frequency and the partitioning function

is illustrated in Example 8.1.

1For the meiosis of eukaryotes, four cells are formed in a cell cycle, but this special situation will

not be considered here.
2This holds only when the cell properties are conserved upon cell division. There are many cell

properties for which this is not the case, e.g., cell age and surface area. However, here the

h function can often be described explicitly, for example by a Dirac delta function as illustrated

in Example 8.2.
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Example 8.1 Specification of the partitioning function and the breakage frequency. Kothari

et al. (1972) applied a population model originally derived by Eakman et al. (1966) for

description of the size distribution of the yeast Schizosaccharomyces pombe at steady state in
a chemostat. They used a one-dimensional distribution function f(m, t), which at steady state
is given by

d f ðmÞrðm; sÞ½ �
dm

¼ 2

ð1
m

bðm�; sÞpðm�;mÞ f ðm�Þ dm� � bðm; sÞ f ðmÞ � Df ðmÞ (1)

or

df ðmÞ
dm

¼ 2

rðm; sÞ
ð1
m

bðm�; sÞpðm�;mÞf ðm�Þ dm�

� 1

rðm; sÞ bðm; sÞ þ drðm; sÞ
dm

þ D

� �
f ðmÞ (2)

rðm; sÞ is the growth rate for cells with massm (grams per cell per hour). Both the growth rate

and the breakage function are taken to be functions of the substrate concentration s in the

surrounding medium. In the model it is assumed that the distribution of division masses

around the mean division mass md is of a Gaussian type, and the breakage function is

therefore given by

bðm; sÞ ¼ 2e� ðm�mdÞ=e½ �2rðm; sÞ
e

ffiffiffi
p

p
erfc ðm� mdÞ=e½ � (3)

For the partitioning function, it is furthermore assumed that the distribution of daughter

cell mass m is also of the Gaussian type, with a median of half the mass of the parent cell at

division, m*. Thus,

pðm�;mÞ ¼ e� ðm�0:5m�Þ=x½ � 2

x
ffiffiffi
p

p
erf ðm�=2xÞ (4)

These definitions of the breakage and partitioning functions give the right trends. It is, of

course, not biologically reasonable that bð0; sÞ 6¼ 0 and pðm�;mÞ 6¼ 0, but this does not

influence the conclusions drawn by Kothari et al. (see below).

By comparing model calculations with experimental data for the mass distribution

(obtained using a Coulter counter), Kothari et al. estimated the parameters in the model,

i.e., the average mass at division md and the standard deviations (e and x) for the functions in
(3) and (4). Furthermore, they examined different models for r(m) (s is constant at a given

dilution rate in the chemostat), and found that a model where r(m) is constant and independent
of m, i.e., r(m) ¼ k corresponding to zero-order growth kinetics for the cell mass, gave the

best fit to the experimental data obtained at different dilution rates (see Fig. 8.1). With a

model where r(m) is first order in m, r(m) ¼ km, corresponding to exponential growth of the

single-cell mass, the calculated distribution function could not be fitted to the measured profile.
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Thus, the application of the population model based on number revealed that the growth
rate of individual cells is not proportional to their mass. This does not contradict the dictum
that the growth rate of a microbial culture is proportional to the total biomass concentration,

since

qx ¼
ð1
0

kf ðmÞ dm ¼ kn ¼ k

mh i x (5)

mh i is the average cell mass for the population (equal to x/n). Since k= mh i is equal to the

specific growth rate for the population, (5) is equal to the standard expression for qx, and
when r is independent of m, the specific growth rate for the culture is a function of the

average cell mass. This would not be the situation with exponential growth of the individual

cells, since here we find

qx ¼
ð1
0

kmf ðmÞ dm ¼ k mh in ¼ kx (6)

The integral is evaluated as shown in (8.10).

Example 8.1 illustrates how the population balance can be used to examine the

behavior of the single cells in a culture: By comparison of the calculated distribu-

tion function with an experimentally determined distribution function, different

models for the behavior of the individual cells can be evaluated. In their analysis,

Kothari et al. (1972) used the cell mass distribution function obtained using a

Coulter counter. Today, it is also possible to obtain distribution functions for

Fig. 8.1 Cell size

distribution for

Schizosaccharomyces pombe.
The data points are

measurements obtained using

a Coulter counter, and the line

reflects model simulations

[Reprinted with permission

from I. R. Kothari et al.

(1972)]
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many other cellular properties by flow cytometry.3 With this technique one may

measure the single-cell content of macromolecules such as proteins, chromosomal

DNA, carbohydrates, and plasmid DNA by applying specific fluorescent dyes

that label the macromolecular pool of interest. Furthermore, by measuring the

accumulation of an intracellular fluorescent product formed by the action of a certain

enzyme, it is possible to quantify the cellular content of a specific enzyme. In addition

to measurement of the cellular content by fluorescent techniques, it is also possible

to measure the cell size by light scattering, and most modern flow cytometers are

equipped with both light-scattering and fluorescent-measurement facilities whereby a

two-dimensional distribution function for a population can be obtained.

With measurements of both cell size and cell composition it is possible to

calculate the distribution function, based on mass fractions c(X) from the two-

dimensional distribution function f(y,m) (y is the content of the measured compo-

nent in grams per cell). Cells with the composition X (grams per gram dry weight)

are found on the curve y ¼ Xm in the y–m plane, and the total concentration of cells

with a composition X is therefore given by

cðXÞx ¼
ð1
0

mf ðm;XmÞ dm (8.8)

Thus, flow cytometry measurements may also be used to obtain the distribution

function based on mass fraction.

The population balance in (8.2) must satisfy an initial condition describing the

state of the population, i.e., f(y,0) should be known. Generally, this is sufficient

since the model normally satisfies consistency criteria, i.e., the flux is zero at the

boundaries of the property space. On some occasions, boundary conditions do enter

the analysis, but this depends on how the problem is formulated. The solution to the

dynamic balance (8.2) can be found by one of several weighted residual methods,

as has been illustrated for a one-dimensional distribution function by Subramanian

and Ramkrishna (1971) [see also Ramkrishna (1985) for a discussion of various

solution methods for the dynamic population balance].

In many situations it is, however, sufficient to obtain qualities pertaining to the

average composition and the standard deviation for the population. These can be

calculated from the moments of the distribution functions, where the nth moment of

a one-dimensional distribution function is defined by

MnðtÞ ¼
ð
Vy

y nf ðy; tÞ dy (8.9)

3The flow cytometer was also invented (1953) by the famous American business man and inventor

Wallace Coulter (1913–1998). The first commercial version (1968) of this instrument which has

now found widespread use in industry, in academia and in the clinic is by Wolfgang G€ohde at

Universit€at M€unster. A good reference to the many applications of flow cytometry is Ormerod

(2000).
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The zero-order moment is equal to the total number of cells per unit volume

[see (8.1)], and from the first moment the average cell composition can be

calculated:

yðtÞh i ¼ M1ðtÞ
M0ðtÞ ¼

Ð
Vy
yf ðy; tÞ dy
nðtÞ (8.10)

From the definition of the variance s2 of the distribution function,

sðtÞ2 ¼
ð
Vy

y� yðtÞh i½ � 2f ðy; tÞ dy (8.11)

We find a relationship between the variance and the second moment of the

distribution function:

sðtÞ2 ¼ M2ðtÞ
nðtÞ � yh i2 ¼

Ð
Vy
y2 f ðy; tÞ dy
nðtÞ � yh i2 (8.12)

The definitions of the moments can easily be extended to the case of a multi-

dimensional distribution function. Thus, for a two-dimensional property space (see

Example 8.4),

MijðtÞ ¼
ð
Vy1

ð
Vy2

yi1y
j
2 f ðy1; y2; tÞ dy1 dy2 (8.13)

Besides its application to single-cell populations, the population balance of (8.2)

may also be used for many other systems [again Ramkrishna (1979) who has

worked with population balances for a life-time gives a good review]. Typical

applications in connection with bioprocesses are

1. Single-cell populations (illustrated in Examples 8.1–8.3).

2. Populations of hyphal elements in connection with cultures of filamentous

microorganisms (Example 8.4).

3. Populations of pellets in cultures of filamentous microorganisms and

immobilized cells.

4. Description of the bubble-size distribution in the liquid during aerated fermentation

processes.

For processes where agglomeration is involved instead of breakage (or cell

division), the function h(y,t) is not given by (8.7) [see Ramkrishna (1985) for details].

In the following, we illustrate the application of the population balance (8.2) for some

microbial systems.
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Example 8.2 Population balance for recombinant Escherichia coli. Seo and Bailey (1985)

examined the distribution of plasmid content in recombinant E. coli cultures by means of a

population balance. They first considered the steady-state age distribution of the cells:

d rðaÞf ðaÞ½ �
da

¼ hðaÞ � Df ðaÞ (1)

With age being the considered cell property, we have (by definition) that r(a) ¼ 1 and

hðaÞ ¼ 0 ; a< td (2)

td is the length of the cell cycle (assumed to be constant in themodel). The balance (1) therefore

reduces to

df ðaÞ
da

¼ �Df ðaÞ (3)

At cell division it is assumed that there is a certain probability y for the formation of a

plasmid-free cell (the segregation-parameter), and a cell balance relating newborn cells to

the dividing cells (the so-called renewal equation) therefore gives

f ð0Þ ¼ ð2� yÞ f ðtdÞ (4)

The solution to the differential equation (3), subject to (4) and (8.1) is

f ðaÞ ¼ 2� y
1� y

D� n e�Da (5)

Equation (5) gives the steady-state age distribution for plasmid-containing cells. The

distribution is observed to be a function of the specific growth rate and the segregation

parameter y (see Fig. 8.2). The doubling time tD is also a function of the segregation

parameter:

tD ¼ lnð2� yÞ
m

(6)

Thus, for a given specific growth rate m of the culture it is seen that the cell cycle time

decreases when the segregation parameter increases, i.e., the cells have to speed up their

growth rate in order to compensate for the loss of a certain category of cells at cell division.

In order to find the distribution of plasmid content in the population of recombinant cells,

it is necessary to specify the distribution of plasmids to the two daughter cells upon cell

division and the rate of plasmid synthesis in the cells. First, the age distribution of cells with

pb plasmids at birth has a form (7), similar to (5), i.e.,

fbðaÞ ¼ cbn e
�Da (7)
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where cb is determined by the applied model for the distribution of plasmids to the daughter

cells. Three models for cb were examined by Seo and Bailey:

• Model 1. In this model, it is assumed that plasmids are randomly distributed to daughter

cells at cell division and that all cells contain N plasmids at cell division.

• Model 2. The assumptions underlying this model are similar to those for Model 1, but here

it is furthermore assumed that 2M plasmids are evenly distributed to the daughter cells,

whereas the rest are distributed at random.

• Model 3. In this model, it is assumed that all the plasmids are distributed randomly and

that K plasmids are synthesized for each cell cycle.

Obviously, Model 2 does not result in instability of the recombinant culture, since each

daughter cell always receives M plasmids from the dividing cell. From the age distribution

specified for each subpopulation of cells with pb plasmids at birth, it is possible to find the

distribution of plasmid content p in cells with pb plasmids at birth:

fbð pÞ ¼ fbðaÞ da
dp

����
���� (8)

By assuming zero-order kinetics for the plasmid replication within each cell,

the relationship between the plasmid content and the cell age is given by

p ¼ pb þ ca (9)

Here c is the plasmid replication rate constant. Combination of (7)–(9) gives:

fbðpÞ ¼ fbðaÞ 1
c
¼ cb

1

c
exp �D

p� pb
c

� 	
(10)

Finally, the distribution function for all plasmid-containing cells is found from summa-

tion of all the subpopulations:

f ðpÞ ¼
X
i

fiðpÞ (11)
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Fig. 8.2 Age distribution for

recombinant cells at

D ¼ 0.5 h�1 and for different

values of the parameter y
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With this model Seo and Bailey calculated the plasmid content distribution for the

population of recombinant cells using Models 1 and 3. The results are shown in Fig. 8.3.

For Model 1, there is a distinct maximum plasmid copy number of N ¼ 20, whereas for

Model 3 there is broad distribution of plasmid copy number in the population.

Using the plasmid copy number distribution found from the model, Seo and Bailey

calculated the productivity of the recombinant culture, i.e., the rate of formation of the

recombinant product. For the individual cells the product formation kinetics was taken to be

reðpÞ ¼ kep 1� p

pmax

� �
(12)

This is an analogue of (7.59). The total productivity for the culture is

qe ¼
ð1
0

f ðpÞreðpÞ dp (13)

With the plasmid copy number distribution in Fig. 8.3, qe was found to have a maximum

when it is specified as a function of the average plasmid copy number (calculated as the first

moment of the distribution function). Thus, for production of a recombinant protein there is

an optimal average plasmid copy number for the population.

Finally, Seo and Bailey examined the instability of the recombinant population by using

the dynamic age distribution for two subpopulations: (1) plasmid-containing cells and (2)

plasmid-free cells. Depending on the parameters N and K in Models 1 and 3, the stability of

the recombinant culture was studied. Obviously the stability increases for increasing values

of both parameters.

The Seo and Bailey model represents a detailed analysis of recombinant cultures, and

it has served as a useful guide for setting up simple models where homogeneity in the cell

population is assumed.

Example 8.3 Age distribution model for Saccharomyces cerevisiae. The asymmetric cell

division of budding yeast (see Fig. 7.18) has been modeled by Hjortso and Bailey (1982).

Their model is based on an age distribution. Cells having an age less than a1 ¼ td are defined
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as daughter cells, and cells with an age more than a1 are called mother cells. Since cell division

occurs only at a ¼ a1 + a2 (where a2 ¼ tm + tb), a balance similar to that of (3) of Example 8.2

holds for the steady-state age distribution:

df ðaÞ
da

¼ �Df ðaÞ (1)

Hjortso and Bailey used a normalized distribution function

fðaÞ ¼ f ðaÞ
n

(2)

The zero moment of this distribution function is equal to 1, and the first moment is the

average cell age for the population. The balance for the normalized distribution function is

similar to (1):

dfðaÞ
da

¼ �DfðaÞ (3)

The cell balances relating to cell division, i.e., the renewal equations, are

fð0Þ ¼ fða1 þ a2Þ (4)

fðaþ1 Þ ¼ fða�1 Þ þ fða1 þ a2Þ (5)

The solution to the differential equation (3) with the boundary conditions (4) and (5) is

given by:

fðaÞ ¼ DðeDa2 � 1Þ e�Da ;
D eDða2�aÞ ;

0<a<a1
a1<a<a1 þ a2



(6)

In (6) the parameter a1 is given by:

a1 ¼ � 1

D
lnðeDa2 � 1Þ (7)

From the age distribution function it is possible to calculate other distribution functions by

using (8). This equation is a generalization of (8) in Example 8.2:

fðwÞ ¼ fðaðwÞÞ daðwÞ
dw

����
���� (8)

fðaÞ ¼

D

rðwÞ exp �D

ðw
w0

dy

rðyÞ

0
@

1
A; w0<w<w1

D eDt2

rðwÞ exp �D

ðw
w1

dy

rðyÞ

0
@

1
A; w1<w<w2

8>>>>>>><
>>>>>>>:

(9)
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Here f(w) is a distribution function for another characteristic cellular variable w, e.g., cell
mass. If w is synthesized at a rate r(w) which is independent of cell age one finds that f(w) is
given by (9). w0, w1, and w2 are values of w for cells with an age of respectively 0, a1, and
a1 + a2.

When w is the mass m of the individual cell, r(w) is given by (10) and (11) for,

respectively, first- and zero-order growth kinetics for the single cell.

rðmÞ ¼ km (10)

rðmÞ ¼ k (11)

With these two models for the single-cell growth rate, the steady-state distribution function

f(w) can be determined, and the results are shown in Fig. 8.4. It is observed that the distribution

function is completely different in the two models, and with measurements of the cell size

distribution (e.g., by flow cytometry), it should be possible to distinguish between the two

models.

For the distribution function in (9), one can calculate the number fraction of daughter and

mother cells, respectively (here termed Z* in order to avoid confusion with the mass fraction

Z used in Sect. 7.6):

Z�
d ¼

ða1
0

FðaÞda ¼ 2� ema2 (12)

Z�
b ¼

ða1þa2

a1

FðaÞda ¼ ema2 � 1 (13)

The length tb of the budding phase is often considered to be independent of the specific

growth rate (tb � 1.8 h), even though it decreases slightly with m (see Fig. 8.5). If the same

holds for the time for maturation, i.e., tm approximately constant, then it is concluded that a2
is independent of the specific growth rate. Thus from (13) the fraction of mother cells in the
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culture increases with the specific growth rate. This corresponds well with experimental data

given by Lievense and Lim (1982), who found that the budding index, i.e., the fraction of

budded cells, increases with D in a steady-state chemostat (Fig. 8.5).

From Fig. 8.5, it is observed that the doubling time approaches the length of the budding

period for high specific growth rates. Consequently, td decreases for increasing m – showing
that the size of the daughter cells resulting from the cell division increases with increasing m,
and for high specific growth rates the cell division becomes almost symmetric (two cells of

almost equal size are formed).

Due to the formation of a bud scar on the cell envelope of the mother cell upon cell division

it is expected that mother cells would have a maximum age. Hjortso and Bailey (1982)

introduced the concept of the genealogical age of mother cells and calculated the distribution

of cells with varying numbers of bud scars. Thereby, the effect of various hypotheses

concerning the growth ability of mother cells with many bud scars could be examined. Hjortso

and Bailey (1983) also carried out transient experiments modeled by the dynamic balance (14),

which is derived from (8.2) with h(a) ¼ 0 for all a 6¼ a1 + a2, and r(a) ¼ 1.

@fðaÞ
@t

þ @fðaÞ
@a

¼ �DfðaÞ (14)

The dynamic balance was solved by the method of characteristics and again the influence

of changing the single-cell kinetics from zero to first order was examined.

Hjortso and Bailey (1984a) extended their segregated population model to predict plas-

mid stability at steady-state growth. They assumed that the culture is under selection

pressure, whereby only plasmid-containing cells can survive in the environment. The popu-

lation balance (3) still holds, but the cell balances relating to cell division in (4) and (5) are

modified to those of (15) and (16) in order to account for plasmid loss. ym and yd (the

segregation parameters) are the probabilities of formation of, respectively, a plasmid-free

mother and a plasmid-free daughter cell at cell division.

Fð0Þ ¼ ð1� ydÞFða1 þ a2Þ (15)

Fðaþ1 Þ ¼ Fða�1 Þ þ ð1� ymÞFða1 þ a2Þ (16)
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With these boundary conditions, the steady-state solution of the population balance

becomes

fðaÞ ¼
D
eDða1þa2Þ � 1þ ym

1� yd � ym
e�Da ;

D
eDða1þa2Þ

1� yd � ym
e�Da ;

0<a<a1

a1<a<a1 þ a2

8>>><
>>>:

(17)

The parameter a1 is given by (18):

a1 ¼ 1

D
ln

1� yd
eDa2 � 1þ ym

� �
(18)

It is observed that the length of the unbudded period decreases with increasing values of

ym and yd. The reason for this is, that when a large portion of the cells lose their plasmid at

cell division (and thereby die due to selection pressure from the environment), the culture has

to speed up its specific growth rate at the cellular level. This is observed as formation of

larger daughter cells during the budding period, and the length of the unbudded period for the

daughter cells is therefore shortened. The decrease in a1 results in a narrower age distribu-

tion, with a larger fraction of the cells being mother cells.

In the model above, only the age distribution for the plasmid containing cells is considered.

However, for prediction of productivity of a recombinant product one needs information on

the plasmid copy number distribution, and Hjortso and Bailey therefore extended their model

to describe the plasmid copy number distribution (by an approach similar to that illustrated

in Example 8.2). Two models for plasmid replication during the cell cycle were examined:

(a) sufficient plasmids are synthesized during the cell cycle to ensure that the copy number is

always N at cell division and (b) N plasmids are synthesized during the cell cycle. The plasmid

copy number distribution was calculated, and the distribution is quite different for the two

models (one being bimodal and the other looking qualitatively like an exponential decay).

Finally, Hjortso and Bailey (1984b) extended their model for the recombinant yeast to

dynamic conditions and examined a shift to a nonselective medium. In a chemostat, the

fraction of the population that contains plasmids approaches zero asymptotically as growth

proceeds. The decrease in the fraction of plasmid-containing cells depends on the value of a1,
which is a function of the specific growth rate. For any a1 > 0, asymmetric division results in

a faster decrease in the fraction of plasmid-containing cells than does binary fission. This

shows that the asymmetric division of budding yeast results in a different behavior than that

observed for recombinant bacteria.

Example 8.4 Population model for hyphal elements. In submerged cultures of filamentous

fungi, there is a population of hyphal elements, which may be characterized by many

different properties (e.g., their length and the number of tips), but the relative content of

different cell types may also be important (see Sect. 7.6.2). We now assume that each hyphal

element is characterized completely by its total length (l) and the number of actively growing

tips (n); i.e., f(l,n) � dl � dn is the number of hyphal elements with length l and n actively

growing tips. The hyphal diameter is normally constant (at least for certain environmental

conditions), and this also holds for the hyphal density. The hyphal length is therefore

proportional with the hyphal mass, and the total tip extension rate for the hyphae is therefore
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given by m(l,n,t)l. n is in reality an integer, but it is here taken to be a real number. The length

of the hyphal element increases due to growth with the specific rate m(l,n,t), and new actively

growing tips are formed due to branching with the frequency f(l,n,t). It is now assumed that

both the specific growth rate of the hyphal element and the branching frequency are indepen-

dent of the hyphal element properties, i.e., they are not functions of l and n. Consequently,
the rate of change of length is m(t)l, and the rate of change of actively growing tips is f(t).
The dynamic mass balance for the distribution function f ðm; nÞ is therefore given by

@f ðl; n; tÞ
@t

þ @

@l
mðtÞlf ðl; n; tÞ½ � þ @

@n
fðtÞf ðl; n; tÞ½ � ¼ hðl; n; tÞ � Df ðl; n; tÞ (1)

The dynamic mass balance is illustrated in Fig. 8.6 which shows that for a given control

volume in the [l,n] plane, there are inputs and outputs due to tip extension and branching.

Furthermore, there are inputs due to formation of new hyphal elements by fragmentation and

spore germination. Finally, there are hyphal elements leaving the control volume due to

hyphal fragmentation and washout.

We now consider growth of a mycelium in an agitated tank where shear stress causes the

hyphae to break up (hyphal fragmentation). With binary fission of hyphal elements, the net

rate of formation of hyphal elements with property {l,n} formed upon fragmentation is given

by (8.7):

hðl; n; tÞ ¼ 2

ð
Vm

ð
Vn

bðl�; n�; tÞpðfl�; n�g; fl; ngÞ f ðl�; n�; tÞdn�dl�

� bðl; n; tÞ f ðl; n; tÞ (2)

b(l,n,t) is the breakage function, which describes the rate of fragmentation of hyphal elements

with property {l,n}, and p({l*,n*},{l,n}) is the partitioning function.

Within the population of hyphal elements there will be more or less fragmentation at

different positions in the individual hyphal elements. This fragmentation occurs when the

local shearing forces become larger than the tensile strength of the hyphal wall (van Suijdam

and Metz 1981). The tensile strength of the hyphal wall depends on the morphological state

of the individual cell in the hyphal element, e.g., the tensile strength of the hyphal cells could

l

n

n

n+dn

Tip growth

Branching

Spore germination Wash out from bioreactor

FragmentationFragmentation

l l+dl

Fig. 8.6 Illustration of the

different elements in the

population balance equation

for individual hyphal

elements in a filamentous

fungal culture
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be smaller than that of apical cells, but here it is assumed that it is constant and independent

of the state of the hyphae. The breakage function and the partitioning function are therefore

both taken to be independent of the morphological state of the individual cells.

In a culture with a very large number of hyphal elements, the average ratio of hyphal

length to the number of actively growing tips in the two “daughter” fragments is identical,

i.e., lh i= nh i ¼ l� � lh i= n� � nh i, if fragmentation occurs with equal probability at any posi-

tion on the hyphal elements. It is therefore assumed that l=n ¼ ðl� � lÞ=ðn� � nÞ (or

l=n ¼ l�=n�), whereby the partitioning function can be stated as a function of l* and l only.
Furthermore, since the tensile strength of the hyphal wall is assumed to be constant, there is

an equal probability of fragmentation at any position in the hyphal element. The partitioning

function is therefore given by

pðfl�; n�g; fl; ngÞ ¼ p�ðl�; lÞ ¼ 1=l�

0



if l�>l and l=n ¼ l�=n�

in all other cases
(3)

The breakage function specifies the rate of fragmentation, and this is taken to be a linear

function of the total length of the hyphal element:

bðl; n; tÞ ¼ cðtÞl (4)

cðtÞ is the specific rate of fragmentation, which is here taken to be a function of the

environmental conditions only. cðtÞ is determined by the number of times the hyphal

elements enter the zones where the local shearing forces are larger than the tensile strength

of the hyphal element, e.g., the impeller zone, and it is therefore determined both by the

circulation pattern and the shear force distribution in the bioreactor. However, in a simple

model describing growth in a stirred tank reactor, one can assume that cðtÞ is a function only
of the energy input which can be calculated from the stirring speed, i.e., it is constant for

constant stirring speed (van Suijdam and Metz 1981).

By inserting the partitioning function of (3) and the breakage function of (4) in (2) we get

hðl; n; tÞ ¼ 2cðtÞ
ð1
l

f ðl�; n�; tÞdl� � cðtÞlf ðl; n; tÞ (5)

In order to solve the dynamic balance (1) for the distribution function, it is necessary to

specify proper boundary conditions, and these are given in (6)–(8). Fragmentation never

results in the formation of hyphal elements with zero length or no actively growing tips, and

the boundary conditions in (6) therefore hold. Since the breakage function is linearly

dependent on the length of the hyphal element, no hyphal elements have infinite length.

Furthermore, due to the assumption l�=n� ¼ l=n there are also no hyphal elements with an

infinite number of tips. Finally, f0ðm; nÞ specifies the distribution function at time t ¼ 0:

f ð0; n; tÞ ¼ 0 ; f ðm; 0; tÞ ¼ 0 (6)

lim
l!1

f ðl; n; tÞ ¼ 0 ; lim
n!1 f ðl; n; tÞ ¼ 0 (7)

f ðm; n; 0Þ ¼ f0ðm; nÞ (8)
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Solving the dynamic balance for the distribution function is complicated, since the

property space is two dimensional and an integration step is involved in the calculation of

h(l,n,t). For comparison of the population model with measurements obtained in a continuous

bioreactor at steady state, it is, however, sufficient to find the steady-state solution of the

population balance. For a population balance with a one-dimensional property space Singh

and Ramkrishna (1977) used the method of weighted residuals to find the steady-state

solution. This method could probably be extended to find the steady-state solution for the

population balance derived here. Alternatively one may introduce discrete variables and then

solve differential equations for each discrete variable (Krabben et al. 1997). However, an

intuitively simpler approach is to apply Monte-Carlo simulations where a large number of

individual hyphal elements are simulated, and the elements may then together form the

distribution function. Krabben et al. (1997) applied this approach to simulate the distribution

function for different fragmentation kinetics, i.e., different partitioning functions and differ-

ent breakage functions. It is practically impossible to obtain sufficient experimental data –

even with fully automated image analysis, on the distribution function in two dimensions to

validate different models. Krabben et al. (1997) therefore took a different approach. Based on

the simulated distribution functions they generated contour plots for the function. These

contour plots were then statistically used to evaluate experimentally obtained data for the

hyphal element properties. Hereby it was possible to evaluate the different models, and based

on this it was concluded that hyphal fragmentation only takes place for hyphal elements

above a certain size, and then follows second-order kinetics. It was, however, not possible to

discriminate between two models for the partitioning function, i.e., whether there is largest

probability for fragmentation at the center of the hyphae or whether there is equal probability

for fragmentation along the hyphae.

Even though the Monte Carlo simulations offer a simple method for simulation of even

complexmodels, it is often sufficient to look at the average properties of the hyphal elements, as

these may be directly compared with measured data. Using the balance for the distribution

function discussed above Nielsen (1993) derived dynamic balances for the average hyphal

length and the average number of tips. These balances are given by

de

dt
¼ ðc� DÞe (9)

d lh i
dt

¼ ðm� cÞ lh i ¼ ’ nh i � c lh i (10)

d nh i
dt

¼ f� c nh i (11)

’ is the average tip extension rate for all the hyphal tips in the population. Using these

balances it is possible to obtain information about the growth kinetics, i.e., the branching

frequency and the tip extension rate from measurements of the average total hyphal length

and the average number of tips. The total biomass concentration x is given by x ¼ lh ie, and
combining the dynamic balances of (9) and (10), the well-known mass balance for biomass

is found:

dx

dt
¼ ðm� DÞx (12)
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With the technique of image analysis, it is possible to determine experimentally the

average properties of the hyphal elements, and the simple model based on average properties

may be valuable for extracting the growth kinetics of hyphal elements. The variance of the

properties of the hyphal element is, however, normally quite large, i.e., the relative standard

deviation of the hyphal length is often 50% or more of the average values. The estimation of

the average properties should therefore be based on a large number of single estimations. Thus

many individual hyphal elements have to be measured. The variance of the distribution

function can be calculated from (8.11), and if an explicit expression for the variance could

be derived the model predicted variance could be compared with the experimentally deter-

mined variance. It is, however, not possible to derive simple expressions to be used in the

calculation of the variances, and the model is therefore evaluated only by comparison with

experimental data for the average properties. It should, however, be noted that the kinetics

derived from the above model is based on average properties, and it may therefore not

necessarily specifymuch about the kinetics of individual hyphal elements. Here it is necessary

to study the growth kinetics of individual hyphal elements in a growth chamber positioned

under a microscope equipped with an image analysis system. Using such a system the growth

kinetics of Aspergillus oryzae has been studied in great detail (Spohr et al. 1998; Christiansen
et al. 1999).

Nielsen (1993) compared the population model derived above with experimental data for

the total hyphal length and the number of tips obtained during fermentations with Pencillium
chrysogenum. The model was also used to examine the influence of the energy input on the

morphology of P. chrysogenum by comparing model simulations with experimental data

given by Metz et al. (1981) and van Suijdam and Metz (1981) [the data were obtained both

during a batch fermentation and in a steady-state chemostat (D ¼ 0.05 h�1)]. In Fig. 8.7, data

for the total hyphal length are shown as a function of the energy input for the two cases. The

data for the batch fermentation are the measurements obtained in the exponential growth

phase, where m ¼ 0.12 h�1. The energy input E (units of W L�1) was calculated from the

stirrer speed as specified by van Suijdam and Metz (1981). By assuming the linear relation in

(13) between the specific rate of fragmentation and the energy input, the total hyphal length

was calculated from the steady-state form of the balance for lh i in (10) and a hyphal diameter

of 3.6 mm (Metz et al. 1981).
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The data for the batch fermentation are the measurements obtained in the exponential

growth phase, where m ¼ 0.12 h�1. The energy input E (units of W L�1) was calculated from

the stirrer speed as specified by van Suijdam and Metz (1981). By assuming the linear

relation in (13) between the specific rate of fragmentation and the energy input, the total

hyphal length was calculated from the steady-state form of the balance for lh i in (10) and a

hyphal diameter of 3.6 mm (Metz et al. 1981).

c ¼ 2:1� 106 � Eþ 50:0� 106 (13)

The model is observed to correspond well with the experimental data, except for the two

measurements at very low energy input in the chemostat. Considering the data scatter, and

the presence of only two measurements in this range, it is reasonable to conclude that the rate

of fragmentation is linearly correlated to the energy input (note that the same correlation

holds for the two sets of independent experimental data).

Problems

Problem 8.1 Derivation of single-cell mass distribution functions. Consider an

organism for which division occurs at the cell mass M, birth at the cell mass M/2,
and the single-cell mass growth rate follows first-order kinetics, i.e., rðmÞ ¼ km.

(a) Find the normalized, steady-state cell mass distribution fðmÞ for this organism
in a chemostat with dilution rate D.

(b) Find the relation between D and k, and use it to eliminate k from the expression

for fðmÞ.
(c) Find the distribution function for zeroth-order kinetics (i.e., rðmÞ ¼ k), and

compare the distribution functions for, respectively, zero and first-order kinetics.

(d) Assuming a constant yield Ysx of mass per individual cell from the substrate,

write a steady-state substrate balance and simplify this to obtain an equation

among D, k, and n (the total cell number).

(e) Assume that the substrate dependence of k follows aMonod-type expression. Find

the substrate and cell number concentrations as functions of the dilution rate.

Problem 8.2 Linear single-cell kinetics. Consider an organism for which division

occurs at cell mass M, birth at cell mass M/2, and the single-cell mass growth rate

follows rðmÞ ¼ k1mþ k2.

(a) Find the normalized, steady-state cell mass distribution fðmÞ for this organism
in a chemostat with dilution rate D.

(b) Find the relation among D, k1, and k2.
(c) Because there is more than one parameter in the rate expression for the

single-cell kinetics, it is not possible to use the last result to simplify

the expression for the distribution of states and write it solely as a function

of the dilution rate in the chemostat. There are simply not enough equations
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to solve for k1 and k2 in terms of D. This problem can be resolved if one

postulates kinetic expressions for both parameters in terms of the concentration

of the limiting substrate. From these equations one can eliminate the substrate

concentration and obtain one of the parameters in terms of the other. This result

can then be used with the expression obtained in (a) to find all the parameters

in terms of the dilution rate. Demonstrate this procedure for the model, above

assuming that

k1 ¼ k1;maxs

sþ K
(1)

k2 ¼ k2;maxs

sþ K
(2)

s is the concentration of the growth-limiting substrate and the parameters ki;max

and Kmust be determined from experiments. Express k2 as a function of k1, and
substitute the result into the expression obtained in (b), solve for k1 as a function
of D, and eliminate k2 and k1 from the expression for fðmÞ.

Problem 8.3 Continuous plant cell cultures. For plant cell cultures it has been found

experimentally that the cell concentration in the outlet stream from a chemostat is less

than the concentration in the vessel. This is caused by the large size of plant cells,

which occasion them to sediment out of the outlet stream and back into the vessel.

Of course, this effect is more pronounced for large cells than for small cells, and the

phenomenon can therefore be expected to affect the cell mass distribution.

We can model this by assuming that the cell mass distribution in the outlet

stream can be calculated from the distribution in the vessel by the following

expression:

foutletðmÞ ¼ fvesselðmÞ
a

mþ a
(1)

where a is a constant parameter.

Derive a population balance equation for this situation, and find the normalized

steady-state cell mass distribution in the vessel, assuming that cells divide when

they reach the cell mass M, cells are born with cell mass M/2, and the cell mass

growth rate follows zero-order kinetics.

Problem 8.4 Cell death. Consider an organism which, when it attains the age ad
either dies (with a probability y) or divides.

(a) Write the cell balance over dividing cells and solve for the normalized, steady-

state age distribution, fðaÞ, in a chemostat with dilution rate D.
(b) Show that the doubling time, defined as the duration of the cell cycle ad, does

not equal the doubling time defined on the basis of the specified growth rate of

the population.
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Problem 8.5 Derivation of conversion rates in a yeast model. Cazzador (1991)

evaluated the parameter ku and kb in a morphologically structured model and in this

evaluation he assumed that

• The critical mass for budding is assumed to be constant and equal to 1, i.e.,m ¼ 1.

• The critical mass for cell division is assumed to be a known function of the

substrate concentration mdivðsÞ lim
x!1 such that 1<mdiv<2.

• The size of the mother cells after division is assumed to be m ¼ 1 and that of

newborn daughters m ¼ mdiv � 1.

• The specific growth rate of the single cell is assumed to be mu in the first

(unbudded) phase and mb in the second (budded) phase of the cell cycle.

(a) Write the steady-state balances for the distribution function of cell mass for

cells in the two phases. Specify the renewal equations.

(b) Solve the balances for the distribution functions.

(c) The transfer rates between the two morphological forms can be expressed as

kuxZu ¼ mufuð1Þ (1)

kbxZb ¼ ðmdiv � 1ÞmbmdivfbðmdivÞ (2)

(d) Use these equations to derive expressions for ku and kb as functions of
mdiv (which again is a function of the limiting substrate concentration) in the

two cases

i: mu ¼ mb ¼ m

ii: mu 6¼ mb

(d) Let mdiv and m be given as

mdiv ¼ 1:2þ 0:5
s8

s8 þ 108
(3)

m ¼ 0:3
s

sþ 4
(4)

Plot ku and kb as functions of the limiting substrate concentration s. Simulate

using a PC the dynamic equations for Zu, Zb, s, and x in a chemostat operated

with D ¼ 0.2 h�1, sf ¼ 400 g L�1, au ¼ 10, and ab ¼ 2. Show that a stable

limit cycle is obtained.
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Chapter 9

Design of Fermentation Processes

In previous chapters, the stoichiometry of bioreactions has been investigated, and

it was shown that how steady-state rates could be measured for many reaction

components. In Chaps. 3 and 4, the extent of the bioreaction was determined as a

function of the reaction conditions, in particular, the feed composition, the redox

level, and pH. In Chap. 5, the black box model for a bioreaction was greatly

expanded to include a sub-set of the almost infinite number of reactions in the

metabolic network. Finally, in Chaps. 6 and 7, the chemical reaction, first in enzyme

reactions and then in cell cultivations, was treated by the same tools as are used in

“ordinary” chemical reactions: The reaction rate was described as a function of the

concentrations of reactants and afterwards included in mass balances. A large number

of rate models were explored. Most of the rate models for cell reactions were of

empirical nature, but biological knowledge was included to choose a structure of the
rate expression that is suitable for the situation to be studied. The structure could

extend from a consciously simplified picture of the culture as homogenous in space as

well as in the biology that determines the cell reaction(s) to both biologically

and spatially structured population balance based models in Chap. 8.

Transport phenomena were included right from the start where the influence of

gas-to-liquid transfer was introduced (Example 3.4), and in Sect. 6.3.2 the influence

of diffusion resistance on the rate of the bioreaction was discussed in some detail.

A serious discussion of reaction rates would not have been possible without

introducing the equipment in which the reaction takes place, the bioreactor.
Consequently, the steady state, flow through reactor, the CSTR (continuous stirred

tank reactor) was introduced at the very start of Chap. 3, and the name used there,

the chemostat, referred to the way the dilution rate was controlled. In Sect. 6.3.2,

the fixed-bed tubular reactor was introduced as a means of conducting reactions on

immobilized enzymes.

In Chap. 9, the focus is on deciding the best possible conditions for conducting a
bioreaction.

Productivity in a reactor of a given volume is of considerable importance for the

commercial value of a bioprocess, sometimes more important than the yield and
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the final titer of the desired product. Thus, we shall discuss the optimal combination

of equipment (the bioreactor) and the environmental conditions, e.g., the dilution

rate D, with the purpose of designing the best possible overall process (highest

yield, productivity, and final titer), while considering the variable and the fixed

production costs of the process.

This survey of the practical feasibility of bioproduction is to be done by involving
the material of all the preceding chapters together with an engineering approach to
the subject.

Table 9.1 is an overview of the reactors used in the bioindustry where, in very

general terms, the application areas as well as advantages/disadvantages of the

reactors are stated.

By far the most commonly used bioreactor is the stirred tank reactor (STR).
Steady-state operation is the preferred mode of operation of the STR since the

CSTR can be designed to give either maximum productivity or maximum yield of

Table 9.1 Advantages and disadvantages of different reactor types and of different operating

modes of the reactors

Reactor type/mode

of operation Advantages Disadvantages

Stirred tank reactors

1. Steady state

(CSTR)

(a) Large-scale production of cheap

products STR, especially CSTR,
is by far the best due to low

capital and labor costs

(b) CSTR (or fed-batch) needed

when production of the desired

product is catabolite repressed

(c) Due to autocatalytic nature of

microbial reactions, productivity
is high

(d) Product quality is constant

(a) Infection is a risk, e.g., caused by

a short stop of the continuous

feed sterilization by steam

(b) The strain may mutate to a

nonproducing strain after long

production time

(c) Downstream equipment can be

difficult to operate in the

continuous mode

(d) Very inflexible

2. Batch operation (a) Easily switched between different

production duties with low

retrofitting costs

(b) Can be properly sterilized.

Small risk of infection and

mutation (short production time)

(a) High labor costs

(b) Much idle time for sterilization,

outgrowth of inoculum, and

cleaning

(c) Safety problems when filling and

emptying reactor

3. Fed-batch

operation

(a) Same advantages as CSTR

(a and b)

(b) The production time is limited

with smaller risk of mutations

(a) More labor cost than CSTR

(b) Large volume to be downstream

processed between runs. Holding

tanks used

Plug flow reactor

1. Steady state (a) Very high conversion of the

substrate can be obtained

(b) Fixed-bed operation

(immobilized enzymes or cells).

Film reactors

(c) High conversion of gas-phase

substrates (loop-reactors)

(a) Requires cells in feed and it can

only be used after another reactor

(b) The large difference in holding

time between gas and liquid

prevents the use of a single-pass

PFR
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the desired product, and the operating conditions can be kept at the set-point for

very long times with the use of state-of-the-art process control equipment which is

now obligatory in the bioindustry. A case in point is the continuous production of

insulin by Novo-Nordisk where the strict FDA regulations concerning constant

product quality are met in “campaigns” of 3–4 weeks of continuous operation. Also,

virtually all bioremediation plants operate as STR in the continuous mode, and a

clever design of several CSTRs in parallel or in sequence can be used to prevent

wash-out after sudden up-sets of the process.

The batch reactor and the fed-batch reactor both operate in non-steady state, but

it is important to realize that the culture is nearly in metabolic steady state during
cultivation in these reactors: The changes in the environment during the process are

often sufficiently slow to justify that, in terms of the metabolic state of the cells, the

non-steady-state operating STR is not different from the CSTR.

True dynamic behavior of the culture is only experienced after sudden changes

in the substrate concentration level in the reactor or after sudden changes in culture

parameters, such as the pH. The discussion in Chap. 6, Figs. 7.12, 7.14, and 7.15 is

concerned with truly transient behavior. Here, kinetics that are applicable in the

design of processes where the culture is in metabolic steady state cannot be used,

and as pointed out in Chap. 7 it is impossible to set up a general model that would

predict the cell-level changes of metabolism after a large upset of the steady state.

Hence, true transients are combated with the help of efficient process control equip-

ment, and the effect of large transients whichmay have disastrous effects on the process

are only seen after a failure in the process control system (or as a result of human errors).

When the sensitivity of the enzymatic reactions in a metabolic network is

studied, an important experimental tool is, however, as discussed in Sect. 6.4.4,

to introduce step changes in D or a pulse change in the substrate level. Here, violent

and rapid changes in the metabolite concentrations occur, and we shall discuss

recently developed experimental methods to measure fast changes in metabolite

levels. This is not because these transients are normally experienced in industrial

production, but because the results of the transient STR experiments can be used to

construct better production strains.

Finally it should be mentioned that the CSTR is applied in many different fields

of bioprocessing, and different names are used. A CSTR with cell retention to

improve the productivity (see Sect. 9.1.4) is sometimes called a membrane bio-
reactor, and when used to produce the fragile animal or plant cells the names

perfusion bioreactor and hollow fiber cell culture reactor are used.

As indicated in Table 9.1, the plug flow reactor (PFR) is rarely used in bioproces-
sing. If, however, a valuable gaseous substrate (e.g., technically pure (95–97%) O2)

is used in a continuous cultivation, too much of the gaseous substrate is lost when

the gas is simply sparged to the bottom of a STR. The solution is to keep the liquid-

phase substrates and products in (almost) completely mixed state, e.g., with a

typical holding time of 4–5 h, while consuming the gas-phase substrates in plug

flow mode where a satisfactory conversion can be obtained, also with a holding

time of only 20–40 s. The equipment used is called a loop-reactor, and modeling of

the loop reactor is discussed in Sect. 9.4.2.
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The PFR is also used to “mop up” the remainder of the substrate in the effluent

from a CSTR cultivation – see Sect. 9.4.1. The kinetics of the reaction will always

become first order in the limiting substrate concentration s when s ! 0, and here

the CSTR fails while the PFR easily converts the last bits of the substrate. This can

be important in the complete removal of toxic compounds in, e.g., waste water.

In enzymatic reactions, a continuous PFR operation (either using a fixed bed of

immobilized pellets or a fluid (“expanded”) bed of immobilized enzyme particles)

can also be better than CSTR operation, giving higher conversion of the substrate or

even a higher selectivity if several reactions compete for the substrate.

Film reactors, where a film of, e.g., bacteria can be made to grow on the walls of

a pipe or on an inert support material, are used in waste water biomediation. These

are also examples of steady-state PFR operation.

In Sects. 9.1–9.3, the design of STR processes is discussed, starting with the

CSTR, followed by batch and fed batch, and finally by a treatment of true transients

applied in the STRs.

In Sect. 9.4, the steady-state continuous PFR is the subject. The application of

the PFR after a CSTR and the loop reactor will be given special attention.

This ordering of the vast literature on bioreactors, from academia, but most

importantly from industry, follows the relative use of the reactor types in practice.

As a final note: In Chap. 9, only ideally mixed reactors are treated. Reactors
with spatial inhomogeneities due to incomplete mixing are treated in Chap. 11.

9.1 Steady-State Operation of the STR

A general mass balance for a STR is

dðVcÞ
dt

¼ Vðqt þ qÞ þ vfcf � vece: (9.1)

On the right-hand side of (9.1), we find the rate of transport qt of substrates

(or products) from the gas phase to the liquid medium and the rate of production

of substrates (or products) by the bioreaction. Both are in units of, e.g.,

kg (m3 reactor)�1 h�1. When multiplied by V, we obtain the sum of contributions

of reaction components transported from the gas to the medium and the reactants

produced in the reactor (kg h�1). Also on the right-hand side of (9.1), we have the

difference between the inlet flow vfcf and effluent flow vece of reaction components

(kg h�1). On the left-hand side of (9.1) is the accumulation of reactants in the

reactor (kg h�1).

Figure 9.1 is a schematic representation of the STR showing inputs and outputs.

Both in the CSTR and in the batch reactor, V is constant. In the batch reactor,

both flow terms on the right-hand side of (9.1) are zero, and in the fed-batch reactor

vece is zero, but V is a function of time t, and most of the variables in c change with

time, although we often desire to use a fed-batch strategy where s is constant.
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In a CSTR with cell retention xe is different from x, the cell concentration in the

reactor, while the other components of ce have the same values of c as in the reactor.

In Sect. 9.1, we study (9.1) when
dðVcÞ
dt

¼ 0, i.e., the steady state.

9.1.1 The Standard CSTR with vf ¼ ve ¼ v

This is the reactor and the operation modes which have so often been used in the

examples of the previous chapters to obtain the rate data. The control strategy to obtain

steady-state conditions in the continuous flow reactor has usually been to maintain the

dilution rate D at a constant value by manipulating the flow rate v to keep V or the

weight of the medium in the reactor as constant, i.e., chemostat operation.

qt þ qþ D cf � ceð Þ ¼ 0: (9.2)

In steady-state calculations, the reaction rates q can certainly be represented by

the unstructured kinetic models of the Monod type, (7.16), (7.18)–(7.20), perhaps

with the addition of a maintenance term as discussed in Sect. 7.3.2, (7.25)–(7.26). In

Sects. 9.1.1–9.1.3, ce will be equal to the values of c which are used in the

calculation of q, and when D and the parameters of q and qt are fixed, the only

dependent variables in (9.2) are the components of c.
In Sect. 9.1.4, the condition c ¼ ce will be relaxed, and a new design problem

appears.

For xf ¼ pf ¼ 0, the design model for the CSTR with maintenance included is:

qx ¼ m x ¼ mmax

s

sþ Ks

x ¼ Dx; (9.3)

qs ¼ �Yxsmx ¼ �Dðsf � sÞ ¼ �ðYtrue
xs Dþ msÞx; (9.4)

qp ¼ Yxpmx ¼ Dp ¼ ðYtrue
xp Dþ mpÞx; (9.5)

V = liquid volume

νf, cf

νe,ce

Gas inlet

Gas outlet
Liquid inlet

Liquid outlet

Fig. 9.1 Schematic

representation of the stirred

tank reactor
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D ¼ m ¼ mmax

s

sþ Ks

; X ¼ Sð1� SÞ
Sþ bðSþ aÞ ; P ¼ Sþ b1ðSþ aÞ

Sþ bðSþ aÞ ð1� SÞ: (9.6)

The dimensionless variables are:

X ¼ x

sfYtrue
sx

; P ¼ p

sfYtrue
sp

; and S ¼ s

sf
: (9.7)

The dimensionless parameters are:

a ¼ Ks

sf
; b ¼ msY

true
sx

mmax

; b1 ¼
mpY

true
px

mmax

: (9.8)

The middle of the three equations in (9.6) is the same as (3) in Example 7.2, but x
is made dimensionless as defined in the first equation of (9.7). The equation for the

dimensionless product concentration P in the effluent (and in the reactor) is derived

by insertion the explicit expression of X(S) into (9.5).

The dimensionless variables X and P have good physical interpretations: If there

is no maintenance consumption of substrate leading to an added production of P,
then X is the fraction of the inlet substrate converted to biomass and P is the fraction

converted to product. Increasing maintenance substrate consumption corresponds

to a smaller value for the observed yield Ysx and a larger value for Ysp.
The value of P decreases for increasing S when b > 0, and due to the factors S

and (1 � S) in the expression for X, the biomass concentration is 0 both for S ¼ 0

and for S ¼ 1. At some S between S ¼ 0 and 1, X passes through a maximum. This

is quite different from what happens whenms (and hence b) is zero. Here both X and

P have the value of 1 at S ¼ 0 and decrease with increasing S.

Example 9.1 Biomass and product concentrations for Monod kinetics with maintenance.
We shall return to Example 7.2 and reproduce Fig. 7.5, using the dimensionless variables X
and S of (9.7). This time, the dimensionless product concentration will also be included.

The kinetic and stoichiometric parameters are taken from the previously discussed example.

We assume that the (single) metabolic product obtained in Example 7.2 is CO2. In the

example, the true biomass yield coefficient is found to be 0.549 g biomass/g glycerol, and

with the biomass composition CH1.8O0.5N0.2, this converts to Ysx ¼ 0.6842 C-mol X/C-mol S.

The stoichiometry of the main (“true”) reaction is obtained using the procedure in Chap. 3:

CH8=3O þ 0:4483 O2 þ 0:1368 NH3 ! 0:6842 CH1:8O0:5N0:2

þ 0:3158 CO2 þ 0:923H2O:
(1)

Maintenance is supplied by oxidation of glycerol to CO2:

CH8=3O þ 1:1667O2 ! CO2 þ 1:3333H2O, (2)
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Ytrue
sx ¼ 0:6842 � 24:6=30:67ð Þ ¼ 0:549 g biomass=g glycerol,

Ytrue
sp ¼ 0:3158 � 44=30:67ð Þ ¼ 0:4531 g CO2=g glycerol,

Ytrue
px ¼ Ytrue

sx =Ytrue
sp ¼ 1:212 g biomass=g CO2;

(3)

b ¼ 0:08 � 0:549

1
¼ 0:04392 g glycerol g biomass hð Þ: (4)

According to (2), consumption of 1 C-mol glycerol produces 1 mol CO2.

Hence, mp ¼ 0.08 � 44/30.67 ¼ 0.1147 g CO2/(g biomass h),

b1 ¼ 0:1147 � 1:212=1 ¼ 0:1390 g CO2= g biomass hð Þ: (5)

For D ! 0,

X;P½ � ! 0; b1=b½ � ¼ 0; 3:16 g CO2=g glycerol½ �: (6)

Since 3.16 Ytrue
sp ¼ 3:16 � 0:3158 ¼ 1, we observe that the “main” reaction (1)

degenerates to the maintenance reaction (2) when D ! 0.

Differentiation of the expression for X gives the maximum value of Xmax(S) for X:

Xmax ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ a�

p þ ffiffiffiffiffi
a�

p� �2
1þ b

for S ¼ �a� þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a�2 þ a�

p
where a� ¼ a� b

1þ b
: (7)

For the parameters of the example, a* ¼ 0.4207 � 10�4 and one can obtain the

following:

Xmax ¼ 0.964 at S ¼ 64.4 � 10�4, where D ¼ 0.866 h�1.

At S ¼ 64.4 � 10�4, insertion in the formula for P gives P ¼ 1.1045 and P/X ¼ 1.146.

Now from (9.7), P=X ¼ Ysx=Ysp
� �true � p=xð Þ ¼ Ytrue

px � Dp=Dxð Þ ¼ Ytrue
px � Yxp:

The product of the two yield coefficients should indeed be 1 if Yxp ¼ Ytrue
xp which is easily

confirmed when the units for the yield coefficients are harmonized:

P=X ¼ 0:3158=0:6842ð Þ � 1:212 � 44=24:6ð Þ ¼ 1:0006:

Since the ratio of P/X is 1.146 at the D value of 0.866 h�1, the influence of maintenance is

still observed, even at a D value which is close to Dmax ¼ 1/(1 + a) ¼ 0.999 h�1.

Figure 9.2 shows S (~0 until D ~ 1 h�1), X, and P as a function of D.

The calculations done above are confirmed by the profiles shown on the figure.

When maintenance substrate consumption can be ignored, ms (and mp) ¼ 0,

Ytrue
ij ¼ Yij, and the formulas (9.6) simplify to

D ¼ m ¼ mmax

S

Sþ a
; X ¼ 1� S ; P ¼ 1� S: (9.9)

Here, both X and P are linear functions of S, a very different behavior than that of
Fig. 9.1.
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Again, it must be emphasized that (9.9) only holds when the feed to the STR

contains neither biomass nor product. If xf and pf are different from 0, then instead

of (9.9):

D x� xfð Þ ¼ rxx ðwhere rx ¼ mmax

s

sþ Ks

for simple Monod kineticsÞ; (9.10)

x� xf ¼ Ysx sf � sð Þ or X ¼ Xf þ 1� Sð Þ with dimensionless variablesð Þ; (9.11)

p� pf ¼ Ysp sf � sð Þ ¼ Yxp x� xfð Þ: (9.12)

9.1.2 Productivity in the Standard CSTR

The productivity of the bioreactor is an important design consideration.

The productivity, i.e., the amount of a product that can be obtained per volume

reactor and per unit time, qx, qp (or�qs when the purpose of the reaction is to get rid
of an undesired substrate), determine how well the capital invested in the reactor is

utilized.

From the mass balance for the steady-state continuous stirred tank:

� qs ¼ D sf � sð Þ; qx ¼ D x� xfð Þ; and qp ¼ D p� pfð Þ: (9.13)

The maximum productivity can be found by differentiating the qi of one of

the expressions in (9.13), and thereafter calculating the s value, sopt, for which the

derivative is zero. This s-value is either inserted in qi to determine (qi)max or it can

be inserted on the right-hand side of the expressions.

0

0,5

1

1,5

2

2,5

3

3,5

0 0,2 0,4 0,6 0,8 1 1,2

S

X

P

D 1/h

Fig. 9.2 Dimensionless substrate, biomass, and product concentrations as a function of the

dilution rate. Data for biomass yield Ytrue
sx , mmax, Ks, sf, and ms are taken from Example 7.2
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It does not matter which of the qi that is used to find sopt since all the volumetric

rates are connected via the constant yield coefficients Ysi.
Differentiation of qi and finding zero(s) of dqi/ds work well for simple rate

expressions, i.e., when the function fi(s) in qi ¼ xfi(s) is not too complicated.

A direct numerical calculation of xfi(s) – where x ¼ xf + Ysx(sf � s) – is,

however, always an option. With a modern pocket calculator equipped with graphic

facilities, the optimum value of s ¼ sopt can be pinpointed after a few minutes

work, although an exact expression for sopt has inherent qualities that are not

appreciated when sopt is found by tabulation.

In the following, a number of analytical expressions for sopt will be derived.
As a final comment to the above, it should be mentioned that optimal production

is not (or almost never) obtained at (1) the smallest s value, (2) the highest value of x
or p, or (3) the value where the yield coefficient Ysp is highest.

At s ¼ 0, f(s) is usually 0, at s ¼ sf the other factor, x, is zero, and although rx or
rp, the specific productivities can be at a maximum at this point the volumetric rate

is zero. For substrate-inhibited kinetics, (7.18) rx ¼ m can have a maximum for

some s < sf, but operation near this point is a poor choice since the culture is likely
to wash out.

These features will be quite clearly exposed in the following examples.

For Monod kinetics with no maintenance included and xf ¼ 0:

qx ¼ Dx ¼ mmaxS

Sþ a
Ysxsfð1� SÞ; (9.14)

qx
mmaxYsxsf

¼ Sð1� SÞ
Sþ a

: (9.15)

By differentiation of (9.15), one can obtain the maximum value of qx:

Q ¼ qx
mmaxYsxsf

� �
max

¼ ffiffiffiffiffiffiffiffiffiffiffi
1þ a

p � ffiffiffi
a

p� �2
for Sopt ¼ �aþ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ a

p
: (9.16)

The corresponding D value is

Dopt ¼ mmax

�aþ ffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ a

pffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ a

p ¼ mmax 1� 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 1=a

p
 !

: (9.17)

For substrate-inhibited kinetics, (7.18):

Q ¼ qx
mmaxYsxsf

¼ Sð1� SÞ
Sþ aþ bS2

; b ¼ sfKi
�1; (9.18)

Sopt ¼ � cþ c2 þ c
� �1=2

; where c ¼ a=ð1þ bÞ: (9.19)
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For product inhibition with the kinetics (7.20):

Q ¼ Sð1� SÞ ð1� d ð1� SÞÞ
Sþ a

; where d ¼ Yspsf=pmax: (9.20)

Andfinally for simpleMonod kineticswithmaintenance included as inExample 9.1:

Q ¼ S2ð1� SÞ
ðSþ aÞ ðSþ bðSþ aÞÞ : (9.21)

Analytical solutions for Sopt are stated for both the simple Monod kinetics and for

Monod kinetics with substrate inhibition, but in Fig. 9.3 a graphical representation of

the optimization problem for qx is given for all four kinetic expressions listed above.
The values for mmax, Ks, sf, and Ytrue

sx are the same [0.5 h�1, 0.4 g L�1, 2 g L�1,

and 0.5 g X (g S)�1]. The extra parameters for cases b, c and d are given in the

figure caption. Ks is much higher than the values stated in Table 7.1, but for a much

smaller sf, say sf ¼ 0.15 g L�1, the same value for a ¼ Ks/sf as used on Fig. 9.3

would be obtained for a reasonable Ks.
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Fig. 9.3 Productivity of a steady-state stirred tank reactor. (a) Monod kinetics: mmax ¼ 0.5 h�1,

Ks ¼ 0.4 g L�1, sf ¼ 2 g L�1, and Ysx ¼ 0.5 g g�1. (b) Substrate inhibition: as in (a), and

Ki ¼ 0.25 g L�1, i.e., b ¼ 8 in (9.18). (c) Product inhibition (7.20): as in (a), and sfYsp/pmax ¼ 2/3.

(d) Maintenance [(9.4) and (9.5)]: as in (a), and with b ¼ 0.2 in (9.8). Hatched area: holding time t
to achieve maximum productivity. (a) 3.37 h; (b) 7.17 h; (c) 4.69 h; (d) 4.29 h
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For the values of sf used in practical cultivations, say sf ¼ 50 g L�1, the

value of (qx)max is found at a value of S that is very close to 0 (see (9.16)) and

one probably needs to consider the influence of maintenance, i.e. (9.21) rather

than (9.15).

In baker’s yeast production or in production of a growth-associated protein such

as insulin from yeast (see Example 7.4) one needs to work at a D value close to

Dcrit (¼0.25 h�1 in Example 3.5) to have the highest qx and yet avoid ethanol

formation. Severe process control problems are associated with this choice (Andersen

et al. 1997).
In Fig. 9.3, Ysxsf/qx has been plotted against S, and the minimum of the curve

corresponds to the maximum productivity. Thus, in Fig. 9.3a, the minimum of the

curve is obtained from (9.14), (9.15): S ¼ �0.2 + √0.24 ¼ 0.29, and (qx)max/

(mmaxsfYsx) ¼ 0.29 � 0.71/0.49 ¼ 0.42, i.e., sfYsx/(qx)max ¼ (0.42 mmax)
�1

¼ 4.76 h as also seen in the figure.

The reason why mmax is separated out is that the hatched rectangles on the figures

will now have an area equal to D�1 ¼ the holding time t, to obtain a certain value

of S, as indicated on the abscissa:

qx ¼ DYsx sf � sð Þ ! D�1 ¼ t ¼ 1� Sð Þ � sfYsx=qxð Þ�1: (9.22)

To obtain the maximum productivity the rectangle which touches the curve at

Sopt is obviously that for which t is smallest. In this way, the optimization problem

has a nice graphical solution using the choice of plotting in Fig. 9.3.

Any solution in which Sopt is reached by the application of several sequentially

coupled CSTR will obviously have a higher total holding time t, and hence a lower
productivity than the single CSTR designed as described above.

If a final substrate concentration Sfinal, smaller than Sopt is desired, the one-

CSTR solution is not the best. As discussed in Sect. 9.4, the highest overall

productivity is obtained if a PFR is used downstream of a CSTR which brings S
down from 1 to Sopt. In the PFR, the substrate concentration is further reduced from
Sopt to Sfinal.

The futility of trying to obtain a high productivity at an S value where rx ¼ m is

maximum is illustrated by the substrate-inhibited kinetics

m ¼ mmaxs

s2=Ki þ sþ Ks

¼ mmaxS

bS2 þ Sþ a
: (9.23)

a ¼ Ks

sf
; b ¼ sf

Ki
:

mðSÞ has an extremum:

mextr ¼
mmax

2
ffiffiffiffiffi
ab

p þ 1
¼ mmax

2
ffiffiffiffiffiffiffiffiffiffiffiffi
Ks=Ki

p þ 1
at Sextr ¼

ffiffiffi
a

b

r
¼

ffiffiffiffiffiffiffiffiffiffi
KiKs

p
sf

: (9.24)
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Since m is an increasing function of S for 0 < S < Sextr, the maximum dilution

rate is obtained from one of the two expressions in (9.25):

Dmax ¼ mextr;
mmax ðbþ 1þ aÞ;=

when a=b � 1;
when a=b � 1:

�
(9.25)

For a/b < 1 and mextr < D (S ¼ 1), operation near D ¼ mextr is extremely

dangerous since, as we shall see in Sect. 9.3.3, any perturbation that increases S
to a value >Sextr eventually leads to wash-out of the culture. The maximum

productivity is found for an S value between 0 and Sextr given by (9.24). The correct
Sopt is stated in (9.19).

The value of mextr is independent of sf, while for any given value of the kinetic

parameters Ki and Ks, it is seen that Sextr is inversely proportional to sf (whereas,
of course, sextr is independent of sf).

When a/b > 1, Dmax is at S ¼ 1, and operation at Dmax leads to wash-out,

irrespective of the kinetic expression for the specific growth rate m.

9.1.3 Productivity in a Set of Coupled, Standard CSTR’s

The standard CSTR is, as argued in previous Sect. 9.1.2, the best choice of reactor if

high productivity is desired. The production strain must be stable, and the steriliza-

tion of the feed must be strictly controlled to avoid infection over the desired, very

long continuous operation period – otherwise enormous losses will be incurred, not

only by the loss of perhaps 400 m3 cultivation, but also by the clean up of the

discarded reactor content in a waste water treatment plant.

The good properties of the standard CSTR are explained by the nature of

bioreaction kinetics: For S > Scrit, the reaction is of negative order in the substrate

concentration, i.e., the volumetric reaction rates q increase with decreasing s. In this
situation, a standard CSTR is superior to any other type of reactor, and the extensive
use of, e.g., fed-batch cultivation is due to worries about long-time stability of the

cultivation as discussed above.

When the substrate level has to be reduced to below Sopt, a set of sequentially

coupled CSTR will do a fine job. Sequential or parallel coupled CSTR can,

in general, improve the productivity when the feed input varies in time, and

especially this design option provides a good insurance against wash-out after a

process upset. This is the only inherent weakness of the CSTR compared to batch

operation.

In the following example (Example 9.2), it is shown that how optimal solutions

can be obtained by diligent use of the almost infinite variations that are offered by

CSTR combinations.
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Example 9.2Design of a robust waste water treatment plant. Assume that a substratewith an

undesirable (limiting) component S is treated in a waste water pond.

The kinetics of the reaction is:

rx ¼ m ¼ 4

3
ðh�1Þ s

sþ 4ðmg L�1Þ ; (1)

Ysx ¼ 0.1 g biomass (g substrate)�1 and sf ¼ 60 mg L�1.

If the design objective is to remove as much as possible of the substrate S per m3 reactor,

the effluent concentration s is calculated from (9.16):

Sopt ¼ � 1

15
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

225
þ 1

15

� �s
¼ 1

5
or s ¼ 12 mg L�1: (2)

qxð Þmax ¼ 4=3ð Þ � 0:1� 60� 0:2� 0:8

0:2þ 1=15
¼ 4:8 mg L�1h�1 and

�qsð Þmax ¼ 48 mg L�1h�1; (3)

Dopt ¼ 4

3
1� 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 15ð Þp
 !

¼ 1h�1: (4)

Thus, if the waste water plant receives a constant feed v ¼ 1 m3 h�1 with sf ¼ 60 mg L�1

and it is permitted to send treated water with 12 mg L�1 to the environment, the reactor

should be designed with a volume V ¼ 1 m3.

If sf fluctuates around 60 mg L�1, one may sometimes emit treated water with more than

12 mg L�1 of the pollutant, but the plant will never fail in a catastrophic way. Thus, if the

inlet pollution level increases to sf ¼ 100 mg L�1, the effluent concentration will at first

increase above 12 mg L�1, but now the biomass concentration increases from 4.8 mg L�1

until it reaches a level of 0.1 � (100 � 12) ¼ 8.8 mg L�1. At the same time, the effluent S
concentration slowly reverts to 12 mg L�1.

The reason is, as pointed out in Sect. 7.3.1, that the simple Monod kinetics (7.16) does not
depend on the feed concentration sf, and an increase of sf does not lead to a new value for s,
but only to a new value for x. The transient is illustrated in Fig. 9.8.

Substrate inhibition kinetics (7.18) is also independent on sf, but product inhibition

kinetics [(7.19) or (7.20)] depends on sf through the product concentration p which increases
with x.

The disaster happens if, due to a sudden process upset, e.g., caused by a rainstorm, the

feed volume v increases for some period of time to more than 1.25 m3 h�1. Now, in the 1 m3

reactor, D > Dmax ¼ (4/3) � (60/(60 + 4)) ¼ 1.25 h�1, and the biomass sludge starts to

wash out exponentially as shown in Fig. 7.13. Since rebuilding biomass in a waste water

plant is a slow process, the productivity of the plant will remain low for quite some time, even

if the culture is not completely washed out.

One precautionary measure is to install a stand-by CSTR besides the 1 m3 reactor.

Assume that the highest possible inlet flow anticipated is 2.5 m3 h.
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How should the new tank with volume V1 be operated together with the original tank of

volume V ¼ V2 ¼ 1 m3, and what should be the value of V1 to safeguard against the event

that v ¼ 2.5 m3h�1?

There are two immediate options: The tanks could be operated in parallel or in series as

shown on Fig. 9.4.

(a) If the two reactors operate in parallel, the new tank should have the volume V1 ¼ 1.5 m3,

and the flow to V1 and V2 should be distributed in the ratio 1.5:1. Now both tanks operate

optimally, and 48 mg L�1 h�1 S is removed in both tanks, i.e., 120 mg pollutant is

removed per hour.

For 1 < v < 2.5 m3 h�1, one may still distribute the feed to the two tanks and thereby

achieve a smaller s, but the combination of tanks does not work with optimum produc-

tivity, and the cost of operating two tanks may exceed the benefit of obtaining a smaller s.
(b) The two tanks may also be installed in series. Which tank should be first, and what should

be the volume of V1 to obtain maximum productivity?

Clearly V1 should be the first tank since the 1 m3 tank could never work with

v ¼ 2.5 m3 h�1.

The design of the system must be done iteratively. Thus, one may guess the value of

V1, and a mass balance for tank 1 will give the concentrations [s1, x1] between the tanks.
Now x2 is calculated based on a mass balance for the second tank V2 of known volume

1 m3. Alternatively, one may start by guessing x2 and working backwards to find V1.

The second design method is the easiest and it consists of the following steps:

1. Assume that the outlet biomass concentration x2 from the 1 m3 tank is 5.5 mg L�1

(any value below 6 mg L�1 ¼ 0.1sf could be chosen). The effluent substrate concen-

tration is s2 ¼ 60 � 55 ¼ 5 mg L�1.

2. Now the biomass concentration x1 in the inlet to the 1 m3 tank can be calculated:

4=3ð Þ � 5= 5þ 4ð Þð Þ � 5:5 ¼ 2:5� 5:5� x1ð Þ ! x1 ¼ 3:87 mg L�1: (5)

In (5), we have used (9.10) instead of (9.3), since xf to the 1 m3 tank is different

from zero.

Knowing x1, the corresponding value s ¼ s1 is calculated as 60 � 38.7 ¼
21.3 mg L�1.

V1 V2

νV1

V2

ν

Fig. 9.4 Two different ways of coupling two STR
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3. The dilution rate D1 for the first tank is calculated from (9.6) since xf ¼ 0 for the first

tank.

D ¼ 2.5/V1 ¼ (4/3) � 21.3/25.3 ¼ 1.1225 h�1, and one finally obtains V1 ¼
2.5/1.1225 ¼ 2.23 m3.

The design procedure, (1)–(3), is repeated for other values of x2 until the smallest

value is found for the objective function.

O ¼ 2:5 x2 Vtotal ¼ V1 þ 1m3
� ��1

: (6)

There is no need to extend the search for the best value of V1 outside the interval

[2, 2.5] m3.

If V1 is smaller than 2 m3, the first tank will also wash out, and if V1 > 2.5 the first

tank works at suboptimal productivity.

If the design process starts by guessing V1, one ends up by calculating x2 and

O ¼ 2.5 x2/(V1 + 1).

Since qx is not monotonous in s, but allows two different s values to give the same

qx (see Fig. 9.5), one has to solve a quadratic to find [s1, x1]. The work is harder, and

one must choose the right s1.

The highest productivity reached by the sequential reactor design is 43 mg L�1 h�1

substrate removed, and this is smaller than the 48 mg L�1 h�1 removed with the

parallel reactor design (a).

But the 43 mg L�1 is a result of a suboptimal design applied for the sequential

reactor system where another design variable, the feed split f, between the reactors

has not yet been implemented.

(c) Split the 2.5 m3 h�1 feed stream in the ratio 1:1.5, and let 1 m3 h�1 pass through the 1 m3

reactor, while the remaining 1.5 m3 h�1 rejoins the flow between the two reactors.

Fig. 9.5 Optimal design of the first tank V1 in a two-tank sequence

9.1 Steady-State Operation of the STR 397



Just before entering V1, the biomass composition [x1, s1] is given by:

x1 ¼ 1 � 4:8þ 1:5 � 0ð Þ=2:5 ¼ 1:92 mg L�1 and

s1 ¼ 1 � 12þ 1:5 � 60ð Þ=2:5 ¼ 40:8 mg L�1: (7)

If we demand that the composition after the second tank is [x2, s2] ¼ [4.8, 12] mg L�1,

the volume V1 of the second reactor can be calculated from (9.10):

4=3ð Þ � 12 � 4:8= 12þ 4ð ÞV1 ¼ 2:5 4:8� 1:92ð Þ ! V1 ¼ 1:5 m3: (8)

Obviously, the sequential reactor system with split feed gives the same optimal

productivity as the parallel arrangement of the two reactors in (a). The same result is,

of course, obtained if the 1.5 m3 is first and is fed with 1.5 m3 h�1 of the total feed to

the system.

The sequential reactor system with V1 ¼ 1.5 m3 has the added advantage that it also

works when the feed flow increases above 2.5 m3 h�1. The overloaded system will now

be analyzed.

Intuitively, one would like to choose the split f such that the first reactor operates at

maximum productivity, and also one would think that it does not matter which reactor is first.

Assume that v ¼ 3 m3 h�1.

With V1 ¼ 1.5 m3 placed first and fed with 1.5 m3 h�1, the composition of the stream

entering the 1 m3 reactor is [x1, s1] ¼ [2.4, 36] mg L�1. The effluent from the 1 m3 reactor

has the composition [x2, s2] calculated as follows:

xð60� 10xÞ
60� 10xþ 4

� 4

3
� 1 ¼ 3ðx� 2:4Þ ! x

¼ 3:84 mg L�1 and the infeasible solution x ¼ 7:2 mg L�1
� �

:

Hence x2; s2½ � ¼ 3:84; 21:6½ � mg L�1 (9)

Next the 1 m3 tank is placed first, and 2 m3 h�1 of v ¼ 3 m3 h�1 is fed between the two

reactors.

x1; s1½ � ¼ 1:6; 44½ � mg L�1 and x2; s2½ � ¼ 3:70; 23½ � mg L�1:

We conclude that intuition failed us. Except if both reactors work at maximum produc-

tivity, it does matter which reactor is first, when the “maximum productivity in the first

reactor” strategy is followed. Apparently, it is best to have the large reactor first to give much

biomass to the seriously overloaded small reactor which is placed last.

One may fiddle further with the optimization problem, and perhaps send slightly more

feed through the first, large reactor to help the small, second reactor to perform better – see

Problem 9.1.

But the main message is that the combination of two smaller reactors in series is able to
handle a serious overload situation that one large reactor with the combined volume of the
two reactors could not handle.
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In the opposite situation in which the load on the reactor system is smaller than the design

value, a similar optimization problem appears. It certainly looks advantageous to have the

small reactor first in which case one may bring the substrate concentration in the effluent

much below the design value.

In a situation where v fluctuates significantly around the design value, one may contem-

plate to switch the entry point to the system from the large reactor (v > vdesign) to the small

reactor (v < vdesign), a strategy that reduces the surge in effluent S in an overload situation

and gives a fine performance of the system in the under-load situation.

Example 9.2 illustrates that an imaginative combination of CSTRs can lead to

optimization of design problems of considerable economic value, both in terms of

quality of the process and in terms of low operating costs.

The design may aim to optimize production of a particular metabolite, to

minimize fluctuations in product quality, or to minimize the risk of strain mutation.

Different strategies will have to be used for different kinetic expressions (product

inhibition and substrate inhibition, or a change of kinetics for a certain D – as

experienced in aerobic yeast fermentation), and the basic tank reactors can be

combined with biomass recirculation or with the removal of an inhibitory product

by membrane filtration.

In any situation, the optimization problems introduced here and in the previous

and following sections illustrate that engineering intuition and engineering tools

play an independent role in bioengineering when it comes to reaping the fruits of

biology.

9.1.4 Biomass Recirculation

We have seen that for the given fermentation kinetics (with or without maintenance)

and for a given feed composition, it is possible to calculate the complete effluent

composition based on a single measured quantity. This may be either the dilution

rate or the concentration of substrate, biomass, or product in the effluent. If in (9.2)

an extra degree of freedom is introduced by relaxation of the assumption that the

biomass concentration xe in the effluent is equal to the biomass concentration x in the
reactor, then a new set of design problems arises. For all other reactants and

products, the assumption of ideal homogeneity of the STR is maintained, but the

value of D that corresponds to the given feed and effluent concentrations will now

depend also on xe. When x>xe, the reactor is able to process more feed than in the

basic situation with x ¼ xe since the rate of biomass formation is proportional to x.
Enrichment of the reactor medium relative to the effluent stream can be achieved

by means of a cell centrifuge installed after the reactor and recirculation of cells
to the inlet of the reactor through an exterior loop. The same effect can also be

obtained by means of a filter installed in parallel with the reactor – typical online

probes for the removal of cell-free medium to analysis are extreme cases of

complete cell-medium separation.
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The cells may undergo a partial sedimentation in the reactor. Cells immobilized

on granules of inactive carrier material such as sand particles or flocs of micro-

organisms are typical examples. Finally, a more-or-less loose wall growth of cells

leads to enrichment of cells in the reactor, but cells growing on the walls or on

granules may exhibit different kinetic behavior than that determined with freely

suspended cells.

With maintenance-free Monod type kinetics and xf ¼ pf ¼ 0, (9.3)–(9.5) are

modified to:

Dxe ¼ m x; (9.26)

Dðsf � sÞ ¼ Yxsmx; (9.27)

Dp ¼ Yxpmx: (9.28)

Equation (9.26) is a total biomass balance for the reactor: Biomass produced is

removed in the effluent. s and p have the same values in the reactor and in the effluent.

Define f ¼ xe x= . f < 1 since xe < xwhen some cells are recirculated as in Fig. 9.4.

Df ¼ m: (9.29)

The substrate and product balances are:

Dðsf � sÞ ¼ YxsDf
xe
f

or xe ¼ Ysxðsf � sÞ ¼ Ysxðsf � seÞ: (9.30)

Dp ¼ YxpDf
xe
f

or pe ¼ p ¼ Yspðsf � seÞ: (9.31)

Equations (9.30) and (9.31) show that the overall mass balances for xe and p ¼ pe
are identical with those of (9.4)–(9.5). The cell-enrichment model differs from the

basic model in one respect only: For a given value of D, it is possible to obtain any
specified value of m or effluent composition ðse; xe; peÞ by a suitable choice of f
in (9.29).

We shall now relate f to the operating variables of a cell-recirculation design.

In Fig. 9.6a, a hydro-cyclone separates the effluent from the reactor into a product

stream v and a recirculation stream Rv, where R is the recirculation factor. The cell
concentration is xR in the recirculation stream, and xR ¼ xb, where b>1. Neither

product concentration nor substrate concentration is affected by the hydro-cyclone.

A mass balance for cells at the hydro-cyclone gives

vð1þ RÞx ¼ vxe þ RvxR (9.32)

or

1þ R ¼ f þ Rb or f ¼ 1� Rðb� 1Þ: (9.33)
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The fraction of cells sent back to the reactor is

a ¼ RvxR
vð1þ RÞx ¼

Rb
1þ R

: (9.34)

The cell concentration in the reactor is

x ¼ xe
1� Rðb� 1Þ : (9.35)

Next, consider the ultrafiltration version in Fig. 9.6b:

A mass balance for biomass is

VmðsÞx ¼ v1x or m ¼ v1=V ¼ v� v2ð Þ=V ¼ D 1� Oð Þ: (9.36)

O is the filter separation factor defined as v2/v, and D ¼ v/V as usual.

It is seen that unit B can work at a dilution rate (1 � O)�1 higher than the

ordinary continuous stirred reactor for which D(O ¼ 0) ¼ m. Since m is usually the

same with or without recycling of biomass, the biomass productivity is increased

by a factor (1 � O)�1. The biomass appears in a small stream v1 ¼ (1 � O) v, and
with a much higher concentration x ¼ x(O ¼ 0) � (1 � O)�1 than without

recycling. A metabolic product is in a cell-free stream v2, ready for downstream

processing. Also here the productivity has increased by a factor (1 � O)�1 if the

biomass and product from v1 can be retrieved. If the stream v1 is regarded as waste,
the productivity of P is increased by a factor O(1 � O)�1.

We can shortly describe the functioning of the cell-recirculation set-up as

follows:

m and consequently the effluent concentrations of substrate and product, which

are both functions of m alone, are chosen by the designer of the reactor at values

v, sf

V
x, s, p

v, sf

V
x, s, p 

v(R+1)
x, s, p

xR, s, p

xe, s, p 
v

vR 

v1, x , s, p v2 = v – v1

x = 0, s, p 

xR

a b

Fig. 9.6 Biomass recirculation using a hydro-cyclone (a), and an ultrafilter (b). In (b), the

permeate v2 ¼ v � v1 is cell free. The bleed stream v1 is taken from the reactor
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which are optimal by some criterion – it may be that a low effluent s-value is needed
or the yield of product may be small if s is too high. To obtain a satisfactory

volumetric production, rate recirculation by either scheme A or scheme B is chosen.

The two design parameters (f in A and O in B) are chosen such that the value of D
(chosen to satisfy a given production criterion) matches the desired value of m.
In both schemes, the higher productivity is due to the higher cell density in the

reactor. This result is at least in theory independent of whether there is a loss of

substrate due to maintenance. Certainly more substrate is “lost” due to mainte-

nance, but at the same time a much larger feed stream has been treated in the

system. Relatively speaking the same percentage of substrate is “lost” (the mainte-

nance loss depends only on m).
The stress on the cells caused by rapid pumping of medium through the recircu-

lation loop and the filter may, however, give an independent contribution to the

maintenance demand of the cell. In that case, the recirculation solution may be at

a disadvantage. Otherwise, the only negative aspect of cell recirculation is that

the pumping costs may outweigh the savings in capital investment for the reactor.

This situation is illustrated in Example 9.5.

Cell recirculation is a standard feature of aerobic waste water plants. The sludge

is pumped back from settling tanks to the bioreactor. Also anaerobic water treat-

ment units can benefit greatly from cell recirculation. Often the cell density is small

(the culture does not thrive unless the feed concentration of, especially a toxic,

substrate is low).

In cultivations with heavy product inhibition, cells may be sent back to the

reactor from the effluent – possibly after removing the product by membrane

separation (pervaporation if the product is volatile), by vacuum distillation, or by

some other means.

Low cell density suspended plant- or animal-cell cultures can greatly profit by cell

recirculation. Very mild processes must, however, be used to protect the fragile cells.

Cell retention mammalian cell cultures using Perfusion bioreactors were devel-
oped in the 1980s. The products, e.g., monoclonal antibodies or complex glyco-

proteins, are excreted to the medium. To the perfusion reactor, a more or less

constant stream of sterile filtered substrate is fed, e.g., through a pressure-supported

hollow fiber membrane module, and an equal volume of medium is sucked out in

another hollow fiber module. The effluent containing the product is downstreamed

in batches.

The early industrial-scale perfusion reactors had a high failure rate due to

insufficient control of the feed quality and inability to avoid strain deterioration

due to mutations and loss of viability in the long production campaign (often

6–8 weeks) promised by the continuous cultivation concept. Therefore, fed-batch

cultivation (Sect. 9.2.2) came to dominate the industry. Now much better process

control algorithms are available, and intensive research is being done to increase the

stability of the production strains. This has brought back large-scale perfusion

cultivation as a good alternative to fed-batch cultivation in the production of

pharmaceutical proteins (see, e.g., http://www.cmcbio.com).

402 9 Design of Fermentation Processes



In perfusion cultures, the cells are well protected from toxic metabolic products.

These will remain in the fed-batch cultivation throughout the 15 days of cultivation,

whereas they are continuously removed from the perfusion reactor.

The full advantage of high productivity due to the constant operation at optimal

process conditions and to the high cell density permitted in perfusion cultures can

now be obtained.

Example 9.3 Design of cell recirculation system. It is desired to process 1 m3 h�1 of a feed

with sf ¼ 4 g L�1 of the growth-limiting substrate. Assume Monod kinetics with Ks ¼ 1 g

L�1 and mmax ¼ 1 h�1. Ysx ¼ 0.5 g g�1 of substrate. The reactor volume is 500 L. What is

the maximum cell productivity with and without cell recirculation?

1. x ¼ xe: D ¼ 1/0.5 ¼ 2 h�1, and since a ¼ Ks/sf ¼ 0.25 and mmax ¼ 1 h�1, the produc-

tivity is zero because D > mmax/(a + 1) ¼ 0.8 h�1.

2. x > xe: To avoid wash-out, Df must be smaller than 0.8 h�1 and, consequently,

f ¼ 1� R ðb� 1Þ< 0:8

2
¼ 0:4: (1)

The maximum productivity is, of course, obtained when S ¼ 0, i.e., when xe ¼ sf � Ysx ¼
2 g L�1 and ðqxÞmax ¼ Dxe ¼ 2 � 2 ¼ 4 g L�1 or 2 kg h�1 in a 500-L reactor. When

S ! 0, the specific growth rate tends to zero, and from (9.29) with a given D ¼ 2 h�1, one

can obtain f ! 0, which means that the reactor cell concentration x ! 1. This is not a

feasible solution.

To illustrate the remaining calculations, choose S ¼ 0.309, for which m ¼ 0.553 h�1 and,

consequently,

f ¼ 1� R ðb� 1Þ ¼ m
D
¼ 0:276: (2)

The biomass concentration in the effluent is

xe ¼ 4� 0:5 ð1� 0:309Þ ¼ 1:382 g L�1; (3)

qx ¼ Dxe ¼ 2:764 g L�1h�1 or 1:38 kg h�1: (4)

The cell concentration in the reactor is

x ¼ xe
f
¼ 5:01 g L�1: (5)

The fraction of cells that are recirculated depends on the effectiveness of the cell

separator. Thus, for R ¼ 2, one can obtain b ¼ 1.36 and a ¼ 90.8%. The cell concentration

in the recycle loop is xR ¼ bx ¼ 6:81 g L�1. For a less efficient operation of the centrifuge,

R ¼ 3, one can obtain b ¼ 1.24, a ¼ 93.1%, and xR ¼ 6.21 g L�1.
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Example 9.4 Design of a recirculation system – with maintenance requirement. Here,

the influence of maintenance on the solution of the optimal productivity problem is studied.

Take ms ¼ mp ¼ 0:1 h�1 and Ytrue
sp ¼ Ytrue

sx ¼ 0:5. All other kinetic and operational

parameters are as in Example 9.3. The maximum cell density Xmax is calculated as in

Example 9.1

Xmax ¼ 1

bþ 1

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ a�

p � ffiffiffiffiffi
a�

p� 	2
¼ 0:7660; (1)

Smax;x ¼ �a� þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a�2 þ a�

p
¼ 0:09785: (2)

Since D is given (¼ 2 h�1), the maximum productivity is obtained for X ¼ Xmax.

ðqxÞmax ¼ DXmaxsfY
true
sx ¼ 2� 0:7660� 4� 0:5 ¼ 3:06 g L�1 h�1; (3)

(qx)max is obtained for m ¼ 0.2813 h�1, f ¼ 0.1406, and x ¼ 0.7660 � 0.5 � 4/

0.1406 ¼ 10.90 g L�1. For R ¼ 2, the value of b is calculated from (9.33). b ¼ 1.43 and

xR ¼ 15.58 g L�1. a ¼ 95.3% of the cells that are recycled. The recycle stream is much

thicker than is the case for the corresponding maintenance-free example.

Example 9.5 Design of an integrated lactic acid production unit. A total of 4.5 wt%

lactose in a waste stream from a large cheese factory is to be converted to lactic acid in a

stirred tank continuous reactor. The feed stream is 15 m3 h�1 to which enzymatically

hydrolyzed whey protein is added as nitrogen source. A high yield of lactic acid on

lactose is not a requirement per se, but the product is going to be used as the monomer

for the production of polylactate, and to avoid prohibitory downstream costs it is

necessary to convert almost all the sugar, and at the same time to work with a high

enough D value to avoid the formation of byproducts (the “mixed acids” of Example

5.1). The choice of a continuous process is obligatory. Otherwise the value of the product

(88 wt% polymer grade lactic acid) will not match the cost of raw materials, labor, and

energy.

The feed is sterile, and in a conventional CSTR, the effluent product concentration is p.
The reactor volume is 10 m3.

In an ultrafilter cell-recirculation system, the separation factor O is chosen to be 0.9, and

v1 and v2 are 1.5 and 13.5 m3 h�1, respectively.

A conservatively designed ultrafilter supports a flux J ¼ 10 L m�2 h�1, and consequently

the required filter area is 1,350 m2.

From an ultrafilter brochure, one can obtain the information that the necessary volumetric

flow to the filter in order to sustain a flux J ¼ 10 L m�2 h�1 through the filter is 0.74 m3

(m2 filter)�1. Hence, a recirculation flow of 0.74 � 1,350 ¼ 1,000 m3 h�1 is needed.

Assume that a pressure drop of 4 bar ¼ 4 � 105 Pascal across the filter is needed to

support the flux and that the pump has a mechanical efficiency of 65%. Then the energy input

is

4 � 105ð0:65 � 3; 600Þ�1 � 1;000 W ¼ 171 kW:
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The reactor capacity has been increased by a factor of 10 by cell recirculation, but at the

cost of a considerable energy input.1 A filter must be installed anyhow in order to separate the

product stream from the biomass and remaining proteins, but a conventional drum filter

working on only 15 m3 h�1 is bound to be cheaper than an ultrafilter treating 1,350 m3 h�1.

9.1.5 Steady-State CSTR with Substrates Extracted
from a Gas Phase

Having discussed many variations of steady-state cultivation of a single organism

in a CSTR, we finally need to study the influence of transport of one or several

reactants from a gas phase to the medium.

This means that the term q
t in (9.2) must be included.

Mass transfer from the gas phase to the liquid reaction medium was introduced

already in the introduction (3.1.1) of Chap. 3, and the rate constant kla for mass

transport (same unit as the specific growth rate) was found from experiments as

discussed in Example 3.4.

With the very low solubility of gases like O2 and CH4, the rate of transport of

these reactants from the gas phase is slow, and since the rate of the bioreaction q

would soon drop to zero if the gas-phase reactions were not transported to the liquid

at a rate equal to q it may well be that the limiting substrate is one supplied from

the gas phase.

We shall here discuss the design of cultivations with gas-phase substrates while

the measurement of the rate constant for qt or its calculation from empirical

formulas is postponed to Chap. 10.

If transport process of a gas-phase substrate S1 is rate limiting, then from (9.2):

qt S1ð Þ þ q S1ð Þ ¼ kla s1
� � s1ð Þ � Yxs1 mðs1Þx ¼ D s1 � s1fð Þ: (9.37)

s1 is the liquid-phase concentration of S1 and m(s1) is the specific growth rate,

expressed as a function of the limiting substrate concentration s1. As usual for

steady-state continuous reactors, D ¼ m(s1).
Both s1 and s1f can be set equal to zero compared with s�1, and (9.37) degenerates to

qx ¼ Dx ¼ Ys1x s1
�kla: (9.38)

If on the other hand a substrate S2, introduced to the reactor through the liquid

feed, is rate limiting, then:

x ¼ Ys2x s2f � s2ð Þ and qx ¼ Dx: (9.39)

1In 2003, a corn-based lactic acid plant was commissioned near Omaha, Nebraska, in a Dow –

Cargill cooperation (presently: NatureWorks LLC, a Cargill owned company). The plant has a

yearly capacity of 190,000 ton lactic acid. Economic considerations of the kind illustrated in

Example 9.5 are typical for the design of large, integrated production plants.
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One should operate the reactor at conditions where qx calculated from either (9.38)

or (9.39) is the same.

This can be used to calculate the optimal, i.e., the minimum required value

of the operating variable kla for the given D and s2f. For Monod kinetics in

substrate S2:

ðk1aÞopt ¼ D
Ys2x
Ys1x

s2f
s�1

1� K2D s2f=

mmax � D

� �
: (9.40)

Example 9.6 Optimal design of a single cell production. Let S1 be methane which is fed

to the STR as natural gas (90% methane) mixed with oxygen in the volumetric ratio 1:1.31.

The total pressure is 1 atm and the cultivation temperature is 45�C.
At these conditions:

s1
* ¼ 4.67 mg L�1 and Ys

1
x ¼ 0.8 g biomass (g methane in the liquid phase)�1.

The second substrate is ammonia. mmax ¼ 0.35 h�1, Ks ¼ 50 mg L�1 in a Monod rate

expression.

The biomass composition is CH1.8O0.5N0.2.

Let the dilution rate be D ¼ 0.2 h�1, while s2f ¼ 200 mg L�1.

From (9.40), one can obtain

klað Þopt ¼ 0:2
24:6=ð0:2� 17Þ

0:8

200

4:67
1� 50� 0:2=200

0:35� 0:20

� �
¼ 51:6 h�1;

x ¼ 0:8� 4:67� 51:6

0:2
¼ 965 mg L�1: (1)

It would serve no purpose to increase kla above 51.6 h�1 since the liquid-phase reaction

would then become rate limiting.

If the biomass concentration calculated in (1) is considered to be too low to obtain a

reasonable volumetric production rate, it becomes interesting to redesign the process, e.-

g., x ¼ 10 g L�1 From (9.38), the required mass transfer coefficient is calculated to be

kla ¼ 51.6 � (10/0.965) ¼ 535 h�1. But at the same time the ammonia feed concentration

must be increased; otherwise the higher rate of methane consumption cannot be sustained.

Solution of (9.40) with kl ¼ 535 h�1 for s2f gives us s2f ¼ 1,449 mg L�1.

The conclusion is clear that if one feed stream is “improved,” then the other feed stream

must also be “improved.”

An overall maximum productivity is found when the volumetric rate of the bioreaction is

maximized according to (9.16) and (9.17) and the matching kla value is calculated.

With the given data for the liquid-phase reaction and with s2f ¼ 1,449 mg NH3 L
�1, one

can obtain

Dopt ¼ 0:2861h�1; x ¼ Ys2 x s2f � s2ð Þ ¼ 8; 865 mg L�1;

qx ¼ Doptx ¼ 2:54 g L�1 h�1: (2)
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Finally from (9.38):

kla ¼ 2; 540=ð0:8 � 4:67Þ ¼ 679h�1: (3)

A mass transfer coefficient of 679 h�1 can be obtained, also in an industrial reactor

designed for good mass transfer.

Consequently, a maximum productivity improvement of 27% compared with D ¼ 0.2

h�1, x ¼ 10 g L�1 can be obtained by simultaneous optimization of the bioreaction and the

mass transfer process.

When the liquid-phase concentration of one of the reactants is constrained by a

mass transfer balance, one should be wary of using one of the popular rate

expressions in which the specific growth rate is given as the product of two

Monod expressions, one for each of the substrates.

Let S2 be the liquid-phase substrate and S1 the substrate transferred from the

gas phase.

The yield coefficients are Ys1x and Ys2x, respectively. The mass transfer coeffi-

cient has a known value kla.
The amount of S1 transferred from the gas phase is qt1 ¼ klaðs�1 � s1Þ while the

rate of the bioreaction is qx ¼ qt1Ys1x.
Consequently, qx can be calculated in two ways:

qx ¼ Ys1xkla s�1 � s1
� � ¼ mmaxYs2x

s2
s2 þ K2

s1
s1 þ K1

ðs2f � s2Þ: (9.41)

Equation (9.41) looks like an equation, from which s2 can be found when the

value of s1 is given.
But this cannot be true for all values of s1 since the right-hand side of the

equation is zero for s1 ¼ 0. There is clearly a lower value for s1 below which no

solutions for s2 can be found. The right-hand side of (9.41) has a maximum value

determined from (9.16), and consequently we must look for the lowest value of s1 at
which the left-hand side of (9.41) is smaller than or equal to this maximum value.

If s�1 increases (e.g., by increasing the total pressure), then the lowest permissible s1
value also increases. If mmax increases, then (s1)min decreases toward zero, and the

process is controlled by mass transfer alone. The two values obtained for s2 when s1
is above its minimum value are no surprise. The same value for qx can be obtained

both for a small s ! a large x and for a large s ! a small x.

9.2 The STR Operated as a Batch or as a Fed-Batch Reactor

In the whole of Sect. 9.1, we have considered the STR, the CSTR, operating in

steady state. In Sect. 9.4, another continuous reactor type, the PFR is discussed, and

again only steady-state operation is considered.
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In Sects. 9.2.1 and 9.2.2, the STR operating in batch mode or in fed-batch mode

is discussed, and in Sect. 9.3 we revert to the CSTR, but discuss what happens

during transients in this important bioreactor type.

The reason for separating the discussion of the two non-steady-state operating

STRs, the batch reactor and the fed-batch reactor, from that of the CSTR operating

in non-steady state is twofold:

First, the batch reactor and especially the fed-batch reactor are very important

examples of bioreactors, and many features of fed-batch operation need to be

described in detail.

Secondly, both the batch and the fed-batch reactor essentially operate in metabolic

steady state, although time is an independent process variable, and both c and (in fed-

batch) V change during the cultivation. Since the culture is essentially in metabolic

steady state, one may use Monod-type rate expressions to design the reactors.

The reason for studying the CSTR in true non-steady state operation is also

twofold:

1. Deeper layers of the control structure come alive when the CSTR is subjected to

drastic process upsets such as the injection of a pulse of substrate or by an

instantaneous change of sf or D. The effect of these large disturbances can best

be studied from a given steady state in a CSTR where the intracellular variables

have well-established values. Methods for obtaining metabolic data during fast

kinetics are outlined in Sect. 9.3.5, and the theoretical basis for analysis of the

data was already given in Sect. 6.4.4.

2. The steady-state CSTR is supposed to run according to the stated operating

conditions for a very long time, otherwise the whole idea of continuous STR

operation is lost. Hence, robust process control algorithms are especially important

for this type of cultivation, and since the results of process upsets to the CSTR can

have disastrous effects, one may need to study the stability of the steady-state

operation. This topic is emphasized in Sect. 9.3.3.

9.2.1 The Batch Reactor

Design of batch cultivations is quite easy. There are not nearly as many operation

variables and very few optimization possibilities, compared to the steady-state CSTR.

The use of unstructured kinetic models such as (7.16) and (7.18)–(7.20), perhaps

including maintenance in a simple fashion, will generally give an acceptable result.

The batch cultivation is initiated by injection into the STR of inoculum to give

an initial biomass concentration x0. The initial substrate concentration s (t ¼ 0) has

a given value s0, p(t ¼ 0) ¼ 0, and the flow in and out of the reactor is zero.

Solution of the following initial-value problem will give c as a function of time t:

dc

dt
¼ qðcÞ; xð0Þ ¼ x0; sð0Þ ¼ s0; and pð0Þ ¼ 0: (9.42)
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Assume that (9.42) is based on a single black box stoichiometry with no

maintenance substrate consumption. Then for s (substrate), p (product), and x
(biomass):

dx

dt
¼ mx and

ds

dt
¼ �Yxsmx ! dðxþ YsxsÞ

dt
¼ 0 ! s� s0 ¼ � Yxs x� x0ð Þ;

dp

dt
¼ Yxpmx ! p ¼ Yxp x� x0ð Þ: (9.43)

Equation (9.43) has been used many times before in the text (in stoichiometric

balances), but it is now seen that the “key-reaction component” concept also holds

during a transient.

Consequently, if the biomass concentration is known throughout the transient,

the concentrations of the limiting substrate S, of all other substrates, and of all the

products are given in (9.43).

The linear relation is correct for any kinetic expression m, but the assumption is

that Yjx stays constant through the cultivation.

When the Monod expression (7.16) is inserted for m in dx/dt ¼ m(s) x and

s ¼ s0 + Yxs x is inserted from (9.43), the following explicit solution for y ¼ mmaxt
as a function of x is obtained after integration of the differential equation by the

separation of variables:

y ¼ 1þ a

1þ X0

� �
ln

X

X0

� �
� a

1þ X0

ln ð1þ X0 � XÞ: (9.44)

X ¼ x

Ysxs0
, a ¼ Ks

s0
, and X0 ¼ x0

Ysxs0
in analogy with the nomenclature used

in (9.7).

For small values of time, X ~ X0 and the second term in (9.44) can be neglected.

This is the exponential phase of the batch cultivation where
X

X0

¼ x

x0
ffi exp mmaxtð Þ

since X0 << 1 and furthermore a << 1, unless s0 is very small.

For t ! 1, x ffi x0 þ Ysxs0 and X ffi X0 þ 1. Here, the first term tends to zero

and the second term dominates (9.44).

For very small values of a, onewill hardly notice the break in the curve that predicts
lnðx=x0Þ as a function of time from a straight line of slope mmax to a horizontal line, but

if s0 is small as was the case inMonod’s experiments, Note 7.2, there will be plenty of

measurements [x, t] to find both mmax from the experiments for small t and Ks from

the intermediate time interval between the two asymptotes. The batch experiment

may consequently be an option to the time-consuming determinations of [D ¼ m, s]
which today is regarded as the recommended method of obtaining the kinetic

parameters of the Monod kinetics.
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For other kinetic expressions, one may also analytically integrate the differential

equation for x(t). Thus, for the substrate-inhibited and the product-inhibited Monod-

type expressions (7.18) and (7.20), one can obtain, respectively, (9.45) and (9.46):

y ¼ bð1þ X0Þ ln X

X0

� �
� bðX � X0Þ þ 1þ a

1þ X0

� �

ln
X

X0

� �
� a

1þ X0

ln ð1þ X0 � XÞ; ð9:45Þ

y ¼ ðP0 þ Xmax � X0Þ 1þ X0 þ a

Xmaxð1þ X0Þ ln
X

X0

� �
� a

ð1þ X0Þ ðXmax � 1� X0Þ



lnð X0 þ 1� XÞ� Xmax � 1� X0 � a

Xmax ðXmax � 1� X0Þ ln
ðXmax � XÞ
ðXmax � X0Þ

� ��
: ð9:46Þ

In both cases, separation of the variables t and x has been used to integrate the

differential equation.

Although numerical integration of the mass balance can easily be obtained for

any given set of parameters in the mass balance – and analytical integration leads

to any number of algebraic errors for the nontrained practitioner – the analytical

expression, complicated as they may be, do give some qualitative feeling for the

influence of the parameters.

In (9.45), the parameter b is the ratio between s0 and Ki in (7.18). The parameter

b is large for large s0 and small Ki (see the analogous derivation of the enzyme

kinetics, (6.16), although in the present context any mechanistic interpretation of Ki

is fictitious).

For b ! 0, (9.45) degenerates to (9.44), but for large b, linearization of the first

term in (9.45) from X ¼ X0 (i.e., for small t) leads to

bð1þ X0Þ X

X0

� 1

� �
� bðX � X0Þ ¼ b

X

X0

� 1

� �
: (9.47)

Since it takes a long time before x moves away from x0, (9.45) can erroneously

be interpreted as expressing a lag-time before cells start to grow. The result clearly

shows that batch cultivation of an organism which grows with substrate-inhibited

kinetics is inferior to cultivation in a steady-state CSTR where the substrate

concentration in the reactor is far below sf as long as D is appreciably below

Dmax. Since, as mentioned in Sect. 7.3.1, the organisms used to degrade toxic

compounds by anaerobic digestion typically show substrate-inhibited kinetics,

one will definitely recommend that steady-state CSTR operation is used in these

processes.

In (9.46), the parameters are:

P0 ¼ p0
Ysps

and Xmax ¼ pmax � po
Ysps0

þ X0: (9.48)
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For p0 ¼ 0 and pmax >> Ysps0, (9.46) also degenerates to (9.44), but this is

obviously is not the case in wine fermentation using the sugar-rich grapes of warm

climates. Equation (9.46) may be instructive when studying the influence of the

growth parameters (Ysx and Ysp) on a wine fermentation that starts with a juice of

concentration s0. Note that the kinetic parameter mmax only occurs as a scaling

factor on t, and the issue of “stuck-fermentation,” cessation of fermentation while

there is still many grams of sugar left in the medium, can be studied with (9.46) as a

guideline. With s0 in the range of 200–250 g sugar L�1, the parameter a ¼ Ks/s0
can safely be set to zero.

9.2.2 The Fed-Batch Reactor

As indicated in Table 9.1, the operation of bioreactors in semibatch mode is very

popular in the fermentation industry.

The fed-batch process was developed around 1920, both in Denmark and

Germany, as a way to increase the biomass yield in production in Baker’s yeast.

By a slow addition of sugar, overflow metabolism can be avoided (see Example 9.7).

Today, fed-batch operation is frequently used in recombinant protein production by

many organisms for partly the same reasons, i.e., the presence of an overflow

metabolism which diverts the carbon flow to undesired by-products. This applies,

e.g., for Escherichia coli, in which acetate formation occurs at high carbon fluxes.

Furthermore, substrate inhibition, either of the biomass formation itself or of a

desired product, may occur.

In a typical fed-batch process for protein synthesis, the reactor is started as a

batch, and a suitably large biomass concentration is obtained by consumption of the

initial substrate. The rate of product formation is typically zero during the batch

cultivation, since P is only synthesized when an inducer is added.
When the biomass concentration has increased to a desired level x0 and corre-

spondingly the substrate level has decreased to a low level, a feed of (usually very

concentrated) substrate is started. At the same time, the inducer is added to switch

on the metabolic pathways that lead to the desired product.

During the whole fed-batch period, no product is withdrawn from the reactor

and the medium volume keeps increasing. At the end of the fed-batch period, the

whole or a portion of the medium is harvested and sent to downstream processing.

New substrate is added, and (possibly after a batch period) a second fed-batch

period is started. This is repeated fed-batch operation. It will work quite well

unless the remainder of biomass which is used to grow up a new culture is

different from that of the inoculum, and therefore produces the desired product at

a low yield.

Two objections have been raised to the fed-batch process:

1. Why would one wish to use a somewhat complicated process rather than batch

operation where good process control of pH, O2 supply, and temperature will
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lead to total consumption of the substrate and production of a high titer of

biomass and the desired product?

2. Why not use a steady-state CSTR where product or biomass production will

continue indefinitely at optimal process conditions which can be calculated

beforehand?

The answer to the first objection is: The right product may not be produced when

the substrate concentration is high: A high sugar concentration in a baker’s yeast

production will lead to an initial production of substantial amounts of ethanol, and

with a low initial sugar concentration the productivity is too low. Also, in, e.g.,

heterologous protein production, synthesis of the protein may be catabolite

repressed.

The difficulty of getting a substrate-inhibited cultivation started in the batch

mode is discussed in Sect. 9.2.2.

The answer to the second objection lies in the limited time horizon of the

fed-batch culture. When continuous feed of substrate has increased the medium

volume to a maximum Vmax, the process is stopped, the product is harvested, and a

new fed-batch period may start, perhaps with 1/4 of the final medium left in the

reactor to avoid the slow outgrowth of an entirely new biomass culture in batch

cultivation.

The steady-state CSTR operation with its promise of an indefinite production

period has traditionally suffered from the disadvantages listed in Table 9.1: Strain

mutation after a long time on stream, a difficult control situation, and perhaps an

unsatisfactory flexibility of the equipment.

This criticism of steady-state CSTR operation is now slowly subsiding. Industry

wants to capitalize on the superior productivity of the CSTR, and better medium

control and a stringent monitoring and control of the cultivation process have led

to such great performance improvements of the continuous STR mode of opera-

tion that this is now accepted in many places. Still, fed-batch cultivation is widely

used even where CSTR operation is known to give higher productivity, e.g., in

baker’s yeast production (and in production of compounds expressed in yeast),

and in production of industrial enzymes, of antibiotics, and of many other final

products.

When a time-varying feed stream v(t) containing one or more of the substrates

at a constant concentration cf is admitted to a STR without withdrawal of a

corresponding effluent stream, the mass balances become

dðcVÞ
dt

¼ V
dc

dt
þ c

dV

dt
¼ V

dc

dt
þ cvðtÞ ¼ VqðcÞ þ cfvðtÞ: (9.49)

The mass balances for the fed-batch operational mode therefore become

dc

dt
¼ qðcÞ þ vðtÞ

VðtÞ ðcf � cÞ: (9.50)
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There is a striking similarity between (9.50) and the mass balances for a

STR. In (9.50), the dilution rate D ¼ vðtÞ VðtÞ= is, of course, a function of time,

and fed-batch is in principle a purely transient mode of operation, although the

process can safely be analyzed assuming that the culture is in steady-state

metabolic balance.

One may visualize the fed-batch as a control problem: Subject to certain

constraints, it is possible to choose the control function v(t) such that a given goal

is reached. This goal may be defined at the end of the fermentation process where

V(t) has reached a specified value. This end-point control problem is a classical

problem of control theory: e.g., to choose v(t) and [sf, s0, x0] that characterize the

initial state and the feed policy, so that a given state (x, s) is reached in the shortest
possible time. The chemical engineering literature abounds with solutions of this

kind of problem. Menawat et al. (1987) and Palanki et al. (1993) are typical

references.

We shall, however, choose to study two simpler problems where the control

action is applied with the purpose of achieving optimal metabolic conditions for

the cell culture at every instant during the fermentation. The concept of an instan-

taneous control action is illustrated in sufficient generality with only one growth-

limiting substrate and the biomass as the state vector. To simplify the discussion,

maintenance-free kinetics will be used.

The two most obvious feed policies are

• Choose v(t) so that s ¼ s0 throughout the fermentation.

• Choose v(t) so that qx ¼ q0x throughout the fermentation.

The two policies correspond to fermentation at constant specific growth rate
and at constant volumetric rate of biomass production, respectively. Both policies

have obvious practical applications.

When s is kept at a constant value, just below that, at which part of the added

substrate is converted to undesired products, a large amount of biomass (together

with any growth-associated metabolic product or a valuable protein) is produced at

a reasonably high rate, and high final biomass and product titer can be obtained.

The constant volumetric rate policy is important if removal of the heat of

reaction is a problem or if the capability to supply another substrate, e.g., oxygen,

is exceeded when qx>q0x.
Calculation of v(t) for the constant specific growth rate policy (where s is

constant since m is a function of s alone) is quite easy. From (9.49), and with xf ¼ 0:

dðxVÞ
dt

¼ m0xV ) xV ¼ x0V0 expðm0tÞ: (9.51)

The substrate balance is obtained from (9.50):

ds

dt
¼ 0 ¼ �Yxsm0xþ

vðtÞ
VðtÞ ðsf � sÞ: (9.52)
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Solution of (9.52) for v(t) yields:

vðtÞ ¼ Yxsm0
sf � s0

xV ¼ Yxsm0
sf � s0

x0V0 expðm0tÞ: (9.53)

V(t) is found by integration of (9.53) from t ¼ 0, and x(t) by insertingV(t) in (9.51).

V

V0

¼ 1� bx0 þ bx0 expðm0tÞ ; b ¼ Yxs= ðsf � s0Þ; (9.54)

x

x0
¼ expðm0tÞ

1� bx0 þ bx0 expðm0tÞ
¼ y

1� bx0 þ bx0y
¼ V0

V
y: (9.55)

Equations (9.53)–(9.55) constitute the complete, explicit solution to the constant

specific growth rate problem.

v is seen to increase exponentially with time according to (9.53).

The value of x for a specified V V0= is calculated from (9.55), using the value

of t obtained by the solution of (9.54).

According to (9.55), x will at first increase exponentially with t, but eventually
it approaches an upper value equal to b�1 ¼ Ysx(sf � s0) which is proportional to

sf � s0. Since qx ¼ m0x, the volumetric biomass production rate can reach a very

high value for large sf.
The design of the fed batch by the above procedure is based on the assumption of

a single black box stoichiometry with constant Yij. Hence (�q0) ¼ Yxo qx can reach
a value where, according to the discussion of Sect. 9.1.5, not enough O2 can be

supplied by physical mass transfer from the gas phase.

At this point, one should switch to the second of the two operation policies

mentioned above, namely, the constant volumetric productivity policy. This policy

is adapted, not because it gives advantages in terms of productivity, but because the

constant m policy breaks down due to the interplay between the bioreaction and

physical processes.

The best one can do after the process has become limited by mass transfer from

the gas phase is to work at the value q0x where ð�q0Þmax ¼ Yxoq
0
x.

It will be shown below that the “constant qx feed policy” is, in fact, easily

designed. It turns out that an exponential feed policy can be maintained, although

the exponent is smaller than m0, and therefore that the cultivation process slows

down.

The value of (�q0)max primarily depends on kl a and on the partial pressure p0 of
O2 in the gas phase, (3.9). p0 is proportional both to the gas mole fraction of O2

and to the total pressure.

The relation between kla and the power input used to disperse the gas in the

liquid phase is discussed in Chaps. 10 and 11. It turns out that an unacceptable

power input must be used to increase kla above ~ 1,000 h�1. Using “technical

quality O2 – about 95% pure” is a relatively cheap way to increase (� q0)max, but
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bioreactors working at moderate hyperbaric conditions, e.g., a reactor pressure of

2–3 bar, are a promising option.

In any case (�q0) has a maximum value (�q0)max, and at the starting point of

the “constant qx feed period,” the variables have the following values:

q0x ¼ Yox �q0ð Þmax; x0 ¼ q0x=m0; y ¼ exp m0t
0

� �! t0 ¼ ln y=m0;

as determined from (9.55).

Finally, V0/V0 is found from (9.54) and v(t0) from (9.53).

Just before t ¼ t0, the reactor volume V increases exponentially with slope.

dV

dt

� �0

¼ v0 ¼ bm0x0V0 expðm0t0Þ: (9.56)

It is postulated that exponential feed can be continued for t > t0, and that

v t0ð Þ ¼ kV0exp kt0ð Þ ! V ¼ V0exp kt0ð Þ; where t0 ¼ t� t0: (9.57)

Villadsen and Patil (2007) show that (9.56) can, indeed, be used to calculate V(t0)
with a high accuracy, and they also find the value for the exponent k.

The mass balance for S after t ¼ t0 is again satisfy (9.52), but s is not constant
for t > t0.

ds

dt0
¼ �Yxsmxþ vðt0Þ

Vðt0Þ ðsf � sÞ ¼ � Yxsm0x
0 þ k sf � sð Þ: (9.58)

The corresponding mass balance for the biomass is integrated from t0 ¼ 0

to give

dx

dt0
¼ q0 � kx ¼ m00x

0 � kx ! x ¼ x0 � q0

k

� �
expð�kt0Þ þ q0

k
: (9.59)

When the substrate balance multiplied by Ysx and the biomass balance are added

and integrated from t0 ¼ 0, one can obtain:

xþ Ysxs ¼ x0 þ Ysx s0 � sfð Þ� �
exp �kt0ð Þ þ Ysxsf : (9.60)

In (9.60), x >> Ysxs and s0 << sf. When these small terms are neglected, (9.60)

becomes identical to (9.59), if Ysxsf ¼ q0/k.
Consequently, a value for k has been determined for which exponential feed

can be used, also when O2 mass transfer has becomes limiting.
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k ¼ q0

Ysxsf
¼ m0x

0

Ysxsf
: (9.61)

k is equal to m0 scaled by the ratio between the biomass concentration obtained

when mass transfer limitation sets in, and that which would be obtained if the

substrate admitted since the start of the batch fermentation period is completely

converted to biomass.

Example 9.7 Design of a fed-batch process for baker’s yeast production. A typical indus-

trial strain of Saccharomyces cerevisiae converts glucose to biomass according to:

CH2O þ 0:3944O2 þ 0:115 NH3 ! 0:5768 X CH1:8O0:5N0:2ð Þ
þ 0:4232 CO2 þ 0:65H2O:

(1)

The specific growth rate is given by the Monod expression:

m ¼ 0:4ðh�1Þs
sþ 150 ðmg L�1Þ : (2)

Ethanol is produced when m > 0.25 h�1, and since ethanol is an undesired byproduct, the

process should be operated at m ¼ m0 ¼ 0.25 h�1 to obtain the highest possible productivity

of biomass without losing glucose to ethanol. For m ¼ 0.25 h�1, solution of (2) for s gives
s ¼ s0 ¼ 250 mg L�1.

Fed-batch cultivation is started at the end of a batch where x has reached the value

x0 ¼ 1 g L�1.

The glucose concentration in the reactor is adjusted to s0 ¼ 0.25 g L�1 to give

m0 ¼ 0.25 h�1.

The glucose feed concentration is sf ¼ 100 g L�1

The fed-batch cultivation is to be continued until V ¼ 4V0.

Using good Rushton turbines (see Chap. 11), a value of kla ¼ 650 h�1 can be obtained.

From the stoichiometry (1), Yxo ¼ 0.3944/0.5768 ¼ 0.684 mol O2/C-mol X.

If the reactor is sparged with air, and [P, T] ¼ [1 bar, 30�C], s*(O2) ¼ 0.244 mM

(Table 10.8).

It is assumed that the O2 concentration in the reactor must be at least 10% of the saturation

concentration s*(O2). Therefore:

�q0ð Þmax ¼ 650 � 0:244 � 1� 0:1ð Þ ¼ 142:5 mmol L�1 h�1;

q0x ¼ 142:5 � 10�3 � 24:6 g=C - molð Þ=0:684 ¼ 5:12 g X L�1 h�1 and

x0 ¼ 5:12=0:25 ¼ 20:47 g L�1:

The parameter b ¼ Yxs/(sf � s0) ¼ (0.5768 � 24.6/30)�1/(100 � 0.25) ¼ 0.0212 L

(g biomass)�1.
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The design of the operation can now be carried out:

1. The fed-batch cultivation is operated at m0 ¼ 0.25 h�1 until x/x0 ¼ 20.47.

From (9.55), one can obtain y ¼ exp (m0t) ¼ 35.4 and t ¼ t0 ¼ ln(35.4)/0.25 ¼ 14.26 h.

From the second part of (9.55), one can obtain V0/V0 ¼ 1.73 at t ¼ t0.
2. The remainder of the fed batch until V/V0 ¼ 4 is carried out with exponential feed,

v (t0) ¼ v(t0 ¼ 0) exp(kt0), where from (9.61), k ¼ 5.12 � 2.12/100 ¼ 0.108 h�1.

The value V/V0 ¼ 4 is reached for t0 ¼ 7.73 h, and the total cultivation time is 22 h.

If the cultivation had continued to V/V0 ¼ 4 with m ¼ 0.25 h�1 (which would not be

possible, because the culture is O2 limited for t > 14.26 h), the total cultivation time would

be 19.84 h.

The final biomass concentration xfinal depends only on Vfinal/V0 and will reach the value of

35.6 g L�1, irrespective of the feed policy used to reach Vfinal.

Figure 9.7, obtained by numerical integration of the mass balances, shows the time course

of the biomass concentration and also the value of s(t). From t ¼ t0, the substrate concentra-
tion must decrease since with exponential feed after t0, m ¼ q0/x, and x increases by a factor

of 35.6/20.47 ¼ 1.74 from t0 to tfinal.

A constant feed policy after t ¼ t0, i.e., keeping v at the value v0 of (9.57), is definitely
not a good idea. The total cultivation time to reach Vfinal is 26.4 h, and both m and

s reach much smaller values than would be obtained by the exponential feed policy

advocated above.

The low substrate concentration (and hence the small m) obtained during the last part of

the cultivation is definitely undesirable. Svensson et al.(2005) point out that the stress

response caused by the low substrate concentration at the end of a “constant v feed policy”

used after t ¼ t0 leads to a massive synthesis of endotoxins in a protein production process

using E. coli. This causes severe downstream problems when the heterologous protein is

purified. Svensson et al. propose a somewhat different solution to avoid the low values of s,
namely, a gradual decrease of the cultivation temperature while the feed rate v is controlled to
give a constant s(O2). The exponential feed policy described above is likely to be an easier

way to reach the same objective.

In the derivation of (9.51)–(9.55), we have focused on the biomass production,

and in Example 9.7, no mention was made of a metabolic product.

The design can, as illustrated in Problem 9.8, equally well be based on product

specifications at the end of the fed batch. As long as the yield coefficients are

constant, qp ¼ Yxpqx, and the feed v does not contain P, the derivation of the design
formulas given above can be repeated for p (which is usually 0 at t ¼ 0), and one

can calculate V, x, and the cultivation time to reach a certain final titer for P.
The feed concentration of a compound that needs to be present at constant

concentration throughout the cultivation can also be calculated (see Problem 9.8).

In Example 9.7, simple Monod kinetics was used, but any kinetic expression m(s)
can be inserted, and the substrate concentration s0 during the constant m period can

be calculated.

Maintenance can be included if in (9.52) and in the following equations, Yxsm0
is replaced by Ytrue

xs m0 þ ms. Numerical integration of the mass balances must

always be used to find s(t0) and m(t0) after the switch to operation at constant qx.
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It follows from our discussion of fed-batch cultivation that the design of these

processes offers no great calculation problems.

What is, however, important to emphasize is that fed-batch operation does
not give as high a productivity as CSTR operation, see Note 9.1.

Note 9.1 Comparison of the productivity of a fed-batch and a continuous baker’s yeast
process. Assume in Example 9.7 that the whole reactor volume V ¼ 4V0 was used for

continuous production of biomass at the final concentration x ¼ 35.6 g L�1 obtained in the

example. From previous examples, e.g., Example 3.5, we know that at D ¼ m ¼ 0.25 h�1 the

effluent sugar concentration from the CSTR is practically 0.

Consequently, sf ¼ 35.6 � 2.12 ¼ 75.5 g L�1 and the volumetric rate of biomass for-

mation is qx ¼ 0.25 � 35.6 ¼ 8.9 g L�1 h�1.

Fig. 9.7 Biomass concentration and substrate concentration in a fed-batch cultivation using four

different feed policies after transport limitation sets in at t ¼ t0 ¼ 14.26 h
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According to the calculation in Example 9.7, this rate cannot be obtained with the assumed

mass transfer rate used in the example. To obtain�q0 ¼ 5:12gL�1h�1, Dmust be reduced to

D ¼ 0.25 � (5.12/8.9) ¼ 0.144 h�1.

The total production of biomass over a fermentation period of t ¼ 22 h in a CSTR of

volume 4V0, operated at D ¼ 0.144 h�1 and x ¼ 35.6 g L�1, is (4V0) � 22 � 0.144 � 35.6

¼ 3.17 (4 � V0 � 35.6). This is a total production and it is 3.17 times higher than that

would be obtained in the fed batch operated with the best possible feed strategy.

There is no doubt that industrial bioprocesses will increasingly be carried out in steady-

state CSTRs. The economic incentives are sufficiently high to merit a considerable research

effort to find the causes of strain instability and to run the continuous process with the help of

most advanced process control equipment.

9.3 Non-steady-State Operation of the CSTR

The CSTR is, as discussed in Note 9.1 the ideal bioreactor for most industrial

processes, and because of its low operating costs it is essential to consider CSTR

operation for all processes where a low value product is obtained in large volumet-

ric scale. The CSTR is also the ideal reactor for scientific studies since the effect of

all process variables can be studied at high precision and at steady state.

In the present section, non-steady-state operation of the CSTR is considered.

Start-up of a CSTR is necessarily a non-steady-state operation, as is the deliberate

change of dilution rates in CSTR experiments. It is essential to understand the

dynamics of these processes to allow sufficient time for the process to adjust to

a new steady-state. Furthermore, the effect of instabilities arising from process

disturbances, which may completely ruin what is designed to be a steady-state

CSTR process, must be understood. Also another specific topic of non-steady-

state CSTR operation, the case of the simultaneous growth of more than one organism

on the same substrate, is discussed. Finally, the design of CSTRs that permits the

dynamic response of very fast bioreactions to be captured will be reviewed.

9.3.1 Relations Between Cultivation Variables During Transients

The non-steady-state mass balances for the CSTR are:

dx

dt
¼ mx� Dx;

ds

dt
¼ �Yxsmxþ Dðsf � sÞ;

dp

dt
¼ Yxpmx� Dp:

(9.62)

The specific growth rate can depend on both s and p, and it is assumed that the

yield coefficients are constant.
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For maintenance-free kinetics, linear combinations of the mass balances reduce

(9.62) to

dðxþ YsxsÞ
dt

¼ �Dðxþ YsxsÞ þ DYsxsf ;

dðx� YpxpÞ
dt

¼ �Dðx� YpxpÞ:
(9.63)

The linear differential equations (9.63) have the solution:

xþ Ysxs ¼ A exp �Dtð Þ þ Ysxsf ;

x� Ypxp ¼ B exp �Dtð Þ: (9.64)

Equation (9.64) is a general relation between x, s, and p during the transient.

The relation is true for any maintenance-free specific growth expression m(x, s, p) –
if Yxs is different from Ytrue

xs , the variables x and s, and x and p in the two equations

of (9.63) cannot be collected into a single dependent variable.

In the following, we derive a relation between x, p, and s during the transient,

but first the arbitrary constants A and B must be determined. Their values depend

on how the transient from the initial condition [x0, p0, s0] is started at t ¼ 0+, and

three types of transients are considered in (a)–(c) below:

(a) D is changed from D0 to D at t ¼ 0+ while sf is unchanged.
The arbitrary constants A and B in (9.64) are:

A ¼ x0 þ Ysxs0 � Ysxsf ¼ 0;

B ¼ x0 � Ypxp0 ¼ x0 � YpxYsp sf � s0ð Þ ¼ x0 � Ysx sf � s0ð Þ ¼ 0: ð9:65Þ

(b) sf is changed from s0f to sf at t ¼ 0+ while D is unchanged.

x0 þ Ysxs0 ¼ Aþ Ysxs
0
f þ Ysxðsf � s0f Þ or A ¼ � Ysxðsf � s0f Þ;

x0 � Ypxp0 ¼ x0 � Ysxðs0f � s0Þ ¼ 0 ¼ B: ð9:66Þ

(c) A pulse of substrate is added at t ¼ 0+ while D and sf are unchanged.

x0 þ Ysxs0 þ Ds ¼ Aþ Ysxsf or A ¼ Ds:

x0 � Ypxp0 ¼ x0 � Ysx sf � s0ð Þ ¼ 0 ¼ B: (9.67)

In all three transientsB ¼ 0, and p ¼ Yxpxwhen the yield coefficients are constant.
The substrate and the biomass balances are also uncoupled:

In case (a), x and s are linearly related, s ¼ s0 � Yxs x, throughout the transient.
In cases (b) and (c), the linear relation holds only after an initial transient:

ðbÞ xþ Ysxs ¼ Ysxsf � ðsf � s0f ÞYsxexpð�DtÞ;
ðcÞ xþ Ysxs ¼ Ds exp �Dtð Þ þ Ysxsf : (9.68)
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When sf>s0f in (b), x + Ysxs < Ysxsf, until the new steady state has been reached

and the sum of x and Ysxs has reached a new and higher value Ysxsf. If m is

independent of sf, then for the constant D s will return to s0 in case (b), and after the
transient x ¼ Ysxðsf � s0Þ ¼ x0 þ Ysxðsf � s0f Þ, while p ¼ Yxpx ¼ p0 þ Yspðsf � s0f Þ.

Figure 9.8 illustrates the time course of a transient when sf is increased or

decreased from s0f , and m is given by the simple Monod expression (7.16) which

is independent of p.
When m depends on sf, the final s value is different from s0. This is illustrated in

Example 9.8. sf is increased from 2 to 4 g L�1, and s increases from 0.8 to

2.4 g L�1. Consequently, neither x nor p increase nearly as much as predicted

by the above equations.

In the pulse experiment (c), return to the original steady state will, as discussed in

Sect. 9.3.2, only happen if this steady state is stable, and if the pulseDs is not too large.
Monod kinetics with mmax ¼ 1 h�1 and Ks ¼ 1 g L�1. The dilution rate is

D ¼ 0.4 h�1.

At sf ¼ s0f ¼ 4gL�1, and for xf ¼ 0, one can obtain [s, x] ¼ [2/3, 5/3] when

Ysx ¼ 1/2.

When sf is increased to 8 g L�1 for t > 0, s returns to 2/3 g L�1 after an

overshoot that lasts about 12 h (~5 times D�1), while x has increased to

x0 þ Ysxðsf � s0f Þ ¼ 11=3.

Example 9.8 A step change of sf for constant D. Consider the product-inhibited kinetics

(7.20). In the steady state, D is given by:

D ¼ mmaxs

sþ Ks

1� Yspðsf � sÞ
pmax

� �
: (1)

The parameters chosen are those of Fig. 9.3c:

mmax ¼ 0.5 h�1, Ks ¼ 0.4 g L�1, Ysx ¼ Ysp ¼ 0.5, and pmax ¼ 3/2 g L�1.

Time (h)

x/x0

0.0

0.5

1.0

1.5

2.0

2.5

3.0

sf = 8 g L−1

sf = 6 g L−1

sf = 2 g L−1

Time (h)
0 3 6 9 12 15 0 3 6 9 12 15

s (g L−1)

0.0

0.4

0.8

1.2

1.6

sf = 8 g L−1

sf = 6 g L−1

sf = 2 g L−1

a b

Fig. 9.8 Transients in a CSTR following a shift in the substrate concentration sf at constant D
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For sf ¼ 2 g L�1, the parameter a ¼ Ks/sf ¼ 0.2 and the parameter sfYsp/pmax ¼ 2/3.

For sf ¼ 4 g L�1, a ¼ 0.1, and sfYsp/pmax ¼ 4/3.

For D ¼ 0.2 h�1, one can determine [sf, s] equal to [2, 0.8] and [4, 2.4] by the solution

of (1).

[sf, x] is equal to [2, 0.6] and [4, 0.8], and these are also the values of [sf, p]
since xf ¼ pf ¼ 0 and Ysp ¼ Ysx.

According to (9.64) with A and B determined from (9.66), any steady-state solution

satisfies:

xþ Ysxs ¼ Ysxsf and x� Ypxp ¼ 0: (2)

The solutions for sf ¼ 2 and 4 g L�1 are both seen to satisfy the relations in (2).

Note the large increase of s when sf increases from 2 to 4 g L�1 and p approaches pmax.

9.3.2 The State Vector [s, x, p] in a Transient
CSTR Experiment

Although the relations (9.64) can tell us what happens to the linear combinations

of s and x and of x and p for maintenance-free kinetics, the time profiles s(t), x(t),
and p(t) have not yet been derived.

In the particularly simple case (a), where the dilution rate is changed from D0 to

D at time t ¼ 0+, x + Ysxs is constant and equal to Ysxsf ¼ x0 + Ysxs0 during the

transient. Here, one can derive the following relation (9.69) between t and x when m
is given by the simple Monod equation (7.16). The differential mass balance

equation for x in (9.62) is solved after the insertion of s ¼ sf � Yxsx, in the same

way as (9.44) was obtained in the design of the batch reactor:

t ¼ 1

Dmax � D
ln z� mmax � Dmax

mmax � D

� �
ln

z� z1j j
1� z1j j

� �� �
: (9.69)

In (9.69), D is the dilution rate after t ¼ 0, Dmax ¼ mmax

1þ a
where a ¼ Ks

sf
and

z ¼ x

x
0

.

z1 ¼ Dmax � D

Dmax � D0

mmax � D0

mmax � D
: (9.70)

For D < Dmax, the transient ends in a new steady state (x/x0)t!1 > 0.

x

x0

� �
final

¼ Ysxðsf � sÞ
Ysxðsf � sÞ ¼

sfðmmax � DÞ � DKs

sfðmmax � D0Þ � D0Ks

� mmax � D0

mmax � D

¼ Dmax � D

Dmax � D0

mmax � D0

mmax � D
¼ z1:
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For D > Dmax, the culture washes out, and z1 is a parameter which is not equal

to zero with no physical interpretation.

Finally, for D ¼ Dmax, the culture also washes out following:

Dmaxt ¼ 1

a
ln zþ Ysxsf

x0
� 1þ a

a
� 1� z

z
: (9.71)

In the last term of (9.69), the numerical value of both nominator and denomina-

tor is used, since for D < D0 one can obtain z1 > z > 1 for all t > 0, while for

Dmax > D > D0 one can obtain z1 < z < 1 for all t > 0.

For D > Dmax, z(t ! 1) ¼ 0, but the parameter z1 is different from 0. As seen

from (9.70), z1 is either negative, namely, for Dmax < D < m1, or positive when

D > mmax.

Consequently, for large t, the first term dominates on the right-hand side of (9.69).

This means that in the wash-out case, D > Dmax, the relation between t and
(x/x0) in (9.69) approaches an asymptote:

ln
x

x0

� �
¼ ln z ¼ ðDmax � DÞtþ constant: (9.72)

Equation (9.72) can be used in an accurate determination of Dmax, by a transient

experiment where a steady state at D0 is subjected to a sudden change of dilution

rate to a value D > Dmax.

The method is applied in Problem 7.1, and from the linear (ln z vs. t) plot in
Fig. 7.13, one can determine D � Dmax to 60 � 2.303/320 ¼ 0.43 h�1.

The method can only be used when the culture is in metabolic steady state

through the transient – which is probably the case in Fig. 7.13 for D0 ¼ 0.5 h�1, but

not when D0 is 0.10 h�1.

Example 9.9 Transients obtained after a change of dilution rate from D0 to D. Consider the

kinetics of Example 9.8 and the operating conditions [sf, D] ¼ [4 g L�1, 0.4 h�1] before

the feed concentration sf was changed. [s0, x0] was determined to [2/3, 5/3] g L�1.

In the present example, sf remains at 4 g L�1, while D is changed to 0.6, 0.8, and 4/3 h�1

in three experiments.

(a) D ¼ 0.6 h�1.

Using s ¼ KsD

mmax � D
¼ 1 � 0:6

1� 0:6
¼ 3

2
and (xfinal/x0) ¼ z1 ¼ 3/4.

t ¼ 5 ln
x

x0

� �
� 1

2
ln 4

x

x0
� 3

4

� �
 �� �
: (1)

(b) D ¼ 0.8 h�1 ¼ Dmax, and from (9.71):

t ¼ 6

5
� 25

4

x0
x
� 1

� 	
þ 5 ln

x

x0

� �
¼ 7:5

x0
x
� 1

� 	
þ 5 ln

x

x0

� �
: (2)
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(c) D ¼ 4/3 h�1, and n ¼ 3/5.

The culture washes out according to (9.69). z1 ¼ 12/5 and:

t ¼ � 15

8
ln

x

x0
� 3

5
ln

x=x0 � 12=5

�7=5

� �� �
: (3)

The three transients are shown in Fig. 9.9.

Note the very slow approach of z to its final value of 0 when D 
 Dmax.

Typically, the experience is that the final approach to a new steady state is very slow

when one works near the wash-out dilution rate Dmax. This is a result of the asymptotic

behavior (9.72).

The analytical expressions for the change in x after a change inD are complicated,

and yet this is the only case where an analytical expression can be established.

Even for the case of a step change in sf, Fig. 9.8, the inhomogeneous differential

equations (9.62) cannot be solved analytically due to the occurrence of the exponen-

tial term in (9.68). Numerical integration was used to find the solution in Fig. 9.8.

The analytical solution obtained in Example 9.9 gives a certain amount of

insight into how the parameters influence the solution, but virtually all other

transient experiments must be comparedwith computer-generatedmodel simulations.

This is, of course, not at all an obstacle since PC-based software for this purpose is

universally available.

The real difficulty is to set up a model which, after the model parameters have

been fitted by a suitable number of well-planned experiments, can also be used

outside the region of the available data.

Thus, none of the transient experiments of Figs. 7.12, 7.14, and 7.15 could ever

be fitted to a Monod-type model. Unfortunately, this fact is as yet not appreciated by

all engineers and biologists who use quite impossible models to analyze transient

data from cultivations in bioreactors.

Time (h)
0 1 2 3 4 5 6

x/
x 0

0.0

0.2

0.4

0.6

0.8

1.0

n = 4/3

n = 1

n = 3/5

Fig. 9.9 Transients when

the dilution rate is changed

from D0 ¼ 0.4 h�1 to 0.6 h�1,

and to 0.8 h�1 or 4/3 h�1,

corresponding to n ¼ Dmax/D
¼ 0.8/0.6 ¼ 4/3, n ¼ 1, and

n ¼ 3/5. Kinetic and other

data for the system are given in

the text
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9.3.3 Pulse Addition of Substrate to a CSTR. Stability
of the Steady State

When a pulse of substrate is added to a steady-state CSTR at constant dilution rate,

the substrate concentration s immediately jumps to s0 + Ds. Extra biomass is

eventually produced from the substrate pulse, and since the feed v � sf remains

constant this biomass should eventually reduce s to its value before the addition of

the pulse. If in another experiment, a pulse of biomass is added to the steady-state

CSTR, this pulse of biomass will consume extra substrate, and when s decreases
below its steady-state value the pulse of biomass will slowly wash out. According to

(9.68c), the sum x + Ysx s decreases exponentially toward Ysxsf with a time constant

D�1. One will intuitively assume that the original steady state is the final state

which is approached both after a pulse of S and after a pulse of X has been added.

Whereas it is always true that addition of a pulseDx to steady-state CSTRwill bring

the state back to the original [s, x], this is only true in the experiment with pulse

substrate addition, if the original steady state is stable. [s, x, p] ¼ [sf, 0, 0] is always a
steady-state solution to (9.62) when [xf, pf] ¼ [0, 0]. When m(s) attains the same

value for two different s values in the interval [sf, 0] as was illustrated in the substrate-
inhibited kinetics (9.23), the transient might end in (two) different steady states with

nonzero values of x and p. In the mathematical language introduced in the discussion

of a steady oscillation of a culture in Sect. 7.6.1, there are two attractors, i.e., stable
end points of the transient. This subject is of great interest in the study of bioreactions,

as well as in any other physical system governed by nonlinear dynamics.

Generally speaking, we have to analyze the stability of a given steady state to

perturbations in the state variables, here x, s, and p.
In our discussion, perturbations in s are of specific interest. When biomass is

added, the rate of biomass wash-out is always greater than its rate of production

from the (initially) decreasing substrate concentration in the reactor, and the system

returns to the original steady state [s0, x0].
Likewise, addition of a product pulse, will either not affect m or, if the product

inhibits the reaction, m will decrease, and the pulse of P will be washed out.

This verbal description of the stability of a steady state to perturbations in the

state variables can be translated to a rigorous mathematical analysis by standard

methods from mathematical physics.

To illustrate the concepts of this analysis, the stability of a steady-state solution

to the substrate and biomass mass balances in (9.62) is discussed.

Including a mass balance for the product or substrate consumption for mainte-

nance, is, however, possible without much extra work – see Problem 9.6.

Thus, if we define the state vector c as (x, s) and a vector function F of the

vector variable c as the right-hand side of (9.62): F1 ¼ mx � Dx; F2 ¼ �Yxsmx +

D(sf � s), then by a linear perturbation from the steady stateF0 ¼ F0 (x0, s0) ¼ (0, 0):

F 
 F0 þ @F

@c

� �
c0

dc: (9.73)
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@F

@c

� �
c0

is a matrix with four elements, defined as

J ¼
@F1

@x

@F1

@s

@F2

@x

@F2

@s

0
BB@

1
CCA

x0;s0

: (9.74)

Consequently, we obtain the following linear differential equations in the deviation
variable y ¼ c � c0:

dy

dt
¼ J � y: (9.75)

This was of course just what was illustrated in Sect. 6.4.4 in the linearization of r

from a given state r0 by a perturbation of c from its “standard” value c0.

The solution of the N linear differential equations with constant coefficients is,

in general, a weighted sum of exponentials. If all exponentials have negative

exponents, then the perturbation will die out, and the steady state will be exponen-

tially approached.

The eigenvalues li of the Jacobian matrix J determine the exponents.

Matrix J of dimension (N � N) has N eigenvalues. These are determined as the

N zeros of the polynomial obtained by calculating the determinant of the matrix

J � lI.
For our case of N ¼ 2, the determinant (9.76) is a polynomial of degree 2 in l.

Det
m� D� l msx
�Yxsm �Yxsmsx� D� l

� �
x0;s0

: (9.76)

ms is defined as
@m
@s

� �
ss

, and the subscript ss stands for the investigated steady

state.

In the steady state m ¼ D, while during the transient m must be different from D
since s is different from s0. When m ¼ D is inserted in (9.76), one can obtain l by

the solution of (9.77):

lðYxsmsxþ Dþ lÞ þ YxsxDms ¼ 0;

l ¼ �D;

�Yxsxms:

�
(9.77)

There is always one negative eigenvalue, namely �D, and if ms is positive for

the steady state the other eigenvalue is also negative.

For Monod kinetics, m increases monotonically with s, and ms is positive for any
steady state. For substrate inhibition kinetics, (9.23), all steady states to the left
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of the maximum of m(s) at s ¼ (KiKs)
1/2 have ms > 0, while ms < 0 to the right of

the maximum.

The stability of the steady state is determined by the following rules:

• If all eigenvalues have a negative real part, then the steady state is asymptoti-
cally stable. This means that the state is stable, at least for infinitely small

perturbations of the state variables.

• If just one eigenvalue has a positive real part, then the steady state is unstable.

• If the imaginary part bi of all eigenvalues li ¼ ai � ibi is zero, then the deviation
variable y either increases exponentially away from y0 (ai > 0), or decreases

exponentially to 0 (ai < 0). If any bi 6¼ 0, then the movement away from or back

to y0 or toward 0 is oscillatory.

By these rules, all steady states are asymptotically stable for Monod kinetics

while steady states with s > (KiKs)
½ are unstable for the substrate inhibition

kinetics. Oscillations will not be found, neither for Monod kinetics nor for substrate

inhibition kinetics.

The asymptotic stability analysis gives no clue as to the final goal of the transient

away from an asymptotically unstable steady state. It does not either tell what

happens if an asymptotically stable steady state is submitted to a perturbation of

finite magnitude.

Figure 9.10 gives the time profiles of S ¼ s/sf, after perturbation of an unstable

steady state with substrate inhibition kinetics. S tends to either S ¼ 1 (for a posi-

tive perturbation of S) or (for a “negative perturbation of S,” i.e., addition of a pulse
of X) to the asymptotically stable steady state which has the same D value as the

unstable steady state, but it is to the left of the maximum in m(S) in (9.23).

These two stable steady states are the attractors for the solution of the dynamic

mass balances. In Fig. 9.11, a much more general representation of the dynamics is

given in terms of a phase diagram for the same example as discussed in Fig. 9.10.

Here, the trace of (S, X) is followed from any starting point (S0, X0), and the

diagram clearly shows which initial conditions will lead to a transient that ends

up in each of the two attractors.

Time (h)
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Fig. 9.10 Time profiles of

the response of a continuous

stirred tank reactor which is

disturbed by applying a pulse

DS to an unstable steady state.
Substrate inhibition kinetics

(9.23) with m ¼ 0.5S/
(S2 + S + 0.0625); S ¼ s/
sf ¼ 0.42162 at the steady

state D ¼ 0.3185 h�1.

DS ¼ 0.00338 (a), 0.00038

(b), and �0.00062 (c)
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When the batch reaction is started with larger inoculum (X0 finite), or Xf > 0, the

straight line moves to the right.

Note that the upper steady state [0.1483, 0.8517] is also reached when

S0 > 0.42162, but only if X0 is sufficiently high.

If maintenance substrate consumption is included as in (9.3) and (9.4), one

can obtain, in complete analogy with the derivation of (9.77), that

2l¼�ðYtrue
xs msxþDÞ�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðYtrue

xs msx�DÞ2�4ms

q
xms ¼� Ytrue

xs msxþD
� ��d; (9.78)

l ¼ �D� d
�Ytrue

xs msxþ d
for ms>0 at ðx0;s0Þ

�
; (9.79a)

l ¼ �Dþ d
�Ytrue

xs msx� d
for ms<0 at ðx0;s0Þ;

�
(9.79b)

Fig. 9.11 Phase diagram showing X ¼ x/(sfYsx) vs. S ¼ s/sf for the substrate-inhibited kinetics of

Fig. 9.10. The straight line shows steady-state values of [S, X] obtained for xf ¼ 0 and differentD in a

CSTR, or the progress of a batch reaction started with xf 
 0.On the line are marked the two steady-

state solutions [S, X] to the mass balances for D ¼ 0.3185 h�1 ([0.1483, 0.8517] and [0.42162,

0.5784]), and the trivial steady-state solution [1,0]. The curves are trajectories followed when

continuous operation is started from different initial values [S0, X0]. The trajectories always bend

away from the saddle-point at the unstable steady state at S ¼ 0.42162. When the batch reaction is

started with larger inoculum (X0 finite), or Xf > 0, the straight line is shifted to the right. Note that the

upper steadystate [0.1483, 0.8517] is also reachedwhenS0>0.42162, but only ifX0 is sufficiently high.
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Maintenance appears to destabilize the nontrivial steady state where ms > 0

while an unstable steady state ms is somewhat stabilized.

Very few rate expressions will lead to an analytical evaluation of (9.78), but the

simple Monod kinetics is an exception. Here, one can obtain:

ms ¼
1

sf

dm
dS

¼ 1

sf

a

SðSþ aÞD; (9.80)

2l ¼ D � X
a

SðSþ aÞ þ 1


 �
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X

a

SðSþ aÞ � 1


 �2
� 4abX

S2

s8<
:

9=
;: (9.81)

For all steady-state values (S, D), a real eigenvalue is always negative. There

may be complex eigenvalues, but their real part is always negative. Consequently,

all the steady states are stable, but oscillations may occur in the transient if for a

given steady state

X
a

SðSþ aÞ � 1


 �2
<
4abX

S2
: (9.82)

9.3.4 Several Microorganisms Coinhabit the CSTR

When several microbial species live together in a CSTR, a rich variety of dynamic

problems emerge, and the solution of many of these problems is of great practical

interest.

The following are the examples of the situations which might arise:

• The organisms compete for the same limiting substrate S.
• A product from one organism poisons the organisms that live on the same

substrate.

• A product from an organism that lives on S serves as a substrate for another

organism.

• One organism X1 lives on S while another organism X2 lives on X1, but not on S.

The concepts are illustrated in the following by a population of two microbial

species X1 and X2 that live on the same limiting substrate. The other cases are

exemplified by organisms that excrete antibiotics to kill competitors for S, by
different species of lactic bacteria that grow in coculture because one species

uses a metabolic product of another species as substrate and finally by organisms

that devour other organisms as substrate, or to proliferate.

Since product formation is a simple function of the concentrations of the two

species, we shall not consider the product mass balance. Consequently, the mass
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balances for maintenance-free kinetics and two species competing for the same

limiting substrate S are:

dx1
dt

¼ m1x1 � q12 þ q21 � Dx1; (9.83a)

dx2
dt

¼ m2x2 � q21 þ q12 � Dx2; (9.83b)

ds

dt
¼ �ðYx1sm1x1 þ Yx2sm2x2Þ þ Dðsf � sÞ: (9.83c)

Here, both species grow on the same limiting substrate S. An interconversion

between the two species – by the metamorphosis reactions of Sect. 7.6 or perhaps

by the loss of plasmids – is included. q12 is the volumetric rate of conversion of

species 1 to species 2, while q21 is the volumetric rate of conversion of species 2

to species 1.

A number of widely different situations are described by a suitable interpretation

of the interspecies reaction rates, and a few examples will be considered. But first

the simplest case of q12 ¼ q21 ¼ 0 will be treated. This case is extremely important

since it describes what happens after an infection of the continuous stirred tank

reactor. Dimensionless mass balances for the case of an infection and Monod

kinetics are:

dX1

dy
¼ mmax;1

D

SX1

Sþ a1
� X1; (9.84a)

dX2

dy
¼ mmax;2

D

SX2

Sþ a2
� X2; (9.84b)

dS

dy
¼ � mmax;1

D

SX1

Sþ a1
þ mmax;2

D

SX2

Sþ a2

� �
þ ð1� SÞ: (9.84c)

y is defined as Dt, since D�1 is a common scale factor in the three equations. S
and (X1, X2 ) are defined as in (9.7). Local asymptotic stability of a given steady

state (S0, X10, X20) is examined by the same method used in (9.75). The analysis

turns out to be remarkably simple since the only nontrivial steady state with both

species coexisting is that for which

mmax;1S0

S0 þ a1
¼ mmax;2S0

S0 þ a2
¼ D

+
S0 ¼

mmax;1a2 � mmax;2a1

mmax;2 � mmax;1

; D ¼ mmax;1a2 � mmax;2a1

a2 � a1
:

(9.85)
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The sum X10 + X20 ¼ 1 � S0, but the distribution between X10 and X20 is

unknown. The Jacobian for the system described by (9.84a–c) is

J ¼

b1S0
S0 þ a1

� 1 0
a1b1X10

ðS0 þ a1Þ2

0
b2S0

S0 þ a2
� 1

a2b2X20

ðS0 þ a2Þ2
�b1S0
S0 þ a1

�b2S0
S0 þ a2

� a1b1X10

ðS0 þ a1Þ2
þ a2b2X20

ðS0 þ a2Þ2
þ 1

 !

0
BBBBBBB@

1
CCCCCCCA
: (9.86)

b1 ¼ mmax,1/D and b2 ¼ mmax,2/D. From (9.85), one can obtain

b1
S0

S0 þ a1
¼ b2

S0
S0 þ a2

¼ 1: (9.87)

Consequently, the eigenvalues of matrix J in (9.86) are zeros of

FðlÞ ¼ l l2 þ a1X10

b1
þ a2X20

b2

� �
1

S20
þ 1


 �
lþ a1X10

b1
þ a2X20

b2

� �
1

S20

� �
: (9.88)

The zeros of the third-degree polynomial are:

l ¼
0

�1

� a1X10

b1
þ a2X20

b2

� �
1

S20

8><
>: : (9.89)

The eigenvalue�1 is related to the time it takes before an added mass pulse of S,
X1, or X2 has been washed out of the continuous stirred tank reactor. This is seen

by adding the three equations in 9.84 and integrating as in (9.68c), i.e.,

Sþ X1 þ X2 ¼ ðDSþ DX1 þ DX2Þ expð�DtÞ þ 1: (9.90)

Here DS, DX1, and DX2 are the excess concentrations of substrate and of the two

biomass components at the start of the transient t ¼ 0+. One of the remaining

eigenvalues associated with the steady state where both X1 and X2 coexist is clearly

negative, but the eigenvalue of zero tells us that this steady state is only condition-
ally stable, as discussed in Example 9.9.

Example 9.10 Competing microbial species. Let sf ¼ 100 mg L�1 and

m1 ¼
0:4s

sþ 10
; m2 ¼

0:5s

sþ 20
ðs in mg L�1 ; m1; m2 in h�1Þ: (1)
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The steady state where x1 and x2 coexist is determined by (9.85):

S0 ¼ 0:4� 0:2� 0:5� 0:1

0:5� 0:4
¼ 0:3; X10 þ X20 ¼ 0:7; D ¼ 0:3 h�1; (2)

m1(S) and m2(S) are shown in Fig. 9.12.

Figure 9.13a, b and 9.14a, b shows the transients after perturbation of the common steady

state S0 ¼ 0.3.

S
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Fig. 9.12 Competition of

two microbial species X1 and

X2 that coexist at

m ¼ D ¼ 0.3 h�1. The

specific growth rates m1 and
m2 are given in (1). Arrows

indicate what happens after

an infection of a monoculture

at D ¼ 0.32 and 0.2 h�1,

respectively. A steady state

on the right-hand curve is

changed to a steady state on

the left-hand curve after a

perturbation in S
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Fig. 9.13 Disturbance of the common steady state on Fig. 9.12 for which m ¼ D ¼ 0.3 h�1

(a) DS ¼ 0.2 and (b) DX1 ¼ 0.2
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In Fig. 9.13a, a pulse of substrate DS ¼ 0.2 is added to a CSTR with X10 ¼ 0.1 and

X20 ¼ 0.6, causes an initial increase in both X1 and X2. Both concentrations return to their

initial steady-state values after the pulse has been washed out. S undershoots its steady-state

value 0.3 exactly one time.

In Fig. 9.13b, the effect of a pulse DX1 ¼ 0.2 (i.e., X1 ¼ 0.3 and X2 ¼ 0.6 at t ¼ 0+) is

examined. After S has returned to 0.3, the biomass composition has changed to X1 ¼ 0.25,

X2 ¼ 0.45.

Whereas the pulse addition of substrate gives an equal advantage to the two competing

species and leaves the final biomass composition unchanged, the addition of a pulse of one of

the species selectivity favors this species, and one ends up with a biomass richer in the

favored species. This is an implication of the zero eigenvalue of the Jacobian: Only S is fixed
at the steady state, while the partition of the remaining mass 1 � S is arbitrary.

Figure 9.14a, b shows what happens after infection of the reactor with the growth-favored

microbial species. For D < 0.3, the specific growth rate of X1 is higher than that of X2.

A stable steady-state cultivation of X2 can only be maintained when X1 is absent, in which

case (9.84 a) is automatically satisfied. Even a minute infection of the reactor by X1 leads to

wash-out of X2, and S decreases from 2/15 to the lower steady-state value 1/10 associated

with the growth of X1 alone at the specified D ¼ 0.2 h�1. For D > 0.3 h�1, infection of a

monoculture of X1 will correspondingly lead to a takeover by X2, as illustrated in Fig. 9.12 for

D ¼ 0.32 h�1.

The situation illustrated in Example 9.10 is encountered in the operation of

waste water treatment plants. The biomass (which may be a consortium of several

organisms which in some way lend support to each other) is subjected to a change

in dilution rate. Hereafter a large part of the biomass is washed out, and slowly a

new consortium of organisms takes over.

Dimensionless time Θ
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Fig. 9.14 Wash-out of the slowest-growing species. In (a), D < 0.3 h�1 and X2 is washed out.

In (b), D > 0.3 h�1 and X1 is washed out. In both (a) and (b), a pulse DXi ¼ 0.005 is added to

simulate an infection. D ¼ 0.20 h�1 in (a) and 0.32 h�1 in (b)
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Reversion of a producing strain to a nonproducing wild-type strain of the

same microorganism is a well-known cause of disappointment in the industrial

application of microorganisms. The reversion may occur by mutation or a valuable

plasmid may be lost from a recombinant microorganism. Kirpekar et al. (1985)

give an example of a Cephamycin-C producing strain which reverts to a nonpro-

ducing strain, and their analysis of experimental data from a CSTR culture to find

a kinetic model for the metamorphosis reaction is discussed in Example 9.11.

A similar case study is discussed in Problem 9.7, and Problem 9.11 reports how

laboratory data can be misinterpreted with catastrophic results for an industrial

production process.

For growth kinetics of the monotonic Monod type and a dilution rate where

species X2 is growth favored, even a small net rate of conversion of X1 to X2 by

metamorphosis reactions will lead to wash-out of X1, even when the culture was

initially free of X2. Conversely, a metamorphosis reaction in the other direction may

help to stabilize the growth-handicapped species in the continuous culture.

The most frequent outcome of competition or parasitism in a stirred tank

continuous reactor is that one of the microbial species is washed out except at a

certain value of the dilution rate. The transient of a perturbation usually follows

a straight (exponentially damped) path toward the final steady state, but oscillations

can occur, and if the model has suitably complex growth kinetics the oscillations may

even become chaotic. In ecological models, this phenomenon is well known, e.g.,

when prey-animals feed on grass (substrate) and predators which cannot eat grass

scavenge the prey animals.

Example 9.11 Reversion of a desired mutant to the wild type. Let X1 be the mutant (or

plasmid-containing microorganism) that decays to the wild-type variant X2 of the microor-

ganism by a metamorphosis reaction. Both X1 and X2 grow on the same substrate, but with

different specific growth rates.

Using dimensionless concentrations [X1, X2] of the two species, the mass balances for the

CSTR are:

dX1

dy
¼ m1

D
X1 � q12

D
� X1; (1)

dX2

dy
¼ m2

D
X2 þ q12

D
� X2; (2)

dS

dy
¼ � 1

D
ðm1X1 þ m2X2Þ þ 1� S: (3)

y ¼ Dt, X1 ¼ x1/(sfYsx), and X2 ¼ x2/(sfYsx). For simplicity, Ysx1 has been set equal to

Ysx2 ¼ Ysx.

q12 is the rate of the irreversible metamorphosis reaction by which X1 is converted to X2.

Addition of the three equations and integration shows that at the end of any transient,

S + X1 + X2 is still ¼ 1.
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Following Kirpekar et al. (1985), we shall assume that the growth kinetics is studied at

conditions of high substrate concentration where m1 ¼ mmax,1 and m2 ¼ mmax,2. In this way, we

can focus on the influence of the metamorphosis reaction. Thus,

m1=D ¼ b1; m2=D ¼ b2; and b2=b1 ¼ c> 1:

The metamorphosis reaction is usually very slow compared to the reactor dynamics (time

constant t(q12) >> 1/D), and it is not a bad assumption that the total biomass concentration

x1 + x2 in the effluent is constant in a reactor operated at constant D and sf. What happens

is that f ¼ x2/(x1 + x2) slowly increases toward 1, because both the growth kinetics and the

metamorphosis reaction favor x2.

Consequently, by the addition of (1) and (2):

dðX1 þ X2Þ
dy

¼ 0 ¼ b1X1 þ b2X2 � ðX1 þ X2Þ: (4)

Insert f ¼ x2 /(x1 + x2) to obtain:

b1ð1� f Þ þ b2f ¼ 1 ! b2 ¼
c

1� f þ fc
: (5)

Furthermore,

df

dy
¼ d X2= ðX1 þ X2Þ½ �

dy
¼ 1

X1 þ X2

dX2

dy
þ 0 ¼ f

X2

dX2

dy
(6)

or

df

dy
¼ f

X2

cX2

1� f þ fc
þ q12

D
� X2

� �
¼ fc

1� f þ fc
þ fq12
X2D

� f ;

¼ fc

1� f þ fc
þ q12
X1D

f
1� f

f
� f ¼ f ð1� f Þ ðc� 1Þ

1� f þ fc
þ q12ð1� f Þ

X1D
: (7)

The most reasonable metamorphosis kinetics is q12 ¼ kX1, i.e., the rate by which species

X1 is converted to X2 is proportional to the concentration x1 of the reactant. With this kinetic

expression,

df

dy
¼ f ð1� f Þ ðc� 1Þ

1� f þ fc
þ k

D
ð1� f Þ: (8)

For k ¼ 0, and integration by separation of variables,

y ¼ 1

c� 1
ln

f

f0

� �
� c ln

1� f

1� f0

� �
 �
; (9)

f0 is the fraction of X2 in the biomass for y ¼ 0, and c ¼ mmax,2/mmax,1.
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f approaches 1 (i,e., x1 ! 0) when y ! 1, and the transient is independent of the dilution

rate.

For k 6¼ 0 and k0 ¼ k/D, i.e., the rate constant of the reversion reaction is inversely

proportional to D:

y ¼� c

c� 1þ ck0
ln

1� f

1� f0

� �

þ 1

ðc� 1þ ck0Þ ð1þ k0Þ ln
ðc� 1Þ ð1þ k0Þ f þ k0

ðc� 1Þ ð1þ k0Þ f0 þ k0


 �
:

(10)

Again, f approaches 1 when y ! 1, but now the transient depends on the value of D.

Kirpekar et al. (1985) simulate the progress of f for experimental runs with various values

of D. For the given c(¼1.25), they can fit the value of k to the experiments.

An acceptable fit of the f versus y transient (10) for the three D values 0.025, 0.036, and

0.045 h�1 is obtained with k ¼ 0.0035 h�1 (note that k/D << 1).

They also investigate various other models for the metamorphosis reaction:

Model 1 : q12 ¼ kmmax;1X1 k dimensionlessð Þ; (11)

Model 2 : q12 ¼ kfX1 ¼ k
X1X2

X1 þ X2

ðk in h�1Þ; (12)

Model 3 : q12 ¼ kfmmax;1X1 ¼ kmmax;1

X1X2

X1 þ X2

: (13)

In all three cases, analytical integration is possible. The authors believe that the kinetics of

(13) is the most reasonable, but their data do not allow them to discriminate between the

metamorphosis reaction models of (12) and (13).

9.3.5 The CSTR Used to Study Fast Transients

In Sect. 6.4, metabolic control analysis was introduced as a tool for improving the

flux of carbon in the metabolic network toward a desired product.

A pulse of, e.g., glucose, suitably labeled if necessary, was introduced to a CSTR

and the change in concentrations of internal metabolites as well as of final products

was followed as a function of time. Hereby, data were obtained for the determina-

tion in Sect. 6.4.4 of flux control coefficients in the investigated pathway or section

of the metabolic network.

Most of the pathway reactions are very fast compared to the specific growth rate

of the culture which is equal to D in steady-state CSTR cultivation.

It would be impossible to take out samples and quench them fast enough to even

get a glimpse of the rapid transients if “conventional” sampling methods, e.g.,

removing a sample with a pipette, were used. With time constants in the order of at
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most seconds for a pulse of substrate to move through a pathway, none of the

concentration–time profiles needed in Example 6.7 would be obtained.

Since sampling methods that are fast enough to capture the fast transients are

needed to support the calculation of flux control by means of transient experiments,

new reactor constructions have been invented. In the following, we shall introduce

some of these constructions, in particular, from TU Stuttgart and TU Delft, the two

institutions which have been leaders in developing methods for capturing fast

metabolic transients.

It must be emphasized that these measurement techniques are not developed

for studies of simple cultivation experiments, modeled by unstructured models.

In the study of the dynamics of specific pathways, all the reactions can be modeled

by expressions that are based on mechanistic reaction rate models, although as

discussed in Sect. 6.4.4 the reaction rates are intentionally approximated, e.g., by

Lin-Log kinetics, to simplify the retrieval of rate parameters for the determination

of the flux control coefficients.

In the previous sections of Chap. 9, the discussion was mostly based on an

assumptionofmetabolic steady state in theorganism, and as stated inSects. 9.3.1–9.3.3

there is no chance that simple kinetic models will ever be able to give a full quantita-

tive understanding of how rapid transients, applied to a cell culture, will influence the

over-all behavior of the metabolic network in the cell.

During the 1990s, the Stuttgart group (Theobald et al. 1993, 1997) developed
fast sampling and quenching methods where 10–20 measurements could be made in

1950s. By 2002, a fully automated sampling technique had been developed, and the

rate of sampling had been increased to about 10 samples per second (Buziol et al.
2002). Figure 9.15 is a schematic representation of the system, and Fig. 9.16 shows

Fig. 9.15 A system for measuring the rate of fast metabolic reactions. Adapted from Buziol et al.
(2002)
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some results obtained by perturbing steady-state CSTR cultures of S. cerevisiae by
injecting a pulse of glucose. The almost instantaneous increase in [G6P] could not

have been captured by the techniques used only a few years earlier.

At the heart of the system is the sampling valve. When the valve is opened, a jet

of medium and cells is injected into the valve. Immediately the valve on the reactor

is opened, concentrated glucose solution flows in a jet to a mixing chamber in the

valve where it meets the sample jet, and the two streams are intimately mixed. The

combined stream flows to a rack of sampling tubes, and depending on the position

of the valves on the rack it ends up in a particular sampling tube where all cell

activity is quenched in �196�C liquid N2. After flushing the capillary in the rack,

a sample is directed to another tube. Knowing the exact passage time to each

sampling tube, and the exact time in which the valve on the rack is opened, permits

samples to be collected where the time of exposure of the cell suspension to the

glucose solution is known with high precision. Note 9.2 gives a few details on the

procedure.
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Fig. 9.16 The concentration of glucose-6-phosphate (G6P) in Saccharomyces cerevisiae after a

pulse of glucose is injected at t ¼ 0. Results are shown both from the measurement system of

Fig. 9.15 (open circle) and from an earlier experimental system, Theobald et al. (1993, 1997)
(filled circle). The insert shows data from the first second after injection, and an extremely small

time constant for the production of G6P from extracellular glucose (~0.4 s) is obtained. The

experiment confirms that neither glucose permease (see Sect. 7.7.1) nor hexokinase is the

bottleneck in the EMP pathway, and it takes more than 100 s before the reactions downstream

of hexokinase have consumed the G6P peak. The unit “CV” refers to cell volume and mmol

(LCV)�1 equals mmol (420 g DW)�1. Adapted from Buziol et al. (2002)
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Note 9.2 Sampling in the Buziol et al. system and extraction of metabolites. The system is an

example of so-called stopped flow sampling systems that were introduced in the 1960s by

Chance et al., and perfectioned at the end of the twentieth century using robotics and

computer-activated valves (see references in Buziol et al. 2002).

Before the sampling sequence, the capillary is flushed with the cell suspension þ glucose

mixture which is collected in the waste recipient. The first sample taken is that for which the

contact time is smallest, and this is collected by opening the first, computer controlled valve on

the capillary. When the first valve is closed, the capillary is again flushed, and thereafter the

second valve is opened to receive a sample. The first valve is 261mm from themixing chamber,

the fifth 686 mm. The flow rate is measured by weighing the sample tube + quenching liquid

before and after a sample has been received. The Reynolds numberRe (see Chaps. 10 and 11) is
about 2,500 in the sampling capillary to ensure plug flow.

During the sampling, the culture in the CSTR is unaffected since addition of the glucose

pulse is in the mixing chamber which is outside the reactor. The sampling time and the

reaction time is decoupled by a suitable operation of the computer-activated valves on the

sampling line, and the sample size can be different for the different samples (more sample in

the first tube where the reaction time is smallest).

Finally, other stimuli such as a pulse of [H+] can be applied in the same equipment in order

to study other effectors of the metabolic rates.

If an aerobic cultivation is studied, one must be sure that the liquid reaching the last

sampling point still has an oxygen concentration above the saturation level, since otherwise

the rate would be influenced by [O2]. Experiments in the system have shown that this is the

case for all holding times<20 s which is far above the time interval studied in the equipment.

The metabolites under study are extracted from liquid-N2 quenched samples of ~3 mL.

The samples are treated with perchloric acid to open up the cell membrane and extract the

metabolites. After neutralization of the acid, the perchloric salts are removed by precipitation,

and themetabolite solution is analyzed by, e.g., HPLC. Thewhole procedure has been subjected

to several checks with known concentrations of the metabolites in order to ensure that the

metabolites are not degraded during the rather long sample preparation and extraction process.

The BioScope rapid sampling system developed at TU Delft is based on the same

construction principles as the TU Stuttgart system: The culture is not disturbed by the

sampling, sampling ports are located in sequence along a sampling line, and the time of

exposure of the cell suspension to the added substrate is calculated with precision. The

sampling frequency is not as high as in the Buziol et al. system, but many samples are taken

in a time-window from 1 to 50 s.

The first report of the BioScope system is by Visser (2002), and a large number of

subsequent papers referred to in Mashego et al. (2007) document that the equipment has

been of great importance for the metabolic studies in the group of J.J. Heijnen at TU Delft.

9.4 The Plug Flow Reactor

The basic model for the tubular reactor is the so-called plug flow reactor (PFR)

model in which no concentration or temperature gradients in the radial coordinate

are considered. Hence there is only one spatial dimension, the distance z along the

reactor axis.

9.4 The Plug Flow Reactor 439



Amass balance for reaction component i in a volume element Adzwhere A is the

constant cross-sectional area of the reactor yields

@ci
@t

¼ �vz
@ci
@z

þ qiðcÞ; (9.91)

vz is the linear velocity in the z direction.
The transient mass balance for the PFR is a hyperbolic partial differential

equation which can be solved using the method of characteristics, as described in

Aris and Amundson (1973). The initial condition ci(z, t ¼ 0) as well as a boundary

condition ci(z ¼ 0, t) must be known in order to solve (9.91). If ciðz ¼ 0; tÞ is

constant in time, a steady-state profile ci(z) will gradually develop. An inlet

disturbance, e.g., a substrate pulse, travels along the reactor axis as a pulse of

diminishing amplitude if ci is being consumed. With these few comments on the

transient equation, (9.91), we shall devote the remainder of this section to the

steady-state solution of the equation.

If, as assumed in the plug flow model, vz is constant in the cross-section, the

steady-state model becomes

dc

dt
¼ qðcÞ: (9.92)

In (9.92) t ¼ z/vz, which is the holding time in the reactor. It is the time it takes

for a fluid with linear velocity vz to travel the distance z from the reactor inlet. t has
dimension time�1. Unless vz or the inlet condition c(z ¼ 0) changes with time the

profile c(z) is independent of time, and the PFR is a steady-state continuous reactor.

The value of t for z ¼ L, the length of the reactor, is the important design

variable for the PFR.

Equation (9.92) is mathematically identical to (9.42) with t replacing t. The two
reactors do, of course, operate quite differently. The batch reactor is inoculated at time

t ¼ 0, and the composition of the reactantmixture in the ideallymixed tank changes as

a function of time. The PFR is studied at steady state, it operates in a continuousmode,

and no mixing, even between neighboring fluid elements, is admitted.

The weak point in a PFR design is that cells must be continuously injected in

concentration x0 at z ¼ 0. This would definitely lead to infection of the system and

continuous operation could not be maintained. The problem of infection can be

handled by admitting a small initial amount of biomass into the PFR and

recirculating some of the effluent back to the inlet. This introduces some degree

of mixing in the PFTdesign, but a CSTR with some recirculation of cells will almost

certainly be preferable. Consequently, the PFR is always used downstream from a

continuous stirred tank. Hereby, as explained in Sect. 9.4.1, an efficient reactor

system for almost complete conversion of substrate is obtained.

An added difficulty of the PFR is that transfer of gaseous substrates to the liquid

medium along the reactor axis becomes very difficult. Inevitably the sparging of the

liquid with gas will lead to axial mixing, and since the volume of the gas phase is so

much bigger than the liquid phase, it is extremely difficult to feed gas at the rate
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required by the stoichiometry of the liquid-phase reaction. The PFR is best for

anaerobic cultivations, and as mentioned above, it should be placed after a CSTR.

The loop reactor discussed in Sect. 9.4.2 is, however, a useful combination of a

CSTR (for the liquid-phase reactants) and a PFR (for the reactants transferred from

the gas phase).

9.4.1 A CSTR Followed by a PFR

The integrated form of (9.92) is exactly the same as the integrated expressions for

the batch reactor in Sect. 9.2.1, except that time t is replaced by V/v, the holding

time t in a PFR of volume V which is fed at a constant volumetric rate v. Thus, for
maintenance-free Monod kinetics, (9.44) is used to calculate the effluent concen-

tration from the PFR.

y ¼ mmax

V

v
¼ 1þ a

1þ X0

� �
ln

X

X0

� �
� a

1þ X0

ln ð1þ X0 � XÞ: (9.93)

As explained in connection with (9.44), the scaling factor used in a, and X0 is the

substrate concentration s0 at the start of the batch. Here s0 is the inlet substrate

concentration to the PFR. When the PFR is installed downstream from a STR, it is

more practical to use the inlet substrate concentration sf of the sterile feed to the
stirred tank as the scaling factor. Thus, for maintenance-free kinetics

x0 ¼ Ysxðsf � s0Þ ; X0 ¼ x0
Ysxs0

¼ sf
s0

� 1: (9.94)

There are two dimensionless parameters, a to be is used in (9.93), and af:

a ¼ Ks

s0
;

a

1þ X0

¼ Ks

sf
¼ af : (9.95)

Furthermore,

1þ X0 � X ¼ sf
s0

� x0 þ Ysxðs0 � sÞ
Ysxs0

¼ sf
s0

� sf � s0 þ s0 � s

s0
¼ s

s0
: (9.96)

Consequently, (9.93) can be written in a more convenient form

mmaxt ¼ ð1þ afÞ ln
x

x0

� �
� af ln

s

s0

� �
: (9.97)

Equation (9.97) is correct for an unbroken chain of reactors. If side streams are

admitted, the simplifications of (9.97) cannot be applied, but (9.93) still holds.
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Example 9.12 A steady-state CSTR followed by a PFR. It is desired to reduce the

concentration of substrate in a sterile stream with sf ¼ 60–3 mg L�1. This is to be done

in a combination of two reactors, a CSTR followed by a PFR. The kinetics is given in

Example 9.2:

qx ¼ 4

3

s

sþ 4
x mg L�1h�1; (1)

i.e., the Monod constant is 4 mg L�1, while mmax ¼ 4/3 h�1. Furthermore,

qs ¼ �10 g g�1 � qx and v ¼ 2:5 m3 h�1: (2)

With two bioreactors in series, it is possible to minimize the total reactor volume

necessary to reduce s from 60 to 3 g m�3. The CSTR should be operated at an S value for

which qx is maximum, i.e.,

S ¼ �af þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2f þ af

q
¼ � 4

60
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4

60

� �2

þ 4

60

s
¼ 0:2: (3)

s0 ¼ 0:2� 60 ¼ 12mgL�1; x0 ¼ 0:1 � 60� 12ð Þ ¼ 4:8 mgL�1;

D ¼ 4

3
� 4

4þ 12
¼ 1 h�1;

(4)

i.e., V1 ¼ 2.5 m3, the same result as was obtained in Example 9.2. Since the PFR is fed

with biomass at a concentration of 4.8 mg L�1, the PFR operates perfectly well, and it can

reduce s to any desired level below 12 mg L�1. It takes over exactly at the point wherein a

CSTR qx starts to decrease with decreasing s, i.e., at the minimum on the curves in Fig. 9.2.

It is known from any textbook on reaction engineering that a PFR is the best reaction

vessel whenever the rate of conversion is a monotonically increasing function of the reactant

concentration.

From (9.97),

4

3
t ¼ 1þ 1

15

� �
ln

0:1� ð60� 3Þ
4:8

� �
� 1

15
ln

3

12

� �
) t ¼ 0:2068 h, (5)

i.e., V2 ¼ 0.2068 � 2.5 ¼ 0.517 m3.

No other CSTR-plus-PFR combination could give a smaller total reactor volume than

V1 + V2 ¼ 3.017 m3 if the substrate level of a feed stream 2.5 m3 h�1 is to be reduced from

60 to 3 mg L�1.

We shall now assume that another stream v1 ¼ 0.5 m3 h�1 of s ¼ 30 mg L�1 and x ¼ 0 is

introduced after the CSTR. The combined streams are to be treated in the PFR to give an

effluent of s ¼ 3 mg L�1. The CSTR is still operated so that the effluent is (x, s) ¼ (4.8, 12)

mg L�1, i.e., at its maximum production rate. Conditions at the inlet to the PFR are:

x0 ¼ 4:8� 2:5=3 ¼ 4 mg L�1;

s0 ¼ 12 � 2:5þ 30 � 0:5

3
¼ 15 mg L�1:

(6)
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The exit conditions are s ¼ 3 mg L�1, i.e., x ¼ x0 + 0.1(15 � 3) ¼ 5.2 g m�3. Thus,

4

3

V

v
¼ 1þ 4=15

1þ 4=ð0:1� 15Þ

 �

ln
5:2

4

� �
� 4

55
ln 1þ 40

15
� 52

15

� �

¼ 59

55
ln

5:2

4

� �
� 4

55
ln

1

5

� �
¼ 0:4 h;

i.e., V2 ¼ 3/4 � 0.40 � 3 ¼ 0.90 m3 or V1 + V2 ¼ 3.4 m3. With an extra stream,

the minimum of V1 + V2 is not quite at the point where the CSTR operation is optimized.

The cell-free side stream requires a few more cells delivered from the CSTR to operate the

PFR better. Just as in Example 9.2, one may manipulate the reactor design parameters. For

the present case, the true optimum is obtained for (x, s) ¼ (4.87, 11.3) mg L�1 from the

CSTR and (V1 + V2)min ¼ 3.3939 m3.

9.4.2 Loop Reactors

Reactors in which the biomass and the medium are subjected to a given circulation

pattern have been used, at least since the 1950s, for a number of different

bioproductions. The circulation can be established either with the help of the gas

which is sparged to the reactor, or liquid and gas can be forced round the reactor by

the action of a pump.

The airlift reactor consists of an inner (or outer) tube through which the gas rises
through the medium. At the top of the reactor, the gas is separated from the medium

which descends by gravity flow to the bottom of the reactor where it is again moved

to the top of the reactor in the low-density air-medium stream. This reactor type is

widely used, in citric acid fermentation, in the growth of algae in photo bioreactors,

in the biofuels industry, and in aerobic treatment of waste water. Natural circulation

of the medium including biomass gives quite low mass transfer coefficients, and it

is only used when the demand for gas to liquid-phase transfer is modest (Fig. 9.17).

In a forced flow loop reactor, Fig. 9.18, circulation is accomplished by means of

a pump, and much higher mass transfer can be obtained. The medium velocity in

the tube is high (0.6–1.1 m s�1) which requires a considerable power input, since

the gas to liquid mass transfer is accomplished by forcing the gas–liquid dispersion

through static mixers, packings of, e.g., corrugated steel sheets. The loop can either

be outside the reactor (and used for a very efficient mass transfer of gases to the

liquid), or it can be internal like in the jet-air lift reactor. Cooling of the reactor

medium is easily achieved when the loop is outside the reactor since, as discussed in

Problem 9.4 and further in Chap. 11, any amount of (efficient) heat-exchanger area

can be mounted in connection with the outside loop.

The loop reactor has its obvious place in strongly aerobic bioreactions or in

general if low soluble gases are to be transferred to the medium. The reason is that

the holding time for the gaseous substrate in the reactor is very small compared to

the holding time for the liquid-phase reactants. One needs to transfer the gaseous

reactants in plug flow to counter the rapid decrease of the overall reaction with
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decreasing concentration of the gas-phase reactant when the reaction becomes gas

transfer limited. The advantages of the loop reactor relative to a CSTR are

illustrated in Example 9.13, which also shows that a CSTR cannot satisfy funda-

mental design criteria for the process.

Example 9.13 Design of a loop reactor for single cell production. Certain microorganisms

can grow aerobically on methanol as the sole source of carbon and energy, even at 55�C.
These microorganisms are well suited for the production of single cell protein (SCP) in a hot

climate such as that in Trinidad, Brunei or Qatar where the cooling-water temperature is rarely

below 30�C.All three countries have a hugemethanol production (in Trinidad 2 � 104 t day�1)

and it is profitable to convert a small portion of the methanol to the much higher priced protein.

Laboratory tests show that the biomass composition is CH1.8O0.5N0.2 and that biomass

yield on methanol Ysx is 9/16 kg kg
�1, approximately independent of the growth rate. NH3 is

the nitrogen source, and only CO2 and H2O are produced besides the biomass.

One literature source states the following cell growth kinetics at 45�C:

qx ¼ mmaxs

sþ Ks

s1
s1 þ K1

x ðkg of cells m�3 h�1Þ; (1)

s is the methanol concentration (kg m�3), s1 is the oxygen concentration (mM), Ks ¼
0.0832 kg m�3, K1 ¼ 2 mM ¼ 2 � 10�3 moles of O2/m

3, and mmax ¼ 0.9 h�1. The organism

Fig. 9.17 Probably the

largest air lift reactor ever

constructed with a volume of

1,900m3 and a height of 60m.

The reactor was

commissioned around 1970

and used for the production of

SCP frommethanol by the ICI

company at Billingham, UK
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needs an oxygen concentration of s1 ¼ 20 mM in the medium to stay healthy. The saturation

concentration of O2 (1 bar, 45�C) is s�1 ¼ 910 mM.

We wish to design a SCP plant for the production of 50,000 ton biomass (with about

70 wt% protein). The feed contains sf ¼ 50 kg m�3 methanol, and the reactor is sparged with

technically pure O2. The mass transfer coefficient kla in a well-stirred CSTR is here taken to

be 0.2 s�1 ¼ 720 h�1.

The very efficient static mixers of a loop reactor might give a kla value as high as

0.45 s�1 ¼ 1,620 h�1.

In order to utilize the most expensive substrate, O2, efficiently, 95% conversion of the O2,

is required.

Based on the yield coefficient of biomass on methanol, the stoichiometry of the

bioreaction is:

CH3OH þ 0:7317O2 þ 0:1463 NH3 !0:7317 X CH1::8O0:5N0:2ð Þ
þ 0:268 CO2 þ 1:56H2O: (2)

Fig. 9.18 The forced flow loop-bioreactor. (a) Schematic representation: A, degassing unit;

B, harvest point for biomass and medium; C, outlet for CO2 and unconverted gas-phase reactants;

D, two-phase nozzle in which gas is injected with medium as propellant, and using pump E; F, feed

port for medium; G, heat exchanger for cooling of medium; H and I, propeller pump for moving

medium + biomass anticlockwise through the reactor; J, Sulzer static mixers; K, probes.

The 500 L reactor was constructed in 2002 at DTU. (b) A 1-m3 working volume loop reactor

for pilot plant production of 90–100 kg SCP/24 h. The reactor is constructed by Unibio A/S (http://

www.Unibio.com) and installed with downstream processing facility and analytical laboratory

at the University of Trinidad and Tobago, Point Lisas Campus, Trinidad
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(a) First a STR is considered.

It is desired to produce 50,000 ton biomass per year or 16.67 ton h�1 based on 3,000 h

of continuous operation per year.

The optimum methanol concentration in the CSTR is given by (9.16), and the

corresponding value of D by (9.17) if the rate limiting step is the bioreaction (1):

S ¼ 0:03916 ! s ¼ 1:958 kg m�3; corresponding to x

¼ 9=16ð Þ � 50� 1:96ð Þ ¼ 27:02 kg m�3;
(3)

Dopt ¼ 0:8633h�1 and qxð Þmax ¼ Dx ¼ 23:33 kg m�3h�1: (4)

The reactor volume needs to be V ¼ 16,667/23.33 ¼ 714 m3.

Yso ¼ (0.7317/0.7317)/24.6 ¼ 0.04065kmolO2 (kgX)
�1 ¼ 0.9484kmolm�3 h�1 ¼

677.5 kmol h�1 ¼ 21.68 t h�1 for a bioreactor of volume 714 m�1.

Clearly, the consumption of O2 represents a very large operational cost.

With an oxygen consumption of q0 ¼ 0.948 kmol m�3 h�1, one would require a kla
determined by:

0:948 ¼ kla 910� 20ð Þ � 10�6 � 103 ! kla ¼ 1;065h�1;

which is higher than the previously stated value of (kla)max ¼ 720 h�1.

Even the estimated requirement of kla ¼ 1,065 h�1 is likely to be too low. According

to the discussion in Example 3.4, it is not correct to use an s* based on the inlet O2

pressure. If, in accordance with the problem specification, it is required to utilize 95% of

the injected O2, a lower limit of s* ¼ 46 mM should be used for the gas leaving the

reactor.

The conclusion is that due to mass transfer limitation a CSTR is unsuited for

the process.

(b) Next the design of a loop reactor is considered.

The concentration of all substrates (methanol, NH3, and minerals) and of biomass is

considered to be constant throughout the loop. From the point of injection, the O2 partial

pressure in the gas phase decreases from 1 bar to a much lower value. The gas-phase

volume decreases somewhat (see the stoichiometry (2)), but besides CO2 it may also

contain H2O vapor if the inlet gas is dry.

The methanol concentration in the reactor is assumed to be 1 kg m�3 (and the NH3

concentration as low as 10–20 g m�3 to avoid a parallel oxidation of NH3 to NH2OH

or NO2
�1 which will inhibit the bioreaction). Consequently, the biomass concentration

in the reactor is 0.7317 � (24.6/32) � (50 � 1) ¼ 27.56 kg m�3. When this value is

inserted in (1), one can obtain qx ¼ 20.82 kg m�3 h�1 when the rate of biomass
formation is based on the bioreaction.

At the gas injection point, qx based on the O2 transfer is given by:

qx ¼ 1; 620 910� 20ð Þ � 10�6 mol O2m
�3h�1

� �� 0:7317=0:7317ð Þ
� 24:6 kg X mol O2

�1
� � ¼ 35:47 kg m�3h�1:
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At the point of O2 injection, there is enough O2 mass transfer to make the overall reaction

limited by the rate of the bioreaction. This situation prevails until s* ¼ 542 mMwhere qx
determined by the mass transfer equation is also 20.82 kg m�3 h�1. Consequently, in the

first part of the reactor from the point of injection of O2, the reaction rate is constant and

equal to 20.82 kg m�3 h�1 at s* ¼ 542 mM.

From this point on, the rate is determined by mass transfer and the rate is propor-

tional to (s* � 20), i.e., the overall rate is first order in the remaining O2 driving force.

The arguments given above exactly follow the “balancing of rates” discussion in

Sect. 9.1.5.

Let z be the O2 volume left from 1 m3 injected O2. 1 � z is the degree of conversion
of O2.

Let y be the ratio between s* for an O2 conversion of (1 � z) and s* when the conversion
is 0.

Since s* is proportional to the partial pressure of O2 in the gas phase, one can obtain:

y ¼ O2

O2 þ CO2

¼ z

zþ ð1� zÞð0:2863=0:7317Þ : (5)

For s* ¼ 542 mM, one can obtain y ¼ 542/910 ¼ 0.5956 and from (5) one can obtain

z ¼ 0.3507.

Almost 65% of the injected O2 has been converted when the production rate changes

from zero-order in O2 to first order in the remaining O2.

In the first part of the reactor � q0 ¼ 20.82 � (1,000/24.6) ¼ 846 mol O2 m
�3 h�1 ¼

0.235 mol O2 m
�3 s�1.

Let the inlet feed of O2 be G0 mol s�1, and let the total reactor volume be V.

The reactor volume V1 in which the biomass production rate is constant is V1 ¼ G0(1 � z)/
0.235 m3.

The choice of reactor volume V is a design parameter, and we shall choose V ¼ 30 m3.

If a constant production rate could be maintained through the whole reactor, i.e., V1 ¼ V,
and if oxygen was completely converted (z ¼ 0 at the reactor outlet) then

G0 ¼ 30 � 0.235 ¼ 7.05 mol s�1.

Let us use G0 ¼ 7.05 mol s�1 and calculate the conversion 1 � z at the outlet from a

30 m3 reactor.

Now V1 ¼ 7.05 � (1 � 0.3507)/0.235 ¼ 19.48 m3. In the remainder of the reactor,

V2 ¼ 10.52 m3, the rate of conversion of oxygen follows the design equation (9.92) for a PFR

if plug flow of the gas phase through the last 10.52 m3 can be assumed.

G0

dz

dV
¼ q0 ¼ �0:45� ð910y� 20Þ � 103mol O2m

�3s�1; (6)

y(z) is inserted from (5), and with G0 ¼ 7.05 mol s�1, the differential equation is

reorganized to:

zþ 0:5790

z� 0:008173
dz ¼ 1þ 0:5872

z� 0:008173

� �
dz ¼ �0:09041dV2;

V2 ¼ 0 for z ¼ 0:3507:

(7)
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The solution of (7) gives z as a function of V2, and for V2 ¼ 10.52 m3, z is the solution of:

0:3507� zð Þ þ 0:5872 ln
0:3507 � 0:008173

z� 0:008173

� �
¼ 0:09041V2 ¼ 0:9511: (8)

The solution to (8) is z ¼ 0.11 which is higher than the required 0.05. Consequently, the

30 m3 reactor can only handle a smaller quantity G0 of oxygen than 7.05 mol s�1 if 95%

conversion is demanded.

Iteration on (6)–(8) gives the solution G0 ¼ 5.8 mol s�1 for z ¼ 0.05 at the reactor exit.

The O2 consumed is 5.8 � (1 � 0.05) ¼ 5.51 mol O2 s
�1, and this corresponds to a

biomass production of 5.51 � 24.6 � 10�3 � 3,600 ¼ 488 kg biomass h�1 in a 30 m3 loop

reactor.

The total number of 30 m3 reactors to be used is 16,667/488 ¼ 34 to 35 reactors.

A number of other design problems can easily be solved, e.g., that of increasing the total

pressure in the reactor to 2 bar. In all cases, the requirement of 95% conversion of O2 is

satisfied.

Problems

Problem 9.1. In Example 9.2, two sequentially coupled CSTR were studied for a

particular Monod rate expression. The present problem is based on Example 9.2,

but explores other variants.

(a) Can the two reactors with intermittent feed of substrate be further optimized for

productivity?

(b) Repeat the optimization of the two-reactor system for

1. Monod type kinetics with maintenance. Use the data of Example 9.1.

2. Substrate-inhibited Monod. Use the data of Fig. 9.8.

Problem 9.2 Lactic acid production. As an employee in the R&D division of an

agro-industrial company, you are entrusted with the solution of the following

problem: “The effluent from one of our cheese factories contains 45 kg of lactose

per cubic meter. There is 4,000 m3 per annum of effluent (production time 7,200 h),

and the effluent is an environmental burden. Can this effluent be used to produce

lactic acid? The market for lactic acid is weak and minimum investment cost of the

reactor per kilogram produced of lactic acid is desirable.”

Your preliminary research confirms that the lactose substrate is sterile and

contains no lactic acid. From a literature search, you come upon the following

rate expressions:

qx ¼ mmax 1� p

pmax

� �
sx

Ks þ s
; mmax ¼ 0:5 h�1 ;

pmax ¼ 50 kg m�3; Ks ¼ 0:3 kg m�3;

(1)
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qs ¼ �Yxsqx; Ysx ¼ 1

Yxs
¼ 0:11 kg DW per kilogram of lactose, (2)

qp ¼ bqx þ cx ; b ¼ Yxp ¼ 8 kg of lactic acid per kilogram dry weight;

c ¼ 0:1 kg of lactic acid per kilogram dry weight per hour:
(3)

On the basis of these pieces of information, you decide to go ahead with the design

of a CSTR in which the productivity qp in kilograms of lactic acid per cubic meter

per hour is maximized.

(a) Your first inspiration is to neglect the complications of the kinetics, i.e., to

assume that p < < pmax, and cx<<bqx. With these assumptions, calculate the

reactor volume for which maximum qp is obtained. Also calculate the effluent

concentrations of lactic acid, biomass, and lactose from the CSTR, and deter-

mine the maximum productivity qp,max of lactic acid. Comment on the validity

of the two assumptions.

(b) With the slight suspicion that the assumption p << pmax may not be realistic,

you repeat the calculation of the effluent concentrations and of qp for the reactor
volume determined in (a), but now using the correct kinetic expression in (1).

The assumption cx<<bqx is still assumed to hold. You are allowed to be

relieved that you did not build the reactor based on your approximate design.

(c) With the approximate model of (b), you decide to calculate the reactor size which

givesmaximumproductivityqp.Analytical optimization is difficult, but tabulation

is easy: For s/sf ¼ 0.9, 0.8, . . ., 0.1, calculateD, x, p, and qp ¼ Dp. For the three
entries closest to the maximum in qp, find the optimal S by quadratic interpolation.
Calculate V(opt). Does the assumption cx<<bqx appear to be reasonable?

(d) You decide to base your design on a reactor of volume V ¼ 2.40 m3. The

effluent from the reactor must, however, not contain more than 3 kg of lactose

per cubic meter. Hence, a centrifuge is installed at the outlet, and 0.2 m3 of

solution plus cells per hour is returned to the inlet. For s ¼ se ¼ 3 kg m3,

calculate the corresponding values of x and p, using the whole of (1), but

cx<<bqx. Determine the separation factor b for the centrifuge and the cell

concentration x in the reactor.

(e) The rather high value of x calculated in (d) reawakens your suspicion that the

assumption cx<<bqx may be invalid. Therefore, you decide to redo the

calculations of part (d), but now with the full model of (1)–(3). You are in for

several surprises:

1. It may be difficult to find a solution to (d).

2. This should prompt you to redo the calculations in (c), but using the full model.

3. Doing so may give you more solutions than you desire for some S and

disappointingly few for other S values.

Do these calculations give you any reason to criticize the kinetic model

in (1)–(3)? What could be wrong with the model?
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Problem 9.3 Lactic acid batch fermentation. On a certain yeast extract-casein

peptone medium, it has been reported that the growth-associated ATP consumption

for lactic acid fermentation is

rATP ¼ 31
mmoles of ATP

gram dry weight

� �
mðh�1Þ þ 17

mmoles of ATP

gram dry weight � hour

� �
: (1)

The process is anaerobic, and lactic acid is the only metabolite formed. You are

required to check the validity of this expression, and for this purpose you set up a

fermentation experiment. The initial medium volume is V0 ¼ 750 mL, and the

glucose concentration is 13 � 1/3 g L�1. The medium is inoculated with x0 ¼ 10mg

of cells per liter, and exponential growth with m ¼ mmax ¼ 0.6 h�1 starts immediately

after inoculation. To keep pH constant at 6.80, the lactic acid produced by conversion

of glucose has to be continuously titrated. 1-M NaOH solution is used, and since the

mediumvolume is consequently a function of time it becomes a little difficult to check

the validity of the kinetics [i.e., (1) and the assumption m ¼ 0.6 h�1] by comparison of

experimentally determined concentrations of biomass x (g L�1) and lactic acid

p (g L�1), and the simulated results.

(a) Assuming that (1) is valid and that m ¼ 0.6 h�1, derive an expression for x(t) that
can be used for comparison with the experimentally determined biomass con-

centration time profile. Also derive an expression for V(t). Hint: It is easy to find
xV, and v(t) can be found from (1).

(b) Derive an expression for p(t), assuming that p(t ¼ 0) ¼ 0.

(c) Determine the time tend at which all sugar is depleted, assuming that the glucose

is quantitatively converted to lactic acid. What are x, p, and V when T ¼ Tend?
What is the relation between the apparent specific growth rate mobs and m for

large tend?

Problem 9.4 Heat transfer limitation in SCP production.
(a) In an SCP production, 2.5N m3 CH4 (N ¼ 273 K, 1 atm) is used to produce 1 kg of

biomassX ¼ CH1.8O0.5N0.2 by continuous fermentation in a stirred tank.Determine

Yso and thereafter the total stoichiometry of the reaction, assuming that biomass,

CO2, and H2O are the only products and that NH3 is used as nitrogen source.

Calculate the heat of reaction Q in kJ (kg biomass)�1.

(b) The bioreactor is cylindrical with diameter d and height h. h ¼ 3d. The inner

cylinder area A (m2), but not the bottom of the reactor, is covered with heat

exchange surface The effective temperature driving force is DT ¼ 30�C, and
the heat transfer coefficient hT is 300 kJ (m2 h K)�1. The heat transferred is

consequentlyQt ¼ hT DTA kJ h�1. Show that – due to heat transfer limitation –

the maximum productivity of biomass is:

qxð Þmax ¼ 0:60V�1=3 kg m�3h�1; (1)

where V is the reactor volume.

For a sterile feed and x ¼ 20 g L�1, determine the maximum possible

dilution rate, Dmax, for V ¼ 1 L and for V ¼ 50 m3.
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(c) Laboratory experiments are conducted in a small reactor where heat transfer is

not a problem. The liquid feed is sterile and contains 5 g L�1 NH3 and a

sufficient supply of minerals. The gas feed is 1N m3 per m3 reactor volume

and per min. The composition is 25 vol% CH4 and 75 vol% O2. With this much

O2 in the feed, the reaction is always limited by CH4. At steady state, one can

obtain the following data:

D (h�1) CH4 (vol% in exit gas) Biomass in effluent: x g L�1

0.05 20.53 36.17

0.1 14.16 36.17

0.2 13.18 19.20

0.3 9.63 15.20

0.5 25.00 0

Assume that no water is transferred from gas to liquid phase or vice versa.

(a) Show that � qCH4
in mol CH4 consumed (L reactor min)�1 and the gas-

phase concentrations in the second column of the table are related by:

vol %

100
¼ 0:25� 0:044642þ qCH4

0:044642þ ð1þ YsoÞqCH4
� YscqCH4

: (2)

Add a column (� qCH4
) to the table.

For D ¼ 0.2 and 0.3 h�1, show that the yield coefficient Ysx calculated in (a)

is also found from the data of the table. Calculate the effluent NH3 concentration.

No NH3 is stripped to the gas phase.

Finally, explain the data for D ¼ 0.05 and 0.1 h�1. What happens at

D ¼ 0.5 h�1?

Problem 9.5 Start-up of a CSTR. A waste water treatment plant is going to be

operated in steady state in a CSTR.

The specific growth rate is determined by the following expression in the

limiting substrate S:

m ¼ rx ¼ 0:5ðh�1ÞS
S2 þ Sþ 1=16

; where S ¼ s=sf and X ¼ x

Ysxsf
: (1)

(a) Determine the value of S for which (�rs) attains its maximum value, and find X
and D for S ¼ Sopt.

(b) It is decided to operate the reactor at the point S ¼ Sopt. To get to this optimal

operating point, the STR is started as a batch reactor with S ¼ s/s0 ¼ 1 and

X ¼ X0. The batch operation is monitored, and when S has decreased to Sopt
continuous feeding of the reactor is started with s ¼ sf, and xf ¼ 0. For

simplicity, assume that sf ¼ s0. After a while, the continuous operation of the

STR with D ¼ Dopt determined in (a) is assumed to settle at the optimal steady

state determined in (a).
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Determine the time t0 of the batch reaction to reach S ¼ Sopt. What is X at

this point if X0 ¼ 0.05?

(c) By numerical integration of the mass balances, determine the time t0 ¼ t � t0 it
takes for [S,X] to approach the desired steady-state operation point to within 1%.

(d) Due to an operational error, the batch-period is stopped after 9 h.

Determine [S, X] at t0 ¼ 9 h, and thereafter trace the transient as in (c) by

numerical integration of the mass balances.

What has happened compared with (c)? Would you have obtained the same

result, if the batch process had been started with X0 ¼ 0.10 or 0.15?

Note: Since the rate expression used here is the same as that used in Fig. 9.11, it

is quite instructive to compare the results of (c) and (d) with this figure.

Problem 9.6 Stability analysis with product inhibition, maintenance, and cell
recirculation. If, in the dynamic mass balances for the stirred tank continuous

reactor, the separation factor O of the cell recirculation system with an ultrafilter

(9.36) is introduced together with maintenance according to (9.4)–(9.5), the follow-

ing balances are obtained:

dx

dt
¼ mx� ð1� OÞDx ¼ 0; (1)

ds

dt
¼ Dðsf � sÞ � ðYtrue

xs mþ msÞ x; (2)

dp

dt
¼ �Dpþ ðYtrue

xp mþ mpÞ x: (3)

Introduce in (1) to (3) dimensionless variables S ¼ s/sf, X ¼ xð1� OÞ= Ytrue
sx sf

� �
,

and P ¼ p= Ytrue
sp sf

� 	
. Also let bs ¼ Ytrue

sx ms and bp ¼ Ytrue
px .

Consider a steady-state solution C0 ¼ (X0, S0, P0) and introduce the deviation

variable y ¼ C � C0, the solution of the linear differential equation (9.75).

Show that : DetðJ� lIÞ ¼ � lD1 þ ðmþ bsÞD2=ð1� OÞ
þ ðmþ bpÞD3=ð1� OÞ; (4)

D1 ¼ ðDþ lÞ2 � ðDþ lÞðmp � msÞX=ð1� OÞ;

D2 ¼ �ðDþ lÞmsX; (5)

D3 ¼ ðDþ lÞmpX:

As in Sect. 9.3.3, mp and ms are the partial derivatives of m with respect to p and s.
Continue the simplification to obtain the following equation forl:

ðDþ lÞð�l2 þ l �Dþ að Þ þ Dð1� OÞaþ bÞ ¼ 0: (6)
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In (6):

a ¼ ðmp � msÞX=ð1� OÞ and b ¼ ðbpmp � bsmsÞX=ð1� OÞ:
Make an analysis of the stability of a steady state C0 with different rate

expressions m(S, P).
What is the general effect of a product inhibition? The effect of cell

recirculation?

You should make several simulation studies as part of your answer to this

problem.

Note that the range of application of the text in Sect. 9.3.3 has been greatly

expanded by means of the results of this problem.

Problem 9.7 Providing an experimental foundation for the design of a fermentation
process. Vara et al. (2002) made an experimental study of teicoplanin production

by Actinoplanes teichomyceticus in order to obtain design data for an industrial

production of the last-resort antibiotic teicoplanin in continuous culture.

(a) You are required to make a short review of their experimental plan and to

compare it with the experimental plan used in Example 6.1. The kinetic

parameters used to construct Table 6.1 were in fact extracted from the results

of the above reference, thus illustrating the resemblance between mechanisti-

cally based kinetic expressions for enzymatic reactions and empirical rate

expressions for cellular reactions. Which experimental plan is likely to lead to

the best values for the kinetic parameters?

(b) Figure 6 of Vara et al. (2002) shows simulations of the concentrations of

substrate (glucose ¼ s), biomass (x), and product (teicoplanin ¼ p) as a func-
tion of dilution rate in a continuous cultivation. You are required to check the

simulations using the kinetic model (including maintenance). Why does x(D)
decrease for small D while p(D) continues to increase?

(c) Table 1 of Vara et al. (2002) shows results of continuous experiments in a

stirred tank with recirculation according to Fig. 9.6.b. Find the connection

between the parameter c in the reference and O used in (9.36). Why are the

data in the last column of the table almost independent of D? Confirm the

conclusion of the paper that continuous operation with cell recirculation is the

best mode of operation, and that an increase of productivity by a factor of 3

compared to straight continuous operation is achieved.

(d) The microorganism gradually looses the ability to produce teicoplanin. Com-

pare the deactivation model (10) and (11) used by the authors with that used in

Example 9.10, and confirm that the model simulates the data in Fig. 8 of Vara

et al. (2002) with a high accuracy. Why could a simpler model taken from

Example 9.10 not be applied?

Problem 9.8 Design of a fed-batch process to obtain a desired product titer.
Propane-1,3 diol (P) is to be produced by fed-batch fermentation from glucose.
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The stoichiometry is supposed to be:

� CH2O� 0:150 O2 � 0:024NH3 þ 0:120Xþ 0:543P þ 0:337CO2

þ 0:204H2O ¼ 0: (1)

Before t ¼ 0 when the fed-batch process starts, biomass X ¼ CH1.8O0.5N0.2 has

been grown (in a batch fermentation with V ¼ V0) to a concentration x0 ¼ 1 g L�1,

and a glucose concentration of s0 ¼ 1 g L�1.

For t > 0, s is to be kept at 1 g L�1 by feeding a glucose solution with sf ¼
400 g L�1 and rate vf.

At t ¼ 0, the production of P is initiated by the addition of the cofactor

B12 (needed to convert glycerol to 3-hydroxy-propanal, the substrate for the last

reaction to P). No glycerol is formed, and the above stoichiometry holds for

all t > 0.

It is desirable to use a constant B12 concentration of 0.01 g L�1 for all t > 0.

This is a compromise between a really low concentration where glycerol will

accumulate, and a higher concentration that would lead to accumulation of 3-

hydroxy-propanal which would harm the E. coli used as production organism.

At the constant B12 level ¼ 0.01 g L�1, the specific production rate rp of the diol
is constant:

rp ¼ 2:4sB12= sB12 þ 0:005 g L�1
� �� � ¼ 1:6 gP gbiomassð Þ�1

h�1: (2)

(a) Determine the specific rates rx ¼ m, (�rs) (g (g X)�1 h�1), and (�r0) (mol O2

(g X)�1 h�1). What is the value of Yxs (g glucose(g biomass)�1)?

Write expressions for x � V, vf, and V/V0 as functions of t, sf, x0, and V0.

(b) It is desired to stop the fed-batch cultivation when p ¼ 120 g L�1.

From a mass balance for p derive an expression for p as a function of

t and V/V0.

Determine the time t when p ¼ 120 g L�1, and thereafter V/V0 at this time.

(c) The medium is sparged with air (partial pressure of O2 ¼ 0.21) at a temperature

of 30�C. The oxygen concentration in the medium must be 20% of the satura-

tion concentration.

Determine the minimum value of kla (h
�1) required to satisfy the demand for

O2 at the end of the fermentation when p ¼ 120 g L�1. Can this kla value be

obtained with commercially available mass transfer equipment?

(d) Unfortunately B12 is slowly metabolized by the E. coli cells. The rate of

degradation of B12 is (�rB12) ¼ 0.0001rp, i.e., it is proportional to the rate of

product formation.

Consequently, to keep a constant level of B12 (sB12 ¼ 0.01 g L�1), the feed

must contain B12.

Determine the concentration sf (B12) in vf necessary to keep sB12 at 0.01 g L�1.

Note: The rate expressions given for propane-diol production and for B12

consumption are not those used by the DuPont company in their production of

the diol, but they have a reasonable structure.
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Problem 9.9 Production of a protein that is degraded by the action of proteases.
A valuable protein is produced by a growth-associated process using a microorgan-

ism for which the volumetric growth rate is given by

qx ¼ 0:2 s

sþ 1
x g biomass Lmedium hð Þ�1: (1)

In (1), the concentration of the growth-limiting substrate is s g L�1. x is the

biomass concentration in g L�1. The yield of biomass on the substrate is

Ysx ¼ 0.5 g g�1.

Production of the protein is severely catabolite repressed and the volumetric

production rate is

qp ¼ 1

1þ 10s
qx g protein L medium hð Þ�1: (2)

Production of the protein is to take place in a continuous, steady-state stirred

tank, and the glucose feed concentration is sf ¼ 10 g L�1.

(a) Determine the largest value of D for which the steady-state process will work.

Thereafter, determine the yield coefficient Ysp. For which value ofD (or s) is Ysp
at its maximum? Is that the same value for which qp is at its maximum? Why is

the continuous stirred tank process better than a batch reactor process?

(b) Make a sketch of qp as a function of s for 0 < s < 10 g L�1. Calculate the

largest productivity (qp)max which can be obtained and determine the

corresponding value of D.
(c) Equation (2) is an idealization of the real situation. The microorganism also

produces proteases that to a considerable degree destroy the desired protein.

The correct expression for qp is:

qp ¼ 1

1þ 10s
qx � kx (3)

Determine the maximum value of k above which no net production of the

protein will be obtained for any operating condition. Derive an approximate

relation between k and the maximum protein productivity. You should not

attempt to obtain an algebraic solution, but use a graphical representation in

which qp given by (2) is plotted together with kx. Make your approximate

solution based on this graph.

(d) It is contemplated to install a cell separator at the exit of the reactor and

recirculate cells to the inlet.

Discuss whether an increase of productivity (given by (3)) can be obtained in

this way. Is there any difference between the two cases: (A) The protein product

is secreted 100% to the medium and (B) The protein product remains quantita-

tively inside the cells?What is the potential increase inmaximum productivity if

a recirculation ratio R ¼ 0.5 and a cell separation factor b ¼ 1.5 (9.33) is used?
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Problem 9.10 Protein production in fed-batch operation. The protein in Problem

9.9 is P ¼ CH1.3O0.31N0.27 (the elementary composition is not quite that shown in

Table 3.1 in the book). Biomass X ¼ CH1.8O0.5N0.2.

In the present problem, a fed-batch process for production of the protein is

studied.

We use the kinetics of problem 9.9, both for qx and for qp, and we use

Ysx ¼ 0.5 g g�1.

In reality, one would have to multiply qp with a small factor, e.g., 0.05, in order

to scale the productivity of P to “normal” protein production, but this does not

change the structure of the problem, and the discussion in Problem 9.9 concerning

“the best choice of s” still applies here.

(a) Write the yield coefficients Ysj of the stoichiometry (1) as a function of s.

CH2Oþ YsoO2 þ YsnNH3 ! YsxX þ YspPþ YscCO2 þ YswH2O: (1)

(Ysw H2O is included in order that you may check that no algebraic errors

are made. You should convince yourself that both the H and the O balance

close).

(b) At which value of s would you prefer to operate a “constant s fed-batch

fermentation” for the reaction (1)? You should try to give a plausible reason

for your choice, but as will be discussed in (e) the choice also depends on

certain economic factors.

(c) Write the stoichiometry (1) for your choice of s.
Determine the yield coefficients Yxn (g NH3/g X), Yxp (g P/g X), and Yxo (mol

O2/g X).

Calculate the value of rx at which you will work for the given choice of s.
(d) The fed batch is induced (for the production of P) at t ¼ 0 where V ¼ V0

¼ 100 m3 and x ¼ 5 g L�1. It is to be stopped when x ¼ 80 g L�1.

The glucose concentration in the feed is sf ¼ 400 g L�1.

Determine t ¼ tfinal at which x ¼ 80 g L�1. Thereafter determine the

corresponding value of V, the final concentration of P, and the required feed

concentration of NH3 if it is desired to have a constant ammonia concentration

of sNH3 ¼ 1 g L�1 during the fermentation.

Assume that the fermentation temperature is 30�C. The reactor is sparged

with air, and that DOT has to be 20% of the saturation concentration of O2.

Will you be able, also at tfinal, to meet the O2 demand with a reasonable

value of kla?
(e) We would like to examine the sensitivity of the design for choices of s that are

different from the choice in (b).

Repeat the calculations of (c) and (d) for s ¼ 2 g L�1 and s ¼ 0.2 g L�1,

and discuss the results compared with “the base case.” You should especially

consider the total production of P, the productivity of P in kg h�1, and the yield

of P (g P obtained per g glucose spent) until tfinal.
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Problem 9.11 Adhesion of cells can lead to serious under-design of an industrial
reactor. In a continuous stirred tank reactor operating at a given dilution rateD and

with sterile feed, the concentration of biomass in the medium (the suspended

culture) is x g L�1. Some biomass adheres to the inner surface of the reactor.

The concentration of adhering biomass (converted from a more “natural” unit of

g (m2 reactor surface)�1) is x1 g L�1. Suspended and adhering biomass grow with

the same yield coefficient Ysx and the same specific growth rate m. Suspended and

adhering biomass are exchanged by first-order rate processes: k1x (adhesion) and

k2x1 (attrition of biofilm).

(a) Write mass balances for the suspended and for the adhering biomass. Add a

substrate balance to the model. Derive the following relation between the

steady-state value of D and the corresponding value of m:

D ¼ k1 þ k2 � m
k2 � m

m: (1)

Show that D is always larger than m for realistic values of k1 and k2.
Assume that sf ¼ 10 g L�1, Ysx ¼ 0.5 g g�1, k1 ¼ 2 h�1 and k2 ¼ 1.5 h�1,

D ¼ 0.2 h�1, and that:

m ¼ 0:5ðh�1Þs
sþ 2

: (2)

Calculate s, x, and x1 and compare with the corresponding values for k1 ¼ 0.

Assume that the above data were obtained with a small laboratory reactor of

volume V ¼ 1 L, height h ¼ 1.3 � diameter d. The inner surface of the reactor
is 550 cm2.

For a film density r ¼ 1 g cm�3, calculate the film thickness D.
(Answer: 123 mm. This is a film thickness unlikely to be detected in the

experiments)

Make a simulation of x g L�1 as a function of D, both in the case of biomass

adhesion and for k1 ¼ 0 (no adhesion).

(b) Consider a 50 m3 industrial reactor with h ¼ 3d for the same process. The

internal surface, including baffles, heat exchangers etc., is 100 m2.

What would the film thickness be if k1 and k2 have the same values as in (b)?

In reality, a film of this thickness would never be stable. It is more likely that

the film thickness D is also 123 mm in the industrial reactor. The adhesion

mechanism is probably the same in both scales (k1 ¼ 2 h�1), but k2 is much

larger for the industrial reactor.

Determine the “effective” large scale value of k2 and the relation between x
andD. You will conclude that a serious under-design of the large scale operation
would result if the laboratory data were used uncritically as the design basis.

The data were taken from a real process, the production of lipases by a

microorganism that hydrolyzes linseed oil in an aqueous emulsion of the

vegetable oil. Some oil sticks to the reactor surface and part of the culture

adheres to this film.
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Chapter 10

Gas–Liquid Mass Transfer

The first requirement for any chemical reaction to take place is that the reactants are

present at the site of reaction. In multiphase systems, rates of transport processes

are often smaller than the intrinsic maximum reaction rates. The result is that the

actual reaction rate is smaller than what would be anticipated from kinetics alone.

For the unprepared mind this may come as both a surprise and a disappointment.

Transport phenomena played a role for diffusion in immobilized enzyme systems in

Sect. 6.3.2, where the basic mathematical models for analysis of combined mass

transfer and kinetics were introduced. In biological multiphase systems, mass

transfer takes place between two liquid phases, between a liquid and a solid

phase, or between a gas and a liquid phase.

Most large-scale fermentation processes – bioethanol and lactic acid production

excluded – are aerobic, and typically conducted in aerated gas–liquid bioreactors.

In these systems, the transfer of oxygen from the gas phase to the liquid phase

(where its solubility is low) is vital for the success of bioprocess. Understanding

gas–liquid mass transfer is therefore very important for the design of bioprocesses.

The development of large-scale production of penicillin in the 1940s – which in a

sense constitutes the birth of industrial biotechnology outside the food sector – was

closely coupled to the development of efficient submerged cultivation, where the

supply of a large amount of sterile air was of significant importance.

We have already touched upon gas–liquid mass transfer in previous chapters,

notably in Chap. 3 where the basic mass balances were first formulated but also in

Chap. 9 in the design of processes. We will now in more detail study the origin of

the “rate constant” for mass transfer, the kla value: How is it defined, how is it

measured, and how can it be calculated from empirical expressions? The discussion

of mass transport will be limited to the transfer of reactants between a gas phase and

a liquid phase. However, one should keep in mind that other multiphase mass

transfer processes are also important:

• In downstream processing. This will often involve transfer of a product from an

aqueous phase to an organic phase.

J. Villadsen et al., Bioreaction Engineering Principles,
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• In conversion of natural fats to biodiesel, where the action of lipases depends on

transfer of reactants to the interface between an organic and an aqueous phase.

• In solid-state fermentations (important in many food production processes),

which depend on the rate at which a substrate can be transported to the surface

of the solid and further into the interior of the solid.

• In the utilization of enzymes for the liquefaction of lignocellulosic biomass, i.e.,

the first step of a second generation bio-ethanol production, where enzymes must

be transferred to the carbohydrate polymer matrix and the oligosaccharides must

be transported out of the matrix.

A single problem (Problem 10.4) will suffice to illustrate solid-phase diffusion

processes, but, as stated above, the theory for their analysis has been outlined

in Chap. 6.

10.1 The Physical Processes Involved in Gas

to Liquid Mass Transfer

The fundamental physical physical principles that determine mass transfer are, as

eloquently described by Bird et al. (2002), the same as those for heat transfer and

transfer of momentum. Mass transfer takes place by two basic processes; convec-

tion and diffusion. Molecular diffusion and convective transport in mass transfer is

mimicked by similar processes in diffusive or turbulent momentum transport

processes to be treated in Chap. 11 in connection with the design of mixing

equipment. A detailed treatment of mass transfer requires that the flow field is

completely known, and computational fluid dynamics (CFD) is used to construct at

least an approximation to the flow field in a stirred tank reactor. In our text we shall

resort to the simplified classical treatment in which the overall mass transfer is

schematically divided into a few distinct transfer steps. This approach has for many

years proven useful for quantification of gas–liquid mass transfer.

Oxygen gas–liquid transport in aerobic bioprocesses is the most important

gas–liquid process to consider in bioprocess design. The solubility of oxygen in

aqueous media is low, i.e., the “storing capacity” for oxygen in water is low.

The saturation concentration of oxygen is about 7–8 mg L�1 in a typical aerated

process, and a continued transfer of oxygen from the gas phase to the liquid phase is

therefore essential to maintain a fully oxidative cellular metabolism (see Example

10.1). A few minutes without aeration of the medium will, e.g., have a serious

impact on the ability of a culture of the mold Penicillium chrysogenum to produce

the desired penicillin, whereas facultatively aerobic organisms, such as the yeast

Saccharomyces cerevisiae or the bacterium Escherichia coli, will drastically

change their product formation when deprived of oxygen.

Example 10.1 The oxygen requirement of a rapidly respiring yeast culture. To illustrate the

requirement for a high gas-liquid mass transfer of oxygen, we consider the experimental data
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for S. cerevisiae in Example 3.5. For dilution rates smaller than �0.25 h�1 the metabolism

is still purely respiratory, and the oxygen yield coefficient is

Yso ¼ 0:425 mol O2ðC-mol glucoseÞ�1
(1)

For a dilution rate of 0.2 h�1 there is virtually no glucose in the reactor outlet, and the

volumetric glucose uptake rate is therefore

qs ¼ 0:2 h�128 g L�1 ¼ 5:6 g L�1h�1 ¼ 0:1867 C-mol L�1h�1 (2)

Thus, the volumetric oxygen uptake rate is

qt ¼ �qO ¼ 0:425� 0:1867 C-mol L�1h�1 ¼ 79:3 mmol O2 L
�1h�1 (3)

If the dissolved oxygen concentration cO* is at its maximum (approximately 0.26 mmol

O2 L
�1 when sparging with air, see Table 10.8. Oxygen will be depleted within 12 s, if the

supply of oxygen is stopped. In Example 10.2, we quantify the rate of mass transfer which is

necessary to keep the dissolved oxygen concentration in the liquid constant.

The transport of oxygen from a bulk gas phase to the interior of a cell occurs in

several sequential steps:

1. Diffusion of O2 from the bulk gas phase to the gas–liquid interface.

2. Transport across the gas–liquid interface.

3. Diffusion of O2 through a relatively stagnant liquid region adjacent to the gas

bubble, i.e., from the gas–liquid interface to the well-mixed bulk liquid.

4. Transport of dissolved oxygen to the cell, to a clump of cells, or to a pellet of

immobilized cells.

5. Diffusion through the stagnant film to the cell surface, into cell aggregates, or

into a support pellet.

6. Transport across the cell membrane (see Sect. 7.7).

7. Transport of dissolved O2 inside the cell to the intracellular reaction site, e.g., the

mitochondria.

Many of the steps 1–7 are in pseudosteady state. Step 2 is a fast equilibrium

process. For sparingly soluble gases, step 1 is much faster than step 3, and step 4

is much faster than step 3 when the bulk liquid is effectively stirred. Due to the

small size of the cells, transport to the surface of a freely suspended cell is likewise

much faster than the transport through the liquid film surrounding the gas bubbles

(see Note 10.2). When the cells agglomerate, the O2 transport into the interior of the

clump can be so poor that cells in the interior of the clump die from oxygen

starvation, a phenomenon that is also encountered when the cells are immobilized

on pellets. Consequently, for cultivation with freely suspended cells, step 3

is usually the rate-limiting step in the overall transport process.

Oxygen gas–liquid mass transfer is not the only important gas–liquid transfer

process. Carbon dioxide is formed during respiration, as well as in most
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fermentative processes. A too high concentration of carbon dioxide may inhibit the

metabolism of the microorganism, and a continuous removal of the carbon dioxide

formed is therefore needed. Methane is, together with carbon dioxide, a product gas

in an aerobic waste water treatment processes, and also here gas–liquid transfer is

from the liquid to the gas phase.

10.1.1 Description of Mass Transfer Using kla

The volumetric mass transfer rate of a compound A, qtA can be quantitatively

described as the product of a volumetric mass transfer coefficient, kla, and a driving
force, the difference between the saturation concentration of the compound, c�A, and
the actual concentration of the compound in the liquid phase, cA.

qtA ¼ klaðc�A � cAÞ (10.1)

The volumetric mass transfer coefficient, the kla, is normally treated as one

coefficient, but it really consists of two parts; namely the mass transfer coefficient,

kl, which is connected to the mass flux (i.e. the transfer rate per unit area), and the

specific surface area, a, which is the transfer area per volume of liquid.

Example 10.2 Requirements for kla in a laboratory bioreactor. Again we use the data of

Example 3.5. We want to calculate the minimum value of kla needed to maintain the

dissolved oxygen concentration in the medium above a desired value. Since the dissolved

oxygen concentration in aqueous solutions is very low, the oxygen consumption approxi-

mately equals the mass transfer of oxygen at steady state (see Sect. 3.1.1 and Example 3.4).

qO ¼ qtO ¼ klaðc�O � cOÞ (1)

kla ¼ qt
O

ðc�O � cOÞ (2)

If the dissolved oxygen concentration is to be kept at 60% of the saturation value obtained

by sparging with air containing 20.95% oxygen, we find

ðc�O � cOÞ ¼ c�Oð1� 0:6Þ (3)

When the bioreactor is operated at 1 atm, we find from Table 10.1

c�O ¼ 0:2095

790:6
¼ 0:265� 10�3 mol L�1 (4)

Inserting this value in (3) and using the calculated value of�qO in Example 10.1, we find

from (2):

kla ¼ 748 h�1 ¼ 0:208 s�1 (5)
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This kla value can normally be obtained in a well-stirred laboratory bioreactor. For larger

stirred tank bioreactors, it requires a considerable power input to obtain a kla value above

500 h�1.

Gas–liquid mass transfer is normally modeled by the two-film theory (see

Fig. 10.1), which was introduced by Whitman (1923). The flux JA of compound

A through each of the two films is described as the product of the concentration

difference across the film layer, i.e., a linear driving force, and a mass transfer

coefficient, kg. Thus the flux across the gas film is given by

JA;g ¼ kgðpA � pA;iÞ (10.2)

pA is the partial pressure of compound A in the gas bubble, and pA,i is the

corresponding partial pressure in the bulk gas bubble that corresponds to the

equilibrium concentration cA,i, of A at the gas–liquid interface.

Similarly, for the flux across the liquid film

JA;l ¼ klðcA;i � cAÞ (10.3)

In dilute aqueous cultivation media, the equilibrium concentrations on each side

of the gas–liquid interface can be related to each other by Henry’s law:

pA;i ¼ HAcA;i (10.4)

HA is Henry’s constant for compound A in units of, e.g., atm L mol�1. Table 10.1

lists the values of Henry’s constant for a few important gases. Note that ammonia

and to some extent CO2 are far more soluble than the other gases.

Aiπ

Ac
Aic

πA

Fig. 10.1 Concentration

profiles in gas and liquid films

for the transfer of a gaseous

compound A into the liquid

phase. The gas and liquid

phase bulk concentrations are

assumed to be constant

Table 10.1 Henry’s constant

for some gases in water

at 25�C

Compound A HA (atm L mol�1)

Ammoniaa 17.1 � 10�3

Methane 745.5

Ethane 545.1

Carbon dioxide 29.7

Oxygen 790.6

Hydrogen 1,270.0
aAt a concentration of 0.2 g L�1 in the aqueous phase
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Since the interfacial concentrations are not directly measurable, we specify the

overall flux of the considered component from the gas bubble to the bulk of

the liquid phase as an overall mass transfer coefficient multiplied by the driving

force in the liquid phase:

JA ¼ Klðc�A � cAÞ (10.5)

c�A is the saturation concentration in the bulk liquid corresponding to the bulk gas
phase:

c�A ¼ pA
HA

(10.6)

In previous chapters, we have used s�O and sO for the bulk liquid phase oxygen

concentrations.

At steady state, JA,g ¼ JA,l ¼ JA and by inserting (10.4) and (10.6) in (10.2),

we find

1

Kl

¼ 1

HAkg
þ 1

kl
(10.7)

With the large value of the Henry’s law constant HA for oxygen and the other

sparingly soluble gases, the first term on the right hand side of (10.7) can be

neglected The measureable transport coefficient Kl is therefore approximately

equal to the liquid-side transport coefficient kl, and both have, e.g., the unit m s�1.

kl is the first factor in the volumetric mass transfer coefficient kla (s�1). To find

the rate of mass transfer of compound A per unit of reactor volume, i.e., the

volumetric mass transfer rate qtA, we multiply the overall flux JA by the gas–liquid

interfacial area per unit liquid volume a (unit: m2 m�3 ¼ m�1). Thus

qtA ¼ JAa ¼ klaðc�A � cAÞ (10.8)

From (10.8), kla can be calculated based on the measured qtA, and the driving

force ðc�A � cAÞ. The influence of the operating conditions on the value of kla is

discussed in the following sections.

In a well-mixed tank, cA has the same value at any position in the tank, whereas

the value of c�A depends on the gas-phase concentration. Due to consumption

or production in the bioreaction, the inlet and outlet mole fraction of A will

be different. An approximation for the average driving force is the so-called

logarithmic mean driving force, in which the known saturation concentrations at

the inlet and exit from the tank are used in place of the true position-dependent

variable c�A.

ðc�A � cAÞ ¼
ðc�A;inlet � cAÞ � ðc�A;outlet � cAÞ

lnðc�A;inlet � cAÞ � lnðc�A;outlet � cAÞ (10.9)

464 10 Gas–Liquid Mass Transfer



Equation (10.9) is, strictly speaking, based on plug flow of the gas through a

thoroughly mixed liquid phase, an assumption that can rarely be true. Still the

application of the formula does, as seen already in Example 3.4, give a reasonable

value for the mean driving force.

10.1.2 Models for kl

The idea of expressing the mass transfer across surfaces by an overall mass transfer

coefficient multiplied by a concentration difference is clearly a simplification of a

complicated physical reality. A vast amount of experimental studies have been

made in an effort to find the individual values of the two factors kl and a in kla, since
these may, in fact, be changed individually.

The first model of this kind was due to Nernst (1904), who assumed that mass

transfer occurred by diffusion through a stagnant film. Whitman (1923) took this a

step further in his two-film theory, in which it was assumed that mass transfer from

a gas bubble could be described by molecular diffusion through the two stagnant

films. From Fick’s first law (6.22) with a constant concentration gradient through

the film, we obtain:

kl ¼ DA

df
(10.10)

DA is the diffusion coefficient for component A and df is the thickness of the

liquid film. The film theory gives a simple relation between the diffusivity and

the mass transfer coefficient. However, it is not possible to calculate kl from DA,

since the film thickness is normally not known. Strictly speaking, there is no

stagnant film surrounding the bubbles, although the liquid velocity relative to the

surface is low very close to the bubble. Furthermore, the assumption of a constant

concentration gradient may be wrong, e.g., if the diffusing species A is consumed

by a chemical reaction within the film. Despite these shortcomings, the film model

is probably the most widely used model to illustrate the concept of mass transfer.

Not all models for mass transfer make use of a stagnant film. In the so-called

surface renewal theory of Denbigh (see Danckwerts 1970), discrete liquid elements

close to the gas–liquid interface are thought to be interchanged with a well-mixed

bulk liquid. Each element stays close to the surface for a certain time, during which

it is considered to be stagnant. The transfer of compound A from the gas phase to

the element is determined from the exposure time of the liquid element by solving

the partial differential equation (6.24) without the reaction rate term. The mean

residence time, tren, at the surface for rA ¼ 0 is introduced in the model, and one

finds that kl is related to DA through

kl ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DA=tren

p
(10.11)
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Equation (10.11) gives a slightly different relation between kl and DA than that

predicted from the film theory. The dependence of kl on DA is experimentally found

to be between the value predicted by the film theory and that predicted by the

surface-renewal theory. Again, a calculation of kl is not possible from the model,

since it is difficult to obtain a reasonably accurate value for the mean residence time

at the surface.

A more rigorous approach is to connect the mass transfer coefficient to a solution

of the flow field close to a surface. This can be done using boundary-layer theory,

see, e.g., Cussler (1997). The mass transfer coefficient, averaged over a length

L for transfer of a compound present in the solid phase of a sharp-edged plate,

is given (in SI units1) by:

klL

DA

¼ 0:646
Lur
�

� �
�

rDA

� �1
3

(10.12)

u is the linear flow velocity for the bulk phase (m s�1).

This results in the following relation between kl and the diffusion coefficient:

kl / D
2=3
A (10.13)

The equation contains a proportionality factor which is a function of the physical

properties of the liquid and of the liquid flow rate.

None of these theoretically based models are of much use for calculating the

value of kl in a real system, e.g., in an agitated and sparged liquid. They do,

however, tell us something about how the physical properties of the liquid influence

the liquid mass transfer coefficient. Furthermore, the relative values of kl for various
compounds may be compared, even if the diffusivities of the compounds are

unknown (see Sect. 10.3.5).

10.1.3 Models for the Interfacial Area, and for Bubble Size

In (10.8), the specific interfacial area a is based on the liquid volume, Vl, i.e.,

a ¼ A

Vl

(10.14)

1In both Chaps. 10 and 11 there will occur expressions like (10.12) which empirically correlate

variables such as L and u in (10.12). A number of physical properties such as r (density, kg m3),

� (viscosity, kg m�1 s�1) and DA (molecular diffusivity, m2 s�1) are incorporated in an attempt to

make the expression applicable for many compounds with different properties. One must be

careful with the numerical parameter (0.646 in (10.12)). If the expression consists of only

dimensionless combinations of variables and parameters, any set of consistent units can be used.

This is the case for (10.12) where �/r ¼ n (kinematic viscosity, m2 s�1), but otherwise the
reference must state which units to use.
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A is the total interfacial area in the gas liquid dispersion. This definition of the

specific interfacial area is most convenient when the volumetric rate of the mass

transfer process is to be used together with mass balances for dissolved

components, e.g., for dissolved oxygen. However, in empirical correlations for

the volumetric mass transfer coefficient (see Sect. 10.2), one often uses the specific

interfacial area based on the total volume Vd of the gas–liquid dispersion:

ad ¼ A

Vd

¼ A

Vl þ Vg

(10.15)

The two definitions of the specific interfacial area are related by

ad ¼ ð1� eÞa (10.16)

In (10.16) the gas holdup e is introduced:

e ¼ Vg

Vd

(10.17)

The specific interfacial area is a function of the bubble size distribution in the gas

liquid dispersion, and a is obtained from

a ¼ 6e
ð1� eÞdmean

(10.18)

dmean is the average bubble diameter, which may be calculated as the first

moment of the bubble size distribution function. A surface-averaged diameter,

the so-called mean Sauter diameter, is, however, often used:

dSauter ¼
P

nid
3
b;iP

nid2b;i
(10.19)

Three main processes interact to determine the bubble size distribution

(Fig. 10.2):

1. Bubble formation, determined by the breakup into discrete bubbles of the gas

stream as it is sparged into the liquid phase.

Bubble
break-up

Bubble
break-up

CoalescenceCoalescence

Fig. 10.2 Factors influencing the dynamic bubble-size distribution in a bioreactor
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2. Bubble breakup, determined by the competition between the stabilizing effect of

the surface tension and the destabilizing effect of inertial forces.

3. Bubble coalescence, i.e., fusion of bubbles, determined by the properties of the

gas–liquid interface.

Bubbles are formed at the orifices of the sparger when the buoyancy force on

the bubble exceeds the surface tension acting on the periphery of an orifice. Thus,

the initial bubble diameter db,i is determined from a force balance:

pdos ¼ p
6
d3b;i gðrl � rgÞ ! db;i ¼ 6sdo

gðrl � rgÞ

" #1
3

(10.20)

s is the surface tension of the liquid phase (unit: N m�1), do is the orifice

diameter (m), and g is the acceleration of gravity (m s�2). Equation (10.20) holds

up to a certain gas flow rate Vg. At higher rates the diameter of the bubbles starts to

increase with gas flow rate, Vg. For much higher gas flow rates, swarms of bubbles

and finally an almost continuous jet flow will be formed. In a viscous medium,

liquid viscosity rather than bubble surface tension provides the predominant resis-

tance to bubble formation. For such systems an empirical correlation for the initial

bubble diameter can be used.

When the bubbles have been formed at the orifices of the sparger, they circulate

in the gas liquid dispersion until finally leaving the dispersion for the head space.
The gas liquid dispersion is normally vigorously agitated, resulting in the formation

of a turbulent flow field, in which there is a maximum bubble size db,max determined

by the balance of opposing forces:

1. Shear forces acting on the bubble tend to distort the bubble into an unstable

shape, and the bubble breaks up into smaller bubbles.

2. The surface tension force acting on the bubble tends to stabilize the spherical

shape of the bubble.

3. In the dispersed phase, there is a viscous resistance to deformation of the bubble.

In gas liquid dispersions, the viscous resistance on the gas side is negligible

compared to the surface tension contribution, and at equilibrium we therefore

have:

ts ¼ k1
s

db;max

(10.21)

ts is the shear stress, i.e., the force per unit area acting parallel to the surface

(N m�2 ¼ kg m�1 s�2), and kl is a dimensionless constant. If db > db,max the shear

force acting on the bubble is larger than the surface tension forces, and the result is

bubble breakup. In order to calculate db,max we need to determine a value for the

shear stress. According to the statistical theory of turbulence, the dynamic shear
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stress acting on bubbles with diameter db is given by (10.22) for a turbulent flow

field (see Note 10.1):

ts ¼ k2r
1
3

l

Pg

Vl

� �2
3

d
2
3

b (10.22)

Pg/Vl is the power dissipation to the gas per unit volume liquid, or just P/Vl

(W m�3 ¼ N m�2 s�1), and k2 is a dimensionless constant. In a low viscosity

medium like water, the dynamic shear stress given by (10.22) is much larger than

the viscous shear stress. For this case, a combination of (10.21) and (10.22) will

give the empirical, expression (10.23) for the maximum stable bubble diameter:

db;max ¼ k
s0:6

ðPg=VlÞ0:4r0:2l

(10.23)

db,max decreases (giving a higher specific interfacial area) for increasing power

input. Based on theoretical predictions in the turbulent regime, Lehrer (1971) states

k ¼ 1.93(m) – which is also the unit of db,max since the rest of the expression is

dimensionless. Other researchers specify k as a function of the gas hold-up e.
For water Lee and Meyrick (1970) suggest the following for k:

kðmÞ ¼ 4:25e
1
2 (10.24)

In the case of highly viscous media, also the viscous resistance needs to be taken

into account and (10.23) is therefore less accurate.

Coalescence of bubbles can be considered as a three-step process (Moo-Young

and Blanch 1981).

1. Bubbles occasionally come into contact with each other within the liquid phase.

This contact is characterized by a flattening of the contact surfaces, leaving a thin

liquid film separating them.

2. The thickness of the separating liquid continuously decreases to a thickness of

approximately 10�6 cm Tse et al. (1998).

3. Finally, the film ruptures, and this completes the coalescence process.

Note 10.1 Calculation of maximum stable bubble diameter using the statistical theory of
turbulence. A turbulent flow field is normally described by the statistical theory of turbu-

lence, and the flow field is regarded as a distribution of superimposed eddies or velocity

fluctuations characterized by their direction and magnitude. According to this theory, large

primary eddies emerge due to the impeller action. The scale of these primary eddies is on the

order of magnitude of the impeller diameter. These primary eddies are unstable and disinte-

grate into smaller eddies (called intermediate eddies), which are again unstable and therefore
disintegrate further into even smaller eddies (called terminal eddies). The terminal eddies

have completely lost their unidirectional nature and are therefore isotropic. Thus, kinetic

energy flows through the cascade of eddies until ultimately the energy is dissipated as heat
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(see Fig. 10.3). The size of the terminal eddies is (see, e.g., Moo-Young and Blanch 1981) is

given by the dimensionless expression:

lmin ¼ �l
3
4

r
1
2

l

Pg

Vl

� ��1
4

¼ nl3

Pg=M

� �1=4

(1)

In the simpler parameter, combination of the last expression the kinematic viscosity

nl ¼ �l/rl has been introduced, and Pg/M is the power input to the gas per unit mass of the

liquid.

Any given location will be passed by eddies of widely different velocities, and it is

appropriate to introduce time-averaged values of the eddy velocity. For eddies of scale much

smaller than the primary eddies, but larger than the terminal eddies (of scale lmin), the time-

averaged velocity of the eddies is given by

uðLÞ ¼ c
1
2

2

Pg

Vl

� �1
3 L

rl

� �1
3

(2)

In (2) c2 is dimensionless. If SI units are used u(L), the velocity for length scale L, is
in m s�1.

The shear stress acting on a bubble is largely determined by the velocity of eddies of about

the same size as the bubble diameter. The shear stress ts is therefore represented by:

ts ¼ rluðL ¼ dbÞ2 (3)

Inserting (2) in (3), we obtain (10.22) with k2 ¼ c2 (both dimensionless).

Description of energy input to a process by the theory of isotropic turbulence is valuable

for understanding bubble behavior in a bioreactor. The theory may also be used to predict the

influence of energy input on the fragmentation of hyphal elements and mycelial pellets. Local

isotropic turbulence is, however, an idealization not always realized in practice. Furthermore,

in the derivation of (2), the energy dissipated per unit liquid volume is used regardless of the

means by which that energy is delivered (mechanical agitation or injection of compressed

gas). This is an idealization, but an acceptable approximation for many systems.

The entire process of bubble coalescence occurs in the milliseconds range, and

the last step is practically instantaneous. Coalescence will happen when the time

constant of the second step is smaller than the contact time of the bubbles. The rate

of the second step is controlled by the properties of the liquid film. In a multicom-

ponent liquid phase, interaction between molecules of different species leads to an

Primary eddies Intermediate eddies Terminal eddies

Fig. 10.3 Energy transfer from primary eddies to terminal eddies
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enhanced concentration in the film layer of one or more of the species in solution.

The result is an increased repulsion between two bubbles and therefore a reduced

tendency to coalesce. Especially with surface-active compounds, the enrichment in

the film layer is considerable, even for very small concentrations in the bulk liquid.

The influence of inorganic ions on the coalescence is illustrated in Fig. 10.4, where

the mean Sauter diameter is shown as a function of the ionic strength of the

electrolyte solution. Alcohols and other organic compounds have a similar influ-

ence on the coalescence. Small alcohols are less efficient as coalescence reducers

than larger alcohols, e.g., methanol has less influence on the mean bubble diameter

than octanol at the same concentration (Keitel and Onken 1982). Surface-active

compounds also strongly influence the coalescence. Foam-stabilizing compounds,

such as proteins, reduce the coalescence, whereas antifoam agents, such as fatty

acids, increase the coalescence.

Normally, surface-active materials reduce the mass transfer coefficient kl for
the liquid film, and therefore the overall effect of surface-active materials on the

volumetric mass transfer coefficient kla is quite complex.

However, for foam-stabilizing compounds the increase in the specific interfacial

area a (due to a smaller average bubble diameter) is normally larger than the

decrease in kl. In most cultivation media, the tendency for coalescence is smaller

than for pure water. Water is therefore often called a coalescing medium, whereas
many cultivation media are noncoalescing.

It is quite clear that the mechanism of coalescence is not yet fully understood

(Craig et al. 1993). Whereas the presence of some ions in an aqueous medium

reduces the coalescence, other ions seem to have no influence at all.

The combined effect of bubble breakup and coalescence on the average bubble

diameter is determined by the relative rate of the two processes. If coalescence is

very slow compared to bubble breakup, the average bubble diameter is determined

by the breakup process, i.e., by (10.22). However, if the bubbles formed at the

orifice are smaller than the maximum stable bubble diameter (i.e., do < db,max)

the average bubble diameter is determined by the bubble formation process,
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i.e., by (10.20). On the other hand, if coalescence occurs rapidly, bubbles formed at

the orifices coalesce and grow larger until they exceed the maximum stable bubble

size, after which bubble breakup occurs. Since bubble breakup depends on the local

eddy-velocity, there are is a local coalescence-breakup equilibrium, resulting in

variation of bubble size throughout the bioreactor.

Assuming that the average bubble diameter is given by (10.23), we may obtain a

correlation for the specific interfacial area by using (10.16) and (10.18):

ad ¼ 6e
k

r0:2
l

s0:6
Pg

Vl

� �0:4

(10.25)

In this correlation (with ad having the same unit as k�1, e.g. m�1) the gas holdup e,
appears, and not necessarily as a proportionality factor, since kmay be a function of

e, according to (10.24). The gas holdup depends on the operating conditions, e.g.,

the dissipated energy and the gas flow rate, and normally an empirical correlation is

applied for the gas holdup resulting in a completely empirical correlation such as

(10.26) for the specific interfacial area (Moo-Young and Blanch 1981).

ad ¼ kuas
Pg

Vl

� �b

(10.26)

us is the superficial gas velocity (unit: m s�1) obtained from the gas flow rate

(m3 s�1) divided by the cross-sectional area of the tank (m2). The parameters for

this correlation are listed in Table 10.2 for both a coalescing and a noncoalescing

medium. k is a dimensionless constant, and all the variables must be inserted in SI-

units – see also Eq. (10.27).

Example 10.3 Bubble size and specific interfacial area in an agitated vessel. Consider

aeration of a small pilot-plant bioreactor (total volume 41 L) by mechanical agitation

(Pedersen et al. 1994). Some of the data for the tank are summarized in Table 10.3.

We first consider a system with water and air at 25�C:

rl ¼ 997 kg m�3

rg ¼ 1.285 kg m�3

s ¼ 71.97 � 10�3 N m�1

� ¼ 1.00 � 10�3 kg m�1 s�1

First, we calculate the initial bubble diameter using (10.20):

db;i ¼ 6� 71:97� 10�3 � 10�3

9:82� ð997� 1:285Þ
� �1=3

¼ 3:53� 10�3 m (1)

Table 10.2 Parameter

values for power law

correlation of specific

interfacial area a, (10.26)

Coalescing Noncoalescing

k 55 15

a 0.5 0.3

b 0.4 0.7
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From visual inspection of the system, however, we observe that a jet stream is formed at

the orifices. We therefore search in the literature for a correlation for the initial bubble

diameter, which may be more suitable for the high gas flow rate applied in the system.

Bhavaraju et al. (1978) states that the correlation in (2) holds for gas flow rates up to

2 � 10�4 m3 s�1 (which is close to the value 4.2 � 10�4 m3 s�1 which is used for the

present system). Reo is the Reynolds number for the gas stream at the orifice [given by (3)]

and Fro is the Froude number for the gas stream at the orifice [given by (4)]:

db;i ¼ 3:23do Re
�0:1
o Fr0:21o (2)

Reo ¼ 4rlug
p�do

(3)

Fro ¼
u2g
d5og

(4)

With the operational values specified in Table 10.3, we find Reo ¼ 5.3 � 104 and

Fro ¼ 1.8 � 105 (the total gas flow is equally distributed to the ten orifices in the sparger),

and therefore

db;i ¼ ð3:23� 10�3Þð5:3� 104Þ�0:1ð1:8� 105Þ0:21 ¼ 13:8� 10�3 m (5)

This is a larger initial bubble diameter than that found by using (10.20), and it corresponds

better with the bubble size observed in the bioreactor when there is no agitation. Note that the

correlation in (2) is insensitive to even large variations in the orifice diameter, and a change

of the hole size of the sparger therefore has little effect on the initial bubble diameter. The

two completely different values obtained tell us that correlations (both empirical and

theoretically derived) should always be used with some caution, i.e., one should always

check the range of validity for the correlation.

With the specified power input, we calculate the maximum stable bubble diameter, using

(10.23). First we take k to be 1.93 m.

db;i ¼ 1:93ðmÞ ð71:97� 10�3Þ0:6

ð75=25� 10�3Þ0:4ð997Þ0:2
¼ 4:07� 10�3 m (6)

Next we assume that the gas holdup is 0.1 (as is reasonable for the examined system) and

use (10.24) to find k ¼ 1.34(m). Thus from (10.24) we now find

db;max ¼ 2:83� 10�3 m (7)

Table 10.3 Data for a

sparged, mechanically mixed

pilot plant bioreactor

Symbol Parameter Value

do Orifice diametera 10�3 m

dT Tank diameter 0.267 m

Vl Liquid volume 25 L

ng Gas flow rate 25 L min�1

Pg Power input 75 W
a The sparger is equipped with ten orifices
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Again we find some deviation among the various correlations. The order of magnitude is,

however, the same, and this is often sufficient for design purposes because of the large

uncertainties of all the calculations. If the initial bubble diameter really is 13.8 mm as found

in (5), the breakup process results in a rapid disintegration of the bubbles formed at the

orifice, and we therefore do not observe the large bubbles formed right at the orifice when the

dispersion is agitated.

10.2 Empirical Correlations for kla

In Sect. 10.1, we have examined models for predicting each of the two factors in

kla. These models can all claim to have some sort of mechanistic foundation, but

apart from pointing to variables which influence the values of the factors, a

mechanistic approach does not bring us far in terms of a quantitative determination

of kla. The volumetric mass transfer coefficient is, however, determined by rela-

tively simple experimental methods to be discussed in Sect. 10.2, and understand-

ably the literature on quantitative determination of kla by compilation of data from

many experimental systems is quite rich (see, e.g., the review of Moo-Young and

Blanch 1981). Most of these correlations can be written in the form

klad ¼ kuas
Pg

Vl

� �b

(10.27)

Equation (10.25) has a great similarity to (10.26), the expression for the specific

interfacial area. The parameters tend to depend on the considered system, i.e., on

the bioreactor design. Thus, for different stirrers (see Chap. 11) and different tank

geometry the parameter values may change significantly, and a certain set of

parameters can only be safely used when studying a system, which resembles that

from which the parameters were originally derived. Some parameter values

reported in the literature for stirred tanks are listed in Table 10.4.

Normally, the correlation (10.27) holds independently of whether mixing is

performed mechanically in stirred tanks or pneumatically in bubble columns.

Thus for the same power input per liquid volume, the magnitude of kla is approxi-

mately the same in a stirred-tank reactor and in a bubble column. It is, however,

possible to obtain much higher power input in stirred-tank reactors than in bubble

columns, and stirred tanks are therefore traditionally used in aerobic fermentation

processes when there is a high oxygen demand, e.g., in the production of antibiotics.

In the Loop-bioreactor of Sect. 9.3.2 very high values of kla can be obtained

compared to a stirred tank, but as discussed earlier this comes at the cost of a

high energy input to pump the medium at quite high linear velocity through the

static mixers of the loop reactor. The Rotary Jet Head reactor discussed both in this

chapter and in Chap. 11 can also give quite high kla values, and the reactor is

particularly advantageous at small power inputs.
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When the range of process variables for which the correlation (10.27) holds is

studied in more detail, it is observed that the mass transfer coefficient kla in a

noncoalescing medium is greater by about a factor of 2 than that for a coalescing

medium under the same operating conditions. These overall correlations are, how-

ever, very rough simplifications since they are constructed to fit data obtained in

many different bioreactors. For a specific agitator system, e.g., a six-bladed Rushton

turbine (see Fig. 11.1), the situation is more complex. Here, it is found that the

influence of the power input is larger in the noncoalescing medium, whereas

the influence of the superficial gas velocity is smaller compared with a coalescing

medium, e.g., pure water (see Table 10.4).

In the derivation of (10.23), it was assumed that the dynamic shear stress

caused by eddies was much larger than the viscous stress. This will not be true

for highly viscous media, and very simple correlations of the type given by (10.27)

will therefore not be valid. In general, kla decreases with increasing liquid

viscosity, but the effect is small until � > 50 � 10�3 kg m�1 s�1 (50 times

the viscosity of water). A detailed review of mass transfer in highly viscous media

is given by Schugerl (1981). The influence of viscosity on mixing in general is

discussed in Chap. 11.

Example 10.4 Derivation of empirical correlations for kla in a laboratory bioreactor.
Pedersen (1992) examined the gas–liquid mass transfer in a stirred laboratory bioreactor. The

value of the volumetric mass transfer coefficient klawas determined by the sulfite method (see

Sect. 10.3.3), and the influence of aeration rate and stirring speed on klawas examined. Data for

the bioreactor and the operating conditions are summarized in Table 10.5.

The results using the sulfite method are shown as double logarithmic plots in Figs. 10.5

and 10.6.

Table 10.4 Parameter values for the empirical correlation (10.27)

Medium k a b Agitator Reference

Coalescing 0.025 0.5 0.4 Six-bladed Rushton turbine Moo-Young and

Blanch (1981)

0.00495 0.4 0.593 Six-bladed Rushton turbine Linek et al.

(1987)

0.01 0.4 0.475 Various agitators Moo-Young and

Blanch (1981)

0.026 0.5 0.4 Not specified van’t Riet (1979)

Noncoalescing 0.0018 0.3 0.7 Six-bladed Rushton turbine Moo-Young and

Blanch (1981)

0.02 0.4 0.475 Various agitators Moo-Young and

Blanch (1981)

0.002 0.2 0.7 Not specified van’t Riet (1979)

SI units must be used, e.g., W m�3 for the power input per volume medium, Pg/V, m s�1 for the

superficial gas flow us, and s�1 for kla
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The volumetric mass transfer coefficient increases with increasing gas aeration rate ug and
with increasing stirring speed N, but there is an upper limit to kla. From each of the two series

we find the correlations

kla ¼ 4:5� 10�5N3:146 (1)

kla ¼ 27:0v0:523g (2)

Table 10.5 Data for a

standard laboratory bioreactor

with two Rushton turbines

Variable Value Meaning

Vt 15 L Tank volume

Vl 10 L Liquid volume

dt 0.20 m Tank diameter

di 0.07 m Stirrer diameter

N 4–25 s�1 Stirring speed

ug 2.2–25 � 10�5 m3 s�1 Gas flow rate

The range of operating conditions for N and vg is shown

(Pedersen 1992)

k l
a 

(s
-1

)

N (rpm)
100 1000 10000

1

0,1

0,01

0,001

Fig. 10.5 Double-logarithmic

plot of the influence of the

stirring speed N (s�1) on

the volumetric mass transfer

coefficient kla (s�1).

The aeration rate

is vg ¼ 10�4 m3 s�1. The line
is the regression line for the

correlation in (1)

0,1

1

1 10 100

vg (L min–1)

k l
a 

(s
–1

)

Fig. 10.6 Double-logarithmic

plot showing the influence

of the aeration rate vg on the

volumetric mass transfer

coefficient kla. The stirring
speed is 16.7 s�1. The line
is the regression line for the

correlation in (2)
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From the correlation for the influence of the aeration rate, we find

kla ¼ 27:0
pd2t
4

� �0:523
4vg
pd2t

� �0:523

¼ 4:42u0:523s (3)

kla ¼ 4:42u0:523s

N

16:7

� �3:146

¼ 6:3� 10�4u0:523s N3:146 (4)

Similarly, we find from the correlation for the influence of the stirring speed

kla ¼ 4:5� 10�5 uspd2t
4� 10�4

� �0:523

� N3:146 ¼ 9:1� 10�4u0:523s N3:146 (5)

Thus, the value of the numerical constant found for each of the two sets of experiments is

slightly different. The correlation in (1) holds only for N < 15 s�1, whereas the correlation in

(2) is based on N ¼ 16.7 s�1. From Fig. 10.5 it is observed that for N ¼ 16.7 s�1 the

measured kla value is lower than predicted by the correlation in (1), and this may explain

the lower value for the constant in (4) compared with (5). Thus the correlation in (5) is

probably the best, and to test the correlation another series of experiments was performed,

with varying vg at N ¼ 8.33 s�1. The results of this comparison are shown in Fig. 10.7.

If we compare the correlation derived in this example with (10.27), we see that the

structure is the same since the power input is correlated to the stirring speed. For the

examined bioreactor, it was found that the power input (measured as the power drawn by

the motor) correlates with the stirring speed to the power 3:

P / N3 (6)

Equation (6) indicates that the influence of the power input is stronger in the present

system than that reported in the literature (see Table 10.4). The influence of the superficial

gas flow rate is also larger than that reported in the literature (see value of a for noncoalescing

0,01

0,1

1 10 100

vg (L min–1)

k l
a 

(s
–1

)

Fig. 10.7 Double-logarithmic

plot showing the influence of

the aeration rate vg (L min�1)

on the volumetric mass

transfer coefficient kla (s�1).

The stirring speed is 8.33 s�1.

The line is the regression line

for the correlation in (5)
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medium in Table 10.4). The correlation derived here is based on measurement of kla using

the sulfite method, and since the sulfite concentration must be quite high (around 0.5 M) to

obtain accurate measurements of the rate of sulfite consumption, the medium is strongly

noncoalescent. This may explain the deviation between the correlation of the present

example and similar correlations based on other measurement methods

Linek et al. (1987) also applied the sulfite method to determine kla in a stirred-tank reactor
and found the correlation

kla ¼ 0:00135u0:4s

Pg

Vl

� �0:946

(7)

In (7) the influence of power input is much higher than that indicated in Table 10.4. Thus,

application of the sulfite method may result in a correlation that is not valid for normal

fermentation media (even when these are noncoalescing). The sulfite method is discussed

further in Sect. 10.2.

In the experiments on which the present example is based, the power input was not

measured directly, but calculated from the measured stirring speed and the correlation in (6).

This correlation is, however, not generally valid, and it should be used only for preliminary

calculations. Since determination of the power input requires measurement of the torque on

the impeller shaft inside the bioreactor, it is convenient to use the stirring speed rather than

the power input in empirical correlations for kla.

There is a tradition in the chemical engineering literature to express correlations

for various transport coefficients in terms of dimensionless groups named after

prominent members of the engineering community. Unfortunately, these dimen-

sionless groups have come to work as filters, which tend to separate the treatment

of transport phenomena by chemical engineers from that of their colleagues active

in the fields of biology or chemistry. Also, the dimensionless correlations are all too

frequently based on measurements with only a few chemical species (e.g., water

and glycerol) and in a very restricted region of variation for the operation variables.

Hence one must regard the correlations with some caution, but still there are

several advantages to be gained from using dimensionless groups. Most impor-

tantly, these groups show in what way physical variables interact in their effect on

the interesting property, e.g., kla. This is helpful when designing experiments to

derive empirical correlations, and also for obtaining a qualitative understanding of

how transport phenomena may be influenced by operating conditions. A practical

advantage is, furthermore, that dimensionless equations can be used in any consis-

tent frame of units and with a minimum risk of unit conversion errors. Equations of

the type given in 10.27, on the other hand, carry dimensions, which is sometimes

not realized or clearly stated in the reference.

Dimensionless groups may be derived by two principally different routes.

If known, the fundamental mechanism of the phenomenon of interest can relatively

easily be transformed into a dimensionless form. In the transformed equation

dimensionless groups will appear as coefficients. Well-known examples are, e.g.,

the Reynolds number and Froude number, which appear in the dimensionless form

of the Navier–Stokes equation (see Bird et al. (2002)).
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Also, in the absence of a known fundamental mechanism, it is possible to derive

dimensionless variables upon which empirical correlations can be based. This can

be done by dimensional analysis, i.e., by checking that the correlations are dimen-

sionally correct. The basis for this analysis is the Buckingham p-theorem, which is

explained in detail in many chemical engineering textbooks (see, e.g., Geankoplis

1993).

Some well-known dimensionless groups used in mass transfer correlations are

listed in Table 10.6.

Reported correlations for the Sherwood number are often of the kind

Sh ¼ 2þ const � Sca Reb (10.28)

If the exponents a and b have the same value, the Schmidt and Reynolds number

can be multiplied together to form the Peclet number, Pe. In cases where free

convection dominates, the Grashof number appears instead of the Reynolds

number.

It is seen from (10.28) that as the Reynolds number approaches 0, i.e., for a

bubble which is stagnant relative to the surrounding liquid, the Sherwood number

will approach 2. This is in accordance with the analytical steady-state solution of

the diffusion equation for a sphere in stagnant medium (see Note 10.2). For high

values of Re the first term may be neglected compared to the second term.

A key question is whether the bubble behaves as a rigid surface or not (see

Table 10.7). For a rigid bubble, with an immobile interface, the boundary

conditions at the surface will state a zero relative velocity between the liquid and

the bubble surface. For a mobile interface, however, this boundary condition does

not apply, and the mass transfer characteristics will be different, as discussed,

e.g., by Blanch and Clark 1997.

Table 10.6 Some important dimensionless groups for mass transfer correlations

Definition Name Significance

Sh ¼ kld

DA

� �
Sherwood number Mass transfer velocity relative to diffusion velocity

Sc ¼ �

DArl

� �
Schmidt number Momentum diffusivity relative to mass diffusivity

Re ¼ udrl
�

� �
Reynolds number Inertial forces relative to viscous forces

Gr ¼ d3grlðrl � rgÞ
�2

" #
Grashof number Bouyancy forces relative to viscous forces

Pe ¼ du

DA

� �
Peclet number Flow velocity relative to diffusion velocity

d is a length scale characteristic of the system which is studied, i.e., bubble, cell, or cell aggregate.

DA is the diffusion coefficient for the considered species in the continuous phase; u is the linear

velocity of the bubble, the cell, or the cell aggregate relative to the continuous phase
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Note 10.2 Derivation of and use of the relation Sh ¼ 2 for a sphere in stagnant medium.
For the case of steady-state mass transfer from a spherical particle with radius, Rp ¼ dp/2,
in a stagnant medium, it is possible to derive an analytical value for the Sherwood number.

The diffusion equation for species A at steady state is given by

r2cA ¼ 0 (1)

Due to the symmetry of the problem, it is convenient to use spherical coordinates, and

with the radial distance denoted x, (1) can be expressed

1

x2
@

@x
x2

@cA
@x

� �
¼ 0 (2)

The boundary conditions are

cA ¼ cA;s for x¼Rp; and cA ! 0 for x ! 1 (3)

Integrating (2) twice gives the solution (4) for cA:

cA ¼ cA;s
Rp

x
for x � Rp (4)

The mass flux of A at x ¼ Rp, expressed either by Fick’s law or using the mass transfer

coefficient must be equal, i.e.,

klðcA;s � 0Þ ¼ �DA

@cA
@x

(5)

The derivative is obtained by differentiation of cA in (4), and one obtains:

klcA;s ¼ DcA;s
Rp

R2
p

! kldp
DA

¼ 2 (6)

Table 10.7 Literature correlations for the Sherwood number, Sh

Correlation Conditions Remarks Source

Sh ¼ 2þ 0:55Re
1
2 Sc

1
3 2 < Re < 1,300 Immobile gas–liquid

interface

Froessling (1938)

Sh ¼ 0:82Re
1
2 Sc

1
3 200 < Re < 4,000 Immobile gas–liquid

interface

Rowe et al. (1965)

Sh ¼ 4þ 1:21Pe
2
3

� �1
2

Re < 1; Pe < 104 Immobile gas–liquid

interface

Brian and Hales (1969)

Sh ¼ 0:42Gr
1
3 Sc

1
2 Free convection Mobile interface,

large bubbles

Calderbank and Moo-

Young (1961)

Sh ¼ 0:65Pe
1
2 Re < 1 Mobile gas–liquid

interface

Blanch and Clark (1997)

Sh ¼ 0:65 1þ Re
2

	 
1
2Pe

1
2

1 < Re < 10 Mobile gas–liquid

interface

Blanch and Clark (1997)

Sh ¼ 1:13Pe
1
2 Re >> 1 Mobile gas–liquid

interface

Blanch and Clark (1997)
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This result, i.e., Sh ¼ 2, is correct for steady-state mass transfer between a single sphere

of diameter dp = 2 Rp and a stagnant medium.

The following example illustrates how (6) is used to calculate the rate of oxygen transport

from the bulk liquid to a spherical cell of diameter 2 mm. The diffusivity of O2 is taken from

Table 10.10:

kl ¼ 2� 2:42� 10�9 m2s�1

2� 10�6 m
¼ 2:42� 10�3 m s�1 (7)

The specific interfacial area per unit biomass is

acell ¼ 6

dcellð1� wÞrcell
(8)

In (8)w is the fractional water content.Withw ¼ 0.7 and a density of the cell of 106 gm�3,

the volumetric mass transfer coefficient for the cell is

klacell ¼ 6kl
dcellð1� wÞrcell

¼ 6� 2:42� 10�3m s�1

2� 10�6m(1� 0:7Þ106 g DW m�3
¼ 0:024 m3 g�1 s�1 (9)

With a bulk phase oxygen concentration equal to 60% of the saturation value at 25�C
(Table 10.8), the maximum specific oxygen transport rate when sparging the reactor with air

can be calculated when we assume that cO,surface ~ 0:

klacellcO;bulk ¼ 0:024� 0:6� 0:2095� 1:26� 10�3 ¼ 3:8� 10�3 mol O2 ðg DWÞ�1
s�1

(10)

Thus, mass transfer to the cells from the bulk liquid is very rapid compared with the O2

requirement inside the cell (see Example 10.1), and it is therefore not necessary to consider

the process in the model. Even with a mass transfer coefficient much lower than that

calculated in (7), the maximum mass transfer rate from the bulk liquid to the cell is still

very rapid compared to the cellular oxygen requirements.

Table 10.8 Solubility of

oxygen in pure water at an

oxygen pressure pO ¼ 1 atm

Temperature (�C) Solubility of O2 (mmol L�1)

0 2.18

10 1.70

15 1.54

20 1.38

25 1.26

30 1.16

40 1.03
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10.3 Experimental Techniques for Measurement of O2 Transfer

Due to the importance of aerobic fermentation processes, gas–liquid mass transfer

is almost synonymous with oxygen transfer from gas bubbles to the liquid medium.

In this section, some of the many methods that have been used to measure O2

transfer are reviewed.

Since the volumetric rate of mass transfer is proportional to the difference

between the equilibrium (saturation) concentration c�O and the actual value of the

dissolved oxygen concentration in the medium c�O , we shall first state some tabular

values for c�O ¼ ðs�O in previous chaptersÞ. Table 10.8 shows that c�O decreases with

increasing temperature, and Table 10.9 shows that the presence of various dissolved

substances in the water also tends to decrease c�O. In (10.29), a formula for O2

solubility in water supplements Table 10.8. The formula was first used and is

explained in equation (3) of Example 3.4.

When using the tables or (10.29) one must always remember that it is the partial
pressure of O2 in the gas phase that is to be used, and this is proportional to the

total pressure P.

c�O ¼ s�O ¼ 0:0270 exp
1; 142

TðKÞ
� �

mmol O2 L
�1 for 298< T< 324 K (10.29)

Example 10.2 shows that a high kla value is required to maintain the dissolved

oxygen concentration at 60% of the saturation value in a rapidly respiring culture of

S. cerevisiae. This high kla value for oxygen can be obtained in a laboratory

bioreactor (and perhaps in small-scale pilot-plant bioreactors), but will be difficult

to obtain in a large bioreactor. However, a substantially lower dissolved oxygen

concentration than 60% is normally acceptable in industrial applications of

S. cerevisiae. The simplest way to describe oxygen uptake kinetics is through a

Monod expression. The saturation constant, Ko, is in the range 1–10 mM, which

corresponds to approximately 0.4–4.0% of the saturation concentration (at 25�C and

1 atm of air). As long as the dissolved oxygen concentration is maintained well

above this value, the oxygen consumption rate will therefore be zero order with

respect to the dissolved oxygen concentration, i.e., oxygen limitation does not occur.

Among the many methods for experimental determination of kla, we shall

discuss two methods which are directly tied to the oxygen consumption by the

bioreaction and two methods where another chemical species is added. A fifth

method relates (kla)A to the volumetric mass transfer coefficient kla of a standard

substance which is conveniently chosen to be O2.

10.3.1 The Direct Method

Most bioreactors used for aerobic fermentation processes are equipped with

exhaust gas analysis for oxygen and probes for measuring the dissolved oxygen
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concenration. From the measurement of oxygen content in the inlet and exhaust

gases together with measurement of the gas flow rate, it is possible, as already

discussed in Sect. 3.1, to determine the steady-state volumetric oxygen transfer

rate, qtO. At steady state qtO is equal to the volumetric oxygen consumption rate,

�qO, and from (3.10):

qtO ¼ 1

Vl

pinOv
in
g

RTin
� poutO voutg

RTout

 !
(10.30)

R is the gas constant (¼8.314 J(mol K)�1 ¼ 0.08206 L atm (mol K)�1), T is

the temperature (K), pO is the partial pressure of oxygen, and vg is the gas flow rate.

Most gas analyzers will give the result in terms of mole fraction of oxygen in the

gas. When normal air is used, it is sufficient to analyze only the outlet gas

composition. However, for large bioreactors it is important to take the pressure

difference over the reactor into account. If simultaneously the dissolved oxygen

concentration, cO, is measured in the medium, it is possible to calculate the

volumetric mass transfer coefficient from:

kla ¼ qtO
ðc�O � cOÞ (10.31)

Table 10.9 Solubility of

oxygen at 25�C and

pO = 1 atm in various

aqueous solutions

Component

Concentration

(g L�1)

Solubility of O2

(mmol L�1)

Glucose 20 1.233

50 1.194

90 1.133

180 0.990

Citric acid 25 1.242

100 1.137

200 0.983

Gluconic acid 25 1.210

100 1.121

200 0.991

Corn steep liquor 10 1.205

50 1.189

100 1.154

Yeast extract 5 1.255

10 1.228

Xanthan 1 1.250

5 1.251

Pullulan 1 1.266

10 1.241

20 1.240

The data are taken from Popovic et al. (1979)
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Equation (10.31) assumes that the saturation concentration, c�O, is the same

throughout the reactor, i.e., that the pressure difference is small and that the decrease

in partial pressure of oxygen in the gas phase is small. A small difference between

pinO and poutO gives a large relative error in (10.30), and a large difference between the

two partial pressures necessitates that a model for the gas flow through the reactor is

available (see Example 3.4). A compromise is to use (10.9) to calculate the concen-

tration driving force. The direct method is simple to apply, and first of all it can be

applied during a real fermentation. However, accurate measurements of the oxygen

content as well as of the gas flow rates are necessary and, as stated above, the

solubility of oxygen during the passage of gas bubbles through the medium must be

known. Finally note, that possibly, ving 6¼ voutg , e.g., due to evaporation of water

during the passage of the gas through the medium.

10.3.2 The Dynamic Method

The dynamic method is also based on measurement of the dissolved oxygen

concentration in the medium. However, it does not require measurement of the

gas composition and is therefore cheaper to establish. The dynamic mass balance

for the dissolved oxygen concentration is

dcO
dt

¼ klaðc�O � cOÞ þ qO (10.32)

If the gas supply to the bioreactor is turned off, qtO is zero and the first term on the

right hand side of the equation immediately drops to zero. The dissolved oxygen

concentration decreases at a rate equal to the oxygen consumption rate,�qO, which
can therefore be determined from measurement of the dissolved oxygen concen-

tration cO(t). If qO is independent of cO the dissolved oxygen concentration

decreases as a linear function of time. When the gas supply is turned on again,

the dissolved oxygen concentration increases back to the initial level, and by using

the estimated (average) value for qO, the value of kla can be determined from the

measured profile of dissolved oxygen.

This method is simple, and it can be applied during a real fermentation. It is,

however, restricted to situations in which qO can be determined correctly when the

gas supply is turned off. Most available probes for measuring the dissolved oxygen

concentration do, unfortunately, have a response time close to the characteristic

time for the mass transfer process, and the measured concentrations are therefore

influenced by the dynamics of the measurement device, e.g., an oxygen electrode.

The dynamic method can also be applied at conditions where there is no

reaction, i.e., qO ¼ 0. This is interesting when studying the influence of operating

parameters, e.g., the stirring speed and the gas flow rate, on the volumetric mass

transfer coefficient in model media. After a step change in the concentration in the

inlet gas, there are dynamic changes both in the dissolved oxygen concentration and
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in the oxygen concentration of the exhaust gas. Because of the slow dynamics of

oxygen electrodes, it is preferable to apply the exhaust gas measurements and

a mass balance for O2 in the gas phase to determine the mass transfer coefficient.

However, before this approach is applied, it is important to make a careful check of

the dynamics of the gas analyzer.

10.3.3 The Sulfite Method

It is possible to determine the oxygen transfer rate by using an oxygen consuming

chemical reaction. The traditional sulfite method is based on the oxidation of sulfite

to sulfate by oxygen:

SO4
�2 � SO3

�2 � 1

2
O2 ¼ 0 (10.33)

This reaction is catalyzed by a number of metal ions, which may occur as impu-

rities. However, one normally adds a known amount of a copper (e.g., 10�3 M Cu+2)

or a cobalt salt to the medium in order to make the reaction almost instantaneous.

Now the rate of sulfite consumption is determined solely by the rate at which oxygen

is transferred from the gas phase. Since, from (10.33):

qSO3
�2 ¼ 2qO (10.34)

Consequently,

kla ¼ � qO
c�O � cO

¼ � qSO3

2ðc�O � cOÞ (10.35)

The dissolved oxygen concentration, cO, is virtually zero due to the very rapid

reaction with sulfite. The reaction rate is determined by measuring the concentra-

tion of sulfite in samples taken at a set of time values after the start of the

experiment. The sulfite concentration in the samples can be determined by adding

an excess amount of iodine, and thereafter back-titrate with thiosulfate, using starch

as an indicator. The reactions are given by (10.36) and (10.37):

SO4
�2 þ 2Hþ þ 2I� � SO3

�2 � I2 � H2O ¼ 0 (10.36)

S4O6
�2 þ 2I� � I2 � 2S2O3

�2 ¼ 0 (10.37)

To apply the method, it is necessary to know the saturation concentration of

oxygen in the strong sulfite solution. Since (for obvious reasons) this is not known,

one may use the solubility of oxygen in sulfate solutions, which is 1.02 mM at 25�C
for 0.25 M SO4

2� (Linek and Vacek 1981). The sulfite method was often used in
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earlier days, since it is relatively easy to implement. However, it has a number of

drawbacks. The sulfite oxidation may enhance the oxygen absorption, since the

rapid chemical reaction may occur not only in the bulk liquid, but also in the liquid

film. The assumption of a linear concentration profile in the film is therefore

questionable. Another complication is the significant coalescence-reducing effects

of sulfite on the bulk liquid, which results in a higher specific interfacial area. Both

the enhancement of mass transfer due to reaction in the film, and the coalescence-

reducing effect of sulfite, may lead to an overestimation of kla compared to what is

found in a normal fermentation media. This is a significant drawback of the method.

A further practical disadvantage is that the sulfite method cannot be applied at all

during a real fermentation, since the microorganisms would most likely be killed.

10.3.4 The Hydrogen Peroxide Method

This method due to Hickman (1988) is, like the sulfite method, a chemical method.

However, it has several advantages compared with the sulfite method. In the

hydrogen peroxide method, the transfer of oxygen from the liquid to the gas

phase is measured. Oxygen is generated by the enzyme-catalyzed decomposition

of hydrogen peroxide:

2H2O2�!catalase 2H2Oþ O2 (10.38)

The reaction is first order with respect to both H2O2 and the enzyme, catalase.

A constant volumetric flow of air passes the reactor with liquid volume Vl, and after

addition of a known amount of catalase, a continuous feed of H2O2 is applied to the

reactor. Initially, hydrogen peroxide will accumulate in the reactor medium, but a

steady state will soon be established. At steady state the rate of decomposition

of hydrogen peroxide, � qH2O2
, equals half the rate of oxygen transfer from the

liquid phase to the gas phase:

klaðc�O � cOÞ ¼ qH2O2

2
(10.39)

The volumetric decomposition rate of hydrogen peroxide is calculated from the

volumetric addition rate and the concentration of hydrogen peroxide in the added

liquid according to

qH2O2
¼ � vfH2O2

cfH2O2

Vl

(10.40)

The interfacial concentration of oxygen is calculated from the gas phase partial

pressure of oxygen. (Note that both terms in (10.39) are negative, since oxygen
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is generated in the liquid and thus dissolved oxygen tension (DOT) ¼ cO=c
�
O>1).

An assumption concerning the mixing of the gas phase is necessary to determine the

interfacial concentration of oxygen. Hickman used the assumption of complete

back-mixing of both the liquid and the gas phase, which gives

c�O ¼ pexitO

HO

and kla ¼ v f
H2O2

c f
H2O2

2VlðcO � c�OÞ
(10.41)

The hydrogen peroxide method is easy to implement. All that is needed to

estimate the kla value is to measure the addition rate of hydrogen peroxide and

the oxygen concentration in the liquid phase. An independent, but much less

accurate measurement-see Problem 10.5-of qtO is obtained from the difference in

oxygen content between ving and voutg as in the “direct method.” Compared with the

sulfite method, a significant advantage of the hydrogen peroxide method is that the

kla value is not enhanced by the catalase concentration over a rather wide range

(Hickman 1988). The risk of enhancing the mass transfer by reaction in the liquid

film is smaller, and the effect of the small added amount of catalase on the

coalescence of the medium is negligible. The method has been applied with good

results for kla measurements in large industrial reactors, also with viscous, non-

Newtonian media (Pedersen 1997).

Figure 10.8 shows the results of a typical measurement of kla by the H2O2

method. The experiment was carried out in a tank with Vl ¼ 3.4 m3 tap water, and

air was sparged to the tank using a Rotary Jet Head (RJH) with nozzle diameter

d ¼ 10 mm (see Chap. 11 for a description of the RJH system). O2 tension is

measured with an Ingold O2-electrode placed 0.3 m below the liquid surface.
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Fig. 10.8 Typical oxygen mass transfer experiment using the H2O2 method at 25�C. During the

steady-state period of 15 < t < 35 min the steady-state O2 tension is 50% higher than when no

peroxide is added (data from Nordkvist 2005)
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The volumetric air flow was constant at 39.5 � 0.2 Nm3 h�1. At time 11.5 min, a

constant flow of 93.2 mol h�1 of H2O2 was fed to the recirculation loop of the tank,

and it is assumed that the H2O2 is dispensed homogenously to the tank volume due

to the efficient mixing of the RJH. After about 4.5 min the rate of O2 production

from the H2O2 that is fed to the reactor and split to O2 and H2O by the added

catalase equals the rate of stripping O2 from the tank by the air. For the next 18 min

the DOT is 50% higher than before H2O2 was added. Finally, at 35 min the flow

of H2O2 is stopped and the dissolved oxygen concentration cO settles to its

stationary value of c�O ¼ 0:21� 1:26� 1:10 mM for contact between water and

air at 25�C. The factor 1.10 accounts for the production of O2 which increases the

O2 content of the gas, and hence c�O.

kla ¼ 93:2

2� 3:4� ð0:5� 0:21� 1:26� 1:10Þ ¼ 93:6 h�1 (10.42)

At the end of the experiment all H2O2 that has been added has been consumed,

and a new experiment can immediately be started. This is really an enormous

advantage compared to the sulfite method where one needs to fill in new water in

the tank between each experiment, since otherwise the increasing ionic strength of

the water would influence the measurement of kla. Also, of course, a considerable
amount of sulfate waste is produced in each experiment.

Nordkvist obtained the following relation between kla, and the operating

variables P/V and ug in the range 248 < P/V < 2,023 W m�3 and

0.0052 < ug < 0.043 m s�1:

kla ðs�1Þ ¼ 0:0772 ðP=VÞ0:27u0:63g (SI unitsÞ (10.43)

for tap water and the RJHmentioned above. The results kla determined as in Fig. 10.8

for different P/V and ug are quite accurate since the steady-state period of measuring

cO contains at least 50 measurements on an O2 electrode that can be placed in

different positions in the tank to study a possible influence of inadequate mixing.

The correlation (10.43) shows that the RJH is favorable compared to sparging air

in the region near a Rushton turbine, especially at low P/V, as can be seen from

the rather low exponent b of P/V compared to the values in Table 10.4

10.3.5 kla Obtained by Comparison with the Mass
Transfer Coefficient of Other Gases

The kla values for other gases for which it is less easy to measure the mass transfer

than it is by one of the above discussed methods for O2 can be obtained by the

following relation:

ðklaÞO2

ðklaÞA
¼ DO2

DA

� �2
3

(10.44)
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Equation (10.44) is based on the assumption that a is independent of the gas

transferred, and that kl is proportional to DA
2/3 according to (10.13).

Table 10.10 shows values of DA for different solutes in dilute aqueous solutions.

Even the measurement of oxygen transfer can be standardized using (10.44):
85Kr is a volatile isotope emitting beta and gamma radiation. By injecting the

isotope into the medium and then by measuring the radioactivity in the exhaust gas,

it is possible to determine the volumetric mass transfer coefficient for Kr

(see Problem 10.3).

ðklaÞKr
ðklaÞO2

¼ DKr

DO2

� �2
3

ffi 0:83 (10.45)

This method is easy to implement, and it is well suited for measurement both in

model media and under real fermentation conditions [see, e.g., Pedersen et al.

(1994)]. The main drawback is the radioactivity, which obviously limits the appli-

cation in an industrial environment. However, the isotope is very volatile and

the radiation has normally returned to the background level a few minutes after

the injection. Kr is of course completely inert in connection with fermentations.

One of the more interesting gases to be transported between the gas and the

liquid phase is CO2, which according to Table 10.10 must have a somewhat lower

mass transfer coefficient than O2. In contrast to O2 the rate of mass transfer of CO2

strongly depends on the pH of the medium. This is due to the dissociation of H2CO3

which is formed by a slow reaction between (CO2)aq and water.

The equilibrium constants for the two dissociation steps are K1 and K2, and one

obtains the total carbon dioxide concentration in the medium from

CO2;aq þ H2O $ Hþ þ HCO3
�; K1 ¼ ½Hþ
½HCO3

�

½CO2
aq

(10.46)

HCO3
� $ Hþ þ CO3

�2; K2 ¼ ½CO3
�2
½Hþ


½HCO3
�
 (10.47)

Table 10.10 Molecular

diffusivity DA of solutes in

dilute aqueous solution

at 25�C

Component DA (10�9 m2 s�1)

Oxygen 2.42

Carbon dioxide 1.91

Hydrogen 5.11

Methane 1.84

Krypton 1.84

Ethanol 1.4

Lactose 0.60

Glucose 0.85

Sucrose 0.73

Data from Handbook of Chemistry and Physics (6–199), 83rd ed.

(2002)
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CO2½ 
tot ¼ CO2½ 
aq 1þ K1

½Hþ
 þ
K1K2

½Hþ
2
 !

(10.48)

At 25�C the value of K1 ¼ 10�6.3 and K2 ¼ 10�10.25. For pH < 5 nearly all CO2

is present as (CO2)aq. For 7 < pH < 9, HCO3
� dominates, while virtually all

dissolved CO2 is present as CO3
�2 when pH > 12. The total solubility of CO2

increases dramatically with increasing pH as shown in Fig. 10.9.

CO2 is commonly regarded as a metabolic product which has to be stripped from

the medium, but it is also a substrate in anabolic reactions, e.g., in the synthesis of

long-chained fatty acids. A large CO2 tension in the medium is harmful to cell

growth, and this may counteract the positive effect of a high oxygen partial

pressure, achieved either by using O2 rather than air or by using hyperbaric

cultivation conditions. Normally, an upper limit of 2 bar for pO2
can be safely

used in strongly aerobic processes such as single cell production where mass

transfer limitation is a severe problem. The effect of an insufficient CO2 tension

is seen in anaerobic processes conducted at rather low pH. Thus, the growth of

lactic bacteria may stop completely if the small amounts of CO2 produced in

catabolism are driven out by an injudicious use of sparged N2 to ensure anaerobicity.

Problems

Problem 10.1 Determination of kla in a pilot bioreactor. Christensen (1992) and

Pedersen (1992) studied penicillin production in P. chrysogenumwith the aim to set

up models for the microbial and reactor dynamics. A major purpose of the studies

was to see how mass transfer affects the overall performance of the process.

A series of experiments was therefore designed for this purpose. The bioreactor

was assumed to be ideal, i.e., with no concentration gradients in the medium.

The reactor was sparged with air of composition 20.95% O2, 0.030% CO2, and

Fig. 10.9 Equilibrium

concentrations of (CO2)aq,

HCO3
�, and CO3

�2 at 25�C.
The full line shows [CO2]tot
calculated from (10.48), and

the horizontal line shows
[CO2]aq
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79.02% N2. The total volume of the bioreactor was V ¼ 15 L. The equilibrium

concentration of O2 in solutions of sulfite or sulfate is given by the following eqaution:

c�O ¼ 5:909� 10�6 exp
1602:1

T
� 0:9407cs
1þ 0:1933cs

� �
M atm�1 (1)

cs is the molarity of the salt solution and T is in K (Linek and Vacek 1981).

All experiments were carried out at 25�C, with 1 atm head space pressure and

constant stirrer speed.

(a) Determination of kla by the sulfite method.
The bioreactor was filled with 10 L of water, and sulfite was added to give a

concentration of 0.26 mol L�1 at t ¼ 0. The gas was turned on, and liquid

samples were analyzed for sulfite concentration. The experimental results are

shown in the table below. During the experiment the dissolved oxygen concen-

tration can be assumed to be zero because of fast reaction. Calculate kla in

the bioreactor and discuss the sulfite method.

t (min) Sulfite concentration (mM)

0 260

3 241

9 209

15 178

22 146

28 112

34 80

(b) Determination of kla by the direct method.
We now want to determine kla during a fermentation experiment, and we

therefore implement an exhaust-gas analyzer for measuring O2 and CO2. The

O2 analyzer is based on paramagnetic resonance, and the COs analyzer is based

on infrared detection. Since the analyzers measure the partial pressures, it is

essential to dry the gas by letting it pass through a column containing Drierite

(anhydrous CaSO4). During penicillin fermentation, the gas-flow rate is 1 vvm

(volume per volume per minute), and the working volume is 10 L. At a certain

time the O2 content in the exhaust gas is 20.63%, and the dissolved O2 concen-

tration is measured to be constant at 69% of the equilibrium concentration,

which is about 90% of that in water. The gas constant is R ¼ 0.082045 L

atm mol�1 K�1. Calculate kla during the fermentation, and discuss the differ-

ence from the value determined by the sulfite method.

Problem 10.2 Mass transfer during fermentations with mammalian cells.
Mammalian cells are shear-sensitive, and aeration is often carried out by diffusion

of O2 across the wall of silicone tubing placed inside the bioreactor. The inlet gas

(often pure O2) normally has a higher pressure than the head space pressure, which

ensures a pressure drop across the wall of the silicone tubing. kla for this system
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depends on the pressure difference across the silicone tube wall, the temperature,

and the porosity of the silicone tubing. The flux of O2 across the silicone tube to the

medium is assumed to be very small, and the O2 concentration is almost constant

along the length of the tube. It is the aim to quantify these effects in a bioreactor

of volume of V ¼ 1 L.

(a) Show that

kl ¼ DO;g

dl

pg � HOcO
c�O � cO

(1)

DO,g is the diffusion coefficient of O2 in the inlet gas, pg is the concentration

of O2 in the inlet gas, c�O is the equilibrium concentration of O2 in the medium,

and dl, is the wall thickness of the silicone tubing.
(b) Plot kl vs. cO in a system where dl ¼ 0.35 mm, the head space pressure is 1 atm,

and the pressure in the inlet gas is 2 atm. The temperature is 30�C. DO,g ¼
0.2 10�4 m2 s�1 and c�O (1 atm, 30�C ) ¼ 1.16 mmol L�1.

(c) State kl as a function of the inlet gas pressure and the temperature, when the

head space pressure is 1 atm.

(d) For a given length l and inner diameter di, of the tube, calculate the effect of the
wall thickness on the volumetric surface area a. The porosity of the tubing is e.

(e) For l ¼ 1 m, di ¼ 1 mm, and e ¼ 0.40, calculate kla for a bioreactor in which

the inlet gas is pure O2 with a pressure of 2 atm and a temperature of 30�C.
The head space pressure is kept constant at 1 atm, and the dissolved O2

concentration is measured to be 0.6 mmol L�1.

(f) From experiments at different agitation speeds, you observe that kla increases

with the agitation speed. How do you explain this observation?

Problem 10.3 Mass transfer in a pilot plant bioreactor. Data for the determination

of kla by the 85Kr method are given in the following table:

vg (vvm) Pg (W) kla (h�1)

1.0 3,000 951

0.2 3,000 688

0.1 3,000 598

0.05 3,000 525

1.0 5,000 1,358

1.0 1,000 440

1.0 500 268

A pilot plant bioreactor with a height-to-diameter ratio of 3:1 is equipped with two

standard Rushton turbines. The bioreactor is filled with 1 m3 of sterile medium.

The aeration rate is 1 vvm, and with a total power dissipation of 3,000W, the degree

of filling is 69.5%, and the gas holdup is measured to be 10%. The temperature

is 30�C, and the head space pressure is 1 atm.

(a) Calculate the superficial gas velocity us, the mean bubble rise velocity ub, and
the average residence time of gas bubbles tb (units: m s�1 and s).
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(b) Under the assumption that the medium is coalescing, calculate kla using the

correlation of (10.27) with k ¼ 0.026, a ¼ 0.5, and b ¼ 0.4. From

measurements in the exhaust gas and the dissolved oxygen concentration

during a fermentation experiment, you suspect that the calculated kla value

is too low. You therefore decide to examine the system more carefully.

(c) Using the 85Kr method to determine kla, you observe the effect of variations in

vg and Pg when the bioreactor is filled with sterile medium. The results of the

study are listed in the table above.

Estimate the parameters for the correlation in (10.27) using these data. How

do you explain that the measured kla is significantly higher than the value

calculated from the literature correlation?

(d) With the estimated kla value, find the largest possible oxygen consumption rate

when vg ¼ 1 vvmandPg ¼ 3,000W.During penicillin fermentations, it is found

that the dissolved oxygen concentration should be above 30% of the saturation

value if the penicillin production is not to be inhibited. Assume that the oxygen

uptake rate can be described byMonod kinetics with KO ¼ 0.015 mmol L�1 and

rO,max ¼ 0.65 mmol (kg DW)�1 s�1. Calculate the maximum biomass concen-

tration that can be sustained without inhibition of the penicillin production.

Problem 10.4 Mass transport into pellets. In Sect. 6.3.2, the mass balance for a

substrate A which is transported into a porous spherical pellet where it is consumed

by an enzymatic reaction is set up and solved. Exactly the same mass balance can

be set up when the substrate is consumed at a rate qA
0(sA) (mol (m3 pellet)�1s�1)

of a cell reaction:

1

w2
d

dw
w2

dSA
dw

� �
¼ 9F2 q0AðsAÞ

q0AðsA ¼ sA;sÞ (1)

The dimensionless concentration, SA, and the dimensionless radial coordinate, w,
are given by

SA ¼ sA
sA;s

and w ¼ x
R

(2)

The Thiele modulus, F, is given by (3)

F2 ¼ qðsA;sÞR2

9DeffsA;s
(3)

R is the pellet radius, and Deff is the effective diffusion coefficient in the pellet

for the species being considered. cb is the bulk concentration of the species.

For zero-order kinetics the pellet size that gives a zero concentration precisely at

the center of the pellet is given by (see Note 6.2)

Rcrit ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6DeffsA;s
�q0AðsA;sÞ

s
(4)
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We now consider oxygen diffusion into a pellet of P. chrysogenum. For this

microorganism, the oxygen uptake rate can be approximated by

�qOðsOÞ ¼ k
sO

sO þ KO

x (5)

k ¼ 4.0 mmol O2 (g DW)�1 h�1 and KO ¼ 58 mmol O2 L
�1. The biomass concen-

tration in the pellet is approximately 99 kg DW m�3 of pellet (this corresponds to

a void volume of around 70% and a water content of 67% in the cells), and the

concentration of oxygen in the bulk medium is 17.4 mmol L�1. Calculate the critical

pellet radius when it is assumed that (4) can be used. Discuss the application of (4).

Calculate the effectiveness factor using the generalized Thiele modulus (3)

as a function of the pellet radius (25 mm < R < 500 mm).

Problem 10.5 Measuring kla by the hydrogen peroxide method. As described in

Sect. 10.2, one method to measure kla is based on the consumption of hydrogen

peroxide in a catalase containing medium (see reaction below).

2H2O2�!catalase 2H2Oþ O2

After the addition of a known amount of catalase to the reactor, a continuous feed of

H2O2 is applied to the reactor. Initially, hydrogen peroxide will accumulate in the

reactor medium, but a steady state will soon be established at which the rate of

decomposition of hydrogen peroxide equals the addition rate of hydrogen peroxide.

By measuring the dissolved oxygen concentration, as well as the inlet and outlet

oxygen mole fractions in the gas, it is possible to calculate the value of kla.
In the original work by Hickman (1988), the values given in the table below can

be found:

Hydrogen peroxide

addition rate·105 (mol s�1)

Dissolved oxygen

concentration (% of

saturation)

Measured exit oxygen

concentration (mol%)

Stirrer

rate (rpm)

1.6 111.5 21.14 500

3.2 123.8 21.36 500

6.4 147.2 21.78 500

12.8 195.8 22.6 500

3.2 110.6 21.35 900

6.4 121.7 21.77 900

12.8 143.4 22.60 900

Measured dissolved oxygen tension in liquid phase and oxygen concentrations in

inlet and exit gas streams for determination of kla by the hydrogen peroxide

method. Note that, as explained in the text, cO>c�O since oxygen is generated and

transferred to the gas phase.

The following additional information is given: reactor (medium) volume:

Vl ¼ 0.005 m3
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Gas flow rate: vgas ¼ 9.2 � 10�5 m3 s�1 of air with 21% O2 (i.e., approximately

1 vvm)

(a) Calculate the value of kla for the two stirrer rates given in Table 10.1. Assume

that T ¼ 20�C. Assume that the gas analyzer has an absolute error of 0.1% of

the measured value. How big is (in the worst case) the error in the calculated

kla-value? Under what conditions do you expect to get the most accurate

measurements.
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Chapter 11

Scale-Up of Bioprocesses

The previous chapters in this book have dealt with stoichiometric, thermodynamic

and kinetic analysis of bioreactions, as well as the operation of small-scale, “ideal,”

bioreactors. These subjects constitute the basis for exploitation of microorganisms

in fermentation processes. The ultimate goal for process development is, however,

the realization of large-scale commercial production. The basis for a successful

scale-up is to follow the advice of H. Baekeland, the inventor of Bakelite: “Commit
your blunders on a small scale and make your profits on a large scale.” This is,

however, not always easy. Many different engineering tools need to be applied

(Leib et al. 2001), and the final scaled-up process will necessarily be a delicate

compromise between inherently conflicting desirable options. Furthermore, even if

the best engineering judgment is used, there are sometimes surprises in the final

process which were difficult to anticipate from the lab-scale experiments.

The purpose of the present chapter is to give an understanding of the fundamen-

tal problems that arise when a process is scaled-up, and to provide some useful tools

for analysis of critical scale-up factors.

We have seen in Chaps. 6 and 9 how the microbial kinetics and mass transfer

suffice to understand the behavior of small, so-called ideal reactors where no spatial

variation in the reactant concentrations c or in other process variables such as

temperature and pH influence the design. Spatial homogeneity can never be

attained in large reactors, and sometimes, such as in Example 6.4, it was shown

that even in a well-stirred laboratory bioreactor the time constant of side-reactions

(in the example it was the deactivation of the enzyme due to insufficient pH

homogeneity, when NaOH was used to titrate lactobionic acid) severely influence

the process design.

Mixing is clearly the key unit process in scale-up, and the concept of mixing will

therefore be defined and discussed in this chapter. Mixing is achieved by mechani-
cal energy input to the reactor, and we shall derive expressions for the mixing time,
tmix, and show that tmix depends on the scale of the reactor. It also depends on the

choice of mixing equipment, as well as on a number of physical properties of the

medium, in particular the medium viscosity. Experimental methods for determina-

tion of mixing time will be outlined.

J. Villadsen et al., Bioreaction Engineering Principles,
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With these theoretical and experimental methods in hand, one starts to understand

how other design variables, such as the mass- and heat transfer coefficients, depend

on the mixing time and hence on the operating variables that influence mixing

time. This will facilitate the design of well-functioning, perhaps close to optimal,

industrial bioreactors.

11.1 Mixing in Bioreactors

Mixing is the process of achieving uniformity, i.e., it is a process by which

substrates, from the liquid feed or from a gaseous phase, are intimately dispersed

throughout the reactor to present cells that move through the reactor volume with,

as far as possible, the same environment at every point. Mixing is a simple physical

process in which mechanical energy is used to achieve the goal of homogeneity in

the reactor. Yet, mixing is one of the least understood processes, both in classical

chemical engineering and in biochemical engineering, and it has a large influence

on the process and on the product quality. It is claimed (Villadsen 1997) by industry

that “Inadequate mixing is the cause of more than 60% of the problems associated

with industrial processes.” The quotation (from Unilever) refers in particular to

mixing of liquids, of liquids and gases, of liquids and solids, and of solids.

In bioreactions mixing problems give rise to reduction in both product yield and

product quality as witnessed by numerous, but mostly empirical studies from the

past 50 years.

Most of the studies have dealt with cultivations of either bakers’ yeast (Saccha-
romyces cerevisiae) or Escherichia coli. The general result is that the yield of the

desired product, the yeast or bacterial biomass and of a product, usually a protein

associated with biomass growth, decreases when the power input to mixing is

insufficient. This is, unfortunately, a typical situation for large-scale cultivations.

George et al. (1998), studied production of bakers yeast in an industrial scale

(120 m3) bubble column and in a 10-L stirred tank laboratory reactor. They

observed that the biomass yield was 6.8% lower in the industrial reactor. Other

publications from the same group concern the production of recombinant proteins

with E. coli as host organism (Bylund et al. 2000, and Schweder et al. 1999). When

a 12 m3 reactor (working volume 8–9 m3) was fed from the top, one could measure

a glucose concentration near the top of the reactor that was a factor 4 different from

the average concentration. The average biomass yield was 20% lower than in a lab-

scale reactor while the acetate yield was much higher. This shows that one should

definitely not feed large bioreactors from the top, but inject the feed near the stirrer.

The large differences in biomass yield may not directly be caused by the inhomo-

geneous glucose distribution, but may be due to O2 limitation in regions of high

glucose concentration. Schweder et al. (1999) observed an increased expression of

stress-related genes that respond to O2 limitation or glucose excess. Enfors (2001)

published results from an EU joint research program on the influence of mixing in

large reactors. The response of E. coli to inadequate homogeneity was again that
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production of acetate and re-assimilation of acetate in regions of low glucose

concentration contributed to a low biomass yield.

The effect of insufficient pH homogeneity is also reported in a few papers.

Amanullah et al. (2001) show that, due to insufficient mixing in a lab-scale

reactor, the metabolism of a pH-sensitive strain of Bacillus subtilis changes from
acetoin + butane 2,3-diol production to acetate production when pH is titrated to

6.5 with 5 M NaOH (see Problem 11.4). Parente and Ricciardi (1999) produced the

baceriocin nisin using Lactococcus lactis at the optimum pH of 5.5, but when the

local pH varied in the reactor by 1 to 2 units the yield of nisin decreased apprecia-

bly. Both of these studies observe the same unfortunate consequence of inadequate

mixing in pH-controlled laboratory reactors as was found by Nordkvist et al. (2006)
for lactobionic acid production and was discussed in Example 6.4.

11.1.1 Characterization of Mixing Efficiency

In order to compare different mixing aggregates or mixing in different scales one

needs a characteristic metric for mixing effectiveness. The mixing time tmix is a

useful metric, and one can determine tmix as a function of the power input P/V to the

reactor. Thereafter, other quantities, for example the value of kla, can be correlated

with tmix or directly with the independent operational variable, the power input.

Mixing efficiency E at a given point is defined by:

E ¼ cðtÞ � c0
cfinal � c0

; (11.1)

where c(t) is the concentration of a tracer at time t after start of a mixing experi-

ment, c0 and cfinal are initial and final tracer concentrations.

The tracer concentration c(t) is likely to be dependent, not only on time, but also

on the position of the probe in the medium. Hence, probes should be placed at

strategic positions in the reactor (guided by visual inspection of mixing patterns),

and the average reading of the probes gives a measure of the average value for E(t).
Also, the point of injection of the tracer at t ¼ 0 has a significant influence on

E(t) since tracer fed to the surface of a mixed liquid volume is likely to give an E(t)
which at any finite t is lower than when the tracer is fed close to the mixing

aggregate.

For any feed position or mixing equipment one observes that E approaches 1.

The approach can be a damped oscillation, but very often the signal is well

represented by a single time constant kmix, named the mixing constant:

1� E ¼ cðtÞ � cfinal
cfinal � c0

����
���� ffi expð�kmixtÞ; (11.2)

where kmix
�1 is the time it takes to achieve a degree ofmixing equal to 1 � e�1 ¼ 0.632

of complete mixing of the tracer.
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In both laboratory experiments and in industrial practice the time to reach 95%

complete mixing is used for comparison between different mixing modes:

tmix:E ¼ � 1

kmix

ln 1� Eð Þ E ¼ 0:95½ �: (11.3)

When ln(1 � E) is plotted against t one can determine kmix,0.95 as the reciprocal

of the time it takes to reach ln(1 � E) ¼ ln 0.05 ¼ �3.00. Near the endpoint of the

mixing experiment the amplitude of the signal is small compared to the fluctuations,

and Brown et al. (2004) suggests that the data should be plotted as the log of

variance s2 as a function of time:

log s2
� � ¼ log 1� Eð Þð Þ2: (11.4)

Now the time to achieve 95% complete mixing is obtained when log s2ð Þ ¼
� 2� 3:00

ln 10
¼ �2:61. With several probes the responses are pooled and weighed

toward the probe that has the largest deviation from equilibrium. Equation (11.4) is

also applicable for a damped oscillation of E(t) toward E ¼ 1.

At this point, some empirical observations can already be compiled:

1. In a stirred tank equipped with baffles the mixing time is approximately propor-

tional to the reciprocal of the stirrer speed N which is frequently given in units of

rotations per second (rps) (s�1) or rpm (min�1):

tmix;E / 1

N
: (11.5)

In (11.5) the proportionality constant depends on the mixer, e.g., on the

impeller type.

2. Rotation of the impeller transports a liquid volume vpump from the mixer into

the bulk liquid volume. vpump is proportional both to N and to the cube of the

impeller diameter ds. The proportionality constant Nf, the flow number, depends
on the impeller type.

vpump ¼ Nf Nds
3

� �
(11.6)

For a Rushton turbine and a low viscosity medium the flow number Nf � 0.72.

3. Finally the circulation time tc is defined as the ratio between total medium

volume V and the pumping capacity vpump defined by (11.6):

tc ¼ V

vpump

¼ V

Nfds
3

1

N
(11.7)

Equation (11.7) gives an approximate value for the proportionality constant in

(11.5). Furthermore, for fully turbulent flow in a baffled tank reactor, mixing is

often complete for t � 4tc.
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Example 11.1 Mixing time in a baffled tank reactor. A tank reactor with medium volume

Vl ¼ 600 L is equipped with one six-bladed Rushton turbine that rotates with N ¼ 2 s�1.

The blades of the turbine have a diameter of ds ¼ 0.10 m.

vpump ¼ 0:72� 2� 0:13 ¼ 0:00144m3s�1 ! tc ¼ 0:6=0:00144 ¼ 417 s: “Full mixing”

is obtained within � 4 � 417 ¼ 1,668 s ¼ 0.46 h.

A tracer experiment is carried out, and the average of three probes shows that after 720 s

E ¼ 0.7. What degree of mixing can be estimated to have been achieved after 1,668 s?

kmix,E ¼ � ln(0.3)/720 ¼ 0.00167 s�1, and (using 11.3): 1 – E ¼ exp(�0.00167 �
1,668) ¼ 0.0615.

Consequently, “full mixing” according to (11.7) means about 93.8 % completion for the

mixer investigated above. Mixing to 95% would require tmix ¼ 3.00/0.00167 ¼ 1,796 s.

This is a long mixing time, and mixing is improved either by increasing N or ds. To
increase ds is – as clearly seen from (11.6) – by far the best option. Example 11.4 is a

continuation of the present example, and both the design of the reactor and of the stirrer is

criticized.

Mixing in the turbulent region by any mechanical means produces eddies, and mixing

improves until these eddies have decreased to a limiting size, the so-called Kolmogorov

characteristic length, lmin given by (11.8).1 Any further turbulent mixing action will not

increase the homogeneity of the mechanical mixing process. The Kolmogorov characteristic

length was already introduced in Note 10.1 in connection with calculation of the minimal

stable bubble size that can be achieved by turbulent mixing, and the direct relation between

the maximal interfacial area for mass transfer and dispersion of a liquid is clearly seen.

lmin ¼ nl3

P=M

� �1=4

(11.8)

Any further homogenization of the liquid can only occur by molecular diffusion, and

the time constant tD for the diffusion is much larger than the time constant tmix,m for mixing

the liquid to its smallest entities by means of mechanical energy.

Example 11.2Macro- and micro-mixing of a liquid. For an aqueous medium with kinematic

viscosity nl ¼ 10�3 (kg m�1 s�1)/1,000 (kg m�3) ¼ 10�6 m2 s�1:

lmin ¼ 3:16� 10�5 P=Mð Þ�1=4
mð Þ; (1)

where P/M is the power input (W) per kg medium.

For a laboratory bioreactor with 1 kg medium and a power input of 10 W (using an

impeller of diameter 47 mm)

lmin ¼ 3:16� 10�5 � 0:56 m ¼ 1:8� 10�2mm ¼ 18 mm:

1Andrei N. Kolmogorov (1903–1987) was a famous Russian mathematician who contributed

significantly to statistical mechanics, stochastic processes, fluid mechanics, and nonlinear dynam-

ics. His papers from 1941 on turbulent flow have been of fundamental importance for the

development of this scientific field.
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This is probably enough to ensure that cells of diameter 1–2 mm are presented to a

medium with a virtually homogenous glucose concentration.

In (1) the large influence of liquid viscosity � is clearly seen. In a cultivation of filamen-

tous fungi � can easily be 500 times larger than for water, and this will increase lmin by a

factor 5000.75 ¼ 106. Now the size of the smallest possible liquid element reached by

mechanical mixing increases to 3.35 (P/M)�0.25 (mm), or 1.9 mm for the laboratory reactor,

and transport of glucose into the micro-elements of the liquid may well lead to glucose

limitation.

The time constant tD for transport by diffusion is obtained by solution of the non-steady-

state mass balance (6.22), and for a spherical micro-element (Crank 1956, (6.20)):

tD ¼ lmin
2= 4p2DA

� �
(2)

With lmin ¼ 1.9 � 10�3 m and DA (glucose) ¼ 0.85 � 10�9 m2 s�1 from Table 10.10

one obtains

tD ¼ 107 s: (3)

Final mixing of the medium with respect to complete homogeneity of the glucose

concentration is far slower than the macro-mixing process.

In larger scale, a power input of 10 W kg�1 cannot at all be obtained, and the danger of

inadequate mixing becomes much greater. This subject will be taken up in Sect. 11.2.

11.1.2 Experimental Determination of Mixing Time

The time needed to achieve a certain degree of uniformity in miscible liquids is

generally determined by injecting a pulse of tracer and monitoring the response.

A simple, and often quite illustrative monitoring method is visual inspection, e.g.,
of the change of the color of a pH indicator after a pulse of acid or base has been

injected to the transparent reactor system. Figure 11.9b illustrates the immediate

appeal of the method.

It is advisable to use both a colorization and a de-colorization method: In the first

experiment the regions of poor mixing will eventually be hidden by dark, colored

regions where mixing has already taken place, and in the second experiment the

regions of least mixing will remain colored after regions of good mixing have

become transparent.

Good pH-based indicators are bromo-phenol blue (color change from blue to

yellow), methyl red (red to yellow) and phenolphthalein (pink to colorless), while

the redox indicator iodine-thiosulfate has an easily observable color change from

colorless to dark blue. But whichever indicator is used it is difficult to obtain more

than a qualitative impression of when the last wisps of color disappear. The

visualization experiments are easy to set up (see Brown et al. (2004)), and they

indicate where sensors are to be placed to give a good description of the whole tank

volume by quantitative methods.
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In recent years, quantitative colorimetric methods have also appeared, e.g.,
Melton et al. (2002) who by an appropriate choice of the pH change could obtain

a yellow colorization only in regions where a certain degree of mixing was

achieved. Delaplace et al. (2004) quantified the colorization pattern from digital

images captured on a video taken during the mixing process, and he determined

tmix,0.90 based on the quantified images.

The most important quantitative methods for determination of tmix are the

conductivity method and the pH method. These will be discussed below together

with three other, less popular, but promising methods.

Conductivity Method

When a pulse of a concentrated salt solution is added to the tank a conductivity

probe will monitor the increase in conductivity of the medium as a function of time.

The response time of the electrodes is very fast, and this is a definite advantage

of the method.

On the negative side is that gas bubbles entering the space between the

electrodes severely upset the measurement due to their low conductivity, but

when the electrodes are protected by a fine-meshed net the noise level is reduced

significantly (Otomo et al. 2003).
Another limitation of conductivity probes is that after a few measurement rounds

on the same medium in the tank the conductivity level has increased substantially,

and the sensitivity of the measurement decreases. Since cultivation media generally

contain significant amounts of inorganic salts, the sensitivity of the method for

these media is poor right from the start.

pH Method

Gas bubbles do not disturb the measurement by pH probes, and the amount of salts

formed is so small that the measurements can be carried out during a cultivation

process. When an acid is produced in the cultivation process it might influence the

result, but it is probably safe to assume that the mixing time experiment takes much

less time than the time constant for acid production. The large buffer capacity of

most cultivation media does, however, imply that rather large pulses of acid or base

have to be used in each experiment to avoid that the sensitivity becomes too small.

A major disadvantage of the pH method is that pH probes have a long response

time compared to conductivity probes. They are therefore unsuited for mixing time

experiments in laboratory scale since the response time of the probe (up to 1–3 s)

could well be of the order of the whole mixing experiment. This is, however, not a

problem in large reactors where tmix can be of the order of minutes.
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Thermal Method

A liquid pulse of temperature different from the medium is added, and the medium

temperature is monitored by thermocouples, e.g., Masiuk (2000).

Very large pulses are needed for large-tank experiments, and since the viscosity

of the medium is sensitive to temperature one may introduce systematic errors in

the experiment.

Isotope-Based Method

A radioactive isotope is used as a tracer, and the radioactivity is measured on one or

several scintillation counters placed outside the reactor wall. The method is clearly

noninvasive. It is insensitive to gas bubbles, but its use in an industrial environment

is not advisable.

In small reactors a large fraction of the medium volume is exposed to the

measurement by the scintillation counter, and this leads to blurring of the results

with little detail obtained concerning the mixing pattern. Pedersen et al.(1994) and
Dominguez et al.(1999) are examples where isotopes are used to determine tmix, but

despite the simplicity of the method it may not become popular due to above-

mentioned excessive averaging of the signal over the reactor volume.

Fluorophore Method

Fluorophores can also be used as tracers. An early study is by Einsele et al. (1978)
who used injection of a pulse of quinine to a culture of Saccharomyces cerevisiae.

The response time is fast, but as in the conductivity method the presence of

bubbles will give rise to noise, and the sensitivity will decrease if several

experiments are carried out on the same volume of liquid. Many fermentation

media are fluorescent and this will also give rise to a high background level

which decreases the sensitivity of the method.

These comments to different experimental methods to determine tmix point to the

following characteristics for a good method:

• The probe should have a small response time and measure on only a small

volume of liquid to avoid averaging effects.

• The probe should be applicable, also when gas is sparged through the liquid.

• The addition of the tracer should not alter the properties of the liquid measured,

since repeated preparations of a new medium is both costly and labor intensive.

• Probes and probe supports should not influence the flow pattern in the tank.

• The physical properties of the medium (e.g., its viscosity) should not change

when tracer is added.
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Example 11.3Measuring a pulse response using the pH rather than [H+]. In the pH method

one determines the mixing efficiency by the expression:

E ¼ pHðtÞ � pHfinal

pHfinal � pH0

����
����: (1)

In (11.1) E is determined based on concentrations (here on [H+]) and the nonlinear

dependence of the quantities in (1) on [H+] will, in principle, give rise to a systematic error.

In Nordkvist et al.(2003) a model was set up to quantify the error on tmix that will result

from using (1) instead of (11.1).

A simulated step-up experiment (pH 3.50 ! pH 3.80) gave tmix,0.95 ¼ 64 s, while a

simulated step-down experiment (pH 3.80 ! 3.50) gave tmix,0.95 ¼ 57 s. The average

between the two mixing times, tmix,0.95 ¼ 60.5 s was almost the same as the result of a

concentration-based experiment where [H+] was changed from, respectively, 10�3.50 to

10�3.80 or the other way round.

Consequently, when the average of step-up experiments and step-down experiments

based on pH changes is used, the pH method gives the same result as when the experiment

is based on concentration measurements if the change in pH is relatively small.

11.1.3 Mixing Systems and Their Power Consumption

The two classical impeller types are the propeller and the Rushton turbine

(Fig. 11.1). The propeller mainly gives an axial flow pattern and is most suited

for long, slim tanks while the latter gives a mainly radial flow pattern.

Figure 11.2a is a schematic representation (adapted from Nienow (2010) of a

typical stirred tank bioreactor equipped with four 6-bladed Rushton turbines

(Rushton et al. 1950a, b). The motor is connected via bearings to the shaft through

a sterile seal, and the shaft is supported by the bearing at the bottom of the reactor.

The motor necessary to deliver sufficient power to a large-scale bioreactor is (also

physically) very large – a 75 m3 tank may easily require a 500 kW motor. Hence,

the support of the shaft at the bottom is essential to avoid mechanical stresses on the

shaft and on the bearings at the top.

The reactor is equipped with baffles (B). Without these the liquid in any

mechanically stirred cylindrical reactor would form a vortex, and the liquid

elements would move in concentric circles without any appreciable radial mixing,

even when the speed of the agitator N increases. The vortex would simply become

deeper with a shape that depends on the Froude number Fr ¼ N2 � ds/g (ds ¼
stirrer diameter, g ¼ acceleration of gravity).

Each Rushton turbine typically has six 90o wedged-shaped blades, a mechani-

cally very simple construction. The turbine shown on the figure rotates clock-wise

with a tip speed vtip ¼ pNds. Four Rushton turbines are shown on the figure, and the
distance between the turbines DC is related to the tank diameter T. The lowest

turbine is at a height C over the bottom of the reactor.
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Gas feed is through a sparger placed a short distance below the bottom turbine,

and liquid feed should preferably be into the Rushton turbines (if this is possible

from a construction point of view – and due to sterility concerns industry still

prefers top-feeding in spite of the well documented increase of mixing time, unless

an axial mixing aggregate is used). Finally, heat-exchange surface is mounted as

vertically or horizontally spaced coils.

The photograph on Fig. 11.2b is a look from the top of an industrial bioreactor,

and it shows the (horizontally coiled) heat transfer tubes, the shaft, and one (of two)

Rushton turbines. For strongly aerobic reactions one might have to use an exterior

heat exchanger to give sufficient heat transfer area. Internal coils are difficult to CIP

(Cleaning In Place). Much higher heat transfer can be obtained in an optimally

engineered external heat exchanger than by internal heat transfer where a part of the

heat transfer area is only little affected by the mechanical agitation.

Fig. 11.2 (a) Typical stirred tank bioreactor equipped with four Rushton turbines. “Po” is the

Power number Np for a six-bladed Rushton turbine (see Fig. 11.3). (b) View from the top of an

industrial STR (courtesy of Novozymes A/S)

Fig. 11.1 Two typical

mixers: The propeller and the

Rushton turbine (courtesy

of Novozymes A/S)
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The following relative dimensions are proposed by the Mixing Equipment

Company:

HeightH/ Diameter T ¼ 3.3; ds/T ¼ 0.35;C/T ¼ 0.25;DC/T ¼ 0.5;B/T ¼ 0.10

Obviously, these numbers depend on the properties of the system.

For any stirred tank reactor (STR) the power drawn for the mixing process is

given by either (11.9) or (11.10):

P ¼ 2pNTo; (11.9)

P ¼ NprlN
3ds

5: (11.10)

In (11.9), To (N m) is the torque. To is the force acting on the shaft to rotate an

impeller of diameter ds at N revs s�1, and to a large extent To determines the choice

of shaft diameter, the bearings and the motor. Hence (11.9) determines the capital

cost of the mixing aggregate.

(11.10) determines the operating cost for given N and ds. rl is the liquid density

(close to 1,000 kgm�3) andNp is the (dimensionless) power number. A large value of

Np means that the power cost is high for given [ds,N], but unfortunately a high power
cost P does not imply that mixing is good. The quality of mixing depends to a

significant degree on the choice of mixer, although a higher power input will

give better mixing for all liquids (and mixtures of liquids and gases). In tables,

Np is stated as a dimensionless number, but this requires that consistent units

(e.g., SI units) are used.

For a constant power input Pc the speed of rotation N can be reduced by a factor

2 by increasing ds by a factor 23/5, but according to (11.9) this implies that

the torque To increases by a factor 2 which leads to a higher capital cost of the

mixing aggregate. In the discussion of power input needed to disperse a gas

phase effectively in the liquid and hence obtain a high kla it will be shown

that the most efficient impeller is that for which a given Pc is obtained with a

large value of ds, but the efficiency is only obtained at the price of a higher capital

investment.

The Rushton turbine has a power number Np of about 5.2 at fully turbulent

conditions. This is high compared to several of the more modern impellers shown in

Fig. 11.3. Hence, if two impellers with power numbers Np,1 and Np,2 < Np,1 are

compared, one can, indeed, increase ds without changing N, P, or To:

ds;2 ¼ ds;1 Np;1=Np;2

� �1=5
: (11.11)

This is an important sales argument for impellers more modern than Rushton

turbines.

The Solidity ratio (SR) mentioned in the text to Fig. 11.3 is defined by

(McFarlane and Nienow (1995)):

SR ¼ 4nAp

pds2
; (11.12)
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where Ap is the projected area of one blade on a plane of a hydrofoil type impeller,

and n is the number of blades. An impeller with a high value of SR stalls less easily.

Stalling occurs when the boundary layer on the rear (suction) side of the blade

separates. This leads to disorderly recirculation around the blade, and most of the

pumping capacity is lost.

For all impellers the power number Np is a function of the Reynolds number for

the pump Res which is defined differently from Re in Table 10.6, but it is still the

ratio between inertial and viscous forces:

Res¼ rlNds
2

�
: (11.13)

For non-Newtonian liquids the apparent viscosity �app ¼ (shear stress t)/
(shear rate _g) is used instead of � in (11.13), see Sect. 11.1.4.

Np can be conceived as a friction- (or a drag-) factor, and from Fig. 11.4 it follows

that the friction factor becomes independent of Res when the flow is turbulent.

Here, physical parameters (rl and � ), and design (ds) or operation (N) variables
have no influence on Np.

The constant value of Np in the turbulent regime is obtained for all impellers, and

it is the values of Np for high values of Res which are listed in Fig. 11.3.

Fig. 11.3 Examples of impellers with smaller power number than Rushton turbines (Np � 5.2).

(a, b) Down-pumping hydrofoils (which can also be used for up-pumping). (a) Four-bladed

Lightnin A 315, Np � 0.8; Solidity ratio � 0.9. (b) Six-bladed Prochem Maxflow T, Np � 1.5;

Solidity ratio � 0.9. (c) Six-bladed Scaba 6SRGT, Np � 1.5; Solidity ratio � 0.4. (d) Four-

bladed APV B-2, Np � 0.8–0.9; Solidity ratio � 1 (used for up-pumping – and also good for

air-dispersion). Adapted from Nienow (2010). Data from McFarlane and Nienow (1995) and

Nienow (1997)
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In the laminar flow region Np is seen to be inversely proportional to Res which

means that it is proportional to the viscosity of the liquid: To stir a viscous fluid in

the laminar flow region is really costly in power consumption, and as mentioned

earlier, a high power number does not indicate that the mixing is effective, as it

certainly is not for viscous fluids in the laminar region.

The transition region on Fig. 11.4 is only indicative for mechanically stirred

tanks. For mixing by liquid jets the transitional regime (where Res is defined

slightly differently, see Sect. 11.1.5) extends between approximately Res ¼ 100

and 1,500 (Revill 1992).

The mixing produced by a Rushton turbine is excellent in the radial direction of

the tank, but the zone of mixing does not extend far in the axial direction. Hence for

long, slim tanks several Rushton turbines must be used. On Fig. 11.2a the distance

DC between turbines is indicated for typical low viscosity media. When more than 1

turbine is used the power input P can approximately be calculated by multiplication

of the result in (11.10) by the number of turbines (Nienow and Lilly 1979). When

the Rushton turbine has a number of blades different from 6 the power number Np is

different from �5.2, e.g., 7.5 for 12 blades. Similar values for varying P and Np

with nonstandard design of other agitators can be found in the literature.

Up to now the power requirement for mixing a liquid medium has been considered.

When the stirred tank is aerated the power requirement also depends on

the amount of gas that is to be dispersed in the medium. The aeration number NA

(also dimensionless) is defined as

NA ¼ vg

Nds
3
¼ vg

vpump

Nf : (11.14)
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Fig. 11.4 The power number Np as a function of Res for a Rushton turbine and a pitched blade

impeller. Laminar flow is found for Res < 102 and fully turbulent flow for Res > 104. Curves very

similar to those of this figure are found in textbooks on fluid flow through different types of pipes.

Here the abscissa is the Reynolds number used in Table 10.6, and the ordinate is the “friction factor”
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In (11.14) vg is the volumetric gas flow rate and vpump is the liquid flow delivered

by the mixer. Nf is the (gas) flow number which was introduced in (11.6).

Figure 11.5 shows an empirical relation between the power number Np,g for

the gassed liquid and Np for the un-gassed liquid at the same value of Res, but

at different values of the aeration number NA. The data are valid for Rushton

turbines only. For example, the Lightnin impeller (Fig. 11.3d) Np,g/Np is � 1

until vg/V � 1.5 vvm (or NAN � 1.5p (ds/T)
3, where N has the unit min�3).

The ratio between the two power numbers clearly decreases with increasing NA,

i.e., it decreases with increasing vg for constant N (and ds). For very high gas loads

the mixing region at the pump becomes flooded with gas, the power input becomes

very low, and the gas rises by buoyancy along the mixer shaft without much

dispersion. In this region the gas–liquid mass transfer coefficient must be very

low. For a very small gas load Np,g/Np approaches 1, and the gas is fully dispersed,

both above the mixer and in the volume below the sparger. Here mass transfer

is good.

For a fixed gas load one can move from the right to the left on Fig. 11.5 by

increasing N, an easily visualized result. The figure also displays an effect of the

Froude number, i.e., of the ratio between inertial and gravitational forces acting on

the liquid, on the ratio Np,g/Np:

Fr ¼ N2ds
g

: (11.15)

With increasing value of Fr flooding is reached at a lower value of NA. The

implication of this observation is discussed below.

N
p

,g
/N

p

Aeration number, NA

0.01 0.050.040.030.02

0.5

1.0

0

Vortex trails
and small bubbles Flooding

Cavities increase
in size

Number of cavities
increase from 1 to 6

Increasing
Froude number

Fig. 11.5 Np,g/Np sketched as a function of NA for a six-bladed Rushton turbine. Adapted from

Ekato Handbook of Mixing Technology (http://www.EKATO.com)
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Nienow (2010) gives the following relations for the gas load vg at which

respectively flooding and full gas dispersion occurs:

Flooding : ðNAÞF ¼ vg=NFds
3 ¼ 30ðds=TÞ3:5Fr ¼ 30ðds=TÞ3:5NF

2ds=g (11.16)

Fully dispersed : NAð ÞDisp ¼ 0:2 ds=Tð Þ0:5Fr0:5 (11.17)

Equations (11.16) and (11.17) can be rearranged to the following explicit

expressions for [NF;NDisp]:

NF ¼ g

30
vg

� �1=3

T7=6ds
�2:5; (11.18)

NDisp ¼ 5g1=2vg

� �1=2

T1=4ds
�2: (11.19)

For a fixed tank diameter T and a fixed gas flow vg the two equations imply that

the critical N values for flooding and “full dispersion” decrease very fast for

increasing ds which also means that much more gas can be dispersed for a given N.
Note that when g is inserted as 9.81 m s�2, [NF, NDisp] have the unit s

�1. The unit

for “length” (m) cancels.

The maximum gas flow at which flooding occurs depends on the impeller type.

The Rushton turbine is especially poor (see Fig. 11.5), whereas, e.g., the Scaba

hollow blade mixer (Fig. 11.3c) permits at least twice as high vg to be dispersed at

the same (small) power input before flooding occurs. The difference between

the two mixer types is clearly seen if the gas dispersion is filmed: In the Rushton

turbine the gas collects behind the blades, and flooding easily occurs, while the gas

bubbles leave the blades of the Scaba mixer as a spiraling string.

Also, the typical radial mixing pattern of the Rushton turbine is a disadvantage at

high aspect ratio H/T of the tank The hydrofoil mixers on Fig. 11.3 which resemble

propellers with curved blades – see Fig. 11.3 – are much better for axial mixing.

Using several Rushton turbines as shown on Fig. 11.2 will increase the mixing in

each zone, but still transport between zones is slow. The power input increases

approximately proportional to the number of turbines (Nienow and Lilly 1979).

This criticism of the Rushton turbine should, however, not be overemphasized.

For really heavy gas–liquid mixing duties the Rushton turbine may be the only

feasible mixer type since much power can be delivered.

To complete the picture of gas dispersion in liquids one also needs to include

Bubble Columns, where at isothermal dispersion of gas at pressure p to the liquid:

P ¼ vgDp ¼ ugrlg Vl (11.20)

In (11.20) ug and Dp are respectively superficial linear gas velocity and pressure
loss over the tank (including hydrostatic pressure loss).
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Consequently, the total power input to an aerated, mechanically stirred tank is

equal to P determined from (11.10) + the contribution from (11.20). This last term

is, however, very small compared to the term from (11.10), but for bubble columns

(11.20) is of course the only contribution to the power input. It is not strange that,

e.g., kla in bubble columns is smaller than what can be obtained in mechanically

stirred tanks.

Example 11.4 Power required for liquid mixing and for gas dispersion at the sparger. The

Vl = 600-L tank in Example 11.1 is sparged with 100 L air min�1. Determine the power input

when the tank diameter is T ¼ 0.25 m, and the sparger is placed 1.2 m below the surface of

the (aqueous) medium. First the power input due to gas-sparging alone is calculated using

(11.20):

ug ¼ 0:1

60� ðp=4� 0:252Þ ¼ 0:034m s�1; p=p0 ¼ 1:12 bar: (1)

From (11.20) the power used to release the gas into the tank is P ¼ 200W (¼ 333W m�3

liquid), and Dp ¼ 200 /(0.1/60) ¼ 120000 N m�2 ¼ 1.2 bar.

From (11.18) NF ¼ 0.0005451/3 � 0.257/6 � 0.1�2.5 ¼ 5.12. N ¼ 2 is clearly too small

to avoid flooding of the impeller.

The conclusion is that the tank is poorly constructed. With 600 L medium and a tank

diameter of 0.25 m the height of the medium in the tank is 4 � 0.6/(p � 0.252) ¼ 12.2 m,

i.e., the aspect ratio H/T ¼ 49, and with 1 Rushton turbine most of the tank is not well mixed

(see Fig. 11.2).

The diameter of the tank should be larger, e.g., T ¼ 0.9 m for which H/T ¼ 1.05, and one

could reasonably expect that one Rushton turbine could do the mixing. Next the impeller

diameter is considered. According to Fig. 11.2 ds/T should be around 0.35. When T ¼ 0.9 m

an impeller diameter ds ¼ 0.35 m is about adequate.

Consequently, one chooses a tank with T ¼ 0.9 m, and ds is increased to 0.35 m.

With respect to Example 11.1 the new choice of ds will, according to (11.7), give a

circulation time tc ¼ 9.7 s for the unaerated liquid. Hence, with the semiquantitative formula

tmix,0.95 ¼ 4tc one obtains “complete mixing” after 38 s. More important, NF, calculated from

(11.18), decreases from 5.12 to 0.996 s�1 whileNDisp calculated from (11.19) is 1.28 s�1. Now a

speed of rotation N ¼ 2 s�1 is clearly satisfactory. With N ¼ 2 (11.14) gives NA ¼ 0.02.

Figure 11.5 indicates thatNp,g/Np is around 0.5 forNA ¼ 0.02, and withNp � 5.2 for a Rushton

turbine one calculates Np,g ¼ 0.5 Np ¼ 2.6. This power number is used to calculate the

necessary power input to the aerated 600 L tank.

One may increase N somewhat from 2 s�1 to be quite sure that the value of Np,g � Np, but

the important message of the example is that the basic design of the reactor and its mixing
equipment must be right.

For a tank with diameter T ¼ 0.9 m the value of ug in (1) is decreased to 0.00262 m s�1.

The Rushton turbine is placed 0.45 m below the liquid surface and the sparger 0.2 m

below the turbine.

Consequently, using (11.10) the power input to the Rushton turbine is 2.6 � 103 � 23 �
0.355 ¼ 109 W (compared with 218 W for the unaerated reactor). The power input to push the

gas through the sparger is (at least) 2.62 10�3 � 103 � 9.81 � 0.6 ¼ 15 W.
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The total power input of 124 W is not high, and a low mass transfer coefficient can

be expected. This expectation is confirmed using any of the formulas of Table 10.4, e.g., that

of van’t Riet which gives kla ¼ 0.026 � (0.00262)0.5 � (124/0.6)0.4 ¼ 0.011 s�1 ¼ 40 h�1.

Once the tank and the mixing aggregate is installed the only way to increase P is to increaseN.

In Example 11.3 the very simple formula (11.7) was used to calculate the time to

“full mixing” in a baffled tank as tmix,0.95 � 4tc ¼ 4 � Nf
�1 � (N)�1 � ds

�3 V.
Newer research, reviewed by Nienow (1997), has shown that the design

variables ds, T and H influence the result. Thus, data from the 1980s and 1990s

for mixing of water-like media can be correlated by (11.21) for H ¼ T:

tmix;0:90 ¼ 5:3N�1Np
�1=3 ds=Tð Þ�2

for H ¼ Tð Þ (11.21)

In (11.21) Np is the power number¼ P rlN
3ds

5
� ��1

. The constant 5.3 is correct for

H ¼ T, and tmix;0:90 has the samedimension asN�1. The equation is found to hold quite

well for all impeller types at equal P=M, the power input per unit mass of the medium.

Thus, it is advantageous to use an agitator with a small Np, since the torque on

the shaft is smaller for a small Np.

Equation (11.21) can be rewritten into a relation between tmix;0:95 and P=M:

tmix;0:90 ¼ 5:3N�1 P p
4
T3

N3Mds
5

� ��1=3
ds
T

� ��2

¼ 5:74
P

M

� ��1=3 ds
T

� ��1=3

T2=3: (11.22)

Whereas (11.21) confirms the result of (11.5) that tmix / N�1 it also tells how the

proportionality constant depends on the ratio between ds and T, and on the choice of
agitator type. (11.22) relates tmix to the power input per unit mass and the design

variables ds and T.
An interesting observation is, that the relation also tells how tmix increases with

scale, namely as T2=3 (or V2=9). Both (11.21) and (11.22) are derived for nonaerated

media and for H ¼ T. Aeration contributes somewhat to the mixing, but no reliable

literature references are available to quantify the effect.

Also, one would like to have a formula like (11.22) embellished by a factor
H
T

� �b
that describes how tmix;0:95 depends on the aspect ratio of the reactor. Again,

little of general nature has yet been reported, but Cooke et al. (1988), in a study of a

60 L tank with H=T ¼ 3, stirred with 3 Rushton turbines found:

tmix;0:90 ¼ 3:3N�1Np
�1=3 ds

H

� ��2:43

(11.23)

Equation (11.23) resembles (11.21) in the sense that each of the three turbines

operates in a tank volume of height T, but the influence of H seems to be more

pronounced than the influence of T. In any case, the somewhat spurious information
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concerning the influence of H shows that the poor axial mixing quality of Rushton

turbines requires that one turbine should be installed at each increment DH ¼ 0.5–1 T
as shown on Fig. 11.2a. Even so, it appears that axial flow impellers do a better job

than multiple Rushton turbines. Otomo et al. (1995) worked with a 0.59 m3 tank

where H/T was 2. He found that when two down-pumping Lightnin 315 hydrofoils

(Fig. 11.3a) were used instead of two 6-bladed Rushton turbines the mixing time

decreased by a factor 2.

The issue of poor axial mixing should be of real concern in fed-batch fermenta-

tion. The mixing aggregate is usually installed in the bottom part of the tank, and

mixing needs to be efficient in the batch phase where biomass is grown up at high

O2 consumption rate. In the fed-batch phase the medium volume may increase by a

factor 3 or 4, but although the O2 demand is often much lower in the production

phase the concentrated feed of substrate and of pH regulator is poorly mixed into

the bulk medium when the feed-from-the-top operation is chosen.

Example 11.5 Calculation of mixing time in Stirred Tank Reactors. In the unaerated reactor

of Example 11.4 (T ¼ 0.9 m, H ¼ 0.94 m, ds ¼ 0.35 m, and N ¼ 2 s�1) the power input

from the Rushton turbine is 5.2 � 1,000 � 23 � 0.355 ¼ 218.5 W for an aqueous medium.

Using (11.22) one obtains:

tmix;0:90 ¼ 5:74
218:5

600

� ��1=3
0:35

0:9

� ��1=3

0:92=3 ¼ 10:3 s

This is just a little above tc calculated by (11.7). It is probably safer to trust (11.22) than

the simple relation tmix “complete” ¼ 4 tc, since (11.22) is based on a large experimental

material.

11.1.4 Power Input and Mixing for High Viscosity Media

Rheology is concerned with the study of flow and deformation of matter. Strictly

defined, a fluid is a material phase which cannot sustain shear stress t, i.e., forces
acting in the tangential direction of the surface. (The forces acting in the normal

direction of the surface are the pressure forces.) A fluid will respond to shear stress

by continuously deforming, i.e., by flowing. The shear rate,_g in stationary, two-

dimensional flow is defined as

_g ¼ duy
dz

; (11.24)

where z is the direction perpendicular to the flow direction y, uy the linear velocity
(m s�1) in the y direction, and the derivative shows how uy varies in the z direction.

In flow through a cylinder z is the radial distance r from the axis of the cylinder axis.

Isaac Newton was the first to propose (in 1687) a relation between shear stress and

shear rate. He stated that “the resistance (sic the shear stress) which arises from the
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lack of slipperiness originating in a fluid, other things being equal, is proportional to

the velocity by which parts of the fluid are being separated from each other (sic the
shear rate).” The dynamic viscosity,� (kg m�1 s�1), of a fluid is the fundamental

property which relates the shear stress, t, (N m�2) or (kg m�1 s�2), to the shear rate

_g (s�1). For the one-dimensional case described in (11.24) the relation is:

t ¼ �� _g (11.25)

We will in the following simply call � “viscosity,” but it is important not to

confuse the dynamic with the kinematic viscosity n. The latter is the ratio between

the dynamic viscosity and the density rl of a fluid. The kinematic viscosity has the

unit (m2 s�1).

Note 11.1 Shear stress as a tensor property. In many textbooks outside the field of fluid

mechanics, the concept of stress is mathematically abused much in the same way as done

above. Stress should properly be treated as a tensor property. The state of stress in a material

phase is fully described by the stress tensor, T (N m�2). The stress tensor includes both

normal stress (i.e., pressure) and shear stress and can be written:

T ¼ �pI� t: (1)

In (1) p is the pressure (N m�2), I is the identity matrix, and t is the shear stress tensor
(N m�2). The stress acting on a surface at any point, characterized by a normal vector, n,

can be found from the stress tensor by scalar multiplication according to

tn ¼ n� T $ tn ¼ �n� ðpIþ tÞ: (2)

In (2) tn is the state of stress. Note that tn has the same unit as T, i.e., N m�2, but is a

vector instead of a tensor. For a Newtonian, incompressible fluid, the shear stress tensor can

be written:

t ¼ ��ðruþruTÞ: (3)

Here ru is the velocity gradient (s�1), which can be said to be the tensor counterpart of

the previously defined shear rate _g.

For Newtonian fluids the viscosity is independent of the shear rate – i.e., it is

constant – whereas for non–Newtonian fluids it is a function of the shear rate. The

viscosities of fluids vary over a wide range, as seen in Table 11.1. Water, and many

fermentation broths containing yeasts or bacteria, can be considered to be Newto-

nian fluids. However, fermentations involving filamentous fungi, or fermentations

in which polymers are excreted, will often exhibit non-Newtonian behavior.

There are several different kinds of non-Newtonian behavior. The most important

type is the shear rate-dependent viscosity. A fluid for which the viscosity decreases

with increasing shear rate is called a pseudoplastic (or shear-thinning) fluid. The
opposite, i.e., a fluid with an increasing viscosity with increasing shear rate, is called a
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dilatant fluid. Polymer solutions, or solutions containing filamentous fungi, are often

pseudoplastic, whereas, e.g., rice straw soaked in water, or whipped cream exhibit

dilatant behavior.

There may also be time-dependent effects on the viscosity, so-called thixotropy.

In this case, the viscosity changes as a function of time due to, e.g., alignment of

fibers in the flow direction. At changing conditions, the initial viscosity may

therefore be much different than the “steady-state” value. This is important to

consider when the rheological properties of materials are determined.

Certain materials do not flow until a threshold shear stress is exceeded. This is

true for, e.g., cheese and – quite important – pretreated, water-soaked lignocellu-

losic biomass. Although they are not, in a strict sense fluids, they behave like fluids

once the yield stress is exceeded. These materials are called Bingham plastics or

Bingham fluids.

A typical functional relationship for shear rate-dependent viscosity is the so-

called power law model (or Ostwald-de Waele model):

t ¼ �K _gj jn: (11.26)

In analogy with (11.25) one defines the apparent viscosity �app by

�app ¼ K _gj jn�1; (11.27)

where K is the consistency index and n is the power law index. For n ¼ 1 the fluid is

Newtonian, and the viscosity � is a constant, independent on the shear rate _gj j. For
n > 1, the fluid is dilatant, and the apparent viscosity increases with increasing

shear rate. If n < 1, the fluid is pseudoplastic, and the apparent viscosity �app
decreases with increasing when _gj j.

For Bingham fluids, the shear stress is given by

t ¼ t0 � � _g: (11.28)

Here t0 is the yield stress. Also (11.26) can be supplemented with a constant

term t0 to obtain a nonlinear relation between shear stress and shear rate with a

Table 11.1 Viscosity of some Newtonian fluids (Adapted from

Johnson 1999)

Fluid Temperature (�C) � (kg m�1 s�1)

Water 0 1.793 � 10�3

21 9.84 � 10�4

100 5.59 � 10�4

Ethanol 20 1.20 � 10�3

Glycerol 60 0.98

Sucrose solution (20 wt%) 21 1.92 � 10�3

Sucrose solution (60 wt%) 21 6.02 � 10�2

Olive oil 30 8.40 � 10�2

Molasses 21 �6.6
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non-zero yield stress. The different kinds of shear rate-dependent rheological

behavior are schematically shown in Fig. 11.6.

In order to find the linear velocity uy for flow in the axial direction of a cylindrical

tube one must set up a differential momentum balance and integrate the balance as

shown in Bird et al. (2002). For laminar flow of Newtonian flow, i.e., (11.25) the

momentum balance integrates to the well-known parabolic velocity profile:

uy ¼ p0 � pL
4�L

1� r

R

� �2
� �

: (11.29)

In terms of mass flow through the tube one obtains:

M ¼ ðp0 � pLÞpR4rl
8�L

kg s�1
� �

: (11.30)

In (11.29) and (11.30) L is the length of the tube, (p0 – pL) the pressure

difference between inlet and outlet, and R is the radius of the tube. (11.30), the

Hagen–Poiseuille equation, is used in determination of � using a capillary visco-

simeter. To be exact one must also incorporate the gravitational force acting on the

liquid (rl h g) when the ends of the tube differ in height by h, but p + rl h g is

usually � p.
A large number of commercial instruments, rheometers, are available for the

study of the rheological properties of fluids. Among the “conventional” rheometers

designed with very accurate geometric dimensions the cone-and-plate rheometer

(Example 11.6) is popular for studies of the rheology of simple fluids. Conventional

rheometers are, however, difficult to apply for studies of fermentation media which

contain air bubbles, more or less clumped biomass or even pellets of biomass, as is

the case for cultivations of filamentous fungi.

Impeller type rheometers are used to characterize the rheology of fungal

suspensions by measuring the torque To on the impeller at different rotational

speeds N. To determine the apparent viscosity �app (11.9) and (11.10) are combined

Dilatant fluid

Pseudoplastic fluid
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Binghamfluid

shear rate (s−1)
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Fig. 11.6 Shear stress t as a function of shear rate _g for different fluids
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to eliminate the power input P. Thereafter, Np is eliminated using (11.13), and the

final result is (11.31):

To ¼ NprlN
2ds

5

2p
¼ f ðResÞrlN2ds

5

2p
¼ c

2p
�appNds

3: (11.31)

In the last expression of (11.31) it is assumed that the flow is in the laminar

region (which is often true for highly viscous fluids). The parameter c is obtained by
measuring To as a function of N for a Newtonian liquid with known viscosity �.

Metzner and Otto (1957) found the approximate relation (11.32) for the mean

shear rate _gav in a stirred vessel:

_gav ¼ kN: (11.32)

Consequently, for power-law fluid where �app ¼ K _gn�1 ¼ KðkNÞn�1
, one can

obtain the value of k in (11.32) by measuring To as a function of N for a liquid with

known values of n and K.
For many fluids k in (11.32) is between 10 and 13, but for a particular fluid the

value can be found as described above.

Finally, to circumvent all the problems associated with settling biomass in off-line

measurements, online rheometersmounted inside the bioreactor have been developed.

Picque and Corrieu (1988) used a “vibrating rod” sensor to characterize the

medium in a Xantomonas campestris cultivation (producing xanthan). Kold (2010)

used a commercial instrument (Marimax VA-300 from Marimax Industries,

Canada) for rheological characterization of a Xantomonas campestris and an A.
oryzae cultivation. In both cases, the rheometer was installed in the recirculation

loop of a Rotating Jet Head fermentor (see Sect. 11.1.5).

Example 11.6 Rheological characterization of xanthan solutions. Kold (2010) compared

different instruments for rheological characterization of fermentation media, both off-line and

during cultivations of Xantomonas campestris and A. oryzae.

Figure 11.7 shows the average result of five sweeps t vs. _gavin a cone-and-plate rheometer.

In this instrument, a very flat cone resting on a horizontal plane is rotated. The fluid to be

investigated is between the cone and the horizontal plane, and the distance b between the

cone and the plate is b ¼ R sin y � R y, where y is the (small) angle between the cone and

the plate.

Bird et al.(2002) derive the formulas for determination of _gav and the torque To in a cone-
and-plate rheometer:

_gav ¼ o=y ¼ N= 2pyð Þ, whereo is the angular velocity of the rotating cone (1)

t shear stressð Þ ¼ 3To

2pR2
: (2)

When the torque acting on the shaft is measured for different N, the ordinate and abscissa
on Fig. 11.7 are determined from (1) and (2).
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From the 5 sweeps Kold (2010) determined n ¼ 0.199 	 0.002 and K ¼ 10.21 	 0.33 in

a power law expression (11.26) for a 1.50 wt% xanthan solution.

Whereas K increased almost proportional to the xanthan concentration cXa from 0 to

1.50 wt%, the value of n showed an irregular behavior as a function of cXa with a maximum

(0.37) for cXa ¼ 0.25 wt%, a minimum (0.1) at 0.75 wt%, and thereafter increasing to 0.2 at

1.50 wt%.

One may speculate that the power law model for xanthan solutions in water is not really

good.

Thus, on Fig. 11.7 the decrease of t for _gav ! 0 is very rapid (as _gav
�0:8), and the data

could equally well be represented by a yield stress t0 + a power law term:

t ¼ t0 þ K _gav
n with t0 ¼ 10:2 and n ¼ 0:35: (3)

It should finally be mentioned that all five rheometers used in the study of Kold (2010)

gave nearly the same values of n for all xanthan concentrations measured. The value of K
differed by a few per cent.

It is obvious that the flow of viscous fluids is very different from that of nonviscous fluids

like water. With apparent viscosities of xanthan solutions being 2 to 3 orders of magnitude

higher than for water at small values of _gav(i.e., for small values of N) the flow is probably in

the transitional region. For fluids with even higher viscosity the flow is laminar, and

according to Fig. 11.4, Np is very large. This results in a very high power requirement P,
unless one accepts a very long mixing time tmix. The apparent viscosity �app decreases rapidly
with increasing N, especially when n 
 1 and the fluid exhibits strong pseudoplastic

behavior. But the torque To on the shaft may become unacceptably high for high N, and
one will have to turn to special agitators with low Np to obtain a satisfactory mixing time (and

hence also an acceptably high mass and heat transfer coefficient).

The phenomenon of “cavern formation” may ruin every hope of obtaining a satisfactory

mixing of a highly viscous fluid: Due to the high mixing intensity near the impeller the fluid

viscosity is low in this region while the fluid at some distance from the stirrer remains almost

stagnant If t < t0, the yield stress, the fluid does not move at all.

This results in the formation of a well-mixed cavern around the agitator.
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Fig. 11.7 Rheological

characterization of a

1.50 wt% aqueous xanthan

solution. Solid line:

t ¼ 10:21 _g0:199, Dashed line:

t ¼ 10:2þ _g0:35. The data are
from Kold (2010)
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The cavern is centered on the agitator, and its dimensions Hc and Tc are related by

Hc/Tc � 0.4 for most agitators (e.g., Rushton turbines).The influence of N and of power

input per mass, P/M on the size of the cavern are given by the following relation (Nienow

(2010)):

Tc
ds

� �3

¼ 0:138Np

rlN
2ds

2

t

� �
: (11.33)

The relation holds for Hc/Tc ¼ 0.4. t is determined from the relation between N (i.e., the

shear rate) and the shear stress.

When T ¼ Tc the cavern extends to the reactor wall. Equation (11.33) is used to calculate
the value of N required for this to happen. Once the cavern extends to the reactor wall its

height Hc only increases slowly with N (from � 0.4 T). Since P increases as N3 by (11.10) it

is definitely advantageous to install multiple agitators at a vertical distance of � 0.4 T.

Thus, in cultivations where the medium becomes very viscous with increasing conversion

of the substrate (either by the growth of a branched, entangled mycelium or by excretion of a

viscous product such as a polysaccharide) it is advisable to use a large agitator diameter ds
to reduce the power (the N in (11.33)) to reach Tc ¼ T. Multiple agitators should be used to

counteract the effect of the slow increase of Hc with increasing power input.

11.1.5 Rotating Jet Heads: An Alternative to Traditional Mixers

In 2004, a mixing system based on rotating jets was patented (Hummer 2004).

The use of rotating jet heads for mixing liquid, liquids and gas, and liquids and

solids was a spin-off from the tank cleaning system of the Danish Toftejorg

company. Effective cleaning-in-place (CIP) of, e.g., large oil tanks was achieved

by sprinkling the walls with powerful jets of cleaning fluid. The construction of the

sprinkling system allowed the liquid jets to change direction in a pattern which was

repeated every 2–3 min. This enabled every part of the tank to be hit by the

powerful jets, following a regular time-schedule. The house of a Toftejorg® rotating

jet head (RJH) is shown in Fig. 11.8.

The characterization of RJH for submerged mixing was done during 2001–2003

at DTU (Nordkvist et al. 2003), and after the formation in 2003 of the Iso-Mix

company (since 2009 a part of Alfa Laval) RJH mixers have been used in a large

number of, particularly food related, industries.

De-oxygenation of vegetable oils and water for beer production, mixing of

ingredients and dissolution of solids in large liquid volumes are typical

applications. The RJH has not yet received widespread use in bioreactors, but a

considerable number of RJH are installed in the large bioreactors of the brewing

industry.

Lactobionic acid production by Novozymes (see Example 6.4) is another

bioprocess application, and the study of Kold (2010) indicates that also in filamen-

tous fermentations advantages may be obtained by the use of RJH rather than

mechanical mixers – see Fig. 11.15.
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The reason for including a discussion of RJH in the present chapter is to show

that the same basic principles for mixing that have been outlined earlier in this

section also apply to a mixing system which is based on a completely different

mixing concept than that of rotating mechanical stirrers. There are advantages in

both systems, but despite the obvious differences between stirrers and RJH the

power input to achieve a certain degree of mixing or a certain mass transfer rate is

determined by analogous formulas.

Figure 11.9a is a schematic representation of the 3.4 m3 pilot plant used to

characterize the RJH in Nordkvist et al. (2003). Hua et al. (2006) used a 600 L pilot

plant to study lactobionic acid production, as a preliminary to an industrial pro-

duction (by Novozymes). A 20 m3 plant has also been used to study mixing in

near-industrial scale. Figure 11.9b shows the four sweeping jets in a 400 L trans-

parent tank which was used for visualization of the mixing process.

Fig. 11.8 IM 20 Rotary Jet

Head (http://www.Iso-Mix.

com). Liquid is pumped from

the bottom of the tank and

circulated to the top of the

mixer. (1) Flow guide (2)

Turbine which makes the RJH

rotate slowly in the horizontal

plane. (3) The four distributor

arms are also set into a slow

rotation, but the distributor

arms rotate in a vertical plane.

(4) Jets of liquid are sprayed

into the tank through four

nozzles. The jets uniformly

sweep the reactor volume.

Length of machine 356 mm

(top to bottom) Weight

12.2 kg. Nozzle-diameter:

8, 9, or 10 mm

(interchangeable). N ¼ 3.5

rev min�1at 10 bar gauge

pressure, and vl ¼ 46 m3 h�1.
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An energy balance which equates the potential energy of the liquid that reaches

the nozzles to the kinetic energy of the jets injected into the liquid gives the

following relation for unaerated liquid flow:

vlDp ¼ 1

2
rlvl

vl
Ad

� �2

; where ! Dp ¼ 1

2p2
rln

�2vl
2d�4 sinceAd ¼ 4n

p
4
d2

� �
;

(11.34)

Dp is the pressure difference between the pressure in the loop after the pump D

on Fig. 11.9a and the pressure at the point of injection into the liquid. Ad is the total

nozzle area with n RJH, each of which has four nozzles as shown on Fig. 11.9a. d is
the diameter of each nozzle at the point of injection.

The pump is required to deliver the following power input:

P ¼ Dpvl ¼ 1

2p2
rln

�2 vl
3d�4

� � ¼ 1; 086vl
3d�4n�2 Wð Þ: (11.35)

Fig. 11.9 (a) 3.4 m3 (maximum working volume) tank used to characterize mixing by RJH.

The circulation loop has a volume of 70 L when the degasser B is bypassed. A Tank, B Degasser

used when gas is injected into the loop from the compressor F, C Positive displacement pumps for

injecting tracers, D Centrifugal pump, E Heat exchanger, G Rotating jet head. Instruments: (1) pH

electrode, (2) Balances for chemicals, (3) and (4) Mass flow-meters for liquid and gas. (5) Tem-

perature sensor, (6) Pressure transmitter, (7) Oxygen electrode. (b) 400 L transparent tank used for

visualization of the mixing process. A base-pulse is injected through the RJH, and the color of the

acid base indicator (methyl-orange) in the tank changes from yellow to red
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The factor 1,086 is obtained when the medium is water (rl ¼ 1,000 kg m�3), and

[vl, d, P] are in units of [m3 h�1, mm, W].

Equation (10.35) shows that the power input P to discharge the liquid at a given

rate vl depends very strongly on the nozzle diameter d. If vl is discharged through n
RJH, each with four nozzles and the same d, the power requirement decreases

appreciably, compared to using one RJH.

When gas is pumped at a volumetric rate vg from the compressor F into the

circulating liquid on Fig. 11.9a and dispersed with the liquid into the tank Nordkvist

et al. (2003) derived the following expression for the volume vl of liquid dispersed

into the tank:

vl ¼ 0:1599nd2Dp1=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ a ntpt

Dp lnððDpþ ptÞ=ptÞ
q
1þ ntpt

Dpþpt
ððDpþ ptÞ=ptÞb

: (11.36)

In (11.36) nt is the ratio between vg and vl at the pressure pt of the tank. a and b
are empirical constants to be found by flow experiments. For water a ¼ 1.41 and

b ¼ 0.587 based on regression of many data obtained in the tank, Fig. 11.9a, at

different vg and vl. The last factor in (11.36) is a (dimensionless) correction factor to

(11.35). It is a weak function of Dp, and to find the required Dp for a given vl and nt,
a good first approximation is obtained from (11.35). The constant 0.1599 requires

[vl, d, Dp] in units [m3 h�1, mm, bar].

Derivation of the somewhat complicated semiempirical relation (11.36) assumes

that the gas expansion at the nozzles is neither completely isothermal nor reversible.

This is the reason for the two empirical constants a and b. With vl given by (11.36)

– and assuming that all power input results from the pumping of the liquid at rate vl,
the power input for a certain nt is given by the last expression in (11.35), where

Dp is found by solution of (11.36) for each [vl, nt].
Formulas (11.35) and (11.36) are shown to fit experimental data very well in the

range 3 < vl < 45 m3 h�1, with 3.9 < d < 10 mm, and with one or two RJH to

dispense the liquid (a large vl will requiremore thanoneRJH to avoid an excessiveDp).
Mixing experiments were carried out (Nordkvist et al. 2003) to obtain a relation

between tmix,0.95 and vl or P for Newtonian liquids with � in the range 10�3

kg m�1 s�1 (water) to 137 kg m�1 s�1 (1.5 wt% carboxy-methyl cellulose (CMC)).

When the tracer (acid or base as described in Example 11.3) was added to the

liquid (water) surface of the V ¼ 3.4 m3 tank of Fig. 11.9a one obtained

tmix;0:95 sð Þ ¼ 1; 600 vl m
3h�1

� �� ��0:925

¼ 9:45� 103d mmð Þ�1:23n�0:616 P=V W m�3
� �� ��0:308

: (11.37)

The second expression was found when vl was expressed in terms of P using

(11.35). In (11.37) P is scaled by V (¼ 3.4 m3), and although (11.37) is based on

measurements in large P/V interval (0.05 < P/3.4 <3.2 kW m�3) and nozzle
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diameter (5.5 < d < 10 mm), only one liquid volume (V ¼ 3.4 m3) was used.

Hence, the scaling of P shown in (11.37) is not proved by this series of experiments.

Note 11.2 In the design of RJH: Can power input P be scaled with medium volume V? In

another set of experiments with the 3.4 m3 tank where the liquid was 1.5 wt% CMC, and the

tracer was added to the surface, Nordkvist et al.(2003) found that for d ¼ 7 mm, n ¼ 1, and

V ¼ [1.7, 2.2, 3.4] m3 the mixing time was very well fitted by

tmix;0:95 sð Þ ¼ 4; 947 P=V W m�3
� �� ��0:463

¼ 54:2� 103d mmð Þ�1:23n�0:616 P=V W m�3
� �� ��0:463

:
(1)

The result (1) might indicate that the relation (11.37) between power input P/V and tmix is

true: The power input needed to obtain a certain value of tmix is proportional to the liquid

volume V.

Later studies byNordkvist et al. (2008) have slightlymodified this conclusion, and it seems

that an influence of the nozzle diameter d should also be included in (1).

The exponent of P/V in (11.37) is derived for water as medium. In (1) the medium is the

muchmore viscous 1.5 wt%CMC solution. This explains the different exponents to (P/V) and
also the large difference between the two constants in the expressions. More important, the Re

number for the two fluids is quite different. When working with water Re was � 105, i.e., the

flow was fully turbulent. For the experiments with 1.50% CMC solution Re is estimated to

be �2,000, and the flow was in the transient region. Only at high vl (or P/V) will the turbulent
region be reached for the 1.50% CMC solution.

Since the flow regime for the CMC experiments is different from that used in the

experiments with water, one is not really sure that the result of (1) carries over to aqueous

solutions. More experiments with tanks of varying V and H/T must be performed to prove

wheather the scaling of P with V is correct or not. If it is correct, it would greatly simplify the

design of RJH mixers, but unfortunately large scale pilot-plant research in the mixer industry

is rare.

Addition of the tracer to the top of the liquid is, of course, not the right thing to

do in a RJH system, especially since the mixing must be very fast when the liquid is

injected as a powerful jet into the reactor medium. With vl ¼ 20 m3 h�1 the holding

time in a tank with 3.4 m3 liquid is 0.17 h ¼ 612 s. A tracer added at the top is

diluted by the bulk mixing action of the jets (see Fig. 11.9b) and slowly transported

to the bottom of the tank to be mixed efficiently by the passage through the loop and

reinjection into the tank.

Hence, in the study made by Nordkvist et al. (2003) mixing experiments were

also made, where tracer was added to the loop before the pump D on Fig. 11.9a.

The result is dramatic for water, and for 0.5 < P/V < 2.5 kW m�3 the mixing

time tmix,0.95 was approximately constant at about 20 s. Since the time for a pulse

injected in the loop to reach the pH electrode is of the same order of magnitude one

concludes that even a small P/V is sufficient to fully mix a tracer into 3.4 m3 water.

For viscous liquids the difference in tmix between “feed at the top of the reactor” and

“feed in the loop” is relatively much smaller.
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In (11.10) the power input to a mechanically stirred tank is given. When N is

substituted by the expression in (11.6) one obtains

P ¼ NprlN
3ds

5 ¼ ðNpNf
�3rlÞvpump

3ds
�4: (11.38)

The power input to a mechanically stirred tank is determined by an expression

which is structurally the same as that for a RJH and given by (11.35). The variables

have different interpretation (vpump ! vl and ds ! d), and the numerical constants

are different.

This observation confirms the previously given statement that all mixing equip-

ment basically have a power input that depends in the same fashion on operation

and design variables, although the power drawn to obtain a given performance

(mixing time, kla, etc.) differs between different mixers.

When (11.6) is inserted in (11.21) one obtains for a mechanically stirred tank

with H ¼ T:

tmix;0:95 ¼ 5:3 Np
�1=3Nf

dsT
2

vpump

¼ 5:3pNfNp
�1=3

� � vpump

V

� ��1 ds
T

� �
: (11.39)

Again the structure of (11.39) is very similar to that of (11.37) (assuming that the

proportionality between P and V found in the CMC experiments holds). The

exponent of (vpump/V) is not quite�1 as it should be to make (11.37) dimensionless,

but this is due to the regression of tmix on vl obtained from the experimental data.

Comparison of (11.39) and (11.37) shows that whereas tmix for the mechanically

stirred tank depends on the design of the agitator through ds/T this may not be not

the case for the RJH.

The rotation of the jets in a more or less spherical volume around the jet head

creates a uniform mixing pattern that is independent of the tank dimensions as long

as the jets do not reach the tank walls, or ds is so large that the jets loose their kinetic
energy very close to the jet head. This would be the rationale for placing multiple

RJH in a large reactor.

Note 11.3Mixing with stationary jets. For a stationary jet head (usually inserted through the

tank wall at an angle of � 45o) Grenville and Tilton (1996) obtained the following three

different scales:

tmix;0:95 ¼ 1:95
Z2

udd
; (1)

where Z is the free path of the jet (m). d is the nozzle diameter (m) and ud the linear

velocity in m s�1 at the nozzle outlet. The range of f ¼ ud d/Z that was tested is

0.013 < f < 0.137 m s�1.

Again, one will find that the power input to reach a certain tmix for a stationary jet is given

by a formula with the same structure as (11.10) and (11.35). In (1) tmix is inversely

proportional to ud d (Z is a function of the tank geometry), while tmix for the RJH is inversely

proportional to vl, i.e., to ud d
2 when the tracer is added to the top of the tank as in (11.37).

When tracer is added to the loop of the RJH system tmix depends somewhat on d (apart from
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on vl
�1), but not nearly enough to explain the difference between (11.41) and (11.37)

(unpublished results).

It is concluded that the RJH operates differently from the stationary jet, and the reason is

probably that large, almost stationary unmixed zones develop when a fixed-position jet is

used. This subject was further investigated in Nordkvist et al. (2008) by artificially blocking

the two-dimensional rotating pattern of the RJH machine on Fig. 11.8.

The discussion of mixers based on stirrers and on jets leads to the following

conclusions:

1. Mixers of widely different design concept have a power input that depends in

much the same way on key design and operation values. The outcome of the

power consumption can vary considerably depending on the mixing concept.

This is an incentive to strive for better designs.

2. Compared to mechanical stirrers, in particular Rushton turbines, baffles are unnec-

essary in RJH mixers. The operation of a RJH does not require a shaft with sterile

inlet from the motor, since the power to dispense liquid and gas in the bulk volume

is provided by a stand-alone pump. The RJH is in hydrodynamic balance when

hung at the end of the loop (one hardly feels the motion of the RJH from outside the

tank).When several RJH mixers are evenly distributed in the tank volume one

overcomes the main disadvantage of Rushton turbine, the formation of axial

compartments for large H/T. Thus, RJH can be used in fed-batch cultivation, and

the mixers in the upper level of the reactor are started when the liquid level rises.

3. Mechanically stirred mixers, especially the Rushton turbine, can deliver a higher

power input than other mixer types, e.g., the RJH. When a very high kla is

desired the power input to reach a given kla is smaller in Rushton turbines than in

RJH, unless the high vl (calculated from (11.35)) is obtained using several RJH

with a large d. This point was discussed in Nordkvist et al. (2003) where several
expressions from Table 10.4 and other references were compared with rotating

jet heads. A really high value of kla can probably best be obtained using static

mixers placed rather close in a loop as discussed in Example 9.12 in the design of

a commercial plant for SCP production. Here, the issue becomes to balance the

power cost with the loss of a substrate (O2 in Example 9.12) or a higher capital

cost (more reactors than the 35 � 30 m2-reactors calculated in Example 9.12).

Static mixers are not discussed in the present text, but design information can be

obtained, e.g., from the homepage of Sulzer Chemtech.

4. The choice between mixers can also depend on less tangible quality criteria. One

of these is the degree to which integrity of the culture is protected during the

mixing process.

Whereas bacteria and yeast are unlikely to be damaged by the mixing

aggregate due to their size and very stable cell wall this may not be the case

for filamentous fungi, and mammalian cells are definitely susceptible to shear

stress damage. Some filamentous fungi, such as A. oryzae, function equally well
also when the hyphae are ruptured while penicillin production by P. crysogenum
is severely compromised when the hyphae break due to stirrer-induced
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mechanical stress (see Figure 8.7). On the other hand, the break up of clumps or

pellets of hyphae enhances substrate transfer to the cells. Rushton turbines may

damage cells in the cavities behind the blades, but the passage of cells through

the pump and the narrow apertures in the RJH are possibly equally damaging,

and clumps of cells might stick in these tight locations. Another issue is the

manner in which a mixing aggregate influences the shear thinning of highly

viscous liquids or slurries, both locally and globally. Formulas similar to those of

Table 10.4 for calculation of kla are supplemented by a factor �app
b with b

anywhere between �0.5 and �1, but the accuracy of the prediction is poor and

different results are obtained for different mixers due to the uncertainty by which

the “true” �app has been obtained. When gas is to be transferred to a viscous

medium, large bubbles (most of the vg) occur together with many small bubbles.

The distribution between small bubbles and large bubbles is different in different

mixing aggregates, and consequently it is difficult to predict kla based on the

few, generally accepted variables used in the text. As a rule one should, however,

avoid mixing systems in which very viscous liquids are re-circulated to the tank

by means of centrifugal pumps. Many small bubbles are entrained in the

circulated liquid and they may severely compromise the function of the circula-

tion pump. Here, positive displacement pumps should be used.

11.2 Scale-Up Issues for Large Industrial Bioreactors

In Sect. 11.1 the (mostly) empirical tools for design of mixing aggregates have been

discussed, namely their power requirement and the mixing efficiency for a given

power input. In several places it was apparent that the geometrical dimensions of

the reactor had a crucial effect on the power input needed to achieve a given goal,

e.g., a high value of a mass transfer coefficient.

In the present section these observations will be collected with the intention of

showing the best possible way to reach a certain objective, given the restrictions

that are imposed by the available power input and mechanical stability of the

tank + mixer construction. The discussion will at best be qualitative, mostly

because the science of mixing has not yet reached maturity, but some guidelines

will be provided. Also, techniques which in the past have often been used to predict

the effect of scale-up, namely scale down and regimen analysis will be discussed.

11.2.1 Modeling the Large Reactor Through Studies
in Small Scale

In principle the velocity field for any fluid can be derived from Newton’s second

law applied to fluid motion, assuming that fluid stress is the sum of a diffusive
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(viscous) term and a pressure term. This fundamental relation between the pressure,

velocity, and the material properties viscosity and density, is the Navier–Stokes

equation2 which states that the time rate of change of momentum in a fluid volume

is the sum of pressure forces, viscous forces and gravity forces acting on that

volume. For a one-phase incompressible flow, i.e., when ∇u ¼ 0, the equation

can be compactly written using vector notation as

rl
Du

Dt
¼ �rpþ �lr2uþ rlg (11.40)

where p is the pressure, g is the gravity vector,∇ is the gradient operator, and∇2 is

the Laplacian operator. (For translation of these operators into the correct compo-

nent equations for the respective coordinate system, see, e.g., Bird et al. 2002).

The left hand side of (11.40), the so-called material derivative, can be

expanded into

Du

Dt
¼ @u

@t
þ u � ru: (11.41)

The Navier–Stokes equation can be transformed into dimensionless form, in

which the Reynolds and Froude numbers, Re and Fr, occur. The choice of charac-
teristic length depends on the geometry of the system studied. For a stirred tank

reactor, the impeller diameter is often chosen. The dimensionless form of the

Navier–Stokes equation reads

Du�

Dt
¼ � rpð Þ� þ 1

Res
r2u� þ 1

Fr
g�; (11.42)

where

u� ¼ u

Nds
g� ¼ g

g
; Res ¼ rlNds

2

�
; Fr ¼ dsN

2

g
: (11.43)

From (11.42), the Reynolds number is seen to be a parameter in the governing

flow equation, which further justifies its appearance in simplified correlations for

flow-related phenomena. In baffled reactors, the influence of the Froude number,

i.e., the influence of gravitational forces, on the flow pattern is normally small.

2Claude Louis Navier and George Gabriel Stokes probably never met. Stokes (1819–1903)

matriculated (Pembroke College, Cambridge) in 1837, the year after the death of Navier

(1785–1836), but both contributed greatly to the development of Fluid Dynamics. In 1822, Navier

who had little knowledge of the shear stress concept, i.e., on motion with friction, still developed

the correct form of the equation. Stokes who held the Lucasian professorship at Cambridge from

1849 to his death put Fluid Dynamics on the right physical foundation in a series of papers from the

1840s. Both Navier and Stokes are to be counted among the giants of Applied Science and they

were experts in many fields of Engineering, e.g., bridge-building.
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For flow in stirred tank bioreactors, two important complications arise:

1. The flow is normally turbulent, and numerical calculation of a stable solution

to Navier–Stokes equation for turbulent flow is difficult since the very different

mixing lengths scales requires a fine-mesh resolution.

2. The flow is not a one-phase flow, since both gas and liquid are present. This

makes it necessary to introduce modeling assumptions concerning both turbu-

lence and two-phase flow before a numerical flow pattern can be calculated.

In many recent papers on bioreactors, simulated flow patterns are shown. These

patterns result from numerical simulations using Computational Fluid Dynamics

(CFD) which again is based on (11.40). The pictures give a very good visual

representation of the velocity field, and may help to focus on scale-up issues, but

they are only approximations of the true velocity field, and it may be difficult to

apply simulation results from one reactor configuration to the design of even a

slightly different reactor configuration.

For these reasons many studies – e.g., the yeast and E. coli investigations

mentioned in the introduction to Sect. 11.1 – have approached the challenge of

scale-up by analyzing the process in small scale. They use experiments to fit the

parameters in a model which, at least to some extent describes the reactor by means

of a number of compartments with different environmental conditions (e.g., oxygen

tension or glucose concentration). The compartments exchange matter by simple

“diffusion” mechanisms.

Figure 11.10 shows a typical compartment model which suggests an exchange of

flows in the regions around each Rushton turbine (Vrabel et al. 2000).
The exchange flows EFi on Fig. 11.10 can be driven by turbulent diffusion or by

the dispersion of gas in the medium. Although helpful in visualizing the mixing

EFi

CF
CF/2

CF/2

Position of impeller axis

Position of
turbine impeller

Fig. 11.10 Representation of an axial-symmetric compartment model of a stirred tank reactor

equipped with one turbine impeller giving a radial flow pattern. Each compartment is assumed to

be ideally mixed. The picture shows the right half of the reactor cross-section. The thick arrows
represent the main circulation pattern (flow rate ¼ CF along the central axis, which is split into

two flows CF/2 at the reactor wall), and the dotted arrows represent the exchange flows between
the compartments. The exchange flows, EFi, need to be modeled for each individual compartment
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processes, the models used to describe the exchange flows are speculative, and

scale-up based on the modeling study is at best risky.

Example 11.7 A two-compartment model for oxygen transfer in a large bioreactor. An

illustration of the usefulness of a simple compartment model is given by Oosterhuis and

Kossen (1983). These authors were concerned with the validity of using (10.26) for calcula-

tion of oxygen transfer rates with the same parameter values in widely different scales.

A bioreactor equipped with two Rushton turbines was used in the study, and the basic data for

the reactor is given in Table 11.2 (Fig. 11.11).

The specific aerobic reaction is not stated in the paper, but it is described by Monod type

kinetics. The dissolved oxygen concentration was measured in the reactor by a movable

oxygen electrode, which allowed measurement at different axial positions. Furthermore, the

overall oxygen transfer rate was calculated. The measurement showed (as could be expected)

that the oxygen concentration was not constant throughout the reactor space. Furthermore,

the oxygen transfer rate was overestimated using a single correlation for kla of the type given
by (1) or (2).

To better model the oxygen transfer rate, the reactor was divided into one or two well-

mixed regions close to the impellers and one or two bubble regions (i.e., regions which

Table 11.2 Design data for the reactor modeled by Oosterhuis and

Kossen (1983)

Property Notation Value

Ratio: stirrer to tank diameter ds/T 0.32

Number of impellers n 2

Stirrer rate N 2.6 s�1

Baffle diameter/vessel diameter dbaffle/T 0.09

Number of baffles 4

Liquid volume Vl varying – up to 25 m3

Coalescing case Non-coalescing case

Well-mixed
regions

Bubble regions

Fig. 11.11 The compartments defined in the Oosterhuis and Kossen model
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behave like bubble columns) one located in the top part of the reactor and the other located

in the region between the turbines as shown in Fig. 11.12. For a coalescing medium, i.e., for

the case where the time for coalescence was lower than the circulation time, only one well-

mixed region and one bubble region was used. For the case of a non-coalescing medium, the

time for coalescence to occur was expected to be larger than the circulation time. Here, two

mixed regions and two bubble regions were used. The main reason for making this compart-

ment division was that the oxygen transfer rate could be expected to be higher in the well-

mixed region close to the impellers and somewhat lower in the bubble region, and two

different correlations should be used for the gas–liquid mass transfer to the well-mixed and

bubble regions, respectively (see Fig. 11.12).

The correlations for kla for the well-mixed region (subscript m), and for a coalescent

medium was

klam ¼ 2:6� 10�2u0:5s

Pg

V

� �0:4

: (1)

For a non-coalescent medium the following relation (see Table 10.4) was used:

klam ¼ 2� 10�3u0:2s

Pg

V

� �0:7

: (2)

The kla value in the bubble region (subscript b) was given by

klab ¼ 0:32u0:7s : (3)

The top bubble region was assumed to start just above the top impeller in both cases. For

the non-coalescing case, the volume of the well-mixed region, Vm, was assumed to be

Vm ¼ ndhT
2 p
4

(4)

where nwas the number of stirrers (¼2), dh was the impeller blade height, and T was the tank

diameter.

Bubble zone

Well mixed
zone

Gas phase Liquid phase

Gas-liquid
oxygen
transfer

Liquid
exchange

Fig. 11.12 Schematic

representation of the oxygen

transport processes
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The liquid flow between the compartments was estimated from the pumping capacity,

vpump, which was given by

vpump ¼ 0:2NAd
3
sN: (5)

In (5) NA is the aeration number defined by (11.14). To make a balance for the gas phase,

the gas hold-ups in the different compartments are needed. These were estimated from the

power input in the impeller region and from the superficial gas velocity in the well-mixed

region according to

1� emð Þ ¼ 0:13
PG

Vl

� �0:3

u0:67s ; (6)

1� ebð Þ ¼ 0:6u0:7s : (7)

In the well-mixed regions steady-state conditions requires

klamðc�O � cO;mÞ þ vpump

Vm

ðcO;b � cO;mÞ þ qO;m ¼ 0: (8)

Similarly for the bubble regions:

klabðc�O � cO;bÞ þ vpump

Vb

ðcO;m � cO;bÞ þ qO;b ¼ 0: (9)

The oxygen concentration predicted by the compartment model in the non-coalescing

case as well as the measured oxygen concentration are shown in Fig. 11.13.

Obviously, this simple compartment model will not be able to predict the observed,

gradually changing oxygen concentration in the axial direction. However, qualitatively,

the increased dissolved oxygen concentration close to the impellers is predicted. With

respect to the overall oxygen transfer rate in the entire reactor volume, a better agreement

was found using the compartment model than with either of the equations (1) or (2) – see

Fig. 11.14.

0 0.2 0.4 0.6 0.8 1
0

0.05

0.1

0.15

0.2

0.25

z/ht

cO/cO*

Fig. 11.13 Calculated O2

concentration for coalescing

case compared to O2

concentration as a function of

axial position in the reactor

(Data from Oosterhuis and

Kossen 1983)
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Figure 11.14 includes predictions (dotted lines) for an unstructured model (upper line) of

one stirred tank based on (2) – and (lower line) a non-coalescent liquid. Results for a two-

compartment model are shown with solid lines: non-coalescing, upper curve, and coalescing,

lower curve. The experimental values of qo
t for 1.35 < H/T < 1.75 are in the range shown

on the figure.

This example shows that a better accuracy of predicted oxygen transfer rates may be

obtained using a physically motivated compartment model of low complexity in combination

with standard correlations for kla.

In regimen analysis, a popular method both in academia and in industry,

one tries to identify limiting process steps through a study of the individual time

constants, see Table 11.3 for a selection of time constants that are likely to be

significant in scale-up.

Example 11.8. Regimen analysis of penicillin fermentation. In the literature, one finds many

applications of time-scale analysis to identify the limiting regime in a given process (see

Sweere et al. 1987 for a review). Here, we will consider the penicillin fermentation for which

Pedersen (1992) found the characteristic times listed in Table 11.4. The characteristic times

are given for the two different phases of a typical fed-batch fermentation (i.e., the growth

phase and the production phase), carried out in a 41-L pilot plant bioreactor. The smallest

characteristic time is certainly tm (which was experimentally determined using isotope

techniques). This indicates that no mixing problems arise during the fed-batch fermentation

in the pilot plant bioreactor. Thus there will not be any concentration gradients for the

substrates (glucose and oxygen). This conclusion will, however, definitely be different in a

Table 11.3 Characteristic

times for important processes

in fermentations

Process Variable

Circulation tc
Mixing tm � ktc (k ¼ 4?)

Gas flow tgas ¼ (1 � e)V/ug
Gas–liquid mass transfer totr ¼ 1/kla

Biomass growth tbio ¼ 1/m
Substrate consumption tsc ¼ s/(�qs)

Substrate addition tsa ¼ vs/u f sf

Oxygen
transfer

rate (arb.
units)

Superficial gas velocity (m s-1)
0.01 0.02 0.03

1

3

2
2 compartment model

Unstructured
stirred tank

Region of measured data

Fig. 11.14 Predicted O2 profiles for different models as a function of us
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large production vessel, where the mixing time may approach 20–50 s. The characteristic

mixing time for mixing in the gas, tgas, is high, indicating that this mechanism is slow. The

characteristic times for glucose addition, tsa, and glucose consumption, tsc, are of the same

order of magnitude. This is of course no surprise, since it was intended to keep the glucose

concentration at a constant level by controlling the feed addition. Also, the characteristic

times for oxygen supply, totr, and oxygen consumption, toc, are of the same order of

magnitude. This indicates that oxygen limitations may occur if the oxygen supply for some

reason fails or the oxygen requirements increase (e.g., due to an increasing feed addition of

glucose). Thus the gas liquid mass transfer seems to be the limiting regime for this process,

and this conclusion would be even more pronounced in a production-scale vessel.

Table 11.5 is based on a classical table published by Oldeshue (1966).

It compares the values of eight important design variables when results obtained

in a 100-L tank are to be used for design of a 12.5 m3 tank. ds is scaled by a factor 5
(linear scaling). In each of the four columns pertaining to the 12.5 m3 tank one or (in

one case two) of the variables have the same value 1 as in the 100-L tank. These

variables are shown in bold numbers. The other variables now attain the values

shown in the rest of the column, e.g., when P/V is kept at the same value as in

the 100 L tank the power input increases by a factor 125, N decreases from 1 to

(125/55)�1/3 ¼ 0.342, etc.

The disturbing side of these, at most semiquantitative, methods is that the

characteristic times for the separate processes tell nothing about the effect of,

e.g., P/V on the productivity of penicillin in Example 11.8. Still, in Sect. 11.2.2,

Table 11.5 Scale-up by a factor 125 from pilot reactor to industrial reactor

Property
Pilot scale
(100 L) Plant scale (12.5 m3)

P 1 125 3125 25 0.2

P/V 1 1 25 0.2 0.0016

N 1 0.34 1 0.2 0.04

ds 1 5 5 5 5

vpump 1 42.5 125 25 5

tc 1 2.94 1 5 25

Nds 1 1.7 5 1 0.2

Res 1 8.5 25 5 1

All numbers are scaled to 1 in the pilot plant, while the numbers fixed in each column for the large

reactor are shown in bold

Note that ds ¼ 5 (scaled value) in all four cases studied. Adapted from Oldeshue (1966)

Table 11.4 Characteristic
times for a penicillin
fermentation in a 41-L
pilot plant bioreactor

Characteristic time Growth phase (s) Production phase (s)

tm 1.5 1.5

tgas 60.3 60.3

totr 22.2 22.2

tsa 95.6 126.7

toc 11.5 12.4

tsc 189.3 102.2
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we shall show two examples of design of a large reactor based on results from a

smaller reactor. The tools we use are the quantitative scale-up rules of Sect. 11.2,

illustrated by (11.6), (11.7), (11.10), (11.21), (11.35), and (11.37). Many of these

expressions are of course used to obtain the numbers of Table 11.5.

11.2.2 Scale-Up in Practice: The Desirable
and the Compromises

In Sect. 11.2.1 it was argued that calculation of mixing and mass transfer based on

fundamental mechanisms and assisted by CFD computation of the velocity field is, as
yet, not possible with any kind of confidence. The experimental and model-driven

investigation of a small-scale look-alike of the large bioreactor is also fraught with

approximations. Sometimes – e.g., with a nonlinear relation between shear stress and

shear tension – the small-scale study must also be made with a medium very different

from the actual medium, since the flow behavior in the large-scale reactor is governed

by Re or Fr numbers that are much larger than in the small scale.

In the following section some general, but only semiquantitative, rules for scale-

up will be discussed. Some of these rules follow from the discussion of the design

equations for mixing systems in Sect. 11.1, and others will be introduced here.

A fool-proof method is to increase the production capacity by simply

multiplying the number of small-scale, or pilot reactors. This is clearly safe in

terms of the performance of each reactor. Unfortunately, the cost of building and

servicing, say 20 reactors each of 5 m3 working volume, is surely much larger than

that of one 100 m3 reactor. Consequently, one will have to rely on the results

obtained in the small reactors, and attempt the physical scale-up, using the more or

less accurate predictions suggested by, e.g., Table 11.5.

The data of Table 11.5 show that it will be impossible to maintain the same

mixing time, mass transfer coefficient, etc., as were found in the small scale, and

compromises will have to be made as shown in Examples 11.9 and 11.10.

The large reactor will typically be desired to have the sameH/T and the same ds/T
as the smaller reactors, since intuitively this will make the scale-up more trustwor-

thy. But as indicated above this may lead to quite unacceptable designs: ds/T
may have to be changed, and one may also have to accept that due to larger mixing

time, mass- or heat exchange in the large scale may become less favorable than in

small scale.

Example 11.9 Scale-up of a 600-L pilot plant reactor to 60 m3 for unaerated mixing. In

Examples 11.4 and 11.5 it was found that a tank with T ¼ 0.9 m (H ¼ 0.94 m) and with

ds ¼ 0.35 m did a reasonable job for mixing an unaerated medium volume of 0.6 m3 (tmix,0.95

¼ 10.3 s for a power input of 218.5 W or 0.364W/kg).

When the reactor volume is increased by a factor 100–60 m3 in a design where all linear

dimensions are increased by a factor 1001/3 ¼ 4.64, one will obtain T ¼ 4.18 m and

ds ¼ 1.624 m.
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Let us first assume that N is kept equal to 2 s�1.

According to (11.10) the power input now needs to be P ¼ 470 kW or 7.83 W kg�1,

i.e., not only has the total power input increased dramatically, but this is also the case

for the specific power input P/M. This is due to the dependency of P/M on V which is as

(V/V0)
5/3(V/V0)

�1 ¼ (V/V0)
2/3 ¼ 1002/3 ¼ 21.5 ¼ 7.83/0.364.

A power input of 7.83 W kg�1, or 7.83 kW t�1 is unacceptably high. In industrial

practice 5 kW m�3 is considered an upper limit, and conversion of the mechanical energy

to heat will also lead to high cooling costs. If, in attempt to avoid the high power cost,

one decides to use the same power input 0.364 W kg�1 as in the pilot plant, then by (11.22)

the mixing time increases by a factor (T/T0)
2/3 ¼ (V/V0)

2/9 ¼ 1002/9 ¼ 2.78 from 10.3 s

(Example 11.5) to 29 s. This, considerably longer mixing time may, as discussed in

the introduction to Sect. 11.1, give rise to formation of undesired byproducts, but the total

power input is now 0.364 � 60 ¼ 21.84 kW, i.e., a factor 21.5 lower than the 470 kW

calculated above. The example shows that in the large scale it costs a fortune to keep

the mixing time low. A compromise must be made between operating costs and product

quality.

If (11.21) is used to calculate tmix rather than the identical formula (11.22), then

tmix remains constant if N�1 (ds/T)
�2 is constant. If N is reduced from 2�1 to 1 s�1 and

ds increased from 1.624 m to 1.624 � ffiffiffi
2

p ¼ 2.296 m then tmix remains the same, namely

10.3 s, for the 60 m3 reactor as was found for the 0.6 m3 reactor. ds/T ¼ 0.55 with the

larger stirrer. In (11.10) P increases with N3 and with ds
5. Thus, a reduction of N by a

factor 2 while ds increases by a factor
ffiffiffi
2

p
, leads to a decrease in energy input by a

factor 23 � 2�5/2 ¼ ffiffiffi
2

p
to obtain the same value of tmix as was found in the smaller scale

reactor.

Thus, in any mixing operation the power input to obtain a given quality of mixing
decreases significantly when the stirrer diameter increases and the speed of rotation of
the stirrer is simultaneously decreased. In the example, the energy savings is formidable.

For [ds, N] ¼ [2.3 m, 1 s�1] P is reduced to 332 kW and P/M to the more amenable

5.53 W kg�1.

One could also use an agitator concept quite different from that of the Rushton turbine.

Consider the choice of 5 RJH with d ¼ 15 mm. Five RJH are chosen, since one RJH with

at most a nozzle diameter of 10 mm was used to cover the volume 3.4 m3 in the pilot plant

tank of Fig. 11.9a. The volume 60 m3 can be expected to be covered by the overlapping

jets of 5 RJH. A nozzle diameter d ¼ 15 mm will give a reasonably small Dp even for the

large v1 used in the 60 m3 tank, and still the flow field around the jet will be turbulent for

several meters from the nozzle.

Assume that we wish to obtain the mixing time 29 s which was obtained with the Rushton

turbine with a power input 0.364 W kg�1.

Equation (11.37) can be solved to find P/V (¼P/M for a water-like medium):

P

V
¼ 8:08� 1012 � n�2d�4tmix

�3:25: (1)

With tmix ¼ 29 s, V ¼ 60 m3, d ¼ 15 mm and n ¼ 5 machines one obtains

P

V
¼ 8:08� 1012 � 4� 10�2 � 1:975� 10�5 � 1:77� 10�5 ¼ 113 W m�3: (2)
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For V ¼ 60 m3 one obtains P ¼ 6.78 kW. vl is determined by inserting P in (11.35):

vl ¼ 6; 780

1; 086
15452

� �1=3

¼ 199:2m3h�1 distributed equally between the five RJH: (3)

Finally Dp is determined from (11.34):

Dp ¼ 1

2p2
� 1; 000� 199:2

5 � 3600
� �2

ð15� 10�3Þ�4 ¼ 122; 541 N m�2

¼ 1:23 bar:

(4)

Even with feed to the top of the liquid (the best researched situation in Nordkvist et al.
(2003)), the RJH solution seems to offer a reduction of P/M by a factor 364/113 ¼ 3.2

compared to the Rushton turbine.

Also when a constant tmix ¼ 10.3 s as obtained in the 600-L pilot plant is considered, the

RJH seems to be a better solution than the Rushton turbine. Inserting tmix ¼ 10.3 s in (1)

gives

P

V
¼ 3261W m�3 ! P ¼ 195:6 kW; vl ¼ 611m3h�1; and Dp ¼ 11:6 bar: (5)

Compared to the result for the Rushton turbine, the power input per m�3 is reduced

by a factor 7.83/3.26 ¼ 2.40. One might contemplate to use more RJH (or a larger d)
for this demanding mixing situation with tmix ¼ 10.3 s. In particular, the large Dp may be

a problem.

Example 11.10 Oxygen transfer to a 60 m3 industrial reactor. In continuation of Example

11.4 we shall now scale-up the mass transfer from 0.6 to 60 m3 scale.

The reactor has the dimensions T ¼ 4.18 m and H ¼ 4.36 m used in Example 11.4.

In the scale-up, the gas flow vg is 100 times as large as in the pilot plant, corresponding to

the larger medium volume V ¼ 60 m3. Consequently,

ug ¼ 4
vg
pT2

¼ 1001=3 � 0:00262 ¼ 0:0122m s�1: (1)

It is seen that scale-up results in an increase of the superficial gas velocity by a factor

V
V0

� �1=3

. This will increase the mass transfer coefficient, but also the risk of flooding the

stirrer.

Consider the impeller diameter ds ¼ 1.624 m calculated in Example 11.8 for N ¼ 2 s�1.

According to (11.18) flooding will occur for

N < NF ¼ 9:81� 10

60� 30

� �1=3

4:177=6 � 1:624�2:5 ¼ 0:60 s�1 (2)

NDisp is calculated to 0.88 s
�1, and for N ¼ 2 s�1, NA ¼ 0.019. Compared with the small

scale, both NF and NDisp have decreased on scale-up. Thus, in a linear scale-up much more
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gas can be handled without risk of flooding. According to Fig. 11.5, Np,g/Np is still about 0.5,

but the figure is of qualitative character only since no values are stated for Fr on the two

curves shown on the figure. With one Rushton turbine Np,g � 2.6 and P ¼ 235 kW or

3.91 kW m�3.

One might follow the advice of (11.11) and install a mixing system with a smaller Np than

the Rushton turbine to increase the stirrer diameter, and thereby allow even more gas to be

effectively dispersed without changing N or P. Thus, if a four-bladed Lightnin A 315

(Fig. 11.3a) is chosen, the diameter ds can be changed to 1.624 � (5.2/0.8)1/5 ¼ 2.36 m

(¼0.56 T) without incurring higher power costs.

Now, according to (11.14) the aeration number

NA ¼ vg

Nds
3
¼ 10

60� 2� 2:363
¼ 0:0064 (3)

Since NA is very small Np,g/Np is not much below 1, and the Lightning hydrofoil probably

works quite efficiently. If the gas feed is increased from 10 m3 min�1 the stirrer would still

disperse the gas effectively without incurring further power costs. One should, of course be

aware that the hydrofoil may not be able to draw the high power (235 kW) required. This

would make the change in stirrer type impossible.

Finally, one may calculate the value of kla in the 60 m3 tank. Since the superficial gas

velocity ug is much higher in the large scale, mass transfer will improve with increasing
scale.

Using the van’t Riet expression, Table 10.4, for a coalescing liquid (water) one obtains

kla ¼ 0.026 � 0.01220.5 � (235000/60)0.4 ¼ 0.078 s�1 ¼ 283 h�1, i.e., a mass transfer rate

7.25 times as large as in the 600 L scale.

Nordkvist et al. (2003) found relation (4) for mass transfer to an aqueous medium for

V ¼ 3.4 m3:

kla s�1
� � ¼ 0:0958ug

0:764vl
0:700 ug; vl


 �
in m s�1;m3 h�1


 �� �
: (4)

For tmix ¼ 29 s, vl ¼ 199.2 m3 h�1. Each RJH is serviced by 199.2/5 m3 h�1, and when this

volumetric flow is inserted in (4) together with ug ¼ 0.0122 m s�1, one obtains kla ¼ 0.0428

s�1 ¼ 154 h�1. This result is lower than the result 283 h�1 obtained with the Rushton turbine,

but following the results from Example 11.9, P is only 6.78 kW against 21.84 for the Rushton

turbine, i.e, a factor 3.2 times smaller. If only 3 RJH had been used P had increased by the

factor (5/3)2 to 18.8 kW, and at the same time kla increases by a factor (5/3)0.7 to 220 h�1.

This result underlines the previously made statement, that to obtain the same quality of the
mixing one must use more or less the same power input in any sort of mixing equipment.

The result (4) is, of course only true if each of 5 (or 3) RJH in the 60 m3 tank cover the

same volume as in the 3.4 m3 tank–see Note 11.2. One needs to make more mass transfer

experiments with RJH, both in large-scale reactors and with varying number of RJH in the

tank. As yet the result obtained is only indicative of what one may expect to find in such

experiments.

The two Examples 11.9 and 11.10 illustrate the main consequences of scale-up

for key variables, such as the effect of power input on mixing time and mass transfer

in different scales, and the formulas used are based on large experimental

investigations in equipment that is often used in industrial practice.
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But new mixing equipment turns up in the market, such as the hydrofoils shown

in Fig. 11.3 and the RJH of Fig. 11.8, and each new type of mixer must be evaluated

to find its advantages compared to standard mixers. This evaluation must be done

for both nonviscous, Newtonian fluids and for non-Newtonian fluids. Pseudoplastic

fluids are common in industrial bioproduction. They always present problems due

to our lack of understanding of the influence of the governing variables. We may

not even find mixing equipment that does not break down due to excessive power

input.

Figure 11.15 illustrates how difficult it is to conclude what each type of mixer

does. The difference in rheology and morphology between cultivation with a RJH

and another relatively new mixer-design, the Intermig, is clearly seen on the figure.

The pellets in the porridge-like fluid on the right hand picture are not seen in the

smooth, much less viscous fluid on the left hand picture. The color of the biomass is

also different.

The simple, quantitative data, P and biomass produced after about 50 h cultiva-

tion, are easily compared, and especially in the power input the RJH has an

advantage.

But the more important yield and productivity data for the recombinant protein

produced by the fungus are not discussed in Kold (2010). The cells may have been

much more damaged in the RJH then by the Intermig – thus explaining the much

lower apparent viscosity. Other data do, however, show that A. oryzae produces

many recombinant proteins equally well if the mycelial culture is severely broken

up, but this is not the case when other filamentous fungi are used.

Fig. 11.15 Aspergillus oryzae cultivation in a 200-L working volume reactor. Left picture:
One RJH (IM 15, d ¼ 7 mm), P ¼ 1.6 kW m�3 (at t ¼ 57 h and 28.6 g X/kg medium). Right
picture: Intermig-mixer, P ¼ 2.6 kW m�3 (at 45 h cultivation and 22 g X/kg medium). Pictures

from Kold (2010)
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One must conclude, that the quality criteria used to compare different mixing

systems (P, tmix, kla) are not always sufficient to judge between different mixing

systems. Many, and especially fundamental studies on metabolic behavior of the

culture must be made, before the problems of mixing in industrial scale have been

characterized.

Andric (2010) made a comprehensive study of the mixing aspects of enzymatic

hydrolysis of pretreated wheat and barley straw using an enzyme cocktail of

cellulases from Novozymes and a b-glucosidase, also from Novozymes.

The most expensive step in ethanol production from lignocellulosic biomass is

most likely the hydrolysis step in which the sugars are released from cellulose (and

the hemicelluloses). The process time for the hydrolysis step may be 20–40 h, and a

large fraction of the added enzymes never contribute to the hydrolysis, since they

are either deactivated or do not come into close enough contact with the cellulose

fibers. This is entirely a problem caused by unsatisfactory mixing of the water-

swollen pretreated biomass.

A high cellulose content of the slowly liquefying biomass–water mixture

(15–25 wt%) is necessary in order to make the ensuing recovery of ethanol from

the fermentation medium profitable, but initially the mixture has the appearance of

a thick dough.

Conventional mixing aggregates will never work, from a mechanical or a power

consumption point of view. Hence, completely new mixing aggregates must be

invented, and the new mixers will always operate in the laminar flow region.

In his study of robust mixers that in large scale and with an acceptable power

input could handle hydrolysis of lignocellulosic biomass Andric looked at the Paper

and Pulp Industry where similar but less demanding mixing processes are made in

large scale. Inspired by processes used in the bakery, Andric also looked at

machines in which tearing of the semisolid biomass, combined with kneading

(the folding and refolding of thin layers of the material) is the mixing concept.

Figure 11.16 shows one of his (home-made) stirrers with a set of partly

overlapping stirrer arms that almost touch the cylindrical tank wall. Here tearing

and kneading are combined, and most of the sugars were released after 6–10 h of

“kneading-tearing-and hydrolysis” from the still semisolid residue (see photo on

Fig. 11.16). Still, the power input was way too high.

The conversion of polymeric carbohydrates to monomers by the mixing-assisted

enzymatic hydrolysis is one of the most challenging mixing processes in present

Fig. 11.16 Mixing of hydrolytic enzymes into pretreated barley straw (Andric 2010)
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day bioproduction. As discussed in Chap. 2, enormous advances have been made

during the last 20 years concerning effective production of the hydrolytic enzymes,

their productivity and their stability at the hydrolysis temperature. The outstanding

challenge is to make the enzymes work, not on artificial cellulose substrates, but on

real lignocellulosic biomass. Here, new process technology and new equipment will

certainly have to be developed.

Problems

Problem 11.1 Scale-up without maintaining geometrical similarity. In Example

11.9 and 11.10, linear scale-up of a stirred tank bioreactor from 600 L to 60 m3 was

considered. It was found that the mixing time increased by a factor of �3. Suppose

now instead that the impeller diameter of the 60 m3 reactor is chosen to 1.4 m

(i.e., the reactor geometry is changed), but the requirement of a constant P/V
(113 W m�3) is maintained.

(a) How much larger is the mixing time in the large-scale bioreactor now?

(b) Determine the value of N that would give the same tmix as in Example 11.9 with

[P/V, ds] ¼ [113 Wm�3, 1.4 m].

(c) Would the choice of [N, P/V, ds] in (b) increase or decrease the risk of flooding?
(d) At a certain tmix, and for n RJH with nozzle diameter d you have calculated a

power input P/V and a corresponding liquid flow vl
0 for V ¼ V0. Show that for

the same P/V, but at a different medium volume V1 the liquid flow must be

vl
1 ¼ vl

0 (V1/V0)1/3. Use the data from Example 11.9 to calculate vl for

V1 ¼ 3.4 m3 based on vl ¼ 199.2 m3 h�1 that was obtained for V0 ¼ 60 m3.

Problem 11.2 Exchanging impellers. One drawback of the traditional Rushton

impeller is that the ratio between aerated and unaerated power consumption falls

rapidly with an increased aeration rate. The hydrofoil impeller typically has a lower

power number, but the aerated power consumption falls less rapidly with increasing

aeration rate. For a Rushton turbine and a Prochem impeller, and for stirring speeds

close to 300 rpm, the ratio between aerated and unaerated power consumption is

given in the figure shown below.

You are replacing a Rushton turbine in a 100 m3 reactor (T ¼ 3 m, ds ¼ 1 m) by

a Prochem impeller. Assume that the stirring rate should be maintained the same.

(a) What diameter of the Prochem impeller will give the same unaerated power

consumption as the Rushton turbine? The values of Np for the Rushton turbine

and the Prochem impeller are 5.2 and 1.5, respectively.

(b) How much higher (approximately) will the kla value be for the Prochem

impeller at an aeration rate of 0.5 vvm under the conditions in (a), (i.e., the

same unaerated power consumption is achieved)? The kla value for the same

specific power input has been found to be identical for the two impeller types.

Assume a non-coalescing medium.
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Problem 11.3 Design of a pilot plant bioreactor. In connection with the purchase

of a new pilot plant bioreactor (41 L) to be used for penicillin fermentation, it is

desired to examine whether one of the manufacturer’s standard-design bioreactors

(equipped with Rushton turbines) can be used. The dimensions of this bioreactor are

specified in the table below.

Aspect ratio (T/ds) 3

Tank diameter (T) 0.267 m

Stirrer diameter (ds) 0.089 m

Number of impellersa 3

Maximum stirring speed (Nmax) 600 rpm
aThe impellers are six-bladed Rushton turbines.

(a) Show that with a non-Newtonian medium, for which the rheology is described

by a power law expression (11.26), Res is given by (1)

Res ¼ rlN
2�nd2s

Kkn�1
; (1)

where k ¼ 10 is the constant used for calculation of the average shear rate

in (11.32). For a medium containing, respectively, 0, 20, and 40 g L�1 biomass

(of the fungus P. chrysogenum) you are required to plot Res vs. the stirring speed.
Discuss the results.

(b) Determine the power number with N ¼ 600 rpm for the three cases considered

in (a), and calculate the power input per unit volume when the bioreactor

contains 25 L of medium. Calculate the average viscosity in the bioreactor.

(c) For non-Newtonian media and the 41 L bioreactor, the following correlation

was found:

kla ¼ 0:226� 10�3u0:4s

Pg

V

� �0:6

��0:7: (2)

Can the dissolved oxygen concentration in the reactor be maintained above

30% (which for some strains is a critical level for penicillin production) when

the oxygen requirement for a rapidly growing culture of P. chrysogenum is

542 11 Scale-Up of Bioprocesses



ro ¼ 2.3 mmol of O2 (g DW)�1 h�1 Discuss how the bioreactor can be

modified to satisfy the oxygen requirement.

(d) You decide to examine the effect of increasing the stirrer diameter. Start with

ds/T ¼ 0.4. Can the critical level of dissolved oxygen concentration be

maintained with this diameter ratio?

Problem 11.4 Scaled-down experiment. The pH value is often controlled using

only a single pH electrode and a single point of addition of base or acid, also in large-

scale bioreactors. The pH electrode is typically located in a well-mixed region, and

addition of base or acid is typically made at the liquid surface. Since concentrated

solutions are used, pH gradients in large-scale reactors are likely to be present.

Amanullah et al. (2001) used of a scaled-down system to study effects of pH

gradients. The scaled-down system consisted of a 2 L standard stirred tank reactor,

with a working volume of 1 L, equipped with two Rushton turbines (ds/dt ¼ 0.33).

To the reactor was connected a piece of tubing (L ¼ 2.75 m, di ¼ 4.8 mm), through

which liquid from the reactor was pumped. The pH value in the reactor was

measured, and pH control was achieved by adding base to a small mixing bulb

(volume about 1.5 ml) located just before the tubing (see figure below).

Addition of
base

Mixing bulb

Recirculation loop

pH-
electrode

This system was used to experimentally simulate a three compartment reactor

model, with a direct feed zone (bulb), a poorly mixed zone (tubing part), and a well-

mixed zone (the reactor).

(a) Discuss what residence time in the tubing that should be chosen to simulate a

large-scale reactor (100 m3). The same residence time in the tube can be

achieved by different ratios of tube volume, Vtube and recirculation flow, vrec.
Discuss how the values of Vtube and vrec should be chosen.

In their study, Amanullah et al. (2001) used a strain of Bacillus subtilis. This
organism produces acetoin and 2,3 butanediol under oxygen-limited conditions.

The formation of acetoin and butanediol is described by:

2 pyruvate ! CO2 þ acetolactate ! acetolactate synthaseð Þ
Acetolactate ! CO2 þ Acetoin ! acetolactate decarboxylaseð Þ

Acetoin þ NADH þ Hþ $ 2; 3 butane-diol ! butanediol dehydrogenaseð Þ
At pH values higher than 6.5 also acetate is formed.
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(b) Compare the residence time in the tube to the characteristic times for oxygen

consumption and substrate consumption. Assume that the dissolved oxygen

concentration in the reactor is 10% of DOT, and that the system is to be

operated as a chemostat with a glucose concentration ¼ 10 mg L�1 and a

biomass concentration of 4 g L�1.

What are your conclusions?

(c) The experiments by Amanullah et al. were in fact made as batch cultivations,

with oxygen-limited conditions also in the stirred tank reactor. A control

experiment, in which base addition was made in the reactor instead of in the

loop was also made. The following yields were found

Residence time in

loop (s)

Yield of acetic acid

(g g�1)

Sum of yields of acetoin and

butanediol (g g�1)

Biomass yield

(g g�1)

(no loop) 0 0.30 0.49

30 0.002 0.31 0.52

60 0.023 0.29 0.51

120 0.076 0.23 0.50

240 0.083 0.22 0.50

120a 0 0.30 0.50
apH control made in the stirred tank reactor instead of in the loop

Discuss the results.

Problem 11.5 Calculation of the true vl and the true power input for Rotating Jet
Heads. In Example 11.10 the mass transfer coefficient kla was calculated from (4),

assuming that for a given Dp, vl was given by (11.37) and (11.35).

When the medium is aerated with vg/vl ¼ nt then, for a given Dp one must use

(11.36) to calculate vl rather than (11.35) which is derived for unaerated medium. vl
will be smaller than when calculated from (11.35), and consequently P will be

smaller when calculated from (11.35). Since the power input is smaller the value of

kla will be smaller for the given Dp.
The present problem will calculate the true value of vl and the ratio between

the “true” P and P ¼ P0 calculated from (11.35). This will give us an analogue to

Np,g/Np of Fig. 11.5.

(a) For a fixed pt ¼ 1.04 and a fixed Dp ¼ 1.23 bar, vl ¼ 199.2 m3 h�1 (the result

for vl in Example 10.9 for tmix ¼ 29 s, when the correction factor in (11.36) is

not included). But nt ¼ 10/199.2 ¼ 0.0502, and when [nt, pt, Dp] ¼ [0.0502,

1.04, 1.23] the correction factor is slightly smaller than 1, and

vl < 199.2 m3 h�1.

For different values of nt � (0,1) calculate the true vl by iteration of (11.36) –
at most two iterations is enough to obtain convergence. Start with nt ¼ 0.0502,

but use also other values of vg at Dp ¼ 1.23 bar to cover at least part of the

interval 0 < nt < 1.

Calculate P for the series of vg values used, and thereafter P/P
(vl ¼ 199.2 m3 h�1).

How do these results influence kla for increasing vg?

544 11 Scale-Up of Bioprocesses



(b) The results in (a) can be plotted in the same fashion as on Fig. 11.5.

What is a reasonable variable to plot on the abscissa?

Make your own conclusions concerning an analogue for NA in the RJH-mixer.
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of, 74

citric acid production by, 32, 91

ATP, 19, 77, 121, 155, 221, 286, 450

in ammonia assimilation, 192

consumption in futile cycles,

173–175, 348
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in aerobic S. cerevisiae, 176, 181,
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Axial diffusion, 506, 530
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B

Bacillus megatarium
biomass yield on glycerol, 290

maintenance coefficients, 290

Bacillus subtilis, 38, 49, 51, 499, 543
single cell model, 315

used in scale down experiment, 543–544

Baker’s yeast. See Saccharomyces cerevisiae
Balanced growth, 19, 20
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Bio-ethanol, 8, 10, 14, 216, 459, 460

Biological Oxygen Demand (BOD), 93–94, 115

Biomass

ash content and composition of, 73–74

degree of reduction, 81–83, 131

heat of combustion, 130–131

Bio-oil, 10

Bioreactor, 498–527

airlift, 443

auxostat (definition), 67

chemostat (definition), 67–68

continuous stirred tank, 65–71

design, 64, 120

ideal, 67

industrial, 69, 297

loop reactor, 443–448

natural flow bubble column, 498

operation modes, 384

productostat (definition), 67

stirred tank reactor (STR), 65–69

tubular reactor, 383

turbidostat (definition), 67–68
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Black box model
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error analysis, 77

Blackman model. See Growth rate equations

BOD. See Biological Oxygen Demand
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Carbon labelling
13C labeling, 187, 199–203
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system, 292
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macromolecular, 196, 365
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E. coli, 315, 367
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Cell differentiation. See Filamentous
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300, 336, 341–348

active transport, 300, 345–348
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free diffusion, 346–348
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active transport, 345–348

antiport, 345

primary, 345

secondary, 345

symport, 345
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Cell transport mechanisms (cont.)
facilitated transport, 342–345

of organic acids, 346–348

passive transport, 341–342, 345–346

of phenoxyacetic acid, 347

product excretion, 341

PTS in E. coli, 346
uncoupling agents, 347

Cell wall, 8, 23, 45, 160, 201, 303, 336,

341, 526

Cephalosporin C, 17, 46–48, 51, 334

Cephalosporins, 17, 46–48, 51, 334

C. glutamicum
lysine production, 57

Chemostat. See Bioreactor
Chi-square distribution, 107

use in error identification, 107–110

Chromosome, 326, 327, 332, 351

duplication in yeast, 326, 327, 332

Citric acid

degree of reduction, 78–95

heat of combustion, 131

production by A. niger, 32, 91–92
production by C. lipolytica, 193–196

Coexistence of several organisms

of predator and prey, 434

Colonial mutants, 330

Compartment, 29, 197, 274, 301–311, 313,

322, 335–339, 526, 529, 530,

532–533, 543

Compartment models

for metabolism and growth, 301–311

for mixing, 529, 533

Competition

in enzyme kinetics, 222, 230–231

between organisms using the same

substrate, 432

between prey and predator, 434

Consistency analysis, 87–91

Consistency index, 516

Continuous Stirred Tank Reactor (CSTR).

See Bioreactor
Contois model. See Growth rate equations

Cooperativity, 227–231

Corn steep liquor

oxygen solubility in, 483

Correlated measurements, 105, 107,

132, 179, 190, 301, 378,

477, 499

Coulter counter, 363, 364

Crabtree effect, 35, 36, 292

Cultivation

batch, 75, 147, 346, 408–410

fed-batch, 112, 394, 402, 403, 412,

416–418, 454

general mass balance, 386

mixed microbial population, 74

plug flow reactor (PFR), 385, 439–441

steady state, 67–68, 114

with biomass recirculation, 399–405

with gas phase substrate, 405

stirred tank (continuous), 65–71, 116

transient, 308

Culture parameters, 297

Culture variables, 271

Cybernetic model, 301, 311–314

of Klebsiella oxytoca, 282
matching law model, 313

variables, 301, 313

Cytosol, 23, 29–31, 33, 59, 77, 134,

136–138, 147, 165, 191, 192, 196,

197, 198, 342, 343, 347

D

Daughter cell. See Yeast, budding
Degrees of freedom, 88, 96, 107, 108,

196, 204

Deoxyribonucleic acid (DNA)

content in E. coli, 51
content in S. cerevisiae, 73, 196, 331
elemental composition, 73

industrial production of, 51

measurements of, 196, 331, 365

replication, 326

technology, 51, 54

Diauxic growth, 286, 311, 319, 321, 322

modeling, 286, 321, 322

Diffusion, 3, 23, 135–136, 142, 217,

238–244, 267, 268, 300, 318,

336, 341–346, 352, 383,

459–461, 465, 466, 479, 480,

491–494, 501, 502, 529

facilitated, 135, 343, 345

free (molecular passive), 23, 135–136, 238,

239, 300, 336, 341, 342, 344–346,

460, 465, 501

of oxygen, 461, 491, 492, 494

into pellets, 3, 238–244, 267, 461,

493–494

of phenoxyacetic acid, 347

Diffusion coefficient, 239, 267, 268, 465,

466, 479, 492, 493

in dimensionless groups, 478, 479

in lipid membrane, 137

in pellets effective, 493
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relation to volumetric mass transfer

coefficient, 462, 465

for solutes in dilute aqueous solutions, 489

Dilution rate ¼ Space velocity, 67, 68, 76,

78, 88–90, 103, 108, 113, 156,

196, 197, 243, 261–263, 266,

267, 271, 283, 291–293, 296,

302–304, 307–308, 310, 312,

332, 333, 339, 340, 349, 353,

360, 363, 372, 378, 379, 383,

387, 390, 397, 401, 406, 413,

419, 421–425, 433, 434, 450,

453, 457, 461

critical, 68, 88, 292, 296

maximum, 296, 307, 450

Dimensionless groups related to mass transfer

aeration number, 479

Froude number, 478

Grashof number, 479

Peclet number, 479

Reynolds number, 479

Schmidt number, 479

Sherwood number, 479

Dispersion model, 529

Duplication cycle. See Filamentous

microorganism

E

Effectiveness factor, 239–242, 244, 494

for reaction and film transport, 240

for reaction and solid phase transport, 233

Electron acceptor, 34, 94, 115, 138–140, 148

anaerobic growth of S. cerevisiae, 83,
161–164, 196, 197

Electron transport, 36, 136, 137, 142

Elemental composition, 73, 74, 96, 112, 183

matrix, 96

Elemental mass balance, 3, 63, 69–71,

85, 87, 92, 94, 112, 114, 374,

440, 502

Embden-Meyerhof-Parnas pathway, 17–18, 199

Energy charge, 40, 221

Enthalpy, 21, 120–124, 128, 130

changes of, table, 128

free of combustion, 128, 130

Error diagnosis, 108–110

chi-square distribution, 107

redundancy, 108

matrix, 108

test function, 107–109

variance covariance matrix,

102–106, 109

Escherichia coli, 20, 21, 23, 26–28, 33–35,
39, 40, 49–52, 55, 57, 74, 174,

175, 182, 205, 210–211, 280,

282, 286, 287, 290, 297, 298,

301, 303, 308, 315–317, 319,

324, 326, 341, 346, 350,

367–369, 411, 417, 454, 460,

498–499, 529

ash content and composition, 74

ATP and NADPH requirement for

biosynthesis, 57

ATP requirement for maintenance,

biomass yield, 411, 498

diauxic growth, 286, 319

electron transport, 34

facilitated diffusion, 343

fermentative metabolism, 26–30

growth of, 33, 40, 49, 74, 175, 182,

280, 286, 287, 290, 298, 301,

303, 315, 316, 324

growth model by linear

programming, 188

single cell model for growth, 315

temperature influence on, 298

true yield coefficient and

maintenance, 290

lactose uptake, 315

precursor needed to synthesize, 39, 40, 51

recombinant, 49–51, 308, 317, 324, 326,

367, 498

population balance, 367–369

RNA composition, 40, 183, 187, 301–303

at different growth rates, 40, 303, 308

saturation constant for growth on

glucose, 282

substrate uptake via PTS system, 222, 346

Ethanol, 7, 9–14, 16, 20–21, 24–26, 28, 29,

34–36, 38, 42, 49, 51, 53, 63, 81,

83, 87–90, 97, 109–111, 116, 129,

163, 164, 196–197, 206, 231,

292–293, 342, 416, 460, 540

biomass yield on, 83, 292, 295

degree of reduction, 78–95, 113, 130

diffusion coefficient in aqueous

solutions, 489

heat of combustion, 10, 35, 83, 129, 130

influence on growth of S. cerevisiae, 12,
13, 21, 29, 33, 34, 49, 53, 58, 67,

76, 83, 97, 110, 161, 164, 196,

197, 292, 308, 331–333, 416

maximum yield on glucose, 163

as metabolic product, 28–30, 67, 76, 97,

130, 157, 161–164, 177, 209, 295
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Ethanol (cont.)
in oscillating yeast cultures, 331–334

permeability coefficient, 341, 342

uptake, 196, 293

Eukaryote, 29, 33, 35, 59, 136, 137, 143,

182, 192, 316, 334, 336, 341–343,

345, 362

Exponential growth, 147, 280, 315, 317, 363,

364, 377, 450

of filamentous fungi, 327, 330, 334–337

Exponential phase. See Growth phases

F

Facilitated diffusion. See Diffusion
FAD/FADH2, 21, 30–35, 79, 137, 138, 143,

155, 165, 183, 192

Fat(s). See also Lipids

composition of an E. coli cell, 40, 73
elemental composition of

neutral fat, 73

phospholipids, 73, 341

Fatty acids

as antifoam agents, 471

Fermentations

A. aerogenes, 74, 176, 282, 283,
290, 291

A. niger, 32, 49, 91, 92
A. teichomyceticus, 54, 453
batch (see Cultivation, batch)
C. acetobutylicum anaerobic, 12, 208, 209

C. glutamicum aerobic, 200

continuous (see Cultivation, plug flow)

fed-batch (see Cultivation, fed-batch)
L. cremoris anaerobic, 176
M. capsulatus aerobic, 83
M. vaccae aerobic, 112
P. chrysogenum, 51, 74, 282, 290, 377,

460, 542, 543

P. pantotrophus, 113, 273
S. cerevisiae

aerobic, 12, 53, 88, 292

anaerobic, 21, 26, 27, 29, 33, 34, 53,

75, 83, 97

on ethanol, 13, 83, 164, 197, 293, 295

for single cell protein (SCP), 21, 43, 71,

84, 112, 444, 445, 450

stirred tank (see Cultivation, stirred tank

(continuous))

Fermentors. See Bioreactor
Filamentous microorganism

A. awamori, 290, 337
A. nidulans, 290, 335, 336

A. niger
citric acid production, 32, 90–92

apex, 335, 336, 339

branching, 335, 336, 338, 339

compartment

apical, 335–339

hyphal, 334–340

subapical, 335–339

conidiophore, 337

differentiation, 327, 337

duplication cycle, 336

fragmentation

breakage function, 363, 374–376

of bubbles, 517

partitioning function, 374–376

specific rate of fragmentation, 375,

377, 378

G. candidum
branching, 336, 338

morphology, 336, 337, 340

imperfect fungi

life cycle, 337

medium rheology, 517, 539, 542

model

intracellular structured model, 331

morphologically structured model,

331, 337–339

population model, 363, 364, 372–378

P. chrysogenum
penicillin production, 51, 112, 339,

340, 490, 526, 542

population model of, 376, 377

uptake of phenoxyacetic acid, 112, 347

septum, 335, 336

spontaneous mutants, 330

sugar uptake, 342

tip extension, 334–336, 339, 373, 374, 376

Flavin adenine dinucleotide. See FAD/FADH2
Flow cytometry, 364–365, 371

Flux control. See Metabolic control analysis

Foam, 41, 471

Fractional enrichment, 199, 202, 203

Fragmentation. See Filamentous

microorganism

Free energy. See Gibbs free energy
Froude number, 473, 478, 505, 510, 528

Functional genomics, 50, 128

Futile cycle, 173–175, 348

G

Gas holdup, 467, 469, 472, 473, 492, 532

Gene dosage, 326
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Generalized degree of reduction balance, 89

Generalized Thiele modulus. See Thiele
modulus, generalized

Genetic instability

modeling plasmid instability, 329

recombinant E. coli, 326
Gibbs free energy, 18–22, 173–174, 180, 300

of combustion, 35, 128–129, 134

thermodynamic efficiency, 35, 139, 143,

148, 174, 184

Gluconeogenesis, 24, 26, 33, 119

Glutamic acid/glutamate, 16, 18, 33, 39,

43–45, 114, 117, 147, 192,

201, 207

annual sales, 16, 43

degree of reduction, 81, 86, 89–92, 94,

95, 98, 113, 122, 130–132, 161

Glycogen

ATP and NADPH requirement for

biosynthesis, 40, 181

content in E. coli, 40, 301
elemental composition, 73, 74

in S. cerevisiae, 49, 73
content in S. cerevisiae during

oscillations, 331

Glycolysis, 18, 20, 22–26, 34, 35, 78, 80,

119, 286, 292–293

analysis for different organisms, 18, 23

Glyoxylate cycle, 191–192

Grashof number, 479

Gross measurements error, 100–110

Growth phases

diauxic (see Diauxic growth)
exponential, 280, 315, 377, 378

of budding yeast, 332, 369

of L. cremoris, 301, 307
lag phase, 280, 284, 287, 295, 311, 315,

323, 339, 345

Growth rate equations

balanced growth, 20

cybernetic model, 301, 311–314

pH effects, 279, 297, 299, 346

population models, 359, 363, 364, 372,

376, 377

based on cell number, 359, 378

based on mass fractions, 359, 365, 371

based on single cell models, 315

structured, 274, 289, 298, 300–301,

303, 308, 309, 314, 322, 323,

327–331, 337, 359

morphologically, 274, 327–331, 337,

339, 380

temperature effects, 121, 297–299

unstructured, 4, 273, 274, 280, 284–287,

289, 292, 295, 300, 306, 310, 328,

387, 408, 437, 533

Blackman, 284

Contois, 284

for growth on multiple substrates, 285

logistic, 284

Monod, 273, 300

Monod with maintenance, 388–390,

392, 400, 448

Moser, 274, 284

with product inhibition, 284–285

with substrate inhibition, 284

Tessier, 284, 287

Growth rate limiting compound/substrate,

41, 112, 174, 273, 281, 283–287,

290, 291, 306, 310, 312, 359–260,

379, 380, 386, 405, 409, 413, 429,

430, 451, 455

multiple limiting substrates, 285, 286, 312

saturation constant values for sugars, 66,

90, 166, 179, 291, 387, 413, 508

Growth rate specific. See Specific growth rate

H

Heat balance. See Enthalpy
Heat generation, 25, 161

in aerobic processes, 32, 99, 174,

180–184, 490

in anaerobic processes, 26–30, 32, 33,

128, 135, 175–181, 490

Heat of combustion, 10, 128–131, 134, 146

of biomass, 73, 74, 131, 134, 211

of compounds, 130, 131, 146

correlation to degree of reduction, 130

Henry’s law, 70, 134, 463–464

Henry’s constant, 463, 464

Heterofermentative metabolism.

See Metabolism

Heterogeneous microbial culture.

See Mixed cultures

Homofermentative metabolism. See
Metabolism

Hydrolases, 21, 25, 26, 92, 152

Hyphae, 334, 336–339, 373–376, 526–527

apex, 335–336, 339

apical cell, 335, 337, 338, 375

apical compartment, 335–337, 339

branching, 336, 338, 374, 376

differentiation, 327, 337

duplication cycle, 336

extension zone, 336
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Hyphae (cont.)
fragmentation, 374–378

growth of, 334, 337, 374

hyphal compartment, 335

life cycle, 337

modelling, 371, 373

septum, 335, 336

subapical compartment, 335–339

tip extension, 334–336, 339, 373–374, 376

Hyphal growth unit, 335, 339–340

I

Immobilized cells, 335, 339–340

mass transfer, 217, 461

population balances, 366, 367

Impeller. See Stirring
Imperfect fungi. See Filamentous

microorganism

Inducer, 274, 316, 318–320, 350, 351, 411

Induction, 192, 193, 311, 321, 323, 326, 351

of lac operon, 320, 351

Inhibition, 12, 216, 222–226, 230, 233,

236, 245, 250, 254–257, 266,

273, 284, 285, 287, 311, 348,

349, 392, 395, 399, 402, 411,

426, 427, 452, 453, 493

of enzymatic reactions, 266, 284, 311

on growth by

high biomass concentration, 284

lactic acid, 23, 27–28, 177, 229, 349

a product, 223, 226, 245, 284, 287,

392, 395, 402, 452, 453

substrate concentration, 68, 78, 218,

239, 240, 281, 288, 307, 380, 417,

425, 441

Interfacial area, 464, 466–474, 481, 486, 501

of a cell, 481

specific, 466, 467, 469, 472, 481, 486

Interfacial film, 457, 461, 463, 465,

469–471, 486

Interfacial saturation concentration, 464, 482

Isotopomers, 202, 203, 205

J

Jacobian matrix, 426

eigenvalues

of (definition), 189, 191, 426–427, 429,

431, 433

calculation of, 189, 190, 426, 429, 431

and stability of steady state, 426, 427,

429, 431

K

Kinases, 21, 25, 26, 126, 127, 152

Kinetics. See Growth rate equations

Krebs cycle. See TCA cycle

L

Lac operon, 316, 317, 320, 324, 327,

350, 351

Lactic acid bacteria, 23, 26, 27, 33, 34,

41, 49, 157, 159, 166, 174,

176, 177, 229, 231, 287, 306

fermentative metabolism of, 26–28

heterofermentative metabolism,

158, 311

maintenance, 158

two compartment model for,

306–311

Lactobacillus casei, 176
Lactococcus cremoris (see also

Lactococcus lactis)
requirement of ATP for growth, 87

RNA content, 301, 302

structured model, 301, 306

Lactococcus lactis shift in metabolic

product, 177

Lactic acid/lactate

catabolic reactions, 157, 287

in corn steep liquor, 42

fermentative metabolism, 26, 27

formula and degree of reduction, 131

heat of combustion, 130, 131

inhibitory effect, 236, 349–350

as a primary metabolite, 36–37

production, 26–28, 33, 166, 178, 179,

346, 404–405, 448–449

transport process, 23, 30

Lactococcus lactis, 40, 44, 49, 177, 178,
232, 301, 499

Lag phase. See Growth rate equations

Lipids, 23, 26, 29, 39, 40, 123, 137,

186, 193, 196, 341.

See also Fat(s)

in E. coli, 26, 40, 346
lipopolysaccharide, 40

in E. coli, 40
in metabolic flux analysis, 193

neutral fat, 73

transport across lipid membrane, 461

Logistic law, 284

Luedeking and Piret equation

lactic acid production by Lactococcus
delbruekii, 176
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M

Macromixing. See Mixing, macromixing

Macromolecule, 22, 26, 49, 57, 120,

173–175, 186, 187, 196, 303–304,

306, 342, 365

elemental composition, 73, 74

Macroscopic morphology. See Morphology

Maintenance, 89, 166, 172–177, 179, 180,

182, 184, 211–212, 271, 283,

289–291, 298–300, 305, 308,

348, 350, 387–389, 391–393,

399, 400, 402, 404, 408, 409,

413, 417, 420, 422, 428–430,

441, 448, 452, 453

influence on cell recirculation reactor,

399–402, 404, 452, 453

kinetics in batch culture, 212, 271, 281,

312, 412

kinetics in continuous culture, 287

Mass transfer, 2, 4, 41, 70, 85, 110, 116,

405–407, 414–416, 419, 443,

445–447, 454, 497, 535, 537,

538, 544

gas liquid mass transfer, 459–495, 510,

531, 533, 534

of other components than oxygen, 41,

405, 407, 443, 464–466, 475, 497,

501, 510, 513, 535, 538

of oxygen, 459–461, 482–490

scale up, 459

volumetric mass transfer coefficient

(definition), 462, 464

mass transfer into solid particles

intraparticle diffusion, 239

regimen analysis of the penicillin

fermentation, 491, 533, 534

Matching law model. See Cybernetic model

Mean residence time, 466

Mean Sauter diameter, 467, 471

Medium

coalescence, 471, 486, 487, 531

complex, 174, 176, 178, 298

containing filamentous microorganisms, 339

defined, 28, 41, 177

methods for characterization of mixing,

499–502

rheology, 514, 517

stirrer design, 526

viscous, 468, 527

mixing, 519, 527

resistance to bubble formation, 468

Membrane. See Cell membrane

Messenger RNA. See RNA

Metabolic control analysis, 2, 4, 215–268, 436

branched pathway, 17, 217, 247, 271

concentration control coefficient, 246, 248,

249, 256, 258–259

elasticity coefficient, 255–257, 266

flux control (sensitivity) coefficient, 245–247

flux control connectivity theorem, 248, 266

flux control summation theorem, 248, 266

Metabolic engineering, 17, 54, 56, 94, 115,

151, 156, 185, 205, 210

Metabolic flux analysis, 3, 20, 21, 154–156,

172, 193, 208

of aerobic S. cerevisiae, 13, 110, 308
of anaerobic S. cerevisiae, 20–21, 29, 75,

196, 308

citric acid fermentation, 193

heterofermentative metabolism of lactic

acid bacteria, 158, 311

propane 1,3-diol fermentation, 55

of solvent fermentation, 59

using linear programming, 188

Metabolism, 2, 23, 26–30, 34–36, 55–57,

63, 64, 145, 151, 152, 156, 159,

161, 164, 166, 179, 182, 183,

186, 188, 198, 205, 210, 222,

274, 275, 282, 283, 286,

292–295, 301, 308, 311–314,

316, 319–323, 327, 331, 345–346,

385, 411, 460–462, 499

citric acid fermentation, 87, 91, 193, 443

of Clostridium acetobutylicum, 172,
196, 208

heterofermentative, 158, 311

primary, 3, 38–41, 45, 208, 304, 337

secondary, 39

Metabolite

growth with metabolite formation, 22, 39,

53, 181

primary, 38, 39, 52

secondary, 39, 45, 50, 52

Methane, 34, 83, 84, 93, 94, 131, 134, 135,

285, 286, 405, 406, 450, 451,

462, 463, 489

aerobic growth of Methylococcus
capsulatus, 83–86

heat of combustion, 131

Henry’s constant for, 463–464

from Methanobacterium
thermoautotrophicum, 134, 135

as product from CO2 and H2, 93–94, 134

reduction of carbon dioxide, 93

as substrate for production of single cell

protein, 21, 84, 285, 444
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Michaelis Menten equation, 217–222, 250

variants of, 222–227

Micromixing. See Mixing, micromixing

Microscopic morphology. See Morphology

Mitochondria. See Phosphorylation, oxidative
Mitosis in cell cycle for budding yeast,

331, 332

Mixed acid fermentation, 79, 80, 311

Mixed cultures

competition between prey

and predator, 434

competition between two

microorganisms, 58

as a result of infection, 48

reversion of a desired mutant, 434–436

Mixed substrate. See also Diauxic growth

cybernetic model for growth on, 311–314

Mixing, 2, 4, 110, 123, 243, 273, 386,

438–440, 460, 474, 487,

488, 497–527, 529–530,

533–541, 543

different stirrer design for, 474

macro mixing, 501, 502

micro mixing, 501

mixing time in (ideal) bioreactors, 4, 67,

235, 419, 497, 514, 541

in regimen analysis of the penicillin

fermentation, 533–535

visualized by computational dynamics

(CFD), 456, 529, 535

Monod equation/model, 220, 273, 280–291,

305, 328, 338, 422

estimation of parameters, 348–349

with inhibition by substrate

or product, 225

model for growth of filamentous fungi, 273,

327, 328

model for growth of S. cerevisiae, 282, 290,
292–296

Monod kinetics including maintenance,

291, 305, 408, 453

structured models, 280–281

Morphology, 55, 272, 374, 375, 377, 539

growth of filamentous microorganisms,

330–331, 334–340

morphologically structured models, 274,

327–340, 380

population balance for hyphal elements of

filamentous fungi, 327, 328, 330,

334–337, 539

Mother cell. See Yeast, budding
mRNA. See RNA, mRNA

Mutant. See Mutation

Mutation

colonial mutants, 330

competition between two microorganisms,

54, 434

description of spontaneous occurrence

of mutants, 330

improved penicillin production, 54, 66

in obtaining control coefficients, 246

Mycelium, 91, 334–335, 374, 520

breakage of mycelium, 374

rheological properties of medium

containing, 516, 517

N

NADH, NAD+, NADPH, NADP+. See
Nicotinamide adenine dinucleotide

Networks of zones models, 511, 543

Newtonian fluid, 515, 516, 539

Nicotinamide adenine dinucleotide

NADH

conversion to NAD+ in respiration,

20, 137, 147, 208

conversion to NADPH, 20–21,

81, 147

degree of reduction, 80–81

determination of, using a cyclic enzyme

assay, 230–232

formation in biomass production, 21,

176, 178, 187

role in glycerol production,

20–21, 147

NADH and FADH2

in respiration, 32, 33

in TCA cycle, 21, 30–33

NADPH

conversion to NADH, 21, 155

lumping with NADH, 21, 183

production in PP pathway, 33, 36–37,

147, 155

requirement in biomass production,

21, 80, 187

requirement in E. coli, 20, 21, 182
requirement in lysine production,

32–33, 155, 207

NMR. See Nuclear magnetic resonance

Non Newtonian fluid, 515, 539, 542

Bingham fluid, 516

power law model for viscosity of, 516

Pseudoplastic fluid, 515, 516, 539

Non-observability. See Observability
Nuclear magnetic resonance (NMR), 201,

202, 205
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O

Observability, 66, 208, 502

Operator, 102, 316–320, 322, 324, 350, 528

of the lac operon, 316, 317, 320, 324, 351

in a model for diauxic growth, 319

Oscillations, 66, 327–328, 331–334, 339,

353, 425, 427, 429, 434,

499, 500

in a chemostat with a mixed microbial

population, 331

criteria for oscillations in a chemostat with

one microorganism, 334–340

of predator prey interactions, 434

of yeast cultures, 327–328, 330–334

Over-determined system. See Error diagnosis
Oxidative phosphorylation. See

Phosphorylation, oxidative

Oxygen

in compartment model for S. cerevisiae,
110–112

consumption

aerobic growth, 34

citric acid production by Aspergillus
niger, 91–92

determination of oxygen in biomass, 88,

95, 346–347, 482

diffusion coefficient, 461, 492

E. coli, 33, 34
penicillin production by Penicillium

chrysogenum, 51
propane 1,3-diol, 15, 210–212

S. cerevisiae, 88, 110–112
single cell protein production, 21, 71

diffusion into a pellet of Penicillium
chrysogenum, 494

dissolved oxygen concentration, 235, 332,

461, 462, 482, 484–485, 488, 493,

494, 530, 532, 542–543

fermentations with mammalian cells,

491–492

laboratory bioreactor, 235

pilot plant bioreactor, 482

production of single cell protein,

285, 444

spontaneous oscillations of yeast

cultures, 331–332

Henry’s constant, 463

maintenance requirement, 112, 182, 290,

460–462

operational P/O ratio, 174, 175

regimen analysis of the penicillin

fermentation, 533–535

requirement

different organisms, 73

yeast culture, 460–462

respiratory chain, 34

specific uptake rate, 88, 293, 294, 346

transport, 136, 233, 405, 461, 481

into pellets, 233, 238, 461, 493–494

into a single cell, 145, 274, 300,

315, 461

volumetric mass transfer coefficient,

462, 464, 467, 471, 474–477,

481–484, 489

empirical correlations, 467

in a laboratory bioreactor, 462–465

measurement, 464

P

Parasite. See Parasitism
Parasitism, 434

Partitioning function. See Filamentous

microorganism

Pasteur effect, 35–36, 292

Peclet number, 479

Penicillin

critical dissolved oxygen concentration,

493, 542–543

design of pilot plant bioreactor for

production of, 533–534, 542–543

determination of k1a in a bioreactor for

producing, 490–491

increase in productivity, 54

production of, 48, 51, 52, 54, 87, 112–113,

186, 238, 273, 459, 490–491, 493,

526–527, 542–543

yield coefficients for NADH/NADPH,

112, 186

Penicillium chrysogenum. See Filamentous

microorganism, P. chrysogenum
Pentose phosphate pathway/PP pathway,

23, 33, 36–38, 79, 147, 155,

197–199, 201

Permeability coefficient, 341, 342, 347

pH

auxostat, 67, 68

difference over cell membrane, 142, 300

gradient in the proton motive force, 142

influence on

citric acid fermentation, 87, 91–92

CO2 uptake, 489–490

growth kinetics, 280, 297–300

lactate fermentation, 208, 345, 346

thermodynamic reactions, 130, 131,

139–142, 146, 149
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pH (cont.)
transport of organic acids, 300, 346

uptake of NH3, 77

method for determination of mixing time,

502–503, 505

Phase plane plot, 242, 423, 475–477, 492

PHB. See Polyhydroxybutyrate
Phosphorylation

oxidative, 21, 33–36, 79, 80, 119, 136,

143, 145, 167, 180, 184

substrate level, 26, 35, 143, 174

Phosphotransferase system (PTS), 222, 230, 353

uptake of glucose in E. coli, 346
Plasma membrane. See Cell membrane

Plasmid

in age distribution model for S. cerevisiae,
372, 373

copy number, and stability of, 273,

326–327, 329, 369, 373

flow cytometry for measuring plasmid

DNA, 364–365

loss of plasmid, 69, 372, 430

modeling of recombinant E. coli, 326
population balance, 367–369

Platform chemicals, 7, 14–17, 60

Plug flow reactor. See Bioreactor, tubular
Polyhydroxybutyrate (PHB), 75, 81,

113–114

Population balance, 358–380

age distribution model of S. cerevisiae,
369–373

general form, 360–362

hyphal elements of filamentous fungi,

273, 335

plasmid content in recombinant E. coli,
367–369

size distribution of Schizosaccharomyces
pombe, 363–366

P/O ratio

definition, 35, 174

operational, 174, 175

Power input/dissipation/consumption

correlations involving power input,

477–478, 511–514, 522–527, 534,

541, 544–545

in bubble size determination, 473–474

in kla determination, 414–415, 463,

474–475, 478, 541, 542, 544

in mixing, 4, 498, 499, 501, 507,

514–521, 536, 538

Power law

index, 516

model, 516, 519

Power number, 506–510, 512, 513, 541, 542

for different stirrer designs, 474, 507

Precursor, 22, 24–25, 40–44, 92, 147, 183,

186, 187, 192, 197, 200, 300,

304, 336, 339

in antibiotics, 47, 51, 347

for synthesis of cell material, 39, 51,

81–82, 196

Product formation stoichiometry. See
Stoichiometry

Product yield. See Yield coefficient

Prokaryotes, 29, 33, 75, 182, 191, 316, 334,

336, 342, 345, 346

fermentative pathways for, 27, 34, 35

proton transport of oxidative

phosphorylation in, 142–143, 346

sugar transport by PTS system, 342–343,

346, 353

transhydrogenase taken from Azotobacter
vinlandii, 114

Promoter

in inducible plasmids, 326–327

of the lac operon, 316, 317, 320, 324, 327

in a model for diauxic growth, 321, 322

Protein

as a biomass component, 53, 73, 278, 279,

300–301, 303, 431

catabolite activator protein (CAP), 317,

320–321

degradation rate, 175, 324, 326, 454

denaturation of, 297, 298

in E. coli, 51, 52, 298, 317, 324, 326,
341, 417, 498

elemental composition, 73, 112

as a foam stabilizing compound, 471

measurement by flow cytometry,

364–365

in metabolic flux analysis, 193

number of molecules per cell, 319

produced by protein synthesizing system

(PSS), 301, 303, 305

recombinant, 42, 51, 52, 292, 317, 323, 326,

369, 411, 498, 539

repressor, 318, 319, 326

ribosomal, 301, 303

in ribosomes, 301, 303, 304, 324–325

in S. cerevisiae, 49–52, 296
single cell (SCP), 43, 71, 112, 286,

450–451, 526

bioreactor design, 444–448

use of ethane for production of, 112

use of methane for production of,

84, 406
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use of methanol for production of, 21,

84, 444–446

in structured model, 286, 301, 303, 308,

310, 321–324, 327

synthesis model, 324–327

transport by, 230, 342, 345

in uptake of ions, 144, 345

Proton transport, 43, 77, 136, 142–143,

342, 345

Pseudoplasticity, 515–516, 519, 539

Pseudosteady state, 219–221, 234, 301,

321, 347

of ATP, 221

intracellular metabolites, 154, 261

mass transfer processes, 405, 461, 462, 464

pathway intermediates, 227, 260

PTS. See Phosphotransferase system

Q

Quasistationarity. See Pseudosteady state

R

Reaction limited regime, 451, 533, 534

Recirculation of biomass

in a plug flow reactor, 244

in a stirred tank reactor, 67

Recombinant. See Protein, recombinant

Redundancy. See Error diagnosis
Regimen analysis, 527, 533

Repression/repressor, 4, 272, 274, 292, 311,

312, 316–324, 326, 350–352

in E. coli model, 317, 319, 324, 326, 367

of lac operon, 320, 351

model for diauxic growth, 319–322

Respiratory chain. See Phosphorylation,
oxidative

Respiratory quotient (RQ)

aerobic growth with NH3 as N-source,

82–83

definition, 72, 82, 295

for growth of S. cerevisiae
with ethanol formation, 292, 293

without ethanol formation, 293

Response coefficient (in MCA), 238–239,

245–261, 264–268

Reynolds number, 439, 473, 478–480,

508–510, 524, 528, 534, 535, 542

of gas stream at the orifice of a sparger, 473

for stirring, 478, 542

Rheology of fermentation media, 517–518

Ribonucleic acid. See RNA
Ribosome, 301, 303–306, 324–325

in protein synthesis model, 324

in structured models, 301

RNA (mRNA, rRNA, tRNA)

in E. coli, 301, 303
in lactic bacteria, 429

mRNA, 40, 173, 175, 303, 317,

322–326

rRNA, 40, 303

RQ. See Respiratory quotient

S

Saccharomyces cerevisiae, 27, 33, 67, 74, 161,
164, 176, 282, 290, 292, 293, 296,

332, 369, 416, 438, 460, 504.

See also Yeast

Saturation constant

in allosteric enzymes, 227–228

in Michaelis Menten kinetics, 343

in Monod model, 282

oxygen uptake by S. cerevisiae, 482
values for sugars in different

microorganisms, 282

Scale up, 4, 50, 497–545

effects on

mass transfer, 4, 416

mixing time, 497

reactor to surface area, 457

Schmidt number, 479

Secondary metabolite, 39, 45, 50,

297, 337

influence of morphology, 337

Luedeking and Piret model

for production of pencillin,

39, 45

Septum. See Filamentous microorganism

Shear rate

definition, 514–515

effect on hyphae, 374

Shear stress

definition of

for bubbles, 469

on hyphae, 374

Sherwood number, 479, 480

mass transfer into a single cell, 479

Single cell protein. See Protein, single cell
Solubility

of oxygen, 481

partitioning coefficient, 362

Specific growth rate
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Specific growth rate (cont.)
in black box model, 63, 64, 76, 77, 80,

81, 86, 88, 94, 98, 99, 119, 134,

151, 152, 159, 211, 275, 282, 289,

290, 383

definition, 174, 287, 299, 304, 306–308,

310–311, 323, 325, 328, 330,

338–340, 367, 372, 380, 405, 413,

416, 451

general calculation of, 297–298

influence of temperature and pH,

297–300

Stability

asymptotic, 427, 430

of a microbial strain, 54

Statistical theory of turbulence, 468–469

Stirred tank reactor. See Bioreactor
Stirring

influence on kla, 475, 476
influence on mixing, 541

power input, 477, 478, 541

Stochastic model, 319

Stoichiometry

biochemical reaction networks

aerobic processes, 174, 180–184

in simple networks, 204–205

black box model, 77, 80–81, 88–89, 94,

134, 151, 159, 211, 282, 383

morphologically structured model,

328–330

pathway reactions, 164, 207

stoichiometric matrix, 168, 193, 261, 262,

328, 330

Stokes law, 528

Storage carbohydrates. See Glycogen;
Trehalose

Subapical compartment. See Filamentous

microorganism

Substrate level phosphorylation.

See Phosphorylation, substrate level
Superficial gas velocity

definition of, 472

upper limit of, 476

use in correlations, 472

Synchronous culture, 331
Systems biology, 3, 17, 39, 151, 315

T

TCA cycle, 18, 21, 25, 29–34, 37–38, 40, 43,

45, 56–57, 79, 91, 92, 137, 165, 180,

191–195, 197–198, 211, 304

anaplerotic pathways, 191–193

energetics of aerobic processes, 180–184

in metabolic flux analysis of citric acid

fermentation, 193–196

Teissier model. See Growth rate equations,

unstructured

Temperature

influence on growth kinetics, 297–300

influence on oxygen solubility, 481, 482

Thermodynamic efficiency, 35, 135, 138–139,

143, 148, 174, 184

Thiele modulus, 240–243, 493–494

generalized, 494

Tip extension. See Filamentous microorganism

Transport process. See also Cell membrane,

active transport; Mass transfer

active transport, 23, 30, 300, 345–348

facilitated diffusion, 343–345

by group translocation, 23, 346

passive diffusion, 23, 135, 300, 341, 342,

345, 346

Trehalose

in S. cerevisiae, 75
Tricarboxylic acid cycle. See TCA cycle

Turbulence

isotropic turbulence, 470

statistical theory of, 468–469

turbulence models, 470

Turnover

of ATP, 125

of macromolecules, 173–174

of mRNA, 175, 323

of NADH and NADPH, 178

U

Uncorrelated measurements, 104, 105, 107

Unstructured model, 4, 274, 285–287, 292,

295, 300, 306, 328, 437, 533

alternatives to the Monod model, 280–281

black box model, 279, 286

for growth, 285

Monod model, 273, 280, 328

V

Variance covariance matrix. See Error
diagnosis

Viscosity

definition, 515, 516

in dimensionless groups, 466, 469

for fluids, 509, 515, 516, 518, 519, 527

influence on volumetric mass transfer,

475–477
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in medium containing filamentous fungi,

515–517, 539

resistance to bubble formation, 468

Volumetric mass transfer coefficient

definition, 462

W

Wall growth

filamentous fungi, 335, 336

influence on reactor design, 126, 221,

223, 383

Wash out

design of cell recirculating system, 360

dilution rate, 307, 348–349

for a mixed microbial population, 434

Wastewater, 11, 93–95, 113–115, 149, 234,

285, 386, 394, 395, 402, 433, 443,

451, 462

bioreactors for waste water treatment, 443

removal of methane and carbon dioxide, 462

removal of nitrate, 149

X

Xanthomonas campestris, 38, 518
xanthan gum fermentation, 38

Y

Yeast

Baker’s yeast production, 41, 71, 292,

294–295, 393, 411, 412, 416–418

budding, 332, 369, 373

age distribution model, 369–373

cell cycle, 332

index, 372

morphological model, 171

oscillating cultures, 331–334

Candida lipolytica, 193–196
metabolic flux analysis, 193–196

Candida utilis, 74, 290
elemental composition of, 74

down scaling of yeast fermentation,

543–544

oscillating cultures of, 331

Saccharomyces cerevisiae, 12, 13, 21, 27,
29, 33, 34, 49–54, 58, 67–68, 73–76,

83, 88, 97, 110, 113, 114, 147, 165,

166, 176, 181, 182, 196–199, 207,

210–211, 282, 290, 292–296, 308,

317, 331–333, 346, 347, 416,

437–438, 460–461, 482, 504

aerobic growth of, 164–166

aerobic growth with ethanol

formation, 164

anaerobic growth of, 83, 161–164,

196, 197

ATP requirement for maintenance, 175

biomass yield on ATP, 346

consistency analysis of aerobic

fermentation, 87–91

elemental composition of biomass, 74

error diagnosis of fermentation,

108–110

glycerol formation in, 76, 100

growth on ethanol, 196–197, 295–296

Schizosaccharomyces pombe, 363, 364
population model, 363

Yield coefficient

apparent (observed) and true, 172–173

definition, 53, 71–72

Yield stress, 516–517, 519

Z

Zymomonas mobilis, 12, 305
ethanol production, 83
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