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Preface

The DLT 2016 Conference was organized by the Laboratoire de Combinatoire et
d’Informatique mathématique (LaCIM) during July 25-28, 2016. It was the 20th
edition of a series initiated in 1993 by G. Rozenberg and A. Salomaa in Turku (Fin-
land). These conferences took place every odd year in the first editions: Magdeburg,
Germany (1995), Thessaloniki, Greece (1997), Aachen, Germany (1999), and Vienna,
Austria (2001). Since then, the event was held in Europe on every odd year and outside
Europe on every even year. The locations of DLT conferences since 2002 have been:
Kyoto, Japan (2002), Szeged, Hungary (2003), Auckland, New Zealand (2004),
Palermo, Italy (2005), Santa Barbara, California, USA (2006), Turku, Finland (2007),
Kyoto, Japan (2008), Stuttgart, Germany (2009), London, Ontario, Canada (2010),
Milan, Italy (2011), Taipei, Taiwan (2012), Marne-la-Vallée, France (2013), Ekater-
inburg, Russia (2014), Liverpool (2015).

This series of International Conferences on Developments in Language Theory
provides a forum for presenting current developments in formal languages and auto-
mata. Its scope is very general and includes, among others, the following topics and
areas: combinatorial and algebraic properties of words and languages; grammars,
acceptors and transducers for strings, trees, graphs, arrays; algebraic theories for
automata and languages; codes; efficient text algorithms; symbolic dynamics; decision
problems; relationships to complexity theory and logic; picture description and anal-
ysis; polyominoes and bidimensional patterns; cryptography; concurrency; cellular
automata; bio-inspired computing; quantum computing.

This volume of Lecture Notes in Computer Science contains the papers that were
presented at DLT 2016. There were 48 submissions and each of them was reviewed by
at least three reviewers. The selection process was undertaken by the Program Com-
mittee with the help of generous reviewers who accepted to participate in the selection
of 32 papers within a tight schedule. The present volume also includes the abstracts
of the lectures given by four invited speakers

— Valérie Berthé: “Tree Sets: From Bifix Codes to Algebraic Word Combinatorics”

— Emilie Charlier: “Permutations and Shifts”

— Cédric Chauve: “Counting, Generating, and Sampling Tree Alignments”

— Janusz A. (John) Brzozowski: “Towards a Theory of Complexity for Regular
Languages”

We warmly thank Valérie, Emilie, Cédric, and Janusz for delivering sound lectures
intended for a large audience. We take this opportunity to thank all authors for their
submissions and the anonymous reviewers who provided numerous and constructive
reviews that led to the selection of high-standard contributions.

Special thanks are due to Alfred Hofmann and the Lecture Notes in Computer
Science team at Springer for having granted us the opportunity to publish this special
issue devoted to DLT 2016 and for their help during the final stages.



VI Preface

The organization of DLT 2016 benefited from the support of the Centre de
Recherches Mathématiques (CRM) and the Canadian Research Chair in Algebra,
Combinatorics and Computer Science. The reviewing process was facilitated by the
EasyChair conference system created by Andrei Voronkov.

Finally, we were fortunate to have a number of collaborators who contributed to the
success of the conference: the secretary Johanne Patoine, our postdoctoral fellows
Mathieu Guay-Paquet and Nathan Williams, our students Mélodie Lapointe, Nadia
Lafreniere, and Hugo Tremblay. Our warmest thanks for their invaluable assistance and
contribution in the organization of the event.

June 2016 Srecko Brlek
Christophe Reutenauer
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Tree Sets: From Bifix Codes to Algebraic
Word Combinatorics

Valérie Berthé

Université Paris-Diderot, Paris, France

Tree sets are languages defined with regard to a tree property: they are sets of factors of
a family of infinite words that are defined in terms of the possible left and right
extensions of their factors, with their extension graphs being trees. This class of words
with linear factor complexity includes classical families such as Sturmian words,
interval exchanges or else Arnoux-Rauzy words. We discuss here their combinatorial,
ergodic and algebraic properties. This includes algebraic properties of their return
words, and of maximal bifix codes defined with respect to their languages. This lecture
is based on joint work with C. De Felice, V. Delecroix, F. Dolce, J. Leroy, D. Perrin,
C. Reutenauer, G. Rindone.



Towards a Theory of Complexity
for Regular Languages

Janusz A. (John) Brzozowski

University of Waterloo, Waterloo, Canada

The state complexity of a regular language is the number of states in a complete
minimal deterministic finite automaton (DFA) recognizing the language. The state
complexity of an operation on regular languages is the maximal state complexity of the
result of the operation as a function of the state complexities of the operands. The state
complexity of an operation gives a worst-case lower bound on the time and space
complexity of the operation, and has been studied extensively for that reason. The first
results on the state complexity of union, concatenation, Kleene star and four other less
often used operations were stated without proof by Maslov in 1970, but this paper was
unknown in the West for many years. In 1994, Yu, Zhuang and K. Salomaa studied the
complexity of basic operations (union, intersection, concatenation, star and reversal)
and provided complete proofs. Since then, many authors obtained numerous results for
various subclasses of the class of regular languages, and for various operations.
Moreover, other measures of complexity, including the size of the syntactic semi-group
of a language, have been added. In this talk I will summarize the results obtained in the
past few years in the area of complexity of regular languages and finite automata.



Permutations and Shifts

Emilie Charlier

Université de Liege, Licge, Belgique

The entropy of a symbolic dynamical system is usually defined in terms of the growth
rate of the number of distinct allowed factors of length n. Bandt, Keller and Pompe
showed that, for piecewise monotone interval maps, the entropy is also given by the
number of permutations defined by consecutive elements in the trajectory of a point.
This result was the starting point of several works of Elizalde where he investigates
permutations in shift systems, notably in full shifts and in beta-shifts. The goal of this
talk is to survey Elizalde’s results. I will end by mentioning the case of negative
beta-shifts, which has been simultaneously studied by Elizalde and Moore on the one
hand, and by Steiner and myself on the other hand.

A full version is available at http://d1t2016.1acim.uqam.ca/en/files/charlier.pdf.


http://dlt2016.lacim.uqam.ca/en/files/charlier.pdf

Counting, Generating and Sampling
Tree Alignments

Cédric Chauve

Simon Fraser University, Burnaby, Canada

Pairwise alignment of ordered rooted trees is a natural extension of the classical
pairwise sequence alignment, with applications in several fields, such as RNA sec-
ondary structure comparison for example. Motivated by this application, and the need
to explore the space of possibly sub-optimal alignments, we introduce the notion of
unambiguous tree alignment. We first take an enumerative combinatorics point of view
and propose a decomposition scheme for unambiguous tree alignments, under the form
of a context-free grammar, that leads to precise asymptotic enumerative results, by
mean of basic analytic combinatorics. We then shift our focus to algorithmic questions,
and show our grammar can be refined into a dynamic programming algorithm for
sampling tree alignments under the Gibbs-Boltzmann probability distribution. We also
provide some surprising average case complexity results on the tree alignment problem.
This work, in collaboration with Yann Ponty and Julien Courtiel, illustrates the
potential of considering algorithmic questions from the point of view of enumerating
the solution space.
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Context-Free Ambiguity Detection
Using Multi-stack Pushdown Automata

H.J.S. Basten:2(®)

! Basten Science & Software LLP, Zevenhuizen, The Netherlands
basten@bsns.nl

2 Centrum Wiskunde & Informatica, Amsterdam, The Netherlands

Abstract. We propose a method for detecting ambiguity in context-free
grammars using multi-stack pushdown automata. Since the ambiguity
problem is undecidable in general, we use restricted MPDAs that have
a limited configuration space. The analysis might thus not be complete,
but it is able to detect both ambiguity and unambiguity. Our method
is general in the type of automata used. We discuss the suitability of
existing MPDAs in our setting and present a new class called bounded-
balance MPDAs. These MPDAs allow for infinitely deep nesting/nesting
intersection, as long as the nesting depth differences within each scope
stay within the balance bound. We compare our contributions to various
related MPDAs and ambiguity detection methods.

1 Introduction

Context-free ambiguity detection and related problems like intersection empti-
ness and inclusion are important in various fields like programming language
development [5], program verification [13], model checking and bioinformatics [7].
For instance, context-free grammars are very suitable for specifying formal lan-
guages because they allow the definition of regular as well as nested language
constructs. However, they have the often undesirable property that they can
be ambiguous. Their combinatorial complexity makes ambiguities very hard to
spot, which makes automated ambiguity detection essential.

Unfortunately, deciding the ambiguity of a grammar is undecidable in the
general case. Still, various ambiguity detection methods exist that aim at being
either sound or complete. They limit the possibly infinite search space to either a
finite subset [3,6,9,12,13,22,25] or an infinite overapproximation that is check-
able in finite time [4,7,21]. For practical purposes however, it is desirable for
a method to be able to answer both ‘ambiguous’ and ‘unambiguous’. In this
paper we describe a novel way to search an infinite subset in finite time, without
approximation. This allows us to detect both ambiguity and unambiguity.

We propose a framework for ambiguity detection using restricted multi-stack
pushdown automata. These types of automata are often used in model check-
ing [1,8,10,16,17,20] because they can represent concurrent recursive processes.
In general they are Turing complete, but with certain restrictions their configu-
ration space can be limited and searched in finite time. Our framework is general

© Springer-Verlag Berlin Heidelberg 2016
S. Brlek and C. Reutenauer (Eds.): DLT 2016, LNCS 9840, pp. 1-12, 2016.
DOI: 10.1007/978-3-662-53132-7_1



2 H.J.S. Basten

in the type of MPDA used, allowing the reuse of results from the model checking
literature.

In addition, we propose a new class of multi-pushdown automata called
bounded-balance multi-stack pushdown automata. The balance of a scope—the
part of a run between the matching push and pop of a symbol—is the number of
symbols pushed but not popped on other stacks during this scope. In the context
of language intersection, limiting the balances in a run has several advantages
over limiting the number of contexts or phases. First, it enables the possibility
to detect the unambiguity of a grammar. Second, it allows for full intersection
of the regular structures within a grammar with other regular or nesting struc-
tures. Third, nesting-only intersection can reach unbounded depth, as long as
the nesting depths within each scope do not differ more than the balance bound.

Outline. This paper is structured as follows. The next section starts by intro-
ducing some basic definitions and notational conventions. In Sect.3 we pro-
pose our ambiguity detection method and discuss the use of different automata
types. Section4 presents bounded-balance multi-stack pushdown automata. In
Sect. 5 we compare our ambiguity detection method and MPDA type to other
approaches and MPDAs. Section 6 concludes.

2 Preliminaries and Notational Conventions

Throughout this paper we use the following definitions and notations.

2.1 Context-Free Grammars

A context-free grammar G is a 4-tuple (N, T, P, S) consisting of N, a finite set
of nonterminals, T, a finite set of terminals (the alphabet), P, a finite subset of
N x (N U T)*, called the production rules, and S € N, the start symbol. The
character e represents the empty string. We use V' to denote the set N U T
and T° for T U {e}. The following characters are used to represent different
symbols and strings: a, b, ... are terminals, A, B, ... are nonterminals, «, (3, ...
are strings in V*, u, v, ... are strings in 7*. A production (4, «) in P is written
as A— «a. We use the function pid: P—N to relate each production to a unique
integer. Given the string aB~ and a production rule B — 3 from P, we can write
aBy = af~y—read aB~ directly derives a37y. The language of a grammar G is
L(G) ={u|S =" u}. A nonterminal A is said to be self-embedding or nesting
iff A =71 uAv, otherwise its language is regular.

The parse tree of a sentential form describes how it is derived from S, but
disregards the order of the derivation steps. To represent parse trees we use brack-
eted strings, which are described by bracketed grammars [11]. From a grammar
G = (N,T,P,S) a bracketed grammar G} can be constructed by adding unique
terminals to the beginning and end of every production rule. The bracketed
grammar G is defined as the 4-tuple (N, Ty, Py, S), where T, = T U T U Tj,
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Te={Gl3p € P:i=pdp} T) = {)i|Ip € P:i= pid(p)}, and
P,={A4A - (;a); | A - a € P,i = pid(A — a)}. V, is defined as T, U N.
The homomorphism yield from V;* to V* maps each string in T, to T™. It
is defined by yield((;) = e, yield();) = ¢, and yield(a) = a. L(Gp) describes
exactly all parse trees of all strings in £(G). The set of ambiguous strings of G
is A(G) = {yield(u) | u,v € L(Gp), u # v, yield(u) = yield(v)}. A grammar G is
ambiguous iff A(G) is non-empty.

2.2 Pushdown Automata

A pushdown automaton, or PDA, M is a 6-tuple (Q,T%,I, A, qo, F') consisting
of: @, a finite set of states, T¢, a finite set of input symbols, I', a finite set
of stack symbols containing a bottom-of-stack symbol L, A = A, UA; U Ay
is the transition relation, A_, over @ x T° x @Q are shift transitions, A| over
Q x{l} x I' x Q are push transitions, Ay over @ x {1} x I' x Q are pop
transitions, qo € @, is the start state, F C @, a finite set of accepting states. To
distinguish between pushes and pops of stack symbols we define I'" = {], 1} x I'.
We use p to represent stack symbols in I', 7 for strings in I™* and ¢ for symbols
in T*UTI". An element in Q x I'* is called a configuration, representing a state
and stack contents. We assume every PDA to start with the initial configuration

co = (go, L). The relation A defines state transitions. We write ¢ = ¢’ for tuples

in A, q L4 ¢’ for tuples in A} and ¢ Tz ¢ for tuples in A;. Configuration

transition is denoted with . We write (¢,7) F* (¢, 7) if ¢ = ¢, (g, 7) F'?
(¢',mp) if q 4 ¢ and (q,7p) F'? (¢',7) if q 1z q'. A run p is a sequence of +
steps. We write co F° ¢, if p=p1...p, € (T°UT’)T and for every i € [n] there
exists ¢; s.t. ¢;_1 FPi ¢;, where [n] denotes the set {1...n}. The set of possible
configurations of M is C(M) = {c| ¢y F* ¢}. The set of accepting runs of M is
R(M)={p|3gr e F,me I :cot" (qr,m)}

A multi-stack pushdown automaton, or MPDA, M,, with n stacks is a tuple
(Q, T, I, A, qo, F) where Q,T, A, qo and F are defined the same as for a PDA
and I, = |J, I are the n stack alphabets, each containing 1;. W.Lo.g. we
assume all subsets I; C I, to be disjoint. We use {m}ie[n] to denote a set of
stacks. A configuration is a tuple over Q@ x I'f x---x Iy and co = {qo, {Li}icn}-
We write (q7 {Wi}ie[n]) B (ql7 {Wi}ie[n]) if q ﬁ’ q/; ((]7 {Wi}ie[n]) |_lp (q/7 {Wi}zé[n])
if ¢ L4 ¢, p €Iy, = mjp and m; = m; for i # j; and (¢, {mi}ic[n]) FTp

(¢ A iem) if ¢ 5 ¢, p € I, mj = wp and ] = m; for i # j.

3 Ambiguity Detection with MPDAs

We present a framework for ambiguity detection of context-free grammars using
multi-stack automata.
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3.1 Checking Ambiguity

Given a PDA M that defines the derivations of a context-free grammar G, we
can express the ambiguity problem for the grammar using an MPDA. This can
be done on the condition that there is a bijective relation between the runs of
the PDA and parse trees of G, let us call it tree : R(M) — L(Gp). Two different
runs of the same input string then prove the ambiguity of G.

We build a 2-stack MPDA that simulates two runs of the PDA for the same
input string. The states of this MPDA consist of pairs of states of the PDA. Both
stacks can be modified independently of each other, but non-empty shifts are
synchronized to ensure both runs parse the same input string. Different runs for
the same input string both start from ¢o but eventually split up. There are two
ways in which the runs can deviate from a common state: the runs can each take
different transitions, or only one of the two continues independently until the
next common shift. W.l.o.g. we distinguish three possible phases in this process:

1. the runs are not split up yet and alternately follow the same transitions;

2. the first run continues with independent transitions while the second run
waits for the next shift;

3. both runs are in different states.

We add two additional fields to the state pairs to register these phases: an
integer field denoting the current phase and a symbol from 7°U I} to record the
last action taken by the first run. The second field is used to synchronize shifts
and internal transitions during phase 1, and to recognize phase transitions.

Definition 1. Given a PDA M = (Q,T°,I, A, qo, F') the ambiguity MPDA of
M is a 2-stack MPDA M® = (Q%,T¢, I2, A%, q§,F®), where Q* C Q@ xQ x (T°U
FQ/) [3] @ = (q0;q07J—»]—)7 F*=F x F x (TEU FQ/) X {2,3}, A“ = Al UAT,

A*={(q,q,L,1) 5 W(q’ a.0,1) g5 qdeA; U
{(d.q.0.1) 5 (¢ ¢, L,1) | }U
{(a,q,L,1) g>(q’7q,a 1) [¢5¢deA}u
{(¢,q0,1) = (¢, L,1) | U
{(¢.q,L,1) ij(q’ q,1,2) Iqi}q’eﬂu}U
{(d.q.0.1) 5 (¢, q" L 3) g5 q" €Ay, ¢ oV #q}U
{(d,q,0, 1)5(’ 1.3) ¢ q"€A, ¢" #q}U
{(¢,¢, Ly)ﬁ(’ Ly g5 q el ye{2,3}}uU
{(¢.d, Ly)= ("¢, Liy)lg=q" €A, ye{2,3}}U
{(¢,d, L, y)i(Q” q, b y) g5 q"eA, ye{2,3}}uU
{(a.¢.0,y) > (@.q",L.3) |d >q¢" €A, ye{2,3}}U
{(¢,q,x,3) ﬁ(q q",z,3) |q’ﬁ>q”€AH}U
{(a.¢,2,3) = (q,¢",2,3) |d > q"€A_}.
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The input strings of runs leading to accepting states are the ambiguous
strings of G. To test for ambiguity we choose a restricted MPDA class and
compute the image of {qf, {Li}icin)} under =*. If we can reach a state in F'*
the MPDA’s language is non-empty and G is ambiguous. On the other hand,
if the chosen MPDA class allows the complete exploration of the configuration
space of M® and no accepting state can be reached then G is unambiguous.
Otherwise, the problem remains unanswered. This is formalized by the following
statements.

Lemma 2. Given a grammar G, a PDA M and a bijective relation tree :
R(M) — L(Gp), the language L(M*) equals A(G).

Definition 3. Given an MPDA class C™, a PDA M is MSA(C™ )-ambiguous
iff M® has at least one run that complies with the restrictions of C™. The PDA
is MSA(C™ )-unambiguous iff M* is a member of C™ and L(M?®) is empty.

Definition 4. Given a PDA class C? and an MPDA class C™, a grammar
G is MSA(CP, C™ )-ambiguous iff a CP-PDA of G is MSA(C™ )-ambiguous.
Similarly, G is MSA(C?, C™ )-unambiguous iff a C?-PDA of G is MSA(C™)-
unambiguous.

Definition 5. Given a PDA class C? and an MPDA class C™, a grammar
G is in MSA(CP, C™) iff it is MSA(CP, C™ )-ambiguous or MSA(CP, C™ )-
unambiguous.

Theorem 6. Given a PDA class CP, an MPDA class C™ and a grammar G,
if G is MSA(CP, C™ )-ambiguous then G is ambiguous.

Theorem 7. Given a PDA class CP, an MPDA class C™ and a grammar G,
if G is MSA(CP, C™ )-unambiguous then G is unambiguous.

3.2 Choice of Pushdown Automaton

Since our method is parametric in the type of PDA | it can apply different strategies
for exploring parse trees. Furthermore, this allows for easy integration with existing
parser implementations. The parse tree exploration depends on the way a PDA
uses its stack. For instance, recursive descent parsers—like LL [15]—push on every
entry of a production and pop on a reduce. This makes the stack depth correspond
to parse tree height. The number of pushes in a run corresponds to the number of
non-leaf parse tree nodes. Shift-reduce parsers—like LR [14]—push on every shift
and pop when a production is reduced, followed by another push of the reduced
nonterminal. In this case the number of pushes in a run corresponds to the total
number of parse tree nodes.

In general, the less stack activity a PDA requires for a given language, the
larger the set of parse trees that can be covered by the configuration space of
the restricted MPDA. Reduce incorporated parsers [24] are aimed at reducing the
stack activity of a parser. They use the PDA as a DFA for regular structures and
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only use the stack to record the derivation of nesting nonterminals. Parse trees of
the regular structures are built using special e-transitions that mark reductions.
However, when a nesting nonterminal is also right or left recursive the stack is
used to track these kinds of derivations as well. To reduce the stack activity
even further—and use it purely for nesting—we can apply a similar strategy as
Nederhof ([19] Sect. 4.2), which completely separates the regular structures in a
grammar from the context-free ones. This way we can completely intersect the
regular structures in a grammar with each other and with the nesting ones, and
fully use the stack space for nesting/nesting intersection. We do not define such
a PDA here, but only mention their possibility. We will call them Nesting Stack
PDAs or NSPDAs.

3.3 Choice of Multi-stack Pushdown Automaton

Below we discuss various existing MPDA types and explore their suitability for
detecting ambiguity and unambiguity. To detect the ambiguity of a grammar
with a certain type of MPDA, it suffices to explore a single path in M* to an
accepting state. The more paths an MPDA can cover, the higher the chance of
finding an ambiguous one. In advance we can state that this is possible with all
MDPA types described below, to varying extents. However, to detect unambi-
guity we need to ensure no state in F'* can be reached at all. This requires the
configuration space of the MPDA to cover all possible paths of M®. In order to
do so, an MPDA type should pose no restrictions on nesting depth, since every
nesting nonterminal will create paths in (at least) phase 1 that push to infinite
stack depths and pop out of these as well. We will see that no discussed MPDA
is able to cover such paths.

Another criteria we will look at is to what extent an MPDA type is able
to intersect the regular structures in a grammar with other regular structures
as well as with nesting structures. Since the emptiness of both regular/regular
intersection and regular/mesting intersection is decidable, making use of these
results enlarges the class of grammars the MPDA can decide the ambiguity
of. With NSPDAs all MPDAs allow full regular/regular intersection, since this
requires no stack activity. For full regular /nesting intersection an MPDA should
allow one stack to reach and return from infinite depths, while the other remains
untouched.

Bounded nesting depth MPDAs [10] pose an intuitive restriction, which allows
complete regular/regular intersection, but only limited regular/nesting and nest-
ing/nesting intersection. They are thus suitable for ambiguity detection, but not
for unambiguity detection.

Bounded-context switching MPDAs [20] use the concept of contexts—a part
of a run in which only one stack can push and pop—and restrict runs to a limited
number of contexts. This allows for complete regular /regular and regular /nesting
intersection. However, the depth of nesting/nesting intersection is bounded since
every alternate nesting requires a context-switch. Bounded-context MPDAs can
be useful for finding ambiguity, but not for finding unambiguity.
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Bounded-phase MPDAs [16] use the concept of phases, in which only one
stack can pop, but others are free to push. These MPDAs cover a strictly larger
search space than bounded-context MPDAs [17] and are thus better suitable
for finding ambiguity. Stacks can nest simultaneously to unlimited depth, but
only pop out together for a limited number of steps. Hence, they can still not
completely explore all configurations of phase 1.

MPDAs with scope-bounded matching relations [17,18] require that every
push is popped within a bounded number of rounds, or never at all. During
a round all stacks are allowed one context each, in a predefined order. These
MPDASs have a larger coverage than bounded-context MPDAs, but are incom-
parable with bounded-phase [17]. The fact that pushes do not have to be popped
can be helpful for finding ambiguity, but not for detecting unambiguity if we
require all pushes to be popped. In this case, the first push of any stack has to
immediately start a scope and the MPDA reverts to a bounded-context explo-
ration.

Budget bounded MPDAs [1] allow unlimited context switches for stacks whose
depth is below a certain bound, and a limited number of contexts for as long
as they are above this depth bound. In other words, once the depth limit is
reached, a new scope is started which has to be closed within a bounded number
of contexts. Budget bounded MPDAs are thus closely related to scope-bounded
MPDAs, but because they also allow pops before the start of a scope they have
a larger coverage. Nevertheless, there remains a bound on the nesting depth.

Ordered MPDAs [8], the earliest type of restricted MPDA, assume an order-
ing of the stacks and allow only the first non-empty stack to pop. All stacks can
push freely at any time. At first sight this concept might not seem suitable for
nesting/nesting intersection, because it does not allow simultaneous pops. How-
ever, ordered MDPAs can simulate bounded-phase MPDAs [2] and thus allow
bounded nesting/nesting intersection. In fact, they are even more expressive
than bounded-phase, which makes them at least equally suitable for detecting
ambiguity and unambiguity.

Concluding, we can say that all discussed MPDA types are suitable to find
ambiguities with our scheme, resulting in different exploration strategies of
strings and prefixes. All MPDAs can either simultaneously push into bounded or
unbounded nesting depths, and some can simultaneously pop a bounded number
of steps as well. However, none of the MPDAs are able to let both stacks pop
out of infinitely deep nestings together, making them unsuitable for detecting
the unambiguity of context-free grammars in general. In the next section we
describe a new type of restricted MPDA that does have this property.

4 Bounded-Balance Multi-Stack Pushdown Automata

We propose a new type of restricted MPDA called bounded-balance multi-stack
pushdown automata, or BBMPDAs. They are MPDAs with an upper bound on
the number of symbols that are pushed but not popped within each scope of
matching push and pop transitions.
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4.1 Definition

First we introduce the concepts of scope and balance. A scope is the part of a run
between the push of a symbol and the pop of that symbol. We use p C N x N to
hold matching transition indices that open and close a scope (as in [18]). Given
arun p=co F¥1 ¢ F¥2 ... F¥m ¢, a pair (s,t) € p, iff s <t and exists p € I}
for some i € [n] s.t. ps =|p, o =Tp and

— for all s < s’ <t if pg =|p', p’ € I; then there exists s’ < ' < t such that
(s',t") € pp, and

— for all s <t <t if oy =Tp', p’ € I; then there exists s < s’ < t’ such that
(s',t") € pp.

The balance of a scope is the number of stack symbols that were pushed but
not popped within the scope.

Definition 8. The balance of a scope (s,t) € p, is balance(s,t) = |{s'|(s',t) €
Wpy s < 8" <t <t}

Viewed differently, balance corresponds to the stack depth differences built
up during a scope. By limiting the balances during runs, we acquire a new class
of restricted MPDASs, which we call bounded-balance MPDAs.

Definition 9. An n-MPDA M, is a BB(k)MPDA iff for every run p € R(M,)
and scope (s,t) € , it holds that balance(s,t) < k.

A finite balance bound allows for a finite representation of the possibly infinite
configuration space of BBMPDAs. This makes testing for the BB(k) property
decidable. In the following section we show how a BBMPDA can be simulated
by a standard single stack PDA, which enables using existing techniques for
configuration space exploration [23].

4.2 Configuration Exploration

BB(k)MPDAs can be simulated by a standard PDA that can pop from the
topmost k£ + 1 symbols of its stack, by temporarily remembering up to k stack
symbols in its states. It has a single stack over I, storing pushes of all stacks
sequentially. When a certain stack needs to be popped, but its top symbol is
not at the top of the simulating stack, intermediary symbols are popped and
temporarily stored in the PDA states, until the required symbol is reached. This
symbol is then popped as per usual, and temporarily stored symbols are pushed
back to the stack again. The number of the stack to be popped is also stored in
the states, so a series of borrows is always targeted at a single stack. To make
sure that the order in which the symbols of the individual stacks are pushed and
popped remains unchanged, a stack cannot be borrowed from once it has been
targeted, i.e. only the top of the targeted stack can be popped. The number 0 is
used to indicate no stack is currently targeted.
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Definition 10. Given an n-stack MPDA M = (Q,T%,I,,,A,q),F) the
k-borrowing PDA of M is M? = (Q°, T¢, I, A®, (qo,0,¢), F x {0} x {e}), where
Qv =Q x{0...n} x (I U {e})*, A* =

{(2,0) % (d,0,6) |¢= ¢ € A}u (copy of A)
{(q,wr) E’>(<11107r)lqﬂq €Ay, p ely,p¢ly,ic{0,j}}U  (borrows)
{(g,%,m) L7[’>(q 0,7) g2 g €Ay, peliju (pops)
{(q OPW) (¢,0,m) [}. (returns)

The initial configuration of M} is ((g0,0,€), L1 ... Ly).

Theorem 11. The k-borrowing PDA M? of a BB(k)MPDA M simulates
exactly all runs of M.

Testing whether an MPDA is BB(k) for a fixed k comes down to constructing
M} 41 and testing whether no states with borrowed stacks of size k + 1 can be
reached. Note that this scheme allows for incremental search with increasing k.
The computational complexity depends on the chosen model checking algorithm,
of which most are polynomial in the size of the PDA. The number of states and
transitions of M, ,lc’ is exponential in k, which puts our approach in EXPTIME.

4.3 Application to Ambiguity Detection

When applied in the ambiguity detection scheme of Sect.3, BBMPDAs yield
several desirable properties. First, they allow for full regular/regular intersection
and regular/nesting intersection of the paths of M in M%. In combination with
NSPDAs, regular/regular intersection requires no stack activity and will not
build up any balance. During regular/nesting intersection, which starts with
the opening of a scope on one stack and ends when this scope is closed or the
other stack becomes active, pushes on the active stack do add to the balance
of the current scope of the other stack. However, this balance is only compared
to the bound at the moment the regular/nesting intersection ends. During the
intersection the nesting stack is allowed to grow and shrink indefinitely.

Second, full nesting/nesting intersection is also possible in case M* meets the
BB(k) condition. Both stacks are allowed to reach unbounded depths together
and pop out of them as well, as long as the scope balances stay within the bound.

Third, BBMPDAS have the possibility of detecting the unambiguity of gram-
mars with nesting structures, which is a consequence from the previous property.
As the next theorem states, the scope balances in the paths of M in phase 1
will never be more than 1. Therefore, the configuration space of BB(k)MPDAs
with £ > 1 will at least cover all these paths. If in the continuations of these
paths in phases 2 and 3, the scope balances stay within the balance bound as
well and no end state is reached, the tested grammar is unambiguous.

Theorem 12. Given a PDA M, for all partial runs co... =" ((¢,¢,z,1),
{mi}iem)) in phase 1 of M, the balance of the closed scope of p is at most 1.
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5 Comparisons and Related Work

In this section we compare our contributions to related MPDAs and ambiguity
detection methods.

5.1 Multi-Stack Pushdown Automata

We show that BBMPDAs include bounded depth MPDAs but that they are incom-
parable with bounded-context switching MPDAs. This implies they are also incom-
parable with the larger MPDA classes mentioned in Sect. 3.3—bounded-phase,
scope-bounded, budget-bounded and ordered MPDAs—since none of these can, in
general, cover all paths in phase 1 of M®. For detecting ambiguity however, these
MPDAs and BBMPDASs are complementary.

Theorem 13. If M is a n-stack MPDA with depth bound k, its scope balances
are bounded by k x (n — 1).

Theorem 14. The class of BBMPDAs is incomparable with bounded-context
switching MPDAs.

Regarding simulation, any 1-stack MPDA with enough freedom to be a plain
PDA can simulate BBMPDAs. With the exception of bounded depth MPDAs
this is the case for all MPDA types mentioned above.

5.2 Ambiguity Detection Methods

In this section we will discuss related work in ambiguity detection and compare
it with our approach if possible.

Bounded-Search Methods. There are several methods that enumerate strings
in £(G) of bounded length and test them for ambiguity [3,6,9,12,13,22,25].
In general these approaches are only able to detect ambiguities, because they
can never entirely cover £(G). In essence our approach also applies a bounded
search, but with the difference that the search space can cover an infinitely large
language. Depending on G and the types of PDA and MPDA we can cover
L(G) entirely and detect unambiguity. However, with certain types of PDA and
MPDA, our method can also be set up for bounded string exploration. For
example, using a—mnondeterministic—LR PDA with a bounded-context MPDA
will result in the exploration of strings and prefixes of bounded length. An LR
PDA pushes with every shift, requiring a context switch to allow both stacks to
push. Every reduction requires a number of pops and a push, but each stack can
perform all its reductions within one context, either after the last push or before
the next push, requiring no additional context switches.

Conservative Approximation Methods. Contrary to bounded search, other
methods apply conservative approximation to reduce the infinite £(G) to a lim-
ited space. This yields the possibility of detecting unambiguity, but prohibits
detecting ambiguity in most cases. The ACLA-test [7] applies regular approx-
imation to the languages of individual production rules and searches for the
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absence of horizontal and vertical ambiguities using intersection and overlap
operations. The NU-test [21] approximates the set of parse trees of a grammar
and searches for the absence of different trees for the same ambiguous string.
An extension to the NU-test allows the detection of harmless productions, which
are rules that do not contribute to any ambiguity [4]. The rules can be filtered
from the grammar to incrementally improve the approximation.

A significant difference between both approximative methods and our app-
roach is that they are less able to recognize the unambiguity of nesting structures.
Due to the regular approximation they lose the ability to match the left and right
contexts of nestings, i.e. count the nesting depth. The ACLA-test applies pro-
duction unfolding to counter this disadvantage, but this is only possible up to a
certain depth. As an example, both tests are not able the detect the unambiguity
of the following grammar, which is MSA(LL(0), BB(3))-unambiguous.

S—A|B, A— aAb|ab, B— aBb|a (1)

6 Conclusion

We present a novel method for detecting ambiguity in context-free grammars
using restricted multi-stack pushdown automata. It is able to find both ambi-
guity and unambiguity. We discuss the use of existing MPDA classes within
our framework, as well as propose a new class called bounded-balance MPDAs.
These MPDAs are particularly useful for language intersection since they allow
for unbounded nesting/nesting intersection, as long as the nesting depth differ-
ences stay within the balance bound.
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Abstract. We prove the closure under complementation of the class of
languages of scattered and countable N-free posets recognized by branch-
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1 Introduction

Automata over finite words have been widely studied since their introduction
by Kleene in the last fifties, because they are a natural model for sequential
computation with bounded memory, and they are linked to many other areas,
as for example formal logic, coding theory or formal series. The depth of those
links and the richness of the results led the community to develop generalizations
o f Kleene automata, as for example automata over trees [18|, w-words [6,17],
ordinals [7], and more recently, over linear orderings [5].

Among those generalizations, Lodaya and Weil proposed a notion of
branching-automata that are a natural model for parallel computation with the
Fork/Join principle. The Fork/Join principle splits an execution flow f into
n concurrent flows f1,..., f, and joins f1,..., f,, before it continues. Divide-
and-conquer concurrent programming naturally uses this Fork/Join principle.
Traces of execution of programs are in this case finite N-free posets, or equiva-
lently, finite series-parallel posets [19,22]. Lodaya and Weil extended some fun-
damental results of automata on words to branching-automata, as for exam-
ple a Kleene-like Theorem or algebraic recognizability [13-16]. Unfortunately,
and contrarily to the finite words case, the algebraic counterpart of branching
automata may be infinite, leading to difficulties regarding the generalization
of fundamental results over finite words to finite N-free posets. Kuske [11,12]
extended branching-automata to recognition of w-N-free posets, and established
a connection with monadic second-order logic (MSO[<]) in the particular case
of languages of N-free posets with bounded-size antichains. The logical charac-
terization of languages of finite N-free posets recognized by branching automata
of Lodaya and Weil is provided in [3] in the general case.
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14 N. Bedon

In [4], branching automata are generalized to N-free posets with finite
antichains and countable and scattered chains, and a Kleene-like Theorem is
provided. The connection with MSO[<] is established in [2] in the particular
case of languages of N-free posets with bounded-size antichains. In this paper,
we prove that the class of languages recognized by the generalization of branch-
ing automata of [4] is closed under complement. The (effective) proof relies on an
algebraic approach of branching automata, on the use of Simon’s factorization
forests proposed by Colcombet in [9] for regular languages of linear orderings,
and on the closure under complementation of the class of rational sets of finitely
generated commutative monoids [10].

2 Notation and Basic Definitions

Let E be a set. We denote by |E|, P(E), PT(E) and M~>!(E) respectively the
cardinality of F, the set of subsets of F, the set of non-empty subsets of E and
the set of multi-subsets of E with at least two elements. For any integer n, the
set {1,...,n} is denoted by [n] and the group of permutations of [n] by S,,.

We start by some basic definitions on linear orderings. We refer to [20] for a
survey on the subject. Let J be a set equipped with an order <. The ordering
J is linear if all elements are comparable : for any distinct j and k in J, either
j < kork < j. For any linear ordering J, we denote by —J the backward linear
ordering obtained from the set J with the reverse ordering. A linear ordering J
is dense if for any j, k € J such that j < k, there exists an element i of J such
that j <@ < k. It is scattered if it contains no dense sub-ordering. The orderings
w= (N,<) and ¢ = (Z, <) are scattered. Ordinals are also scattered orderings.
We denote by O the class of countable ordinals and S the class of countable
scattered linear orderings. An interval K of J € S is a subset K C J such that
Vky,ko € K,Vj € J,if k1 < j < kg then j € K.

A poset (P,<) is a set P partially ordered by <. In order to lighten the
notation we often denote the poset (P, <) by P. An antichain is a subset P’
of P such that all elements of P’ are incomparable (with <). The width of
P is wd(P) = sup{|E| : E is an antichain of P} where sup denotes the least
upper bound of the set. If x,y € P, we denote by 2~ = {z € P : z < z},
st={zeP:z<ztandz ~c yifz- Uzt U{z} =y Uyt U{y}. In this
paper, we restrict to countable scattered posets of finite width which are thus
partially ordered countable sets without any dense sub-ordering. Let (P, <p)
and (@, <g) be two disjoint posets. The parallel composition of (P,<p) and
(Q, <q) is the poset (PUQ, <) where z < y if and only if (z,y € P and z <p y)
or (z,y € Q and = <g y). The sum (or sequential composition) P + @ of P and
Q@ is the poset (P U @, <) such that < y if and only if one of the following
three conditions is true: (1): z € P,y € Pand z <p y; (2): z € Q,y € Q
and ¢ <g y; (3): « € P and y € Q. The sum of two posets can be generalized
to any linearly ordered sequence of pairwise disjoint posets: if J is a linear
ordering and ((P}, <;))jeu is a sequence of posets, then }, ; Pj = (Ujes P}, <)
such that z < y 1f and only if (z € Pj, y € Pj and z <; y) or (z € P; and
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y € P, and j < k). The sequence ((Pj, <;))jes is called a J-factorization, or
factorization for short, of the poset ZjeJ P;. A nonempty poset P is sequential
if it admits a J-factorization where J contains at least two elements, or P is a
singleton. It is a parallel poset otherwise. The only poset (), <) of width 0 is called
empty poset and is denoted by e. The class SP° of series-parallel scattered and
countable posets is the smallest class of posets containing e, the singleton and
closed under finite parallel composition and sum indexed by countable scattered
linear orderings. It has a nice characterization in terms of graph properties: SP°
coincides with the class of scattered and countable N-free posets without infinite
antichain (see [4]). We denote by SP°t = SP® — {¢}.

The sets of (Dedekind-MacNeille) cuts of a poset P is defined as a general-
ization of cuts of linear orderings. It is the set of all pairs (A4, B), with A, B C P,
such that B consists of all the elements of P greater than all the elements of A,
and reciprocally, A consists of all the elements of P less than all the elements
of B. The cuts are partially ordered with inclusion on the first component,
and with the elements of P with (A, B) < « if # € B. The partially ordered
set of all cuts of P is denoted P, and we usually denote by P U P the partially
ordered set consisting of the elements of P with its cuts. Note that an equivalence
class of cuts of P for ~_ is totally ordered. The notation P* with ¢,/ € {[,]}
excludes or not the minimum and maximum elements from P. We denote also
by P* = P — {(0, P),(P,0)}. We define the partial ordering < over the cuts of
Pby (A,B) = (A,B')ifand only if AUB=A"UB"  and A C A'.

An alphabet is a nonempty set whose elements are called letters. In this paper,
we use only finite alphabets, thus the term “finite” is omitted. A poset labeled by
Ais a poset (P, <) equipped with a labeling map P — A which associates a letter
to any element of P. The notion of a labeled poset corresponds to the notion of
a pomset in the literature. Also, the finite labeled posets of width 1 correspond
to the usual notion of words. In order to shorten the notation, we make no
distinction between a poset and a labeled poset, except for operations. The
sequential product (or concatenation, denoted by P- P’ or PP’ for short) and the
parallel product (denoted by P || P’) of labeled posets are respectively obtained
by the sequential and parallel compositions of the corresponding (unlabeled)
posets. The class of posets of SP® labeled by A (or over A) is denoted by
SP°(A). We set A® = {P € SP°(A) : wd(P) < 1}. Observe that the elements
of A® are precisely the usual words on scattered and countable linear orderings,
as defined in [5]. A language of SP°(A) is a subset of SP°(A). Let A and B
be two alphabets and let P € SP°(A), L C SP°(B) and £ € A. The labeled
poset P in which each occurrence of the letter £ is non-uniformly replaced by a
labeled poset of the language L is denoted by Lo P. The substitution, sequential
and parallel products can be easily extended from labeled posets to languages
of posets.

3 Rational Languages and Branching Automata

Let A be an alphabet and £ € A. Using the definition of substitution o¢, we define
the iterated substitution on languages. By the way the usual rational operations
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on linear orderings are recalled. Let L and L' be languages of SP°(A):

Log L' = | J LogP, L*={[[PilneN,P; € L}
PeL’ JEN
L* = U L€ with L% = {¢} and LU+TDE = (_g_LJ’ﬁ) o L
1€ VA
L ={[[ PP e} L~ ={]] PP eL}
JEW JjE—w
L*={[[Plac0O,PeL} L7 ={]] Pleco,P;eL}
JjEa JjE—«
LoL'={ [[ Pj:JeS—{0}and P;eLifjecJand P;eLifjeJ}
jeJuJ*

A language L C SP°(A) is rational if it is empty, or obtained from the
letters of the alphabet A using usual rational operators : finite union U, finite
concatenation -, and finite iteration *, w and —w iterations, iteration and reverse
iteration on ordinals fj and —f as well as diamond operator ¢, and using also the
rational operators of finite parallel product ||, substitution o¢ and iterated sub-
stitution *¢, provided that the letter £ € A appears only inside parallel factors.
This latter condition excludes from the rational languages those of the form
(a€b)*¢ = {a"¢b™ : n € N}, for example, which are known to be not Kleene
rational. Observe also that the usual Kleene rational languages are a particular
case of the rational languages defined above, in which the operators ||, o and
*¢ are not allowed. Note also that the rational expressions are precisely those
of Bruyere and Carton [5] over labeled posets on scattered and countable linear
orderings, with additional operators ||, o¢ and *¢ for parallelism and substitution.

Ezample 1. Let A = {a,b,c} and L = co¢ (a || (b€))*. Then L is the smallest
language containing ¢ and such that if x € L, then a || (bz) € L. Thus we have

L={c.a| (be),all (ba | (be))), .. }- .

Let L be a language where the letter £ is not used. In order to lighten the
notation we use the following abbreviation: L® = {¢} o¢ (L || £)*¢ = {|li<n P; :
neN,P, € L} and L® = L® — {e}. A subset L of A® is linear if it has the form
L=ay| | ar | (Uierlais || - || ai,ki))@a where the a; and a; ; are elements
of A and [ is a finite set. It is semi-linear if it is a finite union of linear sets. The
class of ||-rational languages of A® is the smallest containing the empty set, {€},
{a} for all @ € A, and closed under finite union, parallel product ||, and finite
parallel iteration ®. The notions of rational, ||-rational, linear and semi-linear
languages, which are defined over free algebras, also naturally apply to non-free
algebras. It is known (see [10]) that the ||-rational sets of a commutative monoid
M are precisely the semi-linear sets of M. Observe also that when L is a rational
language of SP°*(A), then L C A® if and only if L is ||-rational.

We refer to [4] for a proof of the following Lemma:
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Lemma 2 (Lemma 19 of [4]). Let A be an alphabet and let £, X be two
new symbols. Let M C SP°(A) and let L C SP°(AU{X})\ SP°(A). Then
M og (Eox L)*¢ is the unique solution of the equation X = M + L.

Automata on countable, scattered and series-parallel posets are a gen-
eralization of automata on finite series-parallel posets [13—16], series-parallel
w-posets [12] and automata on linear orderings [5]. A branching automaton
over an alphabet A is a tuple A = (Q, A, E,I,F) where @ is a finite set of
states, I C @ is the set of initial states, FF C @ the set of final states, and
E is the set of transitions of A. The set of transitions F is partitioned into
E = (Eseq, Ejoin, Etork ), according to the different kinds of transitions. The set
Feq C(QxAXxQ)U(QxPT(Q))U(PH(Q) x Q) contains the sequential transi-
tions, which are usual transitions (elements of (Q x A x Q)) or limit transitions
(elements of (Q x PT(Q)) U (PT(Q) x Q)). The sets Erorx € Q x M>1(Q) and
Fioin € M>1(Q) x Q are respectively the sets of fork and join transitions. Tran-
sitions (p,a,q) € @ x Ax Q and (P, q) € P*(Q) x Q are sometimes respectively
denoted by p-% ¢ and P — ¢. A path ~ from a state p to a state ¢ is either the
empty poset (in this case p = ¢), or a non-empty poset labeled by transitions,
with a unique minimum and a unique maximum element. The states p and ¢
are respectively called source (or origin) and destination of v. Two paths v and
~" are consecutive if the destination of v is also the source of 4'. The paths
v labeled by P € SP°(A) and of content C(vy) € P(Q) in A are defined as
follows. For all p € @ there is an empty path from p to p labeled by ¢ and of
content {p}. For all sequential transition t = (p,a,q), v =t is a path from p to
q labeled by @ and of content {p,¢}. For any finite sequence (v;),;<x of paths
(with k& > 1) respectively labeled by Py, ..., Py, from po,...,pr to qo, ..., qx, if
t = (p,{po,---,pr}) is a fork transition and ¢ = ({qo,...,qx},q) a join tran-
sition, then v = ¢(||;<x 7;)t' is a path from p to g, labeled by ||j<x P; and of
content C(7) = {p, ¢}: observe that C(~) does not depend on the parallel parts
Y0, - - -, Yk of v. Furthermore, if the paths (v;);<x are consecutive with respec-
tive contents (C'(7;))j<k, then [[,, 7, is a path labeled by [],., P; from the
source of vy to the destination of 7, and of content U;j<;C;. Finally, for any
sequence (7;)jew of consecutive paths respectively labeled by (P;);c. and of
contents (C(7;))jew, if R={¢ € Q : Vi € w 3j > i ¢ € C(v;)}, then for any
transition ¢ = (R, q), ([];c,7;)t is a path from the source of 7o and to g, labeled
by [[,c., P and of content (Uje,Cj) U {g}. The case —w is symmetrical to w.

In A, a path v from p to ¢ labeled by P of content C' is denoted by = : pC:Pj q.

The label, content or automaton can be omitted in the notation of a path when
they are implicit or of no interest. A labeled poset is accepted by an automaton
if it is the label of a successful path leading from an initial state to a final state.
The language L(.A) is the set of labeled posets accepted by the automaton A.
Note that branching automata without fork and join transitions are precisely
the automata on scattered and countable linear orderings defined by Bruyere
and Carton [5]. The same way, if limit transitions are removed, we get branching
automata for finite labeled posets of Lodaya and Weil [13-16]. As for finite words,
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rational languages and branching automata for scattered series-parallel posets
are connected with a Kleene-like Theorem:

Theorem 3 [4]. Let L C SP°(A). Then L is the language of a branching
automaton if and only if it is rational.

Ezample 4. The automaton A = ([6],{a,b,c}, E,{1},{6}) defined by Esq =

{(23(174)7(371)’5)’(676’ 1)»({176}a6)’(67{176})}’ Bk = {(1’{273}>} and
Ejoin = {({4,5},6)} verifies L(A) = (a || b) o c. O

An automaton is sequentially separated if, for all pairs (p,q) of states, all
labels of paths from p to ¢ are parallel posets, or all labels of paths from p to ¢
are sequential posets. For every automaton A there is a sequentially separated
automaton B such that L(A) = L(B). Also, for every pair of states (p,q) of an
automaton, it is decidable whether there is a path from p to g or not.

The following Theorem states the main result of this paper:

Theorem 5. Let A be an alphabet. The class of rational languages of SP°T(A)
is effectively closed under complement.

Section 5 is devoted to a sketch of its proof, which essentially relies on the alge-
braic approach of automata.

4 Algebras

We now focus on the definitions of algebras for the recognition of languages of
SP°(A), with A an alphabet. Recall that an algebra is finite if it is composed of a
finite number of elements. Even if in this paper we deal with infinite algebras, we
use notions of universal algebras which are usually defined on finite algebras, and
that can be easily generalized to our case. We refer to [1] for the basic algebraic
definitions. A semigroup (S,-) is a set S equipped with an associative binary
operation - called product. A ||-semigroup [13-16] (S,-,||) is an algebra such
that (S,-) is a semigroup and (5, ||) is a commutative semigroup. In ambiguous
contexts, the - and || products are respectively called sequential (or series) and
parallel. The ¢-semigroups are a generalization of semigroups for the recognition
of words of A® (see [8] for more details): a o-semigroup (S,[]) is a set equipped
with a map [] (also called sequential product) which associates an element of
S to any countable and linearly ordered sequence s = (s;)jes (with J € S)
of elements of S, such that [[(¢) = ¢ for any ¢t € S and [] is associative (i.e.
for any factorization of the sequence s into a sequence of sequences (¢;);c.,
[1(s) = TI((I1tj)jes)). Finally, a ||-o-semigroup (S,]],]||) is an algebra such
that (S,]]) and (S,||) are respectively a o— and a commutative semigroup. In
order to lighten the notation we often denote an algebra by its set of elements: for
example, we denote the semigroup (S, -) by S. We denote by S* the algebra S if S
has an identity 1 for all its operations, SU{1} otherwise. We also denote by AT,
SP(A) and A° respectively the free semigroup, ||-semigroup, and o-semigroup
over the alphabet A. In this paper we particularly focus on SP°(A) which is the
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free |-o-semigroup over A. Let S and T be two algebras of the same type. A
morphism ¢ : S — T recognizes a subset X of S if o~ 1p(X) = X. We say that T
recognizes X if there exists a morphism from S into T' recognizing X. A subset
X of an algebra S is recognizable if there exist a finite algebra T with the same
type as .S and a morphism ¢ : S — T that recognizes X. Recognizable languages
of SPT(A) are rational. However, in general, rational languages of SP*(A) are
not recognizable. As an example, (a || b)® is not recognizable, since its syntactic
||-semigroup is isomorphic to Z (see [13]). Let (S,]],||) be a ||-o-semigroup. Its
sequential product [] is a finite projection if there exists X C S such that
(X,]]) is a finite o-semigroup and || maps every sequential product of at least
two elements of S to an element of X. By extension of the work of Wilke [23]
on w-words, when [] is a finite projection, it can be equivalently replaced by an
associative binary sequential product - and two mapsw : S — Sand —w : 5 — S
such that, for all s, € S, s-(t-8)Y =(s-1)*, (s-t) ¥ -s=(t-s5)7%, (s")¥ =¥
and (s")”% = s7¢ for all n € N*. Observe that it suffices to define w and —w
over finitely many elements: the idempotents (for the sequential product) of S.

Ezample 6. Let A = {a,b} and L C SP°T(A) be the language of non-empty
posets P such that P has width at most 2 and each letter a that appears into a
parallel part of P is incomparable with a b. Let S = (X, ][, ||) be the finite |-o-
semigroup defined by X = {a, b, ab, p, 0}, the following || commutative product:
alla=ab||a=0p|xz=0forallz e S al b=ab]|b=ab]
ab = b || b = p and the sequential product [] such that, for any non-empty
sequence (sj)jes (J € & — {0}) of elements of S, [[((s;)jes) = a if (s;)jes
contains only as, [[((s;)jes) = ab if (s;)jes contains at least one a and one
b, T1((sj)jes) = b if (sj)jes contains only bs, and [[((s;)jes) = p if (s))jes
contains only p, a, b, ab, with at least one p. The element 0 is a zero for both [
and ||. Let ¢ : SP°T(A) — S be the morphism defined by ¢(a) = a and p(b) = b.
Then L = ¢~ ({a,b,ab, p}). Furthermore, the sequential product of S is a finite
projection since S has a finite number of elements. Then S can be equivalently
defined by W = (X, -, w, —w, ||) where z - 2’ = [[(z,2’) and ¥ = =% = z for
all z,2' € X. O

The following notions are adapted from [9]. Let P be a partially ordered
set and S a semigroup. A mapping o from ordered pairs (z,y) € P? such that
x ~< y, to S, is an additive labeling from P to S if o(z,y)o(y,z) = o(z,2)
for all + < y < z in P. From a morphism of semigroups ¢ : (SP°(A),:) — S
and P € SP°(A), one can build an additive labeling ¢p : (P,<) — S with
vp((A,B), (A, B")) = ¢(BNA"). A split of height n of P is a mapping s : P — [n]
(n = 0 is possible; in this case P = ). Two elements z,y such that x ~~ y and
s(x) = s(y) = k are k-neighbors if s(z) > k for all z € [z,y] with z ~. x.
Note that k-neighborhoodness is an equivalence relation over the elements of P.
Let o be an additive labeling from P to a semigroup S. Then a split s of P is
Ramseyan for o if for every equivalence class C' for k-neighborhoodness there
exists an idempotent e such that o(z,y) = e for all < y in C.
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The notion of a finite projection of a semigroup S is self-understanding from
its definition on ||-o-semigroups. Theorem 4 of [9] can be reformulated for posets
as follows:

Theorem 7. For every poset P € SP°, every semigroup S with a finite projec-
tion fp(S) and additive labeling o from P to S, there exists a Ramseyan split of
P for o of height at most 2|fp(S)| + 1.

5 Sketch of the Proof of Theorem 5

Let A be an alphabet, A = (Q, A, E,I, F) a branching automaton, and L =
L(A). When X C SP°*(A), we denote by Seq(X) the set of sequential posets
of X. Denote also by L, 4 (vesp. Ly 4.c with C € P*(Q)) the set of non-empty
labels of paths from state p to state ¢ (resp. of content C') in A.

The proof of Theorem 5 consists in constructing a rational expression e for
SPt(A) — L. When ¢ : SP°t(A) — S is a morphism of ||-o-semigroups and
D € P(Q* x P(Q)), denote by A% = {¢(P) : pC:F:Zq iff (p,q,C) € D}. The

first step is to construct a ||-o-semigroup from A, by a generalization of the
usual technique used to construct a finite semigroup from a Kleene automaton
on finite words. This consists in defining a congruence ~ 4 of |-o-semigroups
over the posets of SP°t(A), by P ~4 P’ if and only if P can be substituted

by P’ in any part of any path ~ : pC:R;Zq of A in order to build another path

~ p% q of same source, destination and content and whose label R’ is R in

which some occurrences of P have been replaced by P’. The natural morphism
Oy 2 SPOT(A) — SP°T(A)/~.4 which associates to each poset P € SP°t(A)
its equivalence class in SP°T(A)/~ 4 recognizes L, , ¢ for each p,q,C € Q% x
PH(Q), and L. Note that SP°T(A)/~ 4 may be infinite, as it is illustrated by
the following example.

Ezample 8. Consider the automaton A of Fig. 1 of language L(A) = (a || b)®oc.
For all kq, ko, ks, ks € N such that k1 — ko = k3 — k4 and ko, kgy > 0 we have
alk || k2 ~ 4 allks || pliks, Also, P ~4 P’ for all P,P' € (a || b)® oc— (a || b)®.

Let S = Z U{a,b,¢c,0c,c0,0c0, L}. Equip S with a commutative parallel
product with z || 2/ = z4+z 2, a || & =1 2/,b | 2/ = =1 | 2 for all
2,2/ € Z,a || b =0, and all other parallel product are sent to L. Equip also
S with a sequential product such that for all sequence s = (s;)ies of elements
of S, 1 € §—{0,1}, [[,c;8: = 0c0 if s € 0o ¢, cOc = ¢, 22 = 2z = xz =
=12 =1 forall 2 € ZU{a,b}, x € S. As the sequential product of S is
a finite projection and the idempotents for the sequential product are Oc, c0, L,
it can equivalently be defined by the binary product as above and (0c)* =
0c0 = (c0)™, (0c)~* = 0Oc, (c0)¥ = 0. Note that (5, ||) is finitely generated
by {—1,1,a,b,¢,0c,c0,0c0, L}. Let ¢ : SP°T(A) — S defined by p(z) = x for
all z € A. Then L = ¢~*({0,0c0}). Furthermore, SP°*(A)/~ 4 is isomorphic
to S. |



Complementation of Branching Automata 21

Fig. 1. An automaton A for (a || b)® o c. Fork transitions are (0, {1,5}), (5, {5,5}) and
(1,{1,1}), join transitions are ({2,3},4), ({6,7},8), ({4,8},9), ({4,4},4), ({8,8},8)
and ({3,6},9)

However, (SP°t(A)/~.a4,||) is finitely generated by ¢~ ,(Seq(SP°T(A))),
0~ (Lpg) is a ||-rational set of SP°T(A)/~4 for all p,qg € Q, and thus, so
is ¢, (L). We also have ¢! (A7) = Ald for all D € P(Q? x PH(Q)). Recall
that the |-rational sets of a commutative monoid M form a boolean algebra [10,
Theorem 3], which is effective when M is finitely generated (as emphasized
in [21]). As a consequence, A4 is a ||-rational set of SP°t(A)/~ 4 for all D.

As SP°T(A) = L = U pepgzxr+ @) AlS, it suffices to show that o1 (A7)

DNIXFxPt(Q)=0

is a rational set of SP°T(A) for all D. We translate the problem into a ||-o-
semigroup N¥* with more properties than SP°+(A)/~ 4. Very informally speak-
ing, denote by G = {g1,...,gx} the finite generator of (SP°*T(A)/~4,]). We
may suppose that A is sequentially separated. Thus that the elements of G are
indecomposable with respect to the parallel product, that is to say, each g; € G
can not be written g; = s || ' with s, s’ € SP°T(A)/~ 4. We are going to define
a morphism p : SP°T(A) — N¥* that enables, for every P € SP°T(A) whose
maximal parallel factorization is P = Py || --- || P, the count of all 4, i € [n],
such that ¢~ , (P;) = g;, for every j € [k]. Also, every language recognized by
SP°*(A)/~ 4 is recognized by Nk*.

Denote by (N¥*, 4) the commutative semigroup whose elements are k-tuples
of non-negative integers, without (0, ...,0). It is generated by the k-tuples with
all components set to 0, except one which is set to 1. For short we denote by 1° the
element of the generator of N** with the i*" component set to 1. The (parallel)
product + of (N¥* 4) is the sum componentwise. Define a surjective morphism
of commutative semigroups ¢ : (N** +) — (SP°t(A)/~, ) by ¥(1%) = g;
for all i € [k]. As ¥~ 1(g;) = {1} for all i € [k], ¥~ 1(ss') is a singleton for all
5,8 € SP°T(A)/~4. Now we equip (N¥*, +) with a structure of ||-o-semigroup
by setting, for all n,n1,ns € N¥* niny = =1 (v(ny)b(ne)), n = »=1((y(n))*)
and n~% = ¢ ~1((¢p(n))~%). This sequential product is a finite projection. We
define a surjective morphism of |-o-semigroups p : SP°*(A) — N*¥* by u(a) =
1o, (a) for all @ € A. The diagram of Fig.2 sums up the situation. For all
5 € SP*T(A)/~a, ¢l (s) = p= =1 (s). We also have Y HALA) = A% and
p~H(AR) = Al for all D € P(Q* x PT(Q)). According to [10, Corollary I11.2]
A¥) is a ||-rational set of N¥* and thus semi-linear: it has the form A} =
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SPH(A) L4 SPot(A) /ma

Fig. 2. The morphisms between the ||-o-semigroups. Full arrows represent morphisms
of ||-o-semigroups, and dashed arrows morphisms of commutative semigroups

Uier,(api + B% Z) for some finite set Ip, ap; e N* Bp . some finite part of
NP For all i € Ip set A¥) . = ap,; + BD ;- We may assume that all the A |
are pa1rw1se disjoint [10, Theorem IV] Settlng Bpi = {bp,i1;--- bD,zJD,L} 1t
holds i~ (A% ) = i (ap,i) || {a~ (o) U+ U = (bsin )}, 50 it just
remain to show that

Lemma 9. For all n € N¥*| y=1(n) is a rational set of SP°*(A).

Proof. (Sketch of) Let ¢ : SP°T(A) — S be a morphism of H—<>—sen,1igroups.
For each j, M non-negative integers, x € S, and ¢,¢" € {[,]}, define S}*;,(z) (or
SJL-‘/ (z) for short) as the posets P of ¢~ (x) such that P*" admits a Ramseyan
split s, for pp, of height M; and s is also a Ramseyan split of {(A, B) € P
AU B = P}, for ¢p, of height j.

Considering linear orderings only, Colcombet [9] expressed S;Zrl( x) with an

"

equality that depends only of the SJL-”L (s), s €8,/ € {[,]} and that uses
only the rational operators for linear orderings:

’ ! L Ll . Ll
Sii(@) =8 @)+ > stws )+ > sitw)Ce 18 (2)

yz=w yez=w

62:e
7 _ v ,
+ P slwezas’ @+ T secins @+ 3 swet s e
yeWz=x ye~Waz=x yeCrma

e2ee

e“=e ec=e

with ¢ ~1(z) = 85 g(2), Si() = ™1 (@) N 4, Si(z) = Si(2) = ¢~ L(z) N {e},

S([)] () =0, and Ce j11, C 11, Co i, Cf’jﬂ rational sets that depend only of

the languages of the form S;HUH(S), se S, ed{]]}

We adapt this to the case where P € SP°T(A), replacing ¢ by u
SP°+(A) — NF*. There are several points to consider. First, technically the
empty poset is not taken into consideration in the framework of posets. Sec-
ond, P* admits a Ramseyan split for ¢pp and of height j if and only if
C = {(A4,B) € P* : (A,B) = P} admits a Ramseyan split for ¢p and of
height j, and, for each P; between two consecutive elements of C' with |P;| > 1
(thus P; =|jes, P; for some |J;| > 1 and nonempty P;), each P; U admits itself

a Ramseyan split for pp and of height |2k + 1|. And third, as N** is infinite but
partitioned into finitely many A%,i in which all elements are equivalent regarding
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to the sequential product, we need to replace any occurrence of some x involved
in a sequential product in the right member of the equality above by some A%,i'
The set Sﬁl(ABi) is composed of all the sequential posets of S;Zrl( ) for all
g € GNAY, ,, and, if «/ =][, all the parallel posets and letters of i~ (A‘l‘)z) For
simplicity we write A’B x =1y (resp. xAD ;, =Yy) when zz =y (resp. zz = y)
for all z € A, D i With the help of Theorem 7, the equalities of Colcombet above
can be rewritten in N** as

i) =S @)+ Y sk sk A, L)
A% IAg, =

+ > Sf[ (A% )CejrrSE (A, )+ Y S't[m%,z-)czimsy (A )
A% eA’D/ = A% e“’A%/ il

2,
+ > sl o, s, Z STl )OS S (A )
Al e “’A"ILD, == A“, eCA‘,J,_x

e2—¢ e2—¢

where C i1, CF ;115 Cofias Cijﬂ are rational sets that depend only of the

languages of the form St *~ (Al ;) and can be obtained precisely as in the case of
linear orderings (see [9, Proof of Theorem 6]), D € PT(Q), i € Ip, ", € {[,]},
and with

o’ " S;:—l(a/D z) SJL,L’(A%}Z») if A%,i =ap.,; + B%,i
j+1(AD,i) = ( Z S]L:_l(b)) + S‘;L (A%,z) if A,E)J' _ B%ﬂ‘ (1)
bEBD,1

S (ap) + Shir(@pa) [ (S Sk, (0)®

beB D,i
ifADz_a’Dﬂ_'_BDz?
(2 S+ > S ) (3 S5 (0)?
bEBp,i beEBp,;
lfA%,i_B%,i

SH(AY ) = (2)

Sh(@) = (@) nA) 3 S5 ) [ SY(2) (3)

y+z=x

Si(z) = Si(x) = SH(z) = SN(A% ) = Sh(Ak ) =S§(AL ) =0 (4)

Note that the choices for y,z in (3) are finite since we are in N¥*. This gives
a finite system of equations, where recursion occurs only in parallel parts, and
whose solution is rational with the help of Lemma 2. As p~!(n) = Sgkﬂ(n) then
p~1(n) is rational for all n € N**,
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Immediately, = (A%) and ¢} (A%PH(A)/NA) are rational sets of SP°t(A)

for all D € P(Q? x P*(Q)). Note that all the constructions are effective.
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Abstract. This paper is devoted to the problem of finding characteri-
zations for Cayley automatic groups. The concept of Cayley automatic
groups was recently introduced by Kharlampovich, Khoussainov and
Miasnikov. We address this problem by introducing three numerical char-
acteristics of Turing transducers: growth functions, Fglner functions and
average length growth functions. These three numerical characteristics
are the analogs of growth functions, Fglner functions and drifts of sim-
ple random walks for Cayley graphs of groups. We study these numerical
characteristics for Turing transducers obtained from automatic presen-
tations of labeled directed graphs.

Keywords: Cayley automatic groups : Turing transducers + Growth
function - Fglner function - Random walk

1 Introduction

This paper contributes to the field of automatic structures [11-13] with partic-
ular emphasis on Cayley automatic groups [10]. Recall that a finitely generated
group G is called Cayley automatic if for some set of generators S the labeled
directed Cayley graph I'(G,S) is an automatic structure (or, FA—presentable).
All automatic groups in the sense of Thurston are Cayley automatic. However,
the class of Cayley automatic groups is considerably wider than the class of auto-
matic groups. For example, all finitely generated nilpotent groups of nilpotency
class at most two and all fundamental groups of three-dimensional manifolds
are Cayley automatic [10]. The Baumslag—Solitar groups are Cayley automatic
[1]. Cayley automatic groups retain the key algorithmic properties which hold
for automatic groups: the word problem for Cayley automatic groups is decid-
able in quadratic time, the conjugacy problem for Cayley biautomatic groups
is decidable, and the first order theory for Cayley graphs of Cayley automatic
groups is decidable.

Oliver and Thomas found a characterization of FA—presentable groups by
showing that a finitely generated group is FA—presentable if and only if it is
virtually abelian [16]. Their result is based partly on the celebrated Gromov’s
theorem on groups of polynomial growth. But, the problem of finding charac-
terizations for Cayley automatic groups is more complicated, and it seems to
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require new approaches. In this paper we address this problem by introducing
some numerical characteristics for Turing transducers of the special class 7.

In Sect.2 we define the class of Turing transducers 7. Then we show that
automatic presentations of Cayley graphs of groups can be expressed in terms of
Turing transducers of the class 7. This explains why study of admissible asymp-
totic behavior for some numerical characteristics of Turing transducers of the
class 7 is relevant to the problem of finding characterizations for Cayley auto-
matic groups. In Sect. 3 we introduce three numerical characteristics for Turing
transducers of the class 7. In this paper, wreath products of groups are used
as the source of examples of Cayley automatic groups. Therefore, in Sect. 4 we
briefly recall basic definitions for wreath products of groups. In Sect.5 we dis-
cuss asymptotic behavior of the numerical characteristics of Turing transducers
of the class 7. Section 6 concludes the paper.

2 Turing Transducers of the Class 7 and Automatic
Presentations of Labeled Directed Graphs

Recall that a (k + 1)—tape Turing transducer T for k > 1 is a multi-tape Turing
machine which has one input tape and &k output tapes. See, e.g., [14, Sect. 10] for
the definition of Turing transducers. The special class of Turing transducers 7°
that we consider in this paper is described as follows. Let us be given a (k4 1)—
tape Turing transducer T' € 7 and an input word x € X*. Initially, the input
word x appears on the input tape, the output tapes are completely blank and all
heads are over the leftmost cells. First the heads of T' move synchronously from
the left to the right until the end of the input z. Then the heads make a finite
number of steps (probably no steps) further to the right, where this number of
steps is bounded from above by some constant which depends on T'. After that,
the heads of T" move synchronously from the right to the left until it enters a
final state with all heads over the leftmost cells.

We say that T accepts x if T" enters an accepting state; otherwise, T rejects x.
Let L C X* be the set of inputs accepted by T. We say that T translates x € L
into the outputs y1, ...,y if for the word x fed to T as an input, T" returns the
word y; on the ith output tape of T for every i = 1,..., k. It is assumed that for
every input € L, the output 3; € L for every i = 1,...,k. Let L' C L* be the
set of all k—tuples of outputs (y1,...,yx). We say that T translates L into L'.

For a given finite alphabet X put X, = X U {0}, where ¢ ¢ Y. The con-

volution of n words wiq,...,w, € X* is the string w; ® -+ ® w, of length
max{|wi|,. .., |wn|} over the alphabet X7 defined as follows. The kth symbol of
the string is (o1, ..., 0y), where g, i = 1,. .., n is the kth symbol of w; if k& < |w;]

and ¢ otherwise. The convolution ® R of a n—ary relation R C X*" is defined as
QR ={w1® - - Qwy|(wi,...,w,) € R}. Recall that a n-tape synchronous finite
automaton is a finite automaton over the alphabet X7\ {(¢,...,0)}. Let T € 7.
Lemma 1 below shows connection between Turing transducers of the class 7 and
multi-tape synchronous finite automata.
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Lemma 1. There exists a (k + 1)—tape synchronous finite automaton M such

that a convolution Tt @ y; ® - - - Q Yi € Eék—’_l)* is accepted by M iff T translates
the input x into the outputs yi, ...,y In particular, the language L is regular.

Proof. The lemma can be obtained straightforwardly from the following two well
known facts. The first fact is that the class of regular languages is closed under
reverse. The second fact is as follows. Let the convolutions ® R; and ® Ry of two
relations Ry = {(z,y)|z,y € X*} and Re = {(y,2)|y,2 € X*} be accepted by
two—tape synchronous finite automata. Then the convolution ® R of the relation
R ={(x,2)|3y[(z,y) € R1 A (y,z) € Ro]} is accepted by a two—tape synchronous
finite automaton. O

In other words, one can say that multi-tape synchronous finite automata simu-
late Turing transducers of the class 7. In different context, the notion of simu-
lation for finite automata appeared, e.g., in [3,4].

For a given k, put X = {1,...,k}. Let T € 7 be a (k + 1)-tape Turing
transducer translating a language L into L’ C L*. We construct the labeled
directed graph I'r with the labels from X as follows. The set of vertices V (I'r)
is identified with L. For given u,v € L there is an oriented edge (u,v) labeled
by j € Xy if T translates u into some outputs wi, ..., wy such that w; = v. It
is easy to see that each vertex of the graph I'r has k outgoing edges labeled by
1,..., k.

Let I" be a labeled directed graph for which every vertex has k outgoing edges
labeled by 1,...,k. Recall that I" is called automatic if there exists a bijection
between a regular language and the set of vertices V(I") such that for every
Jj € X} the set of oriented edges labeled by j is accepted by a synchronous two—
tape finite automaton. From Lemma 1 we obtain that I’ is automatic. Suppose
that I" is automatic. Lemma 2 below shows that I" can be obtained as It for
some (k + 1)-tape Turing transducer T' € 7.

Lemma 2. There exists a (k + 1)~tape Turing transducer T € T for which
I'r=1T.

Proof. The lemma can be obtained from the following fact. Let R = {(z,y)|z,y €
L} be a binary relation such that @R is recognized by a two—tape synchronous
finite automaton, where L is a regular language. Suppose that for every z € L
there exists exactly one y € L such that (z,y) € R. Then there exists a two—tape
Turing transducer T € 7 for which T translates x into y iff (z,y) € R and T
rejects z iff ¢ ¢ L. The construction of the Turing transducer Tg can be found,
e.g., in [6, Theorem 2.3.10]. The resulting (k4 1)-tape Turing transducer T' € T

is obtained as the combination of k two-tape Turing transducers Tg,,...,Tr,,
where Ry,..., Ry are the binary relations defined by the directed edges of I
labeled by 1,...,k, respectively. a

Lemmas 1 and 2 together imply the following theorem.

Theorem 3. The labeled directed graph I' is automatic iff there exists a Turing
transducer T € T for which I' = I'p. O
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Let I'(G, S) be a Cayley graph for some set of generators S = {s1,...,s;}. Let us
fix an order of elements in S as s, .. ., sp. We say that the Cayley graph I'(G, S)
is presented by 1" € T if, after changing labels from j to s; for every j € X
in I'p, I'r = I'(G,S). The isomorphism Iy = I'(G,S) defines the bijection
¢ : L — G up to the choice of the word of L corresponding to the identity
e € G. By Theorem 3 we obtain that if I'(G,S) is presented by T' € 7, then
G is a Cayley automatic group and 7' provides an automatic presentation for
the Cayley graph I'(G, S). Moreover, for each automatic presentation of I'(G, S)
there is a corresponding Turing transducer 7' € 7 for which I'(G, S) is presented
by T.

3 Numerical Characteristics of Turing Transducers

We now introduce three numerical characteristics for Turing transducers of the
class 7. Let T € 7 be a (k + 1)-tape Turing transducer translating a language
L into L' C L*. Given a word w € L, feed w to T. Let w1, ..., w, € L be the
outputs of T for w. We denote by T'(w) the set T(w) = {wy,...,w}. Given a

set W C L, we denote by T (W) the set T(W) = |J T(w). Let us choose a
weW
word wo € L. Put Wy = {wp}, W1 = T(W,y) and, for ¢ > 1, put W41 = T(W;).

Let V,, = U Wi, n > 0. Put b,, = #V,.
i=0

K2

— We call the sequence b,,n = 0,..., 00 the growth function of the pair (T, wy).

For a given finite set W C L put
oW ={we W|T(w) € W}.

In other words, OW is the set of words w € W for which at least one of the
outputs of T for w is not in W. Define the function Fel(e) : (0,1) — N as

Fol(e) = min{#W|#OW < e#W}.

It is assumed that the function F'gl(e) is defined on the whole interval (0, 1), i.e.,
for every e € (0,1) the set {W|#0W < e#W} is not empty.
— We call the sequence f,, = F@l(%)7 n=1,...,00 the Fglner function of T
Let M be a finite multiset consisting of some words of L. We denote by
T (M) the multiset obtained as follows. Initially, T'(M) is empty. Then, for every
word w in M add the outputs of T for w to T'(M). If w has the multiplicity m
in M, then this procedure must be repeated m times. Let My be the multiset
consisting of the word wy with the multiplicity one. Put M; = T (M) and, for
i > 1, put M;11 = T(M;). The total number of elements (multiplicities are taken
into account) in the multiset M, is k™. Put £, to be

5, o
En _ weMy, 1
kn ’ ( )
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where m,, is the multiplicity of a word w in M,, and |w| is the length of w. In
other words, ¢, is the average length of the words in the multiset M,,.

— We call the sequence ¢,,n = 1,...,00 the average length growth function of
the pair (T, wy).

4 Wreath Products of Groups: Basic Notation

Most of the labeled directed graphs in this paper are obtained as Cayley graphs
of wreath products of groups. For the sake of convenience we describe basic
notation for restricted wreath products A B in the present section. For more
details on wreath products see, e.g., [9]. For given two groups A and B, we denote
by AP the set of all functions f : B — A having finite supports. Recall that
a function f : B — A has finite support if the set {x € B|f(x) # e} is finite,
where e is the identity of A. Given f € AP) and b € B, we define f* € AP
as follows. Put f?(x) = f(bx) for all 2 € B. The group A B is the set product
AB) x B with the group multiplication given by (f,b) - (f/,b) = (ff’bil,bb’).
We denote by is the embedding ig : A — A B for which ig : a — (fa,€),
where e is the identity of the group B and f, € A®) is the function f, : B — A
such that f,(e) = a and f,(x) is the identity of the group A for every x # e. We
denote by ip the embedding ip : B — A B for which ig : b — (e,b), where e
is the identity of the group A(®): in other words, e is the function which maps
all elements of B to the identity of the group A. For the sake of convenience
we will identify A and B with the subgroups is(A) < A ! B and ip(B) <
A B, respectively. Let Sy = {a1,...,a,} € A and Sgp = {b1,...,bmn} C B
be some sets of generators of the groups A and B, respectively. Then the set
S =14(S4)Uip(Sp) is a set of generators of A1 B. The Cayley graph I'(A! B, S)
can be obtained as follows. The vertices of I'(A1 B, S) are the elements of A1 B,
i.e., all pairs (f,b) such that f € A®) and b € B. The right multiplication
of an element (f,b) by a;,i = 1,...,nis (f,b)a; = (f, b), where f(s) = f(s)

~

if s # b and f(b) = f(b)a;. The right multiplication of an element (f,b) by
bj,j=1,....mis (f,b)b; = (f,bb;).

5 Asymptotic Behavior of the Numerical Characteristics

In this section we discuss asymptotic behavior of the numerical characteristics
of Turing transducers of the class 7.

5.1 Growth Functions and Fglner Functions

We first consider the behavior of growth function b,,n = 0,...,00 for Turing
transducers of the class 7.

Let G be a group with a finite set of generators Q C G. Put S = QU QL.
Recall that the growth function of the pair (G, Q) is the function #B,,n =
0,...,00, where #B,, is the number of elements in the ball B,, = {g € G|{s(g) <
n}. Let T € T be a Turing transducer translating a language L into L' C L,
where k = #5. Choose any word wy € L. The following claim is straightforward.
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Claim. Suppose that the Cayley graph I'(G,S) is presented by T. Then the
growth function b,, of the pair (T, wg) coincides with the growth function of the
pair (G, Q). O
One of the important questions in the group theory is whether or not for a given
pair (G, Q) the growth series is rational. A similar question naturally arises for
a pair (T, wp). It is easy to show an example of a pair (T,wy),T € 7 for which
the growth series is not rational.

Ezxample 4. Stoll proved that the growth series of the Heisenberg group Hs with
respect to the standard set of generators is not rational [18]. The Cayley graph
of Hy is automatic [10, Example6.7]. Therefore, we obtain that there exists a
pair (T, wp),T € T for which the growth series > b, 2™ is not rational. O

Moreover, a Turing transducer of the class 7 may have a function b,,n =
0,...,00 of intermediate growth.

Example 5. Miasnikov and Savchuk constructed an example of a 4-regular auto-
matic graph which has intermediate growth [15]. Therefore, we obtain that there

exists a pair (T, wq),T € T for which the function b,,n = 0,...,00 has inter-
mediate growth. O
We now consider the behavior of Fglner function f,,n =1,..., 0o for Turing

transducers of the class 7. Fglner functions were first considered by A. Vershik
for Cayley graphs of amenable groups [19]. Recall first some necessary definitions
regarding Fglner functions [7].

Let G be an amenable group with a finite set of generators @ C G. Put
S =QuUQ ! Let E be the set of directed edges of I'(G,S). For a given finite
set U C G the boundary QU is defined as

OU = {u € U|3v € G[(u,v) € EAv ¢ U]}
The function Folg g : (0,1) — N is defined as
FQZG,Q(E) = min{#U‘#aU < E#U}.

The Folner function Folg g : N — N is defined as Folg,g(n) = Folg,g(L). The
following claim is straightforward.

Claim. Suppose that the Cayley graph I'(G,S) is presented by a Turing trans-
ducer T' € 7. Then for the Fglner function f, of T, f, = Felg g(n). O

In this subsection we say that fi(n) ~ fa(n) if there exists K € N such
that f1(Kn) > & fa(n) and fo(Kn) > & fi(n), ie., fi(n) and fa(n) are equiv-
alent up to a quasi—isometry. Let Q' C G be another set generating G. Then
Folg o(n) ~ Folg g (n). In this subsection Folner functions are considered up to
quasi-isometries. So, instead of Folg g(n), we will write Folg(n).

Let Gy = Z1Z. Put G411 = G; 1 Z,i > 1. It is shown [7, Example 3] that
Folg, (n) ~ n(™). Tt follows from [2, Theorem 3] that for every integer i > 1 there
exists a Turing transducer T; € 7 for which a Cayley graph of G; is presented
by T;. The following theorem shows that the logarithm of Fglner functions for
Turing transducers of the class 7 can grow faster than any given polynomial.
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Theorem 6. For every integer i > 1 there exists a Turing transducer of the
class T for which f, ~n(""). O

Remark 7. Consider the group Z (Z ! Z). It is shown [7, Example4] that
Folpmz)(n) ~ n(™"). In particular, Folgzz)(n) grows faster than Felg,(n)
for every i > 1. However, it is not known whether or not there exists a Turing
transducer T € T for which a Cayley graph of Z ! (ZZ) is presented by T. O

5.2 Random Walk and Average Length Growth Functions

Recall first some necessary definitions [20]. Let G be an infinite group with a set
of generators Q = {s1,...,8m} C G.

Put S=QUQ "= {s1,...,5m, 57 ,...,5,'}. For a given g € G we denote
by £s(g) the minimal length of a word representing ¢ in terms of S. We denote
by B, the ball of the radius n, B,, = {g € G|¢s(g9) < n}. Let u be a symmetric

measure defined on S, i.e., u(s) = u(s~!) for all s € S. The convolution p*"*(g)

on B, is defined as
wo= Y. 11 ),

9g=g1...gn t=1,....,n
where g; € S, i=1,...,n.
Let ¢, (g) be the number of words of length n over the alphabet S representing

cn(g)
@my

Therefore, 1*™(g) is the probability that a n—step simple symmetric random walk
on the Cayley graph I'(G, S), which starts at the identity e € G, ends up at the
vertex ¢ € G. In this paper we consider only uniform measures u. We denote
by E,«n[ls] the average value of the functional g on the ball B,, with respect
to the measure p*". For some Cayley graphs of wreath products of groups we
will show asymptotic behavior of E,«[¢g] of the form E, . [fs] < f(n), where
g(n) < f(n) means that 61 f(n) < g(n) < daf(n) for some constants da > §; > 0.

Let T € T be a Turing transducer translating a language L into L’. Suppose
that the Cayley graph I'(G, S) is presented by T Let us choose any word wq € L.
The Turing transducer T provides the bijection ¢ : L — G such that 1~!(e) =
wg. Therefore, we can consider the average of the functional |w| on the ball B,
with respect to the measure p*", where |w| is the length of a word w € L. The
following claim is straightforward.

the element g € G. If p is the uniform measure on S, then p*"(g) =

Claim. For a n—step symmetric simple random walk on the Cayley graph
I'(G,S), Ey|lw|] = £,, where £, is the nth element of the average length
growth function of the pair (T, wy). O

The following proposition relates £, and E,n[(g].

Proposition 8. There exist constants Cy and Cy such that £, < C1E, - [ls] +
Cy for all n.

Proof. Recall that, by definition, there exists a constant ¢ such that for every
input « € L and an output y; € L,j = 1,...,2m, |y;| < |z]| +¢c. Put C; = c and
Cy = |wp|. Therefore, we obtain that the inequality £, < C1E=n[lg] + C5 holds
for all n. a
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Tt is easy to give examples of Turing transducers of the class 7 for which ¢,, < /n
and the growth function b,, is polynomial using a unary-like representation of
integers. See Example 9 below.

Ezample 9. Let Q = {s1,...,5mn} be the standard set of generators of the group
Z™, where s; = (6%,...,67) and &) = 1ifi = j, 6 = 0if i # j. Put S =
QU Q™! Tt can be seen that there exists a (2m + 1)-tape Turing transducer
T € T translating a language L into a language L' C L*™ for which I'(Z™, S) is
presented by T'. It is easy to see that a language L and an isomorphism between
I'p and I'(Z™, S) can be chosen in a way that {g(g) = |w|, where g € Z™ and
w € L is the word corresponding to g. In particular, put the empty word € to be
the representative of the identity (0,...,0) € Z™. Therefore, for such a Turing
transducer T, £,, = E,+n[{g]. For a symmetric simple random walk on the m-
dimensional grid, E,«[ls] < y/n. For the proof see, e.g., [17]. So, for the pair
(T,e€), £, < y/n. The growth function b,, of (T, €) is polynomial. Thus, we obtain
(2m + 1)—tape Turing transducers T;,,,mm = 1, ..., 00 for which ¢, < \/n and the
growth function b,, is polynomial. a

A more complicated technique is required in order to show an example of a
Turing transducer of the class 7 for which ¢,, < y/n and the growth function b,
is exponential. We will construct such a Turing transducer in Lemma 11.

Let H be a group with a set of generators Sy = {t1,...,t;}. Consider the
group ZolH. Let h € ZéH) be the function h : H — Zy such that h(g) = eifg # e
and h(e) = a, where a is the nontrivial element of Zy. Let Q = {t, th, ht, hth|t €
S} be the set of generators of the group Zs ! H. Put S = QU Q™. Consider a
symmetric simple random walk on the Cayley graph I'(Z2 ! H, S). It is easy to
see that a n—step random walk on I'(Zy ! H, S) corresponds to a n—step random
walkon H. Put P =S HUS;Il. Let R,, be the number of different vertices visited
after walking n steps on I'(H, P). We call R,, the range of a n—step random walk
on I'(H, P). In the following proposition the asymptotic behavior of E,-n[(g] is
expressed in terms of E,«n[R,] — the average range for a n—step random walk
on I'(H, P).

Proposition 10. Let H and S be as above. For a symmetric simple random
walk on I'(ZoV H, S), Eyn[ls] < E o [Ry).

Proof. For the proof see [5, Lemma 2]. O

Lemma 11. There exists a set of generators Sy of the lamplighter group Zo 1 Z
for which the following statements hold.

(a) For a simple symmetric random walk on I'(Za 1 Z, S1), Eyn[ls,] < /n.
(b) There exists a Turing transducer Ty € T such that I'(Z217Z,S1) is presented
by Ty and £, < \/n.

Proof. Let us consider the lamplighter group Zs ! Z. Let t be a generator of the
subgroup Z < Zs!Z and h € Zéz) < Zo ) Z be the function h : Z — Zs such
that h(z) = e if z # 0 and h(0) = a. Let Q1 = {¢,th, ht,hth} be the set of
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generators of Zo 1 Z and S; = Q1 U Q7 L For a simple symmetric random walk
on I'(Z,{t,t™'}), B+ [Ry] ~ /n, where ~ here means asymptotic equivalence.
For the proof see, e.g., [17]. Therefore, from Proposition 10 we obtain that for a
simple symmetric random walk on I'(Z9 1 Z, S1), E,n[ls,] < /1.

Let Q) = {t,h} be a set of generators of Zy 1 Z. Put S} = Q, UQ ™" =
{t,t71,h}. In [2, Theorem 2] we constructed an automatic presentation of the
Cayley graph I'(Z217Z, S}), the bijection ¢ : L1 — Zy1Z, for which the inequal-
ities %Esi(g) +2 < |ul < ls:(g) + 1 hold for all g € Zy 1 Z, where Ly is a
regular language, w = ¥, '(g9) € L; is the word corresponding to g and |w| is
the length of w. It is easy to see that $(g, (g) < ls:(g9) < 3ls,(g). Therefore, we
obtain that £0s,(9) + 2 < |w| < 30s,(g) + 1 for all g € Z31 Z. This implies that
LB, nlls ]+ 2 < Eyen[|w]] < 3E,n[ls,]+ 1. The bijection ¢y : L1 — Zy1Z pro-
vides an automatic presentation for the Cayley graph I'(Z21Z, S1). By Lemma 2,
we obtain that there exists a 9—tape Turing transducer T} € 7 translating the
language L; into some language L} C L§ for which I'(Z317Z, S;) is presented by
T;. Therefore, we obtain that for T3, £, =< /n. Since the growth function of the
group Zso ! Z is exponentinal, the growth function b,, of T} is exponential. a

It is easy to give examples of Turing transducers of the class 7 for which ¢, < n
and the growth function b,, is exponential. See Example 12 below.

Example 12. Let F,, be the free group over m generators si,...,S,. Put Q =
{s1,...,8m} and S = Q U Q~!. There exists a natural automatic presentation
of the Cayley graph I'(F,,,S), the bijection ¢ : L — F,,, for which L is the
language of all reduced words over the alphabet S. In particular, the empty
word € represents the identity e € F,,. The bijection 1) maps a word w € L
into the corresponding group element of F,,. It is clear that ¢s(g) = |w]|, where
w = ¢~ 1(g). For a symmetric simple random walk on I'(Fy,,S), E,[ls] <
n. Therefore, E,«n[lw|] < n. Therefore, for each m > 1 we obtain the pair
(T,¢), T € T for which ¢, < n. Since the growth function of the free group F,,
is exponential, the growth function b, of the pair (T} €) is exponential. O

Is there a Turing transducer of the class 7 for which ¢,, grows between y/n and
n? We will answer on this question positively in Theorem 14 which follows from
Proposition 13 below.

Let G be a group with a set of generators Sg = {g1,...,gm}. Put P = Sg U
S5'. Assume that for a symmetric simple random walk on I'(G, P), £, () < n®
for some 0 < a < 1. Consider the wreath product G Z. Let t be a generator of
the subgroup Z < GU1Z. Let h; € G® < G1Z, i = 1,...,m be the functions
hi : Z — G such that h;(z) = e if z # 0 and h;(0) = g;. Put Q = {hjth]|4,j =
1,...,m;p,q = —1,0,1} to be the set of generators of the group G ! Z and
S = QU Q™. Consider a n-step random walk on I'(GZ,S). The following
proposition shows asymptotic behavior of E,«»[(g].

Proposition 13. Let G, S and a be as above. For a symmetric simple random
14+«

walk on I'(GRZ,S), Eynlls] <n"= .

Proof. For the proof see [8, Lemma 3]. O
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Theorem 14. For every o < 1 there exists a Turing transducer T € T for
which £, =< n® for some 3 such that a« < 3 < 1 and the growth function b, is
exponential.

Proof. Let us consider the sequence of wreath products G,,,m = 1,...,00 such
that G1 = Z2o1Z and Gpy1 = G U Z, m > 1. From Lemma 11(a) and Propo-
sition 13 we obtain that for every m > 1 there exists a proper set of generators
Qm C G, such that for a symmetric simple random walk on the Cayley graph
I'(Gpm, Sm), Epnlls, ] = nl=#7  where S,, = Qm U Q. Tt follows from [2,
Theorem 3] that for every m > 1 there is an automatic presentation of the Cay-
ley graph I'(G,,, S.,), the bijection ¥y, : L,, — G, for which the inequalities
01ls (9) + A < |w] < dyls; (g9) + Aj hold for all g € G, for some constants
8 > & > 0,M\, Ny, where L,, is a regular language and S/ = Q. UQ., "
for some proper set of generators @/, C G,,, and w = 1.} (g) is the word rep-
resenting g. Therefore, the inequalities d14g, (9) + M1 < |w| < d28s,,(9) + A2
hold for all g € G,, for some constants do > d; > 0, A1, Ao. This implies that
N E nlls, |+ < Epenl|w]] < 02E,#n[lg, ]+ Aa. Therefore, E-n[|w|] < nl=zm .

For every m > 1 the bijection v, : L,, — G,, provides an automatic pre-
sentation of the Cayley graph I'(G,,, Sy,). It follows from Lemma?2 that there
is a (k;, + 1)—tape Turing transducer T}, € 7 translating the language L,, into
L' C LEm for which, after proper relabeling, I'r,, = I'(Gn, Sm). The numbers
km,m =1,... 00 can be obtained recurrently as follows. It is easy to see that
km+1 = Q(km+1)2 for m > 1 and k; = 8, which is simply the number of elements
in 57 (see Lemma 11). So, we obtain that for T,,,m > 1, £, < nl=zm . For every
m > 1, since the growth function of the group G,, is exponential, the growth
function b,, of T}, is exponential. O

6 Discussion

In this paper we addressed the problem of finding characterizations of Cayley
automatic groups. Our approach was to define and then study three numerical
characteristics of Turing transducers of the special class 7. This class of Tur-
ing transducers was obtained from automatic presentations of labeled directed
graphs. The numerical characteristics that we defined are the analogs of growth
functions, Fglner functions and drifts of simple random walks for Cayley graphs
of groups. We hope that further study of asymptotic behavior of these three
numerical characteristics of Turing transducers of the class 7 will yield some
characterizations for Cayley automatic groups.
Two open questions are apparent from the results of Sect. 5.

— Theorem 6 shows that for every integer ¢ > 1 there exists a Turing transducer
of the class 7 for which f,, ~ n(®). Is there a Turing transducer 7' € T for
which the Fglner function grows faster than n("") for all 1 > 17



36

D. Berdinsky

Theorem 14 tells us that for every a < 1 there exists a Turing transducer
T € T for which /,, < n® for some 3 such that o < 8 < 1. Is there a Turing
transducer T' € 7 for which ¢,, grows faster than n® for every a < 1 but slower
than n?
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Abstract. Perfect languages—a term coined by Esparza, Ganty, and
Majumdar—are the classes of languages that are closed under Boolean
operations and enjoy decidable emptiness problem. Perfect languages
form the basis for decidable automata-theoretic model-checking for the
respective class of models. Regular languages and visibly pushdown lan-
guages are paradigmatic examples of perfect languages. Alur and Dill ini-
tiated the language-theoretic study of timed languages and introduced
timed automata capturing a timed analog of regular languages. How-
ever, unlike their untimed counterparts, timed regular languages are not
perfect. Alur, Fix, and Henzinger later discovered a perfect subclass of
timed languages recognized by event-clock automata. Since then, a num-
ber of perfect subclasses of timed context-free languages, such as event-
clock visibly pushdown languages, have been proposed. There exist exam-
ples of perfect languages even beyond context-free languages:—La Torre,
Madhusudan, and Parlato characterized first perfect class of context-
sensitive languages via multistack visibly pushdown automata with an
explicit bound on number of stages where in each stage at most one stack
is used. In this paper we extend their work for timed languages by char-
acterizing a perfect subclass of timed context-sensitive languages called
dense-time multistack visibly pushdown languages and provide a logical
characterization for this class of timed languages.

Keywords: Perfect languages - Context-sensitive languages - Multi-
stack automata - Timed languages

1 Introduction

A class C of languages is called perfect [10] if it is closed under Boolean opera-
tions and permits algorithmic emptiness-checking. Perfect languages are the key
ingredient for the Vardi-Wolper recipe for automata-theoretic model-checking:—
given a system specification S and a system implementation M as languages in C,
the model-checking involves deciding the emptiness of the language M N—-S €C.
The class of (w-)regular languages is a well-known class of perfect languages,
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while other classes of languages such as context-free languages (CFLs) or context-
sensitive languages (CSLs) are, in general, not perfect. CFLs are not perfect since
they are not closed under intersection and complementation, although emptiness
is decidable.On the other hand, CSLs are closed under Boolean operations but
emptiness, in general, is undecidable for CSLs [6].

Alur and Madhusudan [4] discovered a perfect subclass of CFLs, called vis-
ibly pushdown languages (VPLs), characterized by wvisibly pushdown automata
(VPA) that operate over words that dictate the stack operations. This notion
is formalized by giving an explicit partition of the alphabet into three disjoint
sets of call, return, and internal symbols and the VPA must push one symbol
to stack while reading a call symbol, and must pop one symbol (given stack is
non-empty) while reading a return symbol, and must not touch the stack while
reading an internal symbol. This visibility enables closure of these automata
under all of the Boolean operations, while retaining the decidable emptiness
property. Building upon this work, La Torre et al. [11] introduced a perfect class
of CSLs, called multistack visibly pushdown languages (MVPLSs), recognized by
VPA with multiple stacks (and call-return symbols for each stack) where the
number of switches between various stacks for popping-purposes is bounded.

Ezample 1. L = {a™b™ :n > 0} is a VPL with a as call and b as return symbol for
the unique stack, whereas L' = {a}'a5*b7b5" : n,m > 0} is a MVPL considering
a; and b; as call and return symbols, respectively, for stack-i where ¢ € {1,2}.
Finally, L” = {a"™b™c"™ : n > 0} is neither VPL nor MVPL for any partition of
alphabets as call and respectively alphabets of various stacks.

In this paper we introduce a timed extension of this context-sensitive language
and study language-theoretic properties of the class in [14]. We characterize
a perfect subclass of timed context-sensitive languages and provide a logical
characterization for this class of timed languages.

Quest for Perfect Timed Languages. Alur and Dill [2] initiated automata-
theoretic study of timed languages and characterized the class of timed-regular
languages as the languages defined by timed automata. Unlike untimed regular
languages, Alur and Dill showed that timed regular languages are not perfect
as they are not closed under complementation. However, the emptiness of timed
automata is a decidable using a technique known as region-construction. To over-
come the limitation of timed automata for model-checking, Alur et al. introduced
a perfect class of timed languages called the event-clock automata [3] (ECA) that
achieves the closure under Boolean operations by making clock resets visible—
the reset of each clock variable is determined by a fixed class of events and hence
visible just by looking at the input word. The decidability of the emptiness for
ECA follows from the decidability of regular timed languages.

Two of the well-known models for context-free timed languages include
recursive timed automata (RTAs) [15] and dense-time pushdown automata
(dtPDAs) [1]. RTAs generalize recursive state machines with clock variables,
while dtPDAs generalize pushdown automata with clocks and stack with variable
ages. In general, the emptiness problem for the RTA in undecidable, however [15]
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characterizes classes of RTA with decidable emptiness problem. However, with-
out any further restrictions, such as event-clock or visible stack, the languages
captured by these classes are not perfect, since they strictly generalize both
timed regular languages and CFLs. Tang and Ogawa in [16] proposed a first per-
fect timed context-free language class characterized by event-clock visibly push-
down automata (ECVPA) that generalized both ECA and VPA. For the proposed
model they showed determinizability as well as closure under Boolean operations,
and proved the decidability of the emptiness problem. However, ECVPAs, unlike
dtPDAs, do not support pushing the clocks on the stack. We proposed [7] a gener-
alization of ECVPA called dense-time visibly pushdown automata (dtVPA), that
are strictly more expressive than ECVPA as they support stack with variable ages
(like dtPDA) and showed that dtVPA characterize a perfect timed context-free
language.

Contributions. We study a class of timed context-sensitive languages called
dense-time multistack visibly pushdown languages (dtMVPLs), characterized
by dense-time visibly pushdown multistack automata (dtMVPA), that generalize
MVPLs with multiple stacks with ages as shown in the following example.

Example 2. Consider the timed language whose untimed component is of the
form {a¥b*c¥d* | y,z > 1} with the critical timing restrictions among various
symbols in the following manner. The first ¢ must appear after 1 time-unit of
last a, the first d must appear within 3 time-unit after last b, and finally the
last b must appear within 2 time units of the beginning and last d must appear
precisely at 4 time unit. This language is accepted by a dtMVPA with two stacks
shown in Fig. 1. Let a and ¢ (b and d, resp.) be call and return symbols for the
first (second, resp.) stack. Stack alphabets for first stack is I'' = {«, $} and for
second stack is I'? = {3, $}. In the figure a clock z, measures the time since the
occurrence of last a, while constraints pop(y) € I checks if the age of the popped
symbol is in a given interval I. The correctness of the model is easy to verify.

() b, push?(8 d, pop*(33)

@a, push1($)Ab push?($) Ac pop* ($) €[2,2] %d, pop*($) €[4,4] @
\TJ

C, Ta 2 1, popl(:I/
¢, pop'(a)€ [0,2]
¢, pop' ($) €[2,2]

Fig. 1. Dense-time multistack visibly pushdown automata used in Example 2

In this paper we show dtMVPLs are closed under Boolean operations and
enjoy decidable emptiness problem. Although, the emptiness problem for restric-
tions of context sensitive languages has been studied extensively [5,9,12-14], ours
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is the first attempt to formalize perfect dense-time context-sensitive languages.
We will also give a logical characterization of this class of languages. We believe
that dtMVPLs provide an expressive yet decidable model-checking framework
for concurrent time-critical software systems (See [8] for an example).

The paper is organized as follows. We begin by introducing dense-time visibly
pushdown multistack automata in the next section. In Sect.3 we show closure
under Boolean operations for this model, followed by logical characterization in
Sect. 4. Details of the proof for decidability of emptiness can be found in [8].

2 Dense-Time Visibly Pushdown Multistack Automata

We assume that the reader is comfortable with standard concepts from automata
theory (such as context-free languages, pushdown automata, MSO logic), con-
cepts from timed automata (such as clocks, event clocks, clock constraints, and
valuations), and visibly pushdown automata. Due to space limitation, we only
give a very brief introduction of required concepts in this section, and for a
detailed background on these concepts we refer the reader to [2—4].

A finite timed word over X is a sequence (ai,t1),(as,t2),...,(an,t,) €
(UxRx>g)* such that ¢t; < t;4q for all 1 < i < n — 1. Alternatively, we can
represent timed words as tuple ({a1,...,an), {t1,...,t,)). We use both of these
formats depending on technical convenience. We represent the set of finite timed
words over X by T'X*. Before we introduce our model, we recall the definitions
of event-clock automata and visibly pushdown automata.

2.1 Preliminaries

Event-clock automata (ECA) [3] are a determinizable subclass of timed
automata [2] that for every action a € X implicitly associate two clocks z,
and y,, where the “recorder” clock x, records the time of the last occurrence of
action a, and the “predictor” clock y, predicts the time of the next occurrence
of action a. Hence, event-clock automata do not permit explicit reset of clocks
and it is implicitly governed by the input timed word. This property makes ECA
determinizable and closed under all Boolean operations.

Notice that since clock resets are “visible” in input timed word, the clock
valuations after reading a prefix of the word is also determined by the timed
word. For example, for a timed word w = (a1, t1), (ag,t2), ..., (an,t,), the value
of the event clock x, at position j is t; —t; where 7 is the largest position preceding
j where an action a occurred. If no a has occurred before the jth position, then
the value of x, is undefined denoted by a special symbol F. Similarly, the value
of y, at position j of w is undefined if symbol a does not occur in w after the
jth position. Otherwise, it is ¢, — t; where k is the first occurrence of a after j.

We write C for the set of all event clocks and we use R for the set R~oU{F}.
Formally, the clock valuation after reading j-th prefix of the input timed word
w, vy : C'— RE, is defined in the following way: v} (24) = t;—t; if there exists

an 0 <4 < j such that a; = g and ay, # ¢ for all i <k < j, otherwise v}’ (z,) =
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(undefined). Similarly, v}’ (y,) = t,n, — t; if there is j < m such that a,, = ¢ and
a; # q for all j <1 < m, otherwise v{’(y,) =F. A clock constraint over C is a
boolean combination of constraints of the form z ~ ¢ where z € C, ¢ € N and
~€ {<,>}. Given a clock constraint z ~ ¢ over C, we write v =(z ~ ¢) to
denote if v}"(2) ~ c. For any boolean combination ¢, v} =¢ is defined in an
obvious way: if ¢ = 1 Aga, then v}’ = iff V¥ =1 and v}” = po. Likewise, the
other boolean combinations are defined.

Definition 3. An event clock automaton is a tuple A = (L, X, L°, F, E) where
L is a set of finite locations, X is a finite alphabet, L° € L is the set of initial
locations, F' € L is the set of final locations, and E is a finite set of edges of the
form (£,0',a,p) where £, are locations, a € X, and ¢ is a clock constraint.

The class of languages accepted by event-clock automata are closed under
boolean operations with decidable emptiness property [3].

Visibly pushdown automata [4] are a determinizable subclass of pushdown
automata that operate over words that dictate the stack operations. This notion
is formalized by giving an explicit partition of the alphabet into three disjoint
sets of call, return, and internal symbols and the visibly pushdown automata
must push one symbol to stack while reading a call symbol, and must pop one
symbol (given stack is non-empty) while reading a return symbol, and must not
touch the stack while reading the internal symbol.

Definition 4. A wvisibly pushdown alphabet is a tuple X = (X, X, Xint) where
2 is partitioned into a call alphabet X, a return alphabet X, and an internal
alphabet X;,;. A visibly pushdown automata (VPA) over X = (X, Xy, Xint) is a
tuple (L, X, T, L°, 6, F) where L is a finite set of locations including a set L° C L
of initial locations, I' is a finite stack alphabet with special end-of-stack symbol
1, A C (LxX.XLx(I'\ L)) U (LxXxI'xL) U (LxXinexL) s the transition
relation, and F C L is final locations.

The class of languages accepted by visibly pushdown automata are closed under
boolean operations with decidable emptiness property [4].

2.2 Dense-Time Visibly Pushdown Multistack Automata (dtMVPA)

We introduce the dense-time visibly pushdown automata as an event-clock
automaton equipped with multiple (say n > 1) timed stacks along with a visibly
pushdown alphabet ¥ = (X4 Xh xh Vo where X2 N X = () for i # j, and
x € {¢,r,int}. Due to space limitation and notational convenience, we assume
that the partitioning function is one-to-one, i.e. each symbol a € X" has unique
recorder x, and predictor y, clocks assigned to it. Let I'* be the stack alphabet
of the h-th stack. Let I' = {J;_, I'" and let " = (X X 3 5. Let Cygn (or

Cj, when X" is clear) be a finite set of event clocks. Let @(C},) be the set of clock
constraints over C, and Z be the set of intervals.

Definition 5. A dense-time visibly pushdown multistack automata (dtMVPAs)
over (Xh Xh xh Vn_ is a tuple (L, X, T, L°, F, A=(AMUAPUAR 1_)) where

wnt wnt
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— L is a finite set of locations including a set LY C L of initial locations,

— I'" is the finite alphabet of the hth stack with special end-of-stack symbol Ly,
— AP C(Lx XM xd(Cp)x Lx (I'M\L}y,)) is the set of call transitions,

— AP C(IxZPXIx I x®(Cy)x L) is set of return transitions,

— Ah L C(Lx X!, x®(Cp)x L) is set of internal transitions, and

int =

— F C L is the set of final locations.

Let w = (ag,to),-- -, (ae, te) be a timed word. A configuration of the dtMVPA
is a tuple (¢, v%, (((vtol, age(ytal)),. .., (v"c™, age(y"o™))) where £ is the cur-
rent location of the dtMVPA, /¥ gives the valuation of all the event clocks at
position i < |w|, y"o" € I'(I'")* is the content of stack h with 4" being the top-
most symbol and o” is the string representing the stack content below 7", while
age(y"a") is a sequence of real numbers encoding the ages of all the stack sym-
bols (the time elapsed since each of them was pushed on to the stack). We follow
the assumption that age(L") = () (undefined). If for some string o € (I'")*
we have that age(o”) = (t1,ta,...,t,) and for 7 € R>o we write age(o”) + 7 for
the sequence (t; + 7,t2 +7,...,t, + 7). For a sequence o = (v}, ... ,'yé‘) and a
member 7" we write Y :: 0" for (4" AR, ,75).
A run of a dtMVPA on w = (ag, to), - . -, (e, te) is a sequence of configurations
(607 vy (<L1>’ <|_>)’ AR (<Ln>7 <|_>))’ (617 vy, ((0%7 age(a})), T (0?7 age(a{‘))),
s leg1, 8, (0t age(oly)), ..o, (o0, age(ot,y)))) where ¢; € L, £y € L°,
ol € (" U {L"})*, and for each i, 0 < i < e, we have:

— Ifa; € X" then thereis (¢;,a;, ¢, liv1,7") € AP such that v = . The symbol
A" € I"\{1"} is then pushed onto the stack h, and its age is initialized to
zero, i.e. (ol 1, age(ol, ) = (v" :: 01,0 :: (age(o?) + (t; —t;—1))). All symbols
in all other stacks are unchanged, and age by t; — t;_1.

— If a; € X", then there is (¢;,a;, I,v", p,l;11) € AP such that v |=¢. Also,
ol = 4"k € I(IM)* and age(y") + (t; — ti—1) € I. The symbol " is
popped from stack h obtaining ol | = k and age(ol',,) = age(ol)+ (t;—t;_1).
However, if 4 = (L"), then v" is not popped. The contents of all other stacks
remains unchanged, and simply age by (¢t; — t;_1).

— If a; € X!, then there is (¢;, a;, p, £;11) € AL, such that v F . In this case
all stacks remain unchanged i.e. cl'=c?, |, and age(c?, ) =age(ol)+ (t;—t;—1)
for all 1 < h < n. All symbols in all stacks age by t; — t;_1.

A run p of a dtMVPA M is accepting if it terminates in a final location. A
timed word w is an accepting word if there is an accepting run of M on w. The
language L(M) of a dtMVPA M, is the set of all timed words w accepted by M.

A dtMVPA M = (L,X,I,L° F, A) is said to be deterministic if it has
exactly one start location, and for every configuration and input action exactly
one transition is enabled. Formally, we have the following conditions: for
every ((,a,01,0',7),(l,a,02,0",72) € AP, ¢1 A ¢o is unsatisfiable; for every
(U, a, Iy, v, 01,0, (£, a, Iz, 7y, ¢, 0") € Al either ¢ A ¢y is unsatisfiable or
I; NIy = (; and for every ({,a,1,¢"), (¢, a,p2,0') € AL, ¢1 A ¢o is unsatis-

fiable. An ECMVPA is a dtMVPA where the stacks are untimed. A ECMVPA
(L, X, T, L° F, A) is an dtMVPA if I = [0, +oo] for every (¢,a,I,v,¢,¢') € Ar.



44 D. Bhave et al.

Let ¥ = (Xh Yh ¥t \n_ be a visibly pushdown alphabet. A context over
Yh = (¥t xh $h ) is a timed word in (X")*. The empty word ¢ is a con-
text. For ease, we assume in this paper that any context has at least one symbol
from X. A round over X is a timed word w over X of the form wiws...w,
such that each wy, is a context over X", A k-round over X is a timed word
w that can be obtained as a concatenation of k rounds over 3. That is,
w = ujus...uk, where each u; is a round. Let Round(X, k) denote the set
of all k-round timed words over Y. For any fixed k, a k-round dtMVPA over X
is a tuple A = (k, L, X, I L°, F, A) where M = (L, X, I', L°, F, A) is a dtMVPA
over X. The language accepted by A is L(A) = L(M)NRound(X, k) and is called
k-round dense time multistack visibly push down language. The class of k-round
dense time multistack visibly push down languages is denoted k-dtMVPL. The
set | Jy> k-dtMVPL is denoted bd-dtMVPL, and is the class of dense time multi-
stack visibly push down languages with a bounded number of rounds. We define
k-ECMVPL and bd-ECMVPL in a similar fashion. Also, we write k-dtMVPA and
k-ECMVPA to denote k-round dtMVPA and k-round ECMVPA. The key result of
the paper is the following.

Theorem 6 (A Perfect Timed Context-Sensitive Language). The
classes of languages accepted by k-dtMVPA and k-ECMVPA are perfect:— they
are closed under Boolean operations with decidable emptiness problem.

We sketch key lemmas towards this proof in the following section. As an appli-
cation of this theorem we show Monadic second-order logic characterization of
the languages accepted by k-dtMVPA in Sect. 4.

3 Proof of Theorem 6

The closure under union and intersection for both k-dtMVPA and k-ECMVPA is
straightforward and is sketched in [8]. In order to show closure under comple-
mentation, the main hurdle is to show determinizability of these automata. We
sketch the key ideas required to get determinizability for k-ECMVPA in Sect. 3.1
and for k-dtMVPA in Sect.3.2. The decidability of the emptiness problem for
k-ECMVPA follows as for every k-ECMVPA, via region construction [3], one
can get an untimed-bisimilar k-MVPA, which has a decidable emptiness [14].
In Sect. 3.2 we show that for every k-dtMVPA we get an emptiness-preserving
k-ECMVPA and hence this result in combination with previous remark yield
decidability of emptiness for k-dtMVPA.

3.1 Determinizability of k-ECMVPA

For the determinizability proof the key observation is the since the words
accepted by A is a catenation of k rounds, and the stacks (or contexts) do
not interfere with each other, the k-ECMVPA A can be considered as a “compo-
sition” of n ECVPA Aq4,..., A,, with stack of each A; corresponds to i-th stack
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of the k--ECMVPA. A has to simulate the n ECVPAs in a round robin fashion for
k rounds.

If we L(A), then w = wjug ... uk, and u; = wj1Us2 . . . Uin, Where u;; is the
jth context in the ith round. Starting in an initial location ¢171, control is passed
to Aj, which runs on uj; and enters location ¢}, = f12. Let vj; = v12 be the
values of all clocks after processing uy1. At this point of time, As runs on wus
starting in location 15, and so on, until A,, runs on wuy,, starting in location ¢1,,.
Now first round is over, and u; is processed. A,, ends in some location ¢, = fo;.
Now A; starts again in f5; and processes us1. The values of all recorders and
predictors change according to the time that elapsed during the simulation of
Ay, ..., A,. It must be noted that between two consecutive rounds 7 and ¢+ 1 of
any A;, none of the clocks pertaining to A; get reset; they only reflect the time
that has elapsed since the last round of A;. This continues for k£ rounds, until ugy,
is processed. A; processes in order, u1;, ua;j, . . ., Ug; Over (X for1 <j<n.In
round 4, 1 <¢ <k, each 4;, 1 < j <n—1, starts in location ¢;;, runs on u;; and
“computes” a location £;;41. Similarly, A, moves from round 7 to round 7+ 1, by
starting in £;,, runs on u;, and computes a location ¢;111. The (i + 1)th round
begins in this location with A; running on w;411. Thus, by stitching together the
locations needed to switch from A; to A;11, we can obtain a simulation of A.

Let uj; = (a},t};)... (a4", t19°"), where t};,... /%" are the time stamps
on reading u;. Let ; = wyj(#1, 1% ug; (Fao, t55°) - . upy (Fr, tj%7"). The new
symbols #; help disambiguate A; processing u1;,...,ux; in k rounds. We first
focus on each ECVPA A; which processes wij,ugj,...,ug;. Let cmaz be the
maximum constant used in clock constraints of X7 in the ECMVPA A. Let
7 = {[0,0],[0,1],..., [emax, cmaz], [cmaz,o0)} be a set of intervals. A correct
sequence of round switches for A; with respect to x; is a sequence of pairs V; =
Pljpgj...ij7 where Phj = ((Ehjalhj); /hj)7 2 < h < k‘, Plj = ((Elj,ulj)7€’1j)
and Ip; € Z such that

1. Starting in ¢;;, with the jth stack containing 1 ;, and an initial valuation v
of all recorders and predictors of X7, the ECMVPA A processes u1; and reaches
some {; with stack content o3; and clock valuation v;. The processing of us;
by A then starts at location /55, and a time t € I5; has elapsed between the
processing of u;; and ug;. Thus, A starts processing ug; in (¢a;,v2;) where
vy; is the valuation of all recorders and predictors updated from V{j with
respect to ¢t. The stack content remains same as 02; when the processing of
ug; begins.

2. In general, starting in (¢, vp;), b > 1 with the jth stack containing op;, and
vy obtained from vj,_q; by updating all recorders and predictors based on
the time interval Ij,; that records the time elapse between processing u;j—1
and uy,j, A processes up; and reaches (E;lj, V,llj) with stack content o,41;. The
processing of up41; starts after time ¢ € I4q has elapsed since processing
up; in a location £ 15, and stack content being op41;.
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Lemma 7 (Round Switching Lemma for A;). Let A= (k,L,X,I'|L° F, A) be
a k-ECMVPA. Let w = ujus ... u, with u; = U1 ... Uin, 1 <1 < k. Then we
can construct a ECVPA A; over X7 U{#1,...,#x} which reaches a location V;
on reading r; iff Vj is a correct sequence of round switches for A;.

Proof. Recall that r; is defined by annotating wuijug;...ur; with new sym-
bols {#1,...,#r} and appropriate time stamps. Let V; = Py;...Py; be
a correct sequence of round switches for A;. Given the k-ECMVPA A =
(k,L, %, I,L° F,A) with w, the ECVPA A; is constructed by simulating the
transitions of A on X7 by guessing V; in its initial location. The alphabet of A;
is X9 U {#1,...,#n}, and hence has event clocks x,,74,, a € X7. Whenever
A; reads the #;, the control location as well as the valuation of all recorders
and predictors are changed according to P41, 1 < ¢ < k — 1. On reading
#x, A; enters the location V; from its current location E%j. The locations of
Aj are ‘/J @] {(i,&-j,Vj),(i,&j,‘/}-,#),(i,&j,‘/},a) | 1 <1 < k,€ € La €
YIVie (LxI)x L)*},U((Lx I)x L)* I € T. The set of initial locations are
{(1,61;,V;) | V; € (L x I) x L)*,I € T}. Starting in (1, ¢1;,V;), A, processes
u1j. When the last symbol a of uy; is read, it enters a location (1,4};,V},a).
From this location, only #; transitions are enabled. On reading #i, we move
from (1,€1;,V;,a) to a location (2, (2, Vj,#), where P, = (({2j, I2j), {3;) and
Py = ((lyj,v15),41;), after checking no time elapse since a (check x, = 0). This
ensures that no time is spent in processing #1 after u;;. Now A; starts processing
ug; starting in location (2, €2, V;, #). From (2, 4y;,V;, #), on reading a symbol
a € X7, we check that the time elapse since #; lies in the interval I; (check
x4, € Iy;) as given by P, and so on. When round k is reached, A; starts process-
ing in some location (k, £y, V;, #), and reaches (k,%j, Vj,a). When #; is read,
Aj enters location V;. The details of transitions 67 of A; can be found in [8]. It
is easy to see that V; is reached by A; only when the guessed Vj in the initial
location is a correct sequence of round switches for A;. O

While each V; describes the correct sequence of round switches, 1 < j < n,
the sequence ViV5 ...V, is called a globally correct sequence iff we can stitch
together the individual V;’s to obtain a complete simulation of A on w by mov-
ing across contexts and rounds. For instance, consider V; = Py;Py; ... Py; and
‘/}_;,_1 = P1j+1P2j+1 .. ij+1 for 1 S] S n — 1. Recall that Pij = ((Eij,lij),ggj)
and P)ij—i-l = ((éij+1alij+1)a£;j+1) for 1 S ) S k. The sequence V1V2Vn is
globally correct iff E;j =Vlij41, ) <n—1land ¥}, ={;111 for 1 <i<k.

Lemma 8. Let w = wjus...ug be a timed word in Round(X, k), with A =
(k,L,X, I L°, F, A) being a k-ECMVPA over ¥, and let u; = ujt;z - . . Ui and
kj be as defined above. Then w € L(A) iff for 1 < j < n, there exists a correct
switching sequence V; of the ECVPA A; for k; such that ViVa ...V, is a globally
correct sequence for A with £11 € L° and ¢}, € F.

Proof. The proof essentially shows how one can simulate A by composing the
Aj’s using a globally correct sequence V1 V5 ... V,,. The idea is to simulate each A;
one after the other, allowing A;41 to begin on w;;4; iff the location reached Egj
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at the end of u;; by A; matches with ¢;;11, the proposed starting location of
Aj41 on u;j41. Lets construct a composition of Aq,..., A, which runs on w,
and accepts w iff there exists a globally correct sequence V1 Vs ... V,,. The initial
locations are of the form (p1,p2,...,Pn,1,1), where the last two entries denote
the current round number and context number and p; is an initial location of
Aj. The transitions A of the composition are defined using the transitions &
of Aj .

In some chosen initial location, we first run A; updating only the first entry
py1 of the tuple until u;; is completely read. The first entry of the tuple then
has the form pj = (1,¢1;,V1,a) where a is the last symbol of u;;. When A;
reads #1, the current location in the composition is (p),pa,...,pn,1,1). In the
composition of Aq,...,A,, since there are no #’s to be read, we start sim-
ulation of As on wiy from (pf,p2,...,pn,1,1) iff py is (2,612,V32) such that
the ¢}, in p; is same as the {12 in py. We then add the transition from
(Py,p2,---sPn, 1,1) to (pf = (2,021,V1,a),q,...,pn,1,2) where ¢ is obtained
from po by a transition in As on the first symbol of uja. The a in pf is the
last symbol of uy; taken from pj = (1,¢;,V1,a), and the £5; in p{ is obtained
from Py; = ((l21,121),05,) of V1. We continue like this till we reach wuy,, the
last context in round 1, and reach some location (si,S2,...,8,—1,p),1,1) with
51 = (2,021,V1,01), 82 = (2,022,V2,a2),...,80-1 = (2,02 n—1, Vyi_1,ap_1) and
Pn = (1,0, Vo, an).

Now, to start the second round, that is on us;, we allow the transition from
the above location iff ¢;,, = ¢21 and if z,, € I»; and we start simulating 4; again,
after updating p/,, the context and round number. That is, we have the transition
(81,-++y8n-1,P,,1,n) on the first symbol of uzy to (r,...,8p_1,8n,2,1) where
Sn = (2,03 1, Vp,ay) iff &), = o1 and z,, € I1. Also, r is obtained from s; by
a transition of A; on the first symbol of ug;. The check x,, € I is consistent
with the check of x4, € Iy in A;. From (r,..., Sn—1, Sn,2,1), the processing of
uo1 happens as in Aj, and we continue till we finish processing wus,. The same
checks are repeated at the start of each fresh round.

So we have a run on w in the composition only when we have a globally
correct sequence. On completing wuy,, we reach location (V1,...,V,_1,V,, k,n),
each V; obtained from the individual A;. We define the accepting locations
of the composition to be {(V1,...,V,,) | Pen = (4},,,[0,00)), 4}, € F}. Clearly,
whenever there is a run in A on w that ends up in ¢}, € F', we have an accepting
run on w in the composition. a

The key idea of the determinization of k-ECMVPA follows from Lemmag8 and
the determinizability of ECVPA [16]. Details are given in [8].

Theorem 9. k-ECMVPAs are determinizable.

3.2 Determinizability of k-dtMVPA

Given a k-dtMVPA M , we first construct (untiming construction) a k-ECMVPA M’
and a morphism h such that L(M) = h(L(M')). We then use the determinizability
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of k-ECMVPA (Theorem 9) to obtain a deterministic k-ECMVPA M" such that
L(M'") = L(M'"). We then show how to obtain a k-dtMVPA D from M" preserving
the determinism of M" such that L(D) = h(L(M")) = h(L(M')) = L(M).

We give an intuition to the untiming construction. Each time a symbol is
pushed on to a stack (say stack i), we guess its age (the time interval) at the
time of popping. For instance, in the dtMVPA M, while pushing a symbol « if the
guessed constraint is < k for K € N, then in the ECMVPA M’, we push the symbol
(a, < K, first) in the stack ¢, if this is the first symbol for which the guessed age
is < k. If < k has already been guessed as the age for a symbol pushed earlier,
then we push (a, < k) onto the stack i. The guess <; & is remembered in the
finite control of the M’. Thus, for each symbol a pushed in stack 7 of the M, we
push in stack i of the M’, either (a, < k, first) or (a, < k) and remember <; k in
the finite control as a set of obligations. This information <; & is retained in the
finite control until popping the symbol (a, < k, first) from stack i. New symbols
<; k are added as internal symbols to the M’. The number of these symbols is
finite since we have finitely many stacks and there is a maximum constant used in
age comparisons of the M. After pushing (a, < &, first) onto the stack i, we read
the internal symbol <; k, ensuring no time elapse since the last input symbol.
Thus the event clock z,, is reset at the same time as pushing (a, < k, first)
on the stack. While popping (a, < &, first), we check that the value of the event
clock x, is less than «. Constraints of the form > x are handled similarly. Since
the n stacks do not interfere with each other, this construction (adding extra
symbols <; x one per stack, retaining these symbols in the finite control until
popping (a, < k, first) from stack i) can be done for all stacks, mimicking the
timed stack. Note that the language accepted by the M is h(L(M')), where h is
the morphism which erases symbols of the form <; x and >; s from L(M’). This
gives an ECMVPA preserving emptiness of the dtMVPA. We can determinize the
ECMVPA M’ obtaining det(M’) using Theorem 9. It remains to eliminate the
transitions on the new symbols <;  and >; & from det(M’) and argue that the
resulting machine stays deterministic and accepts L(M).

Theorem 10. k-dtMVPAs have decidable emptiness and are determinizable.

4 Logical Characterization of k-dtMVPA

We consider a timed word w = (ag, to), (a1,1), - - ., (am, tm) over alphabet X' =
(i3 X0 as a word structure over the universe U = {1,2,..., |w|} of
positions in the timed word. The predicates in the structure are Q, () for a €
XY which evaluates to true at position ¢ iff w[i] = a, where w[i] denotes the
ith position of w. Following [11], we use the matching relation pu;(4, k) which
evaluates to true iff the ith position is a call and the kth position is its matching
return corresponding to the jth stack. We also introduce three predicates <,
Dy, and 6; capturing the following relations: For an interval I, the predicate
<4(i) € I evaluates to true on the structure iff v¥(z,) € I for recorder z,;
the predicate (i) € I evaluates to true iff v}*(y,) € I for predictor y; the
predicate 0;(i) € I evaluates to true iff w[i] € X7, and there is some k < i such
that u;(k, ) evaluates to true and t; — ¢y € I. The predicate §;(i) measures the
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time elapse between position k, where a call was made on the stack j and its
matching return, ¢. This time elapse is the age of the symbol pushed on to the
stack during the call at position k. Since position ¢ is the matching return, this
symbol is popped at position i; if the age lies in the interval I, the predicate
evaluates to true. We define MSO(X), the MSO logic over X, as:

pi=Qa(z) [z € X | pj(2,y) [ Qa(z) € | Pul(z) € I 0;(z) € I [-¢ | pVep|Fz.p[3 X0

where a € X, z, € Cx, x is a first order variable and X is a second order
variable.

The models of a formula ¢ € MSO(X) are timed words w over X. The
semantics of this logic is standard where first order variables are interpreted
over positions of w and second order variables over subsets of positions. We
define the language L(y) of an MSO sentence ¢ as the set of all words satisfying
. Words in Round(X, k), for some k rounds, can be captured by an MSO
formula Bdy(1). For instance if k = 1, and n stacks, the formula Jz1.(Qq: (z1) A
Vi < 21— Qar(y1)) A Jza (1 < 22 A Qu2(w2) A Viya(21 < 92 < 22 —
Qaz(y2)) Ao A Tzp (o1 < zp A Qan (x0) Alast(xy,) AVYyp(Tn—1 < yn < Tp —
Qur(Yn))))), where a’ € X% and last(x) denotes z is the last position, captures a
round. This can be extended to capture k-round words. Conjuncting the formula
obtained from a dtMVPA M with Bdy (1) accepts only those words which lie in
L(M)NRound(X, k). Likewise, if one considers any MSO formula ¢ = pABd (),
it can be shown that the dtMVPA M constructed for ¢ will be a k-dtMVPA. The
two directions, dtMVPA to MSO, as well as MSO to dtMVPA can be handled
using standard techniques, and can be found in [8].

Theorem 11. A language L over X is accepted by an k-dtMVPA iff there is a
MSO sentence ¢ over X such that L(p) N Round(X, k) = L.
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Abstract. Positions and derivatives are two essential notions in the con-
version methods from regular expressions to equivalent finite automata.
Partial derivative based methods have recently been extended to regu-
lar expressions with intersection. In this paper, we present a position
automaton construction for those expressions. This construction gen-
eralizes the notion of position making it compatible with intersection.
The resulting automaton is homogeneous and has the partial derivative
automaton as its quotient.

1 Introduction

The position automaton, introduced by Glushkov [12], permits the conversion
of a simple regular expression (involving only the sum, concatenation and star
operations) into an equivalent nondeterministic finite automaton (NFA) without
e-transitions. The states in the position automaton (Apes) correspond to the
positions of letters in the corresponding regular expression plus an additional
initial state. McNaughton and Yamada [15] also used the positions of a regular
expression to define an automaton, however they directly computed a determin-
istic version of the position automaton. The position automaton has been well
studied [3,8] and is considered the standard automaton simulation of a regular
expression [16]. Some of its interesting properties are: homogeneity, i.e. for each
state, all in-transitions have the same label (letter); whenever deterministic, these
automata characterize certain families of unambiguous regular expressions, and
can be computed in quadratic time [4]; other automata simulations of regular
expressions are quotients of the Ayos, €.g. partial derivative automata (Apq) [9]
and follow automata [14].

Many authors observed that the position automaton construction could not
directly be extended to regular expressions with intersection [3,6], as intersection
(and also complementation) is not compatible with the notion of position. In fact,
considering positions of letters in the expression (ab*)Na, whose language is {a},
we obtain the regular expression (a1b5) N as. Interpreting a; and a3 as distinct
alphabet symbols, the language described by this expression is empty and there is
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no longer a correspondence between the languages of (ab*)Na and (a1b3) Nas, as
it is the case for expressions without intersection. However, the conversions from
expressions to automata based on the notion of derivative or partial derivative
can still be extended to regular expressions with intersection [2,5,7]. In this
paper, we present a position automaton construction for regular expressions
with intersection by generalizing the notion of position. Instead of positions,
sets of positions are considered in such a way that marking a regular expression
is made compatible with the intersection operation. We also show that the partial
derivative automaton is a quotient of the position automaton.

2 Preliminaries

In this section we recall the basic definitions we use throughout this paper and
the notation. For further details we refer to [13,17].

Let X be an alphabet (set of letters). A word over X' is a finite sequence of
letters, where ¢ is the empty word. The size of a word z, |z|, is the number of
alphabet symbols in z. 2* denotes the set of all words over X', and a language
over X is any subset of X*. The concatenation of two languages Li and Lo
is defined by Ly - Ly = { oy | * € L1,y € Lo }, and L* denotes the set
{x129- -2y | n >0, 2; €L} The left quotient of a language L C X* w.r.t. a
word x € X* is the language 2 'L ={y |zy € L }.

The set RE~ of reqular expressions with intersection over X' is defined by the
following grammar

a,f:=0lelac | (a+p)|(a-B)| ()] (ang), (1)

where the concatenation operator - is often omitted. We consider REn expressions
modulo the standard equations for ) and ¢, i.e. a+0=0+a=a-e=¢c-a = qa,
a-P=0-a=and=0Na=0, and (* = . Throughout this paper we often refer
to regular expressions with intersection just as regular expressions. The set of
alphabet symbols with occurrences in « is denoted by X,. Expressions containing
no occurrence of the operator N are called simple reqular expressions. A linear
reqular expression is a regular expression in which every alphabet symbol occurs
at most once. We let |af, |a|x and |a|n denote for @ € RE~ the number of
symbols, the number of occurrences of alphabet symbols and the number of
occurrences of the binary operator N, respectively. The language £(«a) for o €
REq is defined as usual, with £(aNg) = L(a)NL(B). The language of S C REn is
L(S) = UgpesL(e). Given an expression a € REn, we define e(a) = e if e € L(a),
and e(a) = @ otherwise. A recursive definition of € : REn — {0, &} is given by
the following: (a) = (@) = 0, e(¢) = e(a*) = ¢, e(a + 3) = e(a) + &(B), and
e(ap) =e(anp) =e(a) - £(B).

A nondeterministic finite automaton (NFA) is a tuple A = (S, X, Sy, 0, F),
where S is a finite set of states, X' is a finite alphabet, Sy C S a set of initial
states, 0 : § x X — P(S) the transition function, and F' C S a set of final
states. The extension of ¢ to sets of states and words is defined by §(X,e) = X
and §(X, ax) = 6(Usexd(s,a),z). A word x € X* is accepted by A if and only
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if (Sp,z) N F # (. The language of A, L(A), is the set of words accepted
by A. The right language of a state s, Ls, is the language accepted by A if
we take So = {s}. An NFA is initially connected or accessible if each state is
reachable from an initial state and it is trimmed if, moreover, the right language
of each state is non-empty. Given A, we denote by A% and A' the result of
removing unreachable states from A and trimming A, respectively. It is clear
that L(A) = L(A*) = L(AY).

We say that an equivalence relation = over S is right invariant w.r.t. A iff

1. Vs,te S, s=tNseF —= tekF
2. Vs,t € S,Vae X, s=t = Vs1 €0(s,a) It1 €6(t,a),s1 =1;.

If = is right invariant, then we can define the quotient automaton A/= in the
usual way, and L(A/=) = L(A).

The notions of partial derivatives and partial derivative automata were intro-
duced by Antimirov [1] for simple regular expressions. Bastos et al. [2] presented
an extension of the Antimirov construction from RE~ expressions.

Definition 1. For a € REn and a € X, the set 9,(a) of partial derivatives of
a w.r.t. a is defined by:

0a(0) = a(e) = a0+ B) = da(@) U 0a(B)
{e}, zfa 0.(a) ©® BUIL(B), ife(a)=c¢
0a(b) = 0 otherwzse {(%( otherwise
da(a*) = D4(a) © a* du(a N B) = 0u(a) MIu(B),

where for S, T CREn and B € REn, SO ={af|lac S}, foS={pfa|ac
St and SAT={anp|lacS,feT}.

This definition is extended to any word w by d.(a) = {a}, Oua(a) =
Uas oy (a) Oa(@i), and 0y (R) = U,, e g Ow(i), where R € REn. The set of par-
tial derivatives of an expression a is 9(a) = J,ec x« Ow (). As for simple regular
expressions, the partial derivative automaton of an expression o € REn is defined
by Apd(a) = (0(a), X, {a}, 0pd; Fod), where Fog = { v € 9(a) | e(y) = ¢ } and
Opd (77, @) = O4(7). It follows that L£L(Apq()) is exactly L(a) and by construction
Apd(e) is accessible. Bastos et al. [2] showed also that [9(a)| < 2l@l=—leln=1 11
and asymptotically and on average an upper bound for the number of states is
(1.056 4 o(1))™, where n is the size of the expression.

3 Indexed Expressions

Given an alphabet X' and a nonempty set of indexes J C N, let X; = { a; |
a € X,j € J}. An indexed regular expression is a regular expression over the
alphabet X; such that for all a;,b; € X; occurring in the expression, a # b
implies 7 # j. We let p, p1, p2, ... denote indexed regular expressions. If p is an
indexed expression, then p is the regular expression over the alphabet 2’ obtained
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by removing the indexes. The set of all indexes occurring in p is denoted by
ind(p) ={%]a; € X, }. Given an indexed expression p and i € ind(p), £,(7) is
the letter indexed by ¢ in p. From now on, we will simply write £(¢) for £,(4) since
it will always be clear that we are referring to a specific expression p. Given an
indexed expression p, let

Ip = { I1C |nd(p) | I 7é ¢ and Yiy,i9 € I,ﬁ(ll) = g(lg) }

For I € Z, we extend the definition of ¢ by ¢(I) = (i), i € L Finally, we
say that p is well-indezed if for all subterms of p of the form p; N p2 one has
ind(p1) Nind(p2) = 0.

Ezample 2. For p = ai(asb} Na4) one has p = a(ab* Na), ind(p) = {1,4,5},
(4) =4({1,4}) = a and Z, = {{1}, {4}, {5}, {1,4}}. However, this expression is
not well-indexed, since a4 occurs on both sides of an intersection.

Definition 3. Consider an indexed expression p. For L C I; andzr =1,---1, €
L, we define £(x) = £(I1)---£(1,) and &(L) = { (x) | x € L }. The indexed
intersection of two words x =1y Ly, y = J1---J,, € I7 1s defined by x Nz y =
(LyUdy) -+ (1,Ul,) if &(z) = £(y)', and undefined otherwise. Then, the indexed
intersection of two languages L1, Lo € I} is defined as follows:

LingLy={axnzy|x€Li,y€Ls}.
We define the index-language L1 (p) C I}, associated to p as follows.

o Lr(a) = {{i}), Lz(p1+ p2) = Lz(p) U Lz(p2),
G L) =Laly, e TR

Lz(0)
ﬁI(E)

I
=

Ezample 4. For p = (a1as+bz+aq)*N(as+bg)*, we have L7(p) = {{4,5},{3,6},
{1,5}{2,5},{4,5}{4,5},{4,5}{3,6},...},and £(Lz(p)) = {a, b, aa,ab, ...} (since
f({l, 5}{27 5}) = E({4’ 5}{47 5}) = aa).

Proposition 5. Given an indexed expression p, one has £(Lz(p)) = L(p).

4 A Position Automaton for RE Expressions

Let oo € REH. We define the set of positions in « by pos(a) = {1,...,|a|s}. As
usual, we let @ denote the expression obtained from « by indexing each letter
with its position in «. The same notation is used to remove the indexes, as
already stated, thus, @ = a. Note that for o € REn, the indexed expression @ is
always linear (thus well-indexed), and also pos(«) = ind(@).

! Note that £(z) = £(y) implies that m = n and that £(z Nz y) = (z) = L(y).



Position Automaton Construction for Reg. Expr. with Intersection 55

Given an indexed linear expression p we define the following sets:

First’(p) = {1 | Iz € Lz(p) },
Last'(p) = { T | 2T € Lz(p) },
Follow'(p) = { (I, J) | #LJy € Lz(p) }.

Then, given o € REn, we define First(a) = First' (@), Last(a) = Last’(@), and
Follow(a) = Follow’(@).

Definition 6. The position automaton of an expression o € REn is

‘APOS(a) = <Sp057 Ea {{0}}3 5pos» Fpos>7

where Spos = {{0}} U{I € I | 2y € Lz(Q) for some x,y € I% },
dpos = { (1,£(J),J) | (I,J) € Follow(a) } U { ({0}, €(1),I) | I € First(c) },

_@%_{ua Q) UL{0}}, ifela) =

Foos = Last(cr),  otherwise.

Proposition 7. Given an expression o € REq, one has L{Apos(0)) = L(a).

Note that for regular expressions without intersection (simple regular expres-
sions) the automaton is, by the definition of £z, isomorphic to the classic position
automaton, with the difference that now states are labelled with singletons {i}
instead of i € pos(a) U {0}. We now give definitions for recursively computing
sets corresponding to First, Last and Follow. These definitions lead to supersets
of the corresponding sets but we will proof that extra elements can be discarded
and if we trim the resulting NFA we obtain As.

Definition 8. Given a indexed well-indexed expression p, let Fst(p) C Z, be
inductively defined as follows,

Fst(p1 + p2) = Fst(p1) U Fst(p2)

o) = et =0 Ft(pr) UFst(p2), if <(pr) = ¢
FFsstt(( ; _ é{ g}) Potlon ) = Fst(p1), otherwise

FSt(pl N p2) = Fst(p1) ® Fst(pg).
where for F1,Fy CZI,, F1 @ F, ={1; ULy | {(I) = {(I2) andl; € F1,Iy € F5 }.

By construction, all elements I € Fst(p) are non-empty and such that £(iy) =
(iy) for all i1,ip € I, guaranting that ® is well defined and Fst(p) C Z,,.

Ezample 9. We have Fst(a}b5Nag) = Fst(a}by) @Fst(az) = {{1},{2}}@{{3}} =
{1,3}}.
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Definition 10. Given a well-indexed expression p, the set Lst(p) C I, is defined
as Fst(p), with the difference that for concatenation we have:

Lst(py - pg) = 4 LSt P1) ULstlp2). if =(p2) =
Lst(p2), otherwise.

The set Fol(p) C I, x I, is inductively defined as follows,

Fol(§) = Fol(g) = Fol(a;) =0 Fol(p1 + p2) = Fol(p1) U Fol(ps)
Fol(p*) = Fol(p) U Lst(p) x Fst(p) Fol(p1 N p2) = Fol(p1) ® Fol(p2)
Fol(p1 - p2) = Fol(p1) U Fol(pz2) U Lst(p1) X Fst(p2).
where, for S1,5: C I, x1,,

S1® 8y = { (Il Uls, Jp UJ2) | (Il,Jl) € Sl, (IQ,JQ) €Sy and
0(1y) = £(13),0(J1) = £(J2) }.

In the next definition we will use the projection functions on the first and
second coordinates, 71 and ms, respectively.

Definition 11. Given o € REn, let Aposi(@) = (Sposi, 2, {{0}}, Oposis Fposi) be
the NFA where Sposi = {{0}} UFst(@) ULst(a) U (Fol(a)) Ums(Fol(@)), and dposi
and Fposi are defined as dp0s and Fpos, substituting the functions First, Last and
Follow, by Fst, Lst and Fol, respectively.

We will now show that L(Apos(ar)) = L(Aposi(ar)), and that A,es(a) is
obtained by trimming Apesi(), as the result of the two following lemmas. An
example is presented at the end of this section.

Lemma 12. Given an indexzed linear expression p, one has: 1)First'(p) C

Fst(p); 2) Last'(p) C Lst(p); 3) Follow’(p) C Fol(p).

Ezample 13. For p = (a1 Nba)csdy, we have ({3},{4}) € Fol(p), but ({3},{4}) ¢
Follow(p). Thus, Fol(p) € Follow(p).

The previous Lemma shows that for any o € REq, Apes() is a subautoma-
ton of Apesi(@), and thus L£(Apes(a)) C L(Apesi(a)). We now show that both
recognize the same language and can be made isomorphic by trimming Apesi.

Lemma 14. Given an indexed linear expression p and some n > 1, if I, €
Lst(p) and there exist I,...,1, € Z, such that

({0}36(11)711)7 (1176(12)712)7 ey (Inflag(ln)aln) S 6posi7
then Iy -- -1, € Lz(p).
Theorem 15. For any o € REq, L(Apos(t)) = L{Aposi(v)).

From these results, it follows that if we trim the automaton A, we obtain
exactly Apos-
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a

QA
—> ({0}
a b
a

L) @

Fig. 1. Aposi((ba*b+ a) N (aa + b)*)

Ezample 16. Consider o = (ba*b + a) N (aa + b)*. Then @ = (byazbs + ag) N
(asae + b7)*, Fst(@) = {{1,7},{4,5}}, Lst(@) = {{3,7},{4,6}}, and Fol(@) =
{({2,5}.{2,6}), ({2,6},{2,5}), ({2,6},{3,7}), ({1, 7}, {2,5}), ({1, 7}, {3, 7H) }.

The automaton Apesi(a) is represented in Fig. 1. The trimmed automaton,
Aposi()t, is obtained removing the states labeled by {4,5} and {4,6}, and the
correspondent transitions.

5 A c-Continuation Automaton for RE~ Expressions

In the case of simple regular expressions, Champarnaud and Ziadi [9] defined a
nondeterministic automaton isomorphic to the position automaton, called the c-
continuation automaton, in order to show that the partial derivative automaton
can be seen as a quotient of the position automaton. With the same purpose, in
this section, we present a c-continuation automaton for expressions with intersec-
tion. Moreover, instead of considering derivatives of regular expressions [5], we
use partial derivatives to restate some known results for simple regular expres-
sions.

The notion of continuation was defined by Berry and Sethy [3], and developed
by Champarnaud and Ziadi [9], by Ilie and Yu [14], and by Chen and Yu [10].
Given a € X and a linear simple expression «, the set of partial derivatives
Oza(@), for any word x € X*, is either () or has a unique element ~ called
the continuation of a in a. Note that using partial derivatives, continuations
and non-null c-continuations coincide. Furthermore, the continuation can be
obtained by some refinement of the inductive definition of partial derivatives,
exploring the linearity of a. In order to establish similar results for linear well-
indexed expressions, we introduce the notion of partial index-derivative of a
well-indexed expression p w.r.t. an index I € Z,,.

Given a well-indexed expression p, a subexpression 7 of p, and a set of indexes
Tel, let I!T denote the set of indexes in I that occur in 7. This definition is

naturally extended to words x =1y ---1,, € I; by x|T = 11|T e In|T, for n > 0.



58 S. Broda et al.

Definition 17. The set of partial indez-derivatives of a well-indexed expression
p byleZ,u{0}, 0i(p), is defined by
(@) =o(e)=0
foy, wr=(y o) =alos
on(a;) = 7 . O(p1 + p2) = Oi(p1) U di(p2)
0, otherwise

o(p1) © p2Udi(p2), ife(p) =¢

Oi(pr - ps) =
ip1-p2) A1(p1) © pa, otherwise
Ay, (p1) Moy, (p2), if T=1] UI|
A (p1 N oo) = Pl P2 p1~ lp2
(P11 p2) 0, otherwise.

The set of partial indez-deriatives of p by a word x € I is then inductively
defined by 0-(p) = {p} and O.1(p) = Up’EC’?w(p) o1(p"). If S is a set of well-indexed
expressions, 0:(S) = U ,es 0z(p)-

It is straightforward to see that dy(p) = @ for all p. Although @ ¢ Z,, the
notion of partial index-derivative includes the derivative by an empty set of
indexes, in order to guarantee that the derivative of an intersection is well-
defined. Also note that the partial index-derivative of a well-indexed expression
is still well-indexed. Finally, the set of partial index-derivatives of p by all I € Z,,
can be calculated simultaneously using an extension of the linear form defined
by Antimirov [1], i.e. considering pairs (I, p’) where p’ € 91(p). The following
lemma is proved by induction on n.

Lemma 18. Ifz =1, -1, and 9,(p) # 0, then . = x‘p.
Ezample 19. We have 0y 33 (a7bs Nas) = 0(13(ajbs) M dgsy(az) = {ajbs Ne}.
Proposition 20. Consider a well-indexed expression p and 1 € Z,. Then,

1 L2(p) = L2(0(p)  and  Lz(p) = Lz (Urer, (10 81(p) U<(p))

Corollary 21. For every well-indezed expression p € REn and word x € I,
one has 2 L1(p) = L1(D:(p) and L1(p) = LU e (2 © 9:(p) Ue(p).

The following is an adaptation, for partial index-derivatives and intersection,
of a result due to Berry and Sethi [3].

Proposition 22. Consider a linear indexed expression p € REq and 2zl € I7,
and let suff(z) denote the set of all suffizes of x. The partial index-derivative

O0x1(p) of p satisfies:
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awl(w (Z),
) {e}, dfal={i},
zI az -
0, otherwise,
Op1(p1), ifxl= (xl)}pl,
Oz1(p1 + p2) Op1(p2), ifxl= (xl)}m,
0 otherwise
0z1(p1) © pa, ifo:(xI)|pl,
Our(p1 - p2) = { Oa1(p2), if  =yz,e(0y(p1)) = ¢,21 = (zI)|p2,
0, otherwise,
8951(0*) g U 61}1 @ P )
vesuff(x)
8m1(p1 ﬂﬂz) = { @Dl (Pl) (@Dlp (pZ) Zf$ (l’ )|P1 z (x )|p2
0, otherwise.

The previous proposition implies that if d,1(p) # 0, then it has only one
element for every x € Z7. This fact is proved in Proposition 24 and the unique
element (if exists) is defined below.

Definition 23. Given a linear indexed expression p and a set of indexes 1, the
c-continuation ci(p) of p w.r.t. 1 is defined by the following rules.

ca(®) =cle) c(p®) =c1(
CI (l &, ZfI_{Z a p1+p2 Pl ’ ZfCI pl)?é@
’ 0, otherwise 1(p2), otherwise
clpr) - p2, if alpr) # @
clpr-p2) =

ci(p2), otherwise

C Nc , ofI=1 Ul

ct(p1 1 pa) = 4 Sl (p1) Ner,, (p2), if L,l !pl
0, otherwise.

It is easy to verify that c;(p) # 0 implies I C ind(p), i.e. I|p =

Proposition 24. Consider a linear indexed expression p and 1 € Z,. Then, for
every x € I} such that 0.1(p) # 0, one has 0,1(p) = {c1(p)} and ci(p) # 0.

Proof. We proceed by induction on the structure of p. For ) and e the set
of partial index-derivatives is (). Let p be a;. We need to prove that VI &€
ToVe € I, (Oui(a;) #0 = Ouila;) = {c1(ai)} # {0}). Let Ou1(a;) # 0, then
by Proposition 22, 9,1(a;) = {¢} and 21 = {i}. Then I = {3} and ci(a;) = e.
Thus, we conclude that 9,1(a;) = {ci(a;)} # {0@}. Let us suppose that for p;,
i =1,2 we have VI € Z,Vz € T, (0u1(pi) # 0 = 0ur(pi) = {c1(pi)} # {0})-
Let p = p1 + p2 be such that 9.1(p1 + p2) # 0. Then, d.1(p1 + p2) = Ou1(pi)
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with I = (xl)‘pi, for some i € {1,2}. By the induction hypothesis, 9,1(p;) =
{c(pi)} # {0}. Thus, ci(pi) # 0 and ci(p1 + p2) = ci(ps). Let p = pip2. If
09:1(p1p2) # (0 then we have to consider two cases. Let 0,1(p1p2) = 0z1(p1) © pa2
and 2zl = (mI)|p1. Then, d,1(p1) # @ and 9,1(p1) = {c1(p1)}. We conclude that
cr(p1) # 0 and ci(p1p2) = ci(p1). In the second case, 9,1(p1p2) = 0.1(p2) # 0,
z = yz, €(0y(p1)) = € and z2I = (zI)’m. We conclude that y = y‘pl and
1= I|p2. Then, ci(p1) = 0 and ci(p1p2) = ci(p2). By the induction hypothe-
sis, 9,1(p2) = {c1(p2)} and the result follows. Let p = p}. If 9,1(p}) # 0, we can
write Oz1(p7) = Opy1(p1) @ pTU---U Dy, 1(p1) © p7, with n > 1, such that for all
1 <4 <n,z=wuv; and 9y,1(p1) ©p} # 0. By the induction hypothesis, each non-
empty set of partial index-derivatives d,,1(p1) is equal to {ci(p1)} # {0}. Thus,
0.1(pF) = {c1(p1)pt}- Finally, let p = p1 Np2 be such that 8,1(p1 Np2) # 0. Then
a1(p1Np2) = Oary),, (P1)Ar),, (p2), @1 = (aD)| | Nz(2T)|  and Ogary,, (pi) # 0,
for i = 1,2. Moreover, Or)),. (pi) = {c1,, (pi) }- The result follows by the induc-
tion hypothesis and from the definition of ¢ci(p1 N p2). O

This result guarantees that, given a linear indexed expression p and I € Z,,
all sets of partial index-derivatives d,1(p) different from () are singletons with an
unique c-continuation cy(p) of p w.r.t. L.

Lemma 25. Consider a linear indexed expression p. Then, I € Lst(p) if and
only if e(ci(p)) = e.

Lemma 26. Consider a linear indezed expression p and sets of indexes 1,] €
Z;. Then, (1,J) € Fol(p) if and only if J € Fst(ci(p)).

Definition 27. The c-continuation automaton of an expression o € REn is
Ac(ar) = (Sc, X, {({0}, ¢foy (@)}, b, Fo),

={ La@) [ 1€ Sesi }, Fo = { (La(@) | e(ca(@) = ¢ },
Q, oc = { ((I, Cl(a)),ﬁ(J), (JvCJ(a))) | Je FSt(CI(a)) }

By Lemmas 25 and 26, and considering ¢ : Sc — Spesi such that o((I, ci(@))) =1,
the following holds.

Theorem 28. For a € REn, we have Aposi(a) =~ Ac(a).

where S
coy(@) =

Ezample 29. Consider the expression @ = (bialbs + a4) N (azas + b7)*, from
Example 16, and let po = (asas + b7)*. We have the following c-continuations:
c(1,73(@) = azbs N p2, casy(@) = € Nagpe, claey(@) = €N p2, cpopy(@) =
azbs N agpz, Cia,6) (@) = azbz N p2, and c(373(@) =€ N pa.

6 The A,4 as a Quotient of A,

Using A. we show that the partial derivative automaton A,q is a quotient
of Apos. This extends the corresponding result for simple regular expressions,
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although the proof cannot use the same technique. Recall that, for a simple reg-
ular expression «, one builds Ayq(@), and then shows that when its transitions

are unmarked, the result Ayq4(@) is isomorphic to a quotient of A.(a). However,
with a € REf, this method cannot be used because, as mentioned in the intro-
duction, intersection does not commute with marking. For a € REn~, we will
present a direct isomorphism between Ayq(c) and a quotient of A.(c). The next
lemmas will be needed to build that isomorphism.

Lemma 30. Consider a linear indexed expression p and 1 € Z,,. If I € Fst(p),
then ci(p) # 0 and c1(p) € (p).

Lemma 31. Consider a linear indexed expression p and 1,J € Z,, such that
J € Fst(ci(p)). Then, c5(p) € ds(c1(p)).

Lemma 32. Consider well-indezed expressions p',p and 1 € T, such that p' €
di(p). Then, p’ € Oy1)(p).

Lemma 33. Consider a well-indexed expression p, a € X and 3 € 0,(p). Then,
there exist 1 € I, and p' € Oi(p) with (1) = a and p’ = . Furthermore, for
x=ay--a, € X%, if B € 0.(p), there exist I ---1,, € 7, and p € on.1,(p)
with £(1y---1,) = x and p' = f3.

Given « € REn, consider Ac(a) and the equivalence relation =, on S given
by (I, cr(@)) =¢ (J,cy(@)) if and only if ¢i(a) = cj(@), for I,J € Tz U {{0}}.

Lemma 34. The relation =y is right invariant w.r.t. Ac.

Theorem 35. For o € REn, Apg(@r) ~ Ac(a)/=,.

Proof. Let Ac(«)*/=¢ = (Se, X, 04, [({0}, @)], Fy). We define the map ¢ : Sy —
d(a) , by o([(I,ca(@))]) = a ( ). We have to show that: 1) ¢ is well-defined; 2) ¢
is bijective; 3) ¢©(d¢(s,a)) = dpa(@(s),a) for every s € Sp,a € X; 4) o(Fy) = Fpq;

5) o([({0}, <oy @) = o

Claim 1 follows from Lemmas 30 and 31. The last two are obvious. That ¢ is
injective follows from the definition of =,. Furthermore, if 5 € d(«), then there
are terms [y = «a, (1,...,0, = 0 and letters aq,...,a, € X, with n > 0, such
that 61+1 € Oa; iy (ﬁz) for0<i<n-—1.T¢ follows from Lemma 33 that there exist
I -1, € Z; and o € on,..1, (@) with £(I; ---1,,) = ay - - - a,, and p’ = 3. Further-
more, by Proposmlon 24, we know that 611 1, (@) = {CI"( )}, with ¢, (@) # 0.
Thus, [(I,,cr, (@))] € S; and we conclude that ¢ is surjective. For 3) we consider
both inclusions. Consider 5 € ¢(d;(s,a)), for s € Sy and a € X. Then, there exist
I,J € Zg such that [(I,c;(@))] = s, cy(@) = 8, (J,c3(@)) € 6((I, cr(@)), £()) and
£(J) = a, i.e. J € Fst(cy(@)). By Lemma 31, we have cj(@) € 95(ci(@)) and by
Lemma 32, cj(@) € J,(c1(@)). Thus, cj(@) € dpa(c1(@), a). Now, let § € §p4(T, @),
where 7 = ¢i(@), for some I € Zz and a € X. Then, there is a sequence of
terms 79 = «,71,...,7, = T and a sequence of letters ai,...,a, € X such
that 741 € Oa,,, (13), for 0 < i <n—1, and B € 0y4(7), i.e. B € Day...anal). By
Lemma 33, there exist Jq,...,J,,J € Ia, with £(Jy -+ J,J) = a1 -+ -ana,and p’ €
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9y,...1,3(@) such that p’ = 3. By Proposition 24, p’ = cj(@). On the other hand,
it is straightforward to show by structural induction on a well-indexed expres-
sion p, that d;(p) # () implies J € Fst(p). Thus, [(J,c;(@))] € d:([(I, cx(@))], £(T))
and consequently 8 = c;(@) € ¢(8:([(I,c1(@))], a)). O

Ezample 36. Consider a = (ba*b+ a) N (aa + b)* from Examples 16 and 29. Set
B = (aa + b)*. For the positions present in Ac(c)?¢, we have cyy 5 (@) = e Nafp,

¢33 (@) = eN B, cpa5y(@) = a*bNap, and cqy7y(@) = cpo6y(@) = a*bN B
Merging states ({1,7},cq1,73(@)) and ({2,6}, cq261(@)) in Ac(a)®, one obtains
an NFA isomorphic to Ayq(c), which is represented in Fig. 2.

)

Fig. 2. Apa((ba™b+ a) N (aa +b)*)

7 Final Remarks

For simple regular expressions of size n, the size of Apes(r) is O(n?), and using
Ac(a) it is possible to efficiently compute Apq(cr) [9]. For regular expressions
with intersection the conversion to NFA’s has exponential computational com-
plexity [11] and both the size of Apes and Apg can be exponential in the size of
the regular expression. On the average case, however, the size of these automata
seem to be much smaller [2], and thus feasible for practical applications. In this
scenario, algorithms for building Apg using Ayes seem worthwhile to develop.
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Abstract. Logical formulas are naturally decomposed into their sub-
formulas and circuits into their layers. How are these decompositions
expressed in a purely language-theoretical setting? We address that ques-
tion, and in doing so, introduce a product directly on languages that
parallels formula composition. This framework makes an essential use of
languages of higher-dimensional words, called hyperwords, of arbitrary
dimensions. It is shown here that the product thus introduced is asso-
ciative over classes of languages closed under the product itself; this
translates back to extra freedom in the way formulas and circuits can be
decomposed.

Keywords: Logic - Languages - Descriptive complexity - Hyperwords -
Circuits

1 Introduction

The theory of constant-depth polysize unbounded-fan-in circuits (hereafter sim-
ply circuits) abounds in fine classes of languages and open problems about their
relationships. Some of the main classes of focus in the literature are:

— ACY, the class of languages recognized by circuits with Boolean gates;

— TC°, based on AC? circuits with additional threshold gates, which output 1 if
the majority of their input bits is 1;

— NC*, which, while being usually defined with log-depth, polysize, bounded-
fan-in Boolean circuits, is also characterized by ACC circuits with additional
regular oracle gates, which output 1 if their input is in a prescribed regular
language.

Strikingly, all these classes admit characterizations that rely on language recog-
nition by first-order logic formulas—these are the classical results of [1,5], that
we recall in Proposition 16 (see [10] for a lovely account). In this framework, the
variables of a logical formula range over the positions in an input word, and
the language described by the formula is the set of words satisfying it. Simi-
larly, algebraic characterizations of AC® and NC* relying on programs over finite
monoids [1] and of TCY relying on recognition by typed monoids [6] are known.
This however is not a mere coincidence, and tokens of the pervasiveness of this
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interplay between logic, circuits, and algebra were unveiled in more general set-
tings [2,7,10,12], including in restrictions of these classes to a linear number of
gates [3]. Each time, these results are shown inductively by identifying building
blocks (simple formulas, simple circuits, etc.) and an appropriate composition
operation (substitution, stacking of circuits, etc.).

There is, however, a missing link in this picture: a purely language-theoretical
construct that would unify these frameworks. As they all are used in fine as
language specifications, this calls for a better understanding of their building
blocks and compositions, without appeal to a specific model of computation.
This is what we aim for in this article.

Higher Dimensions. A prominent feature of our study is its reliance on words
of higher dimension, that we call hyperwords. Contrary to previous works where
pictures are 2-dimensional, i.e., mappings from {1,2,...,m} x {1,2,...,n} to
some alphabet [9], our hyperwords are labeled squares, cubes, etc., and more
generally, mappings from {1,2,... ,n}d to an alphabet. Going to higher dimen-
sions constitutes a severe change that is prompted by multiple considerations:
1. In the logical framework, composition of formulas (the so-called “substitu-
tion”) is a process that replaces letter predicates ¢, (x), asserting that there there
is an a at position z in the input, by a formula with one distinguished variable.
Generalizing this substitution to a greater number of variables naturally leads
to consider letter predicates of the form ¢, (x1, xo, ..., z4), hence formulas recog-
nizing d-dimensional hyperwords. 2. In the circuit framework, one can speak of
the language accepted by a circuit with n inputs. However, a layer of the cir-
cuit may have a polynomial number of input gates, say n?, and thus accepts a
hyperword of dimension d. 3. Since the early stages of descriptive complexity,
there has been a great interest in quantifiers that bind more than one variable.
For instance, the magjority of pairs quantifier, (MAJs z,y)[p], asserts that there
is a majority of positions (4, 7) of the input word making ¢(z := i,y := j) true.
Barrington, Immerman, and Straubing conjectured in the seminal paper [1] that
MAJ, is more powerful than the majority quantifier over a single variable, and
this was proven in [8]. A quantifier of that type, a so-called Lindstrém quanti-
fier, is entirely described by a set of hyperwords; for instance, the truth value
of (MAJs x,y)[¢] depends solely on whether the 2-dimensional hyperword map-
ping (i,7) to the truth value of p(z := 4,y := j) contains a majority of “true.”
Thus again, quantifiers are determined by hyperword languages.
Our contributions are the following:

1. We adapt the traditional logic framework to the description of hyperword
languages, and define a notion of substitution that extends the one for single
variable formulas (see Sect. 4);

2. We introduce a purely language-theoretical framework, relying on hyperword
languages, and a product over languages (“block product”) that allows to
express logic-defined languages (and thus ultimately languages of circuit fam-
ilies) independently of a model (see Sects. 3 and 6);
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3. We show that the product thus defined verifies a certain associativity prop-
erty: there is a trade-off between the possible bracketings of an expression
and the dimensions of the languages therein (see Theorem 21).

2 Preliminaries

For an integer n, we write [n] for the set {1,2,...,n}. For a function f: X — Y,
and for a set X', we write f|x for the function from X N X’ to Y that agrees
with f on its domain. If z1,xs,...,z. are some variables, we write x for the
vector (z1,Za,...,x.), and if ¢ is a vector of same length, then & = 7 is to be
understood component-wise.

In the following, A and B will be alphabets, i.e., finite sets of symbols, and V
will be a finite set of variable symbols included in* {...,v_5,0_1,00,01,02,...},
and we will use =, y, x1, x2, . . . to refer to these variables. Such sets V are naturally
ordered, and we will often speak of the i first variables of V.

A stripped hyperword over A of dimension d > 0 and length n > 0 is a map
from [n]? to A; the set of stripped hyperwords of dimension d for any length
is written H4(A), and in particular, we have that A* = H;(A). We will also
naturally identify A with Ho(A).

Hyperwords will always be paired with valuations of a (possibly empty) finite
set of variables: we let Hg(A) ® V be the set of pairs W = (stryy,valy) such
that stryy € Hg(A) and valyy: V — {1,...,n}, with n the length of stry,. These
objects will be called simply hyperwords, and we define the length of W, written
|[W|, to be that of stry, its strip to be stry, and its valuation to be valy. A
language of dimension d is then a set of hyperwords of this dimension, and we
identify subsets of Hq(A) with languages in Hy(A) ® 0. Further, for a hyperword
W € Ha(A) ® V and i € [|[W]]¢, we write W (i) for the letter stry- (i), and if
x €V, then W(...,x,...) denotes W(...,valy(x),...). For a variable x that
may or may not be in V and i € [|W|], we write W,_; for the hyperword with
strip stryy and valuation valy modified so that = is mapped to i (hence x is
added to the domain of valy if = ¢ V). Hyperwords of dimension 1 will usually
be called words. For a language L C H4(A) ® V, we denote its characteristic
function by xr: Ha(A) @ V — {0, 1}.

3 Composing Languages

We begin with an intuitive presentation. Suppose we are given a language L C
Hq(A) ® {01}, and we wish to extract from it the language L' C H4(A) of
hyperwords in L that have an even valuation of v;. In symbols, we want to
define I’ = {W | (Fi € 2N)[Wy,—; € L]}. When checking whether W € L/,
we are thus interested in the different values of x(Wy,—;) for ¢ ranging from 1

! 'We only make scarce use of the variables with nonpositive indexes explicitly, with
the notable exception of the first part of the proof of Theorem 21.
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to |W|; indeed, if K is the set of words over {0,1} having at least one 1 in an
even position, then W € L' if and only if:

XL(Wo=1) - XL (Wo,=2) - - - X2 (Weo,—jw)) € K.

This construction is a particular example of the block product? of two languages,
and we shall later write L' = K O L. Our definition of the block product follows
the definition of Lindstrom quantifiers (e.g., [1]) by making the following three
generalizations:

1. We extend the valuation of v; to a set of variables; for instance, for two
variables v; and v,, rather than checking whether the word whose i-th letter
is x 1, (Wy,=:) belongs to K, it should be checked whether the hyperword whose
letter at position (4, j) is x1,(Wy, =i v,—=;) belongs to K;

2. The membership tests xr(Wy,—;) are allowed to range over a finite number
of different languages L; this implies that K in our example is not simply a
language over {0, 1}, but over {0,1}* for some k > 0;

3. We introduce mappings from the truth values of these membership tests to
different alphabets; in other words, we implement a mechanism to let K be
over any alphabet.

Definition 1 (Simple join). Let (L;);cx) be languages. When (and only when)
all the L;’s share the same alphabet A, dimension d, and variable setV, we write
L =][Ly,La,...,Lg] to denote the vector whose i-th component is L;.

This vector L is called a simple join of length k over Hq(A) ® V, and we
naturally extend the characteristic functions to such objects by letting, for any
We Hd(A) ®V, XL'(W) = (XLI (W)a XL (W)v <5 XLy (W)) € {07 1}k'

Definition 2 (Block product). Let K be a language in H.(B) ® V and L be
a simple join of length k over Hqa(A) @ (X UV) with X = {x1,x2,...,%c} the
first e variables of X UV, in order. Further, let g: {0,1}* — B.

Let W € Hqa(A)®V. The transcript 7(W) € H.(B)®V of W is the hyperword
with strip:

(Wl — B
(ila i27 cee 7Z'e) = g(Xﬁ(Wm:z));

and valuation valy . The block product of K and L (with alphabet replace-
ment g) is then KOy L ={W € Hg(A) @V | 7(W) € K}.

Notation 3. We will often use alphabet replacements from {0,1}* to {0,1}. In
this case, we see 0,1 as Boolean values, and use the notations A\,V, <, ... directly
in the list L. For instance, L = K [L1V (Ly < L3)] defines g: {0,1}* — {0,1}

2 This nomenclature stems from the algebraic operation bearing the same name. There
is a precise relationship between block products of monoids and block products of
languages of words (Definition 2) that will be made explicit in an extended version
of this article.
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by g(i,5,k) =iV (j < k), and then L = K Oy [L1, Lo, L3|. Further, we omit
the alphabet replacement when it is the identity, and if L is a language, we write
KOL for KO[L].

The following operators do not directly relate to the block product. However,
they will be part of our elementary set of tools to define more complex languages.

Definition 4 (Variable operators). Let L C Hq(A) ® V. The following two
operators respectively decrease and increase the number of variables used.

The variable renaming identifies and renames variables of V. Let o: V — V'
be a given partial map, for a set V' of variables. First, extend o to all of V by
letting o(x) = = if o was undefined on x. Then for a valuation val of o(V), write
o~L(val) for the valuation of V mapping = to val(c(z)). The variable renaming
of L by o is ren(L,0) = {W € Ha(A) @ a(V) | (strw, o (valw)) € L}.

The variable extension augments the set of variables V with untested vari-
ables. Let V' be a finite set of variables, the variable extension of L by V' is
var-ext(L, V') = {W € Hq(A) @ (W UV') | (strw,valw]|y) € L}.

4 The Descriptive Complexity Framework

We present a generalized version of the classical framework of descriptive com-
plexity for expressing languages (e.g., [1,10]). The generalization lies essentially
in the ability for a formula to recognize a language of hyperwords. A logic will
be given by the set of allowed quantifiers and numerical predicates, which will
have a preset semantics. As an example, we want to be able to write formulas
such as (MAJy 1 01, 02)[c, (01, b2)], expressing that there is a majority of pairs of
positions (7, j) such that the 2-dimensional input hyperword has an @ in position
(4,4). As usual (e.g., [1,8]), we also allow multiple formulas under the scope of
a quantifier.

Definition 5 (Quantifier, numerical predicate). An (e, k)-ary quantifier is
a pair (L, g) where L C H(A)®V, for some alphabet A and variable set V, and
g: {0, 1}* — A. Intuitively, e will be the number of variables quantified and k
the number of formulas over which the quantifier ranges.

An e-ary numerical predicate is a subset of H1({a}) ® {v1,02,...,0.}.

Definition 6 (Logic). Given a set of quantifiers Q and a set of numerical
predicates N, we define the logic Q[N as the set of following formulas with the
provided semantics:

— Syntax. A formula of dimension d over the alphabet A is built from the fol-
lowing syntax, where the x;’s are variables that are mot necessarily distinct,
except in Case 3:

pii= cq(x1,22,...,24) wherea€ A (1)
| N(z1,22,...,2.) for any N € N of arity e (2)
‘ (Q L1, L2y -+, ’re)[@h P25 @k] fOT’ any Q € Q Of arity (67 k) (3)
| 1 A p2 | @1V | e (4)
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We rely on the usual vocabulary concerning variables: a variable used in a
formula is bounded if it always appears after being quantified, otherwise it
is free. This includes the variables that may appear within a quantifier, e.g.,
if @ = (L,g) is a quantifier where L C H1(A) ® V, then all variables of
V are free in (Q x)[p]. If {0;,0:,,...,0, } are the free variables of , with
i1 < g < o0 < iy, we write (x1,Ta,...,x), with k < n, for the formula
@ with v, replaced by x;, for all j € [k]; we let the formulas obtained in this
fashion also belong to Q|N].

— Semantics. Let ¢ be a formula of dimension d over the alphabet A, and V a
set containing all its free variables. A hyperword W € Hq(A)®V is said to be
a model of ¢, written W = ¢, when (the cases refer to the above syntaz):

o (Case 1). W(x1,22,...,24) = a, recalling our use of W(...,x;,...) as
short for W (... valw(x;),...).

e (Case 2). The word (™!, {v; — valw (7;) }igle)) s in N.

o (Case 3). W € L, where Q = (L,g) with L C H.(B) ® V', and W' is
defined as the hyperword with strip:

(Wi — B
(i1,d2, - yie) = g( (Wa=i = ¢1) - Wazi = @2) - (Wa=i = ¢c) ),

(where “Wa=; = ;7 is 1 if true, and 0 otherwise) and valuation valy [yr.
o (Case 4). For A\, when W = 1 and W |= @2, and likewise for V and —.

Finally, we let L(p), the language of p, be {W € Ha(A) @V | W = ¢}, with V
the set of free variables of ¢, and also identify Q[N with the class of languages
of its formulas.

Ezample 7 (Some standard quantifiers). The first-order quantifiers FO = {3,V}
are defined as follows. The (1, 1)-ary quantifier 3 consists of the pair (L, g) where
g is the identity over {0,1}, and L the set of words {0,1}* - 1-{0,1}*. The
quantifier V is defined similarly with L = 1*.

The (e, k)-ary majority quantifier MAJ. is the pair (L,g) where
g: {0,1}* — {—Fk,..., k} computes the difference of the number of 1’s and 0’s
and L consists of hyperwords of H.({—k,...,k}) such that the sum of all let-
ters appearing is greater than 0. The counting quantifier 3=°' can be expressed
correspondingly.

Ezample 8 (Some standard numerical predicates). The 2-ary numerical predi-
cate = is the set of words w such that val,(v1) = val,(v3); we always assume
that this predicate belongs to A/ when defining a logic. The 2-ary numerical
predicate < is defined similarly. Next, + is a 3-ary numerical predicate for which
valy, (01) + valy,(v2) = val, (v3). The 2-ary numerical predicate +1 is the one for
which the words verify val,,(v1) + 1 = val,(b2). The l-ary numerical predicate
max is the set of words w for which val,,(01) = |w|.

Definition 9 (Substitution). Let o € Q[N be a formula of dimension e over
the alphabet B, and @1, p2, ..., pr € QIN] be formulas of dimension d over the
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alphabet A. Further let g: {0,1}* — B. The formula ¢ o, (1,92, .., ¢k] is

obtained from ¢ by replacing its atomic formulas ¢, (x1,xa,...,x.), a € B, by:
\/ ( /\ 0i(T1, T2, ..., Ze) A /\ ﬂgai(xl,:cg,...,xe)).
veg~1(a) vi=1 1:0; =0

This results in a formula of Q[N of dimension d over the alphabet A called a
substitution of .

5 Examples

Ezample 10 (Existential quantification, logical and). Let L; C Hq(A) ® {01}, for
i =1,2, be defined as {W | W |= ¢;} for some formulas ¢; of dimension d with
free variable v;. We wish to express L defined by the formula (3v1)[p1 A 2]
using the block product. To this end, let F = {0,1}* -1-{0,1}*, we claim that:

L=FEO[Ly AL

Indeed, the transcript of a hyperword W has a 1 in position ¢ iff, by definition,
XiL1,02) (Wo,=i) = (1,1), that is, iff Wy,—; € Ly N Ly. The language £ then
checks that there exists one position of the transcript that contains a 1.

Ezample 11 (Identities). Example 10 seems to indicate that Boolean operations
on languages ought to be expressed under the scope of a quantifier (existential in
the example). This is correct, but does not come at the expense of introducing
new variables, since we may speak about 0-dimensional hyperwords, that is,
letters. Thus any language L is equal to {1} O L, where the left-hand side is of
dimension 0.

Now let L C Hq(A) ® V, we wish to express L by using it as the left-hand
side of a block product. Let V' = {v1,05,...,04}, and define for all a € A the
language C, C Hq(A) ® V' to be the set of hyperwords W with W(b) = a.
Finally, with A = {a1,as,...,ae}, let g: {0,1}* — A map (b, ba, ..., be) to a; if
b; = 1 for some unique i—the other values of g being irrelevant. It then holds
that:

L = L 0O, [var-ext(Cy,, V), var-ext(Cy,, V), . .. ,var-ext(Cq,, V)].
Ezample 12 (Boolean operations). Now given a Boolean expression on k vari-
ables, that is, a function g: {0,1}* — {0,1}, and a simple join [Li, Lo, ..., L],
the language obtained by combining the languages using the expression is:

{1}y0y [L1, Lo, . .., Lg).

In particular, we have:

LyULy={1}0[L1V Ly], LiNLy={1}0[Ly A L.
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6 Logics and Their Language Classes

In this section, we show that, given a logic, the class of languages recognized
by its formulas is the closure, under mainly block product, of a set of languages
associated with its quantifiers and numerical predicates.

Definition 13 (Block closure). A class of languages C is block-closed if it is
closed under block products, variable extension, and variable renaming. Further,
for a class of languages C, we let F(C) be the smallest block-closed class that
contains C and the languages C, defined for any alphabet A, a € A, and
d>0, as:

CAd = (W € Hg(A) ® {v1,09,...,04} | W(01,00,...,04) = a}.

For a map g: A — B and a hyperword W € Hy4(A) ® V, write g(W) for the
hyperword W where each letter a € A of stry, is replaced by g(a).

Theorem 14. Let Q be a set of quantifiers and N be a set of numerical predi-
cates. Let Q' = {g~'(L) | (L,g) € Q}. Then QIN| =&E(Q' UN).

Proof. (QIN] C ®W(Q' UN)). This is proved by induction; let ¢ € Q[N] over A

with free variables in V, then:

- It Y= Ca($1,x27 s 7$d)a then L((p) = ren(C’f*d, U)v with o = {n’i = zi}ie[e];

~If ¢ = N(z1,22,...,7.) for N € N of arity e, then L(¢) = ren(N,o) with
o ={v; = ¥ }icl); ) )

- If P = (Q L1,T2,. .. 7"&2)[@17@27 s ,Spk]a with Q = (ng) € Q of arlty (evk)v
then let by induction L; = L(y;) € ®(Q' UN), for i € [k]. Further, rename
the variables of all the L;’s and K = g~!(L) so that 21, xa, ..., 7. appear first
among all the variables used, and extend these languages to a common set of
variables. Then L(p) = K O[Ly, Lo, ..., Lg];

— If ¢ = p1 A pa, then, noting that {1}, as 0-dimensional, is Ci{o’l}’o, and by
Example 12, L(p) = Ci{o’l}’o O [var-ext(L(p1), V) A var-ext(L(v2), V)];

— The cases ¢ = @1 V 2 and @ = 7 are similar to the previous one.

Additionally, renaming of variables is achieved through ren. In each case, we
inductively have that L(p) € ®(Q' UN).

(B(Q UN) C Q[N]). Again, this is done by induction; let L € ®(Q" UN),
with L € H4(A) ® V, then:

~ If L =N for N € N of arity e, then L = L(p) for ¢ = N(vy,02,...,0,) seen
as a formula of dimension 1 over {a};

~If L =g YL) for Q@ = (L',g) € Q, then A = {0,1}* for some k. We then
have that L = L(y) with:

@E(Q 01702,...,0d)[ \/ Cu(bl,ﬁg,...,Ud),

u€e{0,1}F:u=1

\/ c'll.(t’lanQ)"'7nd)j|;

we{0,1}Fur=1



72 M. Cadilhac et al.

~If L = CA% then L = L(p) with ¢ = ¢,(b1,02,...,04) seen as a formula
over A;

— If L = var-ext(L’,V’), then with ¢’ such that L' = L(¢'), define ¢ as the
formula ¢’ A Ao\ = x. We thus have that L(y) is L(y") over the variables
VUV’ hence L = L(p);

— If L =ren(L’,0), then we simply apply the renaming o to the formula defin-
ing L';

— Finally, if L = KO, [L1, Lo, ..., L], let ¢; such that L(yp;) = L, for all 4, and
@K such that L(px) = K, then L = L(¢x o4 [p1,92,--.,¥k))-2 O

A salient property of this characterization is that there is no syntactic dif-
ference made between the languages coming from quantifiers, and those coming
from numerical predicates. From this, we naturally derive the following restate-
ment of Theorem 14 starting from languages:

Theorem 15. Let C be a class of languages containing the numerical predicate
=. Let Q be the set of quantifiers (L,g) such that L € C. It holds that Q[=] =
H(C).

We note that Theorem 14 immediately implies that some complexity classes
can be expressed as the block-closure of simple languages, namely:

Proposition 16. The following equalities hold:

~ DLOGTIME-uniform TC" = ®m({MAJ, 1, <});

— DLOGTIME-uniform NC' = B({MAJ31,Ss,<}), with S5 the symmetric
group on &5 elements, seen as the language of words o109 ---0y,, with each
o; € S5, that evaluate to the identity permutation;

- P=m®{({MAJy,, CVP,<}), where CVP is the circuit valuation problem, that
is, encoding of Boolean circuits that evaluate to one.

7 Associativity of the Block Product

In the context of the block product of algebraic structures,® it is well known
that parenthesizing plays a crucial role. Indeed, the composition (M O N) O K
is sometimes called the weak product [3,11], by opposition to the strong one
M O(NOK), and it can be proved that the former recognizes, in general, less
languages than the latter. Similarly—equivalently in fact [11,12]—the classical
notion of formula substitution (akin to our definition but with formulas of dimen-
sion one) depends intrinsically on the parenthesizing: ¢1 o (92 0 (p30---)) can
express all formulas starting from formulas of depth 1 (i.e., formulas with one
quantifier), while ((--- (¢1 0 2) 0 p3) 0 -+ ) can only express formulas with two
variables (that may be reused). Here, we show that we can get more freedom
in the parenthesizing, provided that we allow products of languages of higher
dimensions. We place this result in a purely language-theoretical framework

3 The reader not versed in that topic can think of block products of monoids as block
products of the languages of dimension 1 recognized by them.
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(i.e., with languages and block products), and by Theorem 14 and its proof,
it would carry over to the logical setting (i.e., with logical formulas and substi-
tutions).

Naturally, as products of one-dimensional languages are nonassociative, we
cannot hope for K O (Ly O L) to be equal to (K O Ly) O Ly in general. We
will however see in the proof of the forthcoming Theorem 21, that it is enough
to provide a dimensional jump of Ly:

Definition 17 (Dimensional jump). Let L C Hq(A) ® V. For 0 < ¢ < |V|,
we let [L]¢, the c-dimensional jump of L, be the language of hyperwords W in
Hera(A) @V defined as copies of L in the following sense. Let {x1,22,...,2.}
be the ¢ first variables of V. For v € [|[W]]|¢, define W (v, e) as the d-dimensional
hyperword of strip mapping u € [|[W|]¢ to W (v,u), and of valuation valy,. Then:

WelLl]* & W(xi,zoe,...,2.0)€ L.
If [Ly,..., Lg] is a join, we let [Ly, ..., Lg]¢ = [[L1]%, - - ., [Lx]¢]-

Further, to treat simple lists, we will need the following symmetric operators
that increase the dimension of hyperwords by a constant, the original hyperwords
appearing in the first or the last components. With the notations of Definition 17:

Definition 18 (Dimensional extensions). The right dimensional extension
of L C H4(A) ®V for any e > 0, written dim-ext(L,e), is defined as the set
{WeHare(A) @V ] (Vo e [[W])[W(v,e) € L]}.

Similarly, its left dimensional extension dim-ext(e, L) is the set of hyperwords
{W € Hera(A) @V | (Vo € [[W]|°)[W(e,v) € L]}.

Finally, we will need to be able to “enlarge” the alphabets at hand:

Definition 19 (Alphabet product extension). Let L C Hy4(A) ® V and
B be an alphabet. The right alphabet product extension of L by B, written
alph-prod(L, B), is the set of hyperwords in Hy(A X B) @ V such that dropping
the second component of each letter gives a hyperword in L. The left alphabet
product extension alph-prod(B, L) is defined symmetrically, resulting in hyper-
words in Hg(B x A) @ V.

Lemma 20. Any block-closed class ®(C) containing the language 1* is closed
under dimensional jump, dimensional extensions, and alphabet product exten-
stons.

The aforementioned associativity property of the block product is then:

Theorem 21. Every language of a block-closed class ®(C) can be written from
the languages of C and the languages C:+% using block products, variable exten-
stons, variable renaming, dimensional jump and extensions, and alphabet product
extensions, in such a way that no right-hand side of a block product contains a
block product.
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Proof. Any language of #(C) can be written, by definition, from the languages of
C and the languages C’;;Ld using block products, variable extension, and variable
renaming. It is not hard to show that the variable related operators and the
dimensional jump can be pushed to the language level, so that a block product
is never under the scope of such operators.

To show the main claim, we proceed inductively on the structure of the
expression defining a language L of #(C), assuming that the variable operators
are at the language level. The claim is true for languages of C, their jumps, and
their variable extensions and renaming.

We consider first a simplified situation. Let K, Ly, Lo be languages of dimen-
sions i, j, and k respectively. We claim that K 0 (L; O Ly) = (K O[L1]%) O Lo,
assuming that the left-hand side is well-defined.

Indeed, let W be a hyperword; we show that the transcript of W at the
outermost product of the left-hand side is the same as the transcript of W at
the innermost product of the right-hand side. This proves the equality, as the
membership of W to either side depends only on this transcript.

The transcript W’ of W at the outermost product of the left-hand side is the
i-dimensional hyperword whose strip maps v to 1 iff W = Wy—,, € L1 O Lo,
where x denotes the ¢ first variables of Ly. In turn, this holds iff the transcript
of W at the innermost product of the left-hand side is in Ly; define U as the
(i + j)-dimensional hyperword such that U(v,e) is that transcript, for any v of
dimension ¢, and valuation valy,. We have that W/ (v) = 1 iff U(v, @)g—y € L1,
that is, iff Up—, € [L2]*. Now U is precisely the transcript of W at the outermost
product of the right-hand side. Thus the transcript of U at the innermost product
of the right-hand side is an i-dimensional hyperword whose strip maps v to 1 iff
Ug=v € [L2]%, and this transcript is W’. This shows the equality.

We now introduce simple lists in two steps. Writing [Li, Lo] Oy £ for the
simple list [L O, £, Lo Oy L], first note that:

K Oy ([L1,L2) Oy £) = (K Oy [Ly, Lo]") O, L.

Now to treat the general case and conclude this proof, consider the expression
KOy [L,0y L, Ly Oy L']. Clearly, for it to be well-defined, Ly and Ly must have
the same set of variables, thus write L; C Hg, (4;) ® V, i = 1,2. Further, define
L} = alph-prod(L;, As) and L) = alph-prod(A;, Ly). Using techniques similar
to the above, we may assume that all the languages in £ and £’ are over the
variables X WV and X’ WV, respectively, so that: 1. |X| = dy, |X’| = dg; 2. All
the variables in X" are smaller than those in X’; and 3. All the variables in X’ are
smaller than those in V. Finally, write ¢"(u,v) = (g(u),g(v)). It then readily
holds that the above expression is equal to:

K Oy ([dim—ext(Ll,dQ),dim—ext(dl,LQ)] Oy [var—ext(ﬁ,X’),var—ext(ﬁ',)()]),

where var-ext is applied component-wise to all languages of £ and £’. This con-
cludes the proof, as this is of the simpler above form. O
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Ezample 22 (Majorities). As alluded to, the majority of pairs quantifier MAJs ¢
is more powerful than the simple majority quantifier MAJ; 1, even when nested.
It is thus interesting to see which quantifiers arise from Theorem 21.

Consider the language M of words over {0,1} containing more 1’s than 0’s.
Let L' = M O (var-ext(M, {v; }) O L) be a well-defined language, where vy is the
first variable of L. Then L' = (M O [var-ext(M, {v,})]') O L, by the proof of
Theorem 21. Let Z = (M O [var-ext(M, {v1})]'), which is a subset of H2({0,1});
we describe Z. A hyperword W € Ho({0,1}) is in Z iff its transcript is in M,
by definition. This transcript has a 1 in position ¢ € [|[W]] iff W(i,e) € M.
Thus, seeing two-dimensional hyperwords as arrays, a hyperword W is in Z iff
there is a majority of rows of W that contain a majority of 1. There lies the
intrinsic difference with MAJs 1, a quantifier that would translate to a language
of two-dimensional hyperwords having more 1’s than 0’s.

For two language classes C and D, write C D for the block closure of the
set of languages L O L' for all L € C and L’ a simple join of languages in D.

Corollary 23. For any classes C, D, € obtained as block closures, we have:

cO(MOE) =(COD)DE.

8 Conclusion

We presented a novel purely language-theoretical framework to express classes
of languages described by logics. This addresses two shortcomings of the simi-
lar algebraic theory of typed monoids [6,7]. First, quantifiers on tuples can be
expressed, providing for instance a shorter, arguably more compelling character-
ization of TC?, and thus overcoming the limitation of “linear fan-in.” Second, by
allowing words of higher dimensions, we obtain a product mimicking the classi-
cal block product of algebraic structures that exhibits a property reminiscent of
associativity—this may allow to translate techniques than only applied to weak
parenthesizing (e.g., [4]) to a more general setting.

We believe that the results herein advocate for the use of hyperwords, leading
to a unified framework in which the freedom of speaking of partial formulas (and
hence partial circuits) is balanced by the dimensions used in expressing their
composition.

Acknowledgments. We thank Charles Paperman for stimulating discussions.
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Abstract. Two words u and v are said to be k-abelian equivalent if, for
each word z of length at most k, the number of occurrences of = as a
factor of w is the same as for v. We study some combinatorial properties of
k-abelian equivalence classes. Our starting point is a characterization of
k-abelian equivalence by rewriting, so-called k-switching. We show that
the set of lexicographically least representatives of equivalence classes is
a regular language. From this we infer that the sequence of the numbers
of equivalence classes is N-rational. We also show that the set of words
defining k-abelian singleton classes is regular.
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1 Introduction

k-abelian equivalence has attracted quite a lot of interest recently, see, e.g.,
[1,2,8,10,12,15]. It is an equivalence relation extending abelian equivalence and
allowing an infinitary approximation of the equality of words defined as follows:
for an integer k, two words u and v are k-abelian equivalent, denoted by u ~y v,
if, for each word w of length at most k, w occurs in v and v equally often.
k-abelian equivalence, originally introduced in [7], has been studied, e.g., in
the following directions: avoiding k-abelian powers [6,15], estimating the number
of k-abelian equivalence classes, that is, k-abelian complexity [11], analyzing
the growth and the fluctuation of the k-abelian complexity of infinite words
[1], analyzing k-abelian palindromicity [8], and studying k-abelian singletons [9].
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We continue the approach of analyzing the structure of k-abelian equivalence
classes. We also study some numerical properties of the equivalence classes.

Our starting point is a k-switching lemma, proved in [9], which allows a char-
acterization of k-abelian equivalence in terms of rewriting. This is quite different
from the other existing characterizations, so it is no surprise that it opens new
perspectives of k-abelian equivalence. This is what we intend to explore here.

A fundamental observation from the characterization of k-abelian equiva-
lence using k-switching is that certain languages related to k-abelian equivalence
classes are regular (or rational). More precisely, the union of all singleton classes
forms a regular language, for any parameter k, and any size m of the alpha-
bet. Similarly, the set of lexicographically least (or greatest) representatives of
k-abelian equivalence classes forms a regular language. Summing up all mini-
mal elements of a fixed length we obtain the number of equivalence classes of
words of this length. As a consequence, we conclude that the complexity func-
tion of k-abelian equivalence, that is, the function computing the number of the
equivalence classes of all lengths, is a rational function.

Everything above is algorithmic. So, given the parameter k£ and the size m
of the alphabet, we can algorithmically compute a rational generating function
giving the numbers of all equivalence classes of words of length n. However, the
automata involved are — due to the non-determinism and the complementation
— so huge that in practice this can be done only for very small values of the
parameters. We illustrate these in a few examples.

Inspired by the connection to automata theory, we study k-switching in con-
nection with regular languages. We show that regular languages are closed under
the k-switching operation. On the other hand, we show that regular languages
are not closed under the transitive closure of this operation. Using the former
result, we conclude that the union of k-abelian equivalence classes of size two
is regular. On the other hand, it remains open whether this extends, instead of
classes of size two, to larger classes. Another open problem is to determine the
asymptotic behavior of the complexity function of equivalence classes.

2 Preliminaries and Notation

We recall some notation and basic terminology from the literature of combina-
torics on words. We refer the reader to [13] for more on the subject.

The set of finite words over an alphabet X is denoted by X* and the set of
non-empty words is denoted by X*. The empty word is denoted by . A set
L C ¥* is called a language. We let |w| denote the length of a word w € X*. By
convention, we set |¢| = 0. The language of words of length n over the alphabet
X/ is denoted by X™.

For a word w = ajas---a, € X* and indices 1 < i < j < n, we let w[i, j]
denote the factor a; - - - a;. For i > j we set w[i, j| = €. Similarly, for ¢ < j we let
wli, j) denote the factor a; ---aj_1, and we set w[i,j) = ¢ when 7 > j. We say
that a word & € X* has position ¢ in w if the word w[i,|w|] has = as a prefix.
For u € Xt we let |w|, denote the number of occurrences of u as a factor of w.
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Two words u,v € X* are k-abelian equivalent, denoted by u ~y, v, if |ul, =
|v]; for all x € YT with |z| < k. The relation ~y is clearly an equivalence
relation; we let [u]; denote the k-abelian equivalence class defined by u. A word
u is called a k-abelian singleton if |[u]x] = 1.

In [9], k-abelian equivalence is characterized in terms of rewriting, namely by
k-switching. For this we define the following. Let £ > 1 and let u € X*. Suppose
that there exist x,y € ¥, not necessarily distinct, and indices i, j,! and m,
with ¢ < j <1 < m, such that = has positions ¢ and ! in u and y has positions j
and m in u. In other words, we have

u = u[l,z’) : u[%]) : u[j7l) : u[l7m) : u[m7 |u|],

where both i, |u|] and u[l, |u|] begin with  and both u[j, |u|] and u[m, |u|] begin
with y. Furthermore, uli, j), u[l, m) # € but we allow [ = j, in which case y = x
and u[j,l) = e. We define a k-switching on w, denoted by Sy x(4,7,1,m), as

A k-switching operation is illustrated in Fig. 1.

N

Fig. 1. Tllustration of a k-switching. Here v = Sk (4, 7,1,m); the white rectangles
symbolize x and the black rectangles symbolize y.

Ezxample 1. Let u = aabababaaabab and k = 4. Let then x = aba, y = bab, 1 = 2,
j=3,1l=4 and m = 11. We then have
u=a-a-b-ababaaa - bab
Su.a(i,j,l,m) = a-ababaaa - b - a - bab.
Note here that the occurrences of = are overlapping. With ¢ =2, j =1 =4, and
m = 10 we obtain the same word as above:
u = a - ab - ababaa - abab

Su,a(i,j,7,m) = a- ababaa - ab - abab.
In this example we have j = [, whence © = y = aba and ul[j,l) = ¢.

Let us define a relation Ry, of X* by uRyv if and only if v is obtained from u by
a k-switching. Now Ry is clearly symmetric, so that the reflexive and transitive
closure R} of Ry is an equivalence relation on X*. In [9], k-abelian equivalence
is characterized using R;:
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Lemma 2. For u,v € X*, we have u ~j v if and only if uR;v.

We need a few basic properties of regular (or rational) languages, such
as equivalent definitions of regular languages with various models of finite
automata, e.g., nondeterministic finite automata which can read the empty word
(e-NFA), and some basic closure properties of regular languages. We refer to [3]
for this knowledge. In addition to classical language theoretical properties, we
use the theory of languages with multiplicities. This counts how many times a
word occurs in a language. This leads to the theory of N-rational sets. Using the
terminology of [16], a multiset over X* is called N-rational if it is obtained from
finite multisets by applying finitely many times the rational operations product,
unton, and taking quasi-inverses, i.e., iteration restricted to e-free languages.
Further, a unary N-rational subset is referred to as an N-rational sequence. We
refer to [16] for more on this topic. The basic result we need is (see [16]):

Proposition 3. Let A be a nondeterministic finite automaton over the alphabet
Y. The function f4 : X* — N defined as

fa(w) = # of accepting paths of w in A
is N-rational. In particular, the function 4 : N — N,
La(n) = # of accepting paths of length n in A (2)

is an N-rational sequence. Consequently, the generating function for {4 s a
rational function.

3 Properties of k-Switchings

Our starting point for the study of structural properties of k-abelian equivalence
classes is the characterization of k-abelian equivalence in terms of k-switchings.
We proceed to describe a k-switching operation on languages. We show that this
operation preserves regularity. That is, given a regular language L, the language
obtained by this operation is also regular. This result will be used later on.

We now describe k-switchings on languages. For a language L C X*, we
define the k-switching of L, denoted by Ry (L), as the language

Ry (L) = {w € X* | wRyv for some v € L}.

Similarly, we define R} (L) = U,y RE (L) = Uper[w]-

Note that, from a regular language L, it is straightforward to identify all
words that admit a k-switching (i.e., the words on the top row of Fig.1). It is
not at all clear that, by performing all possible k-switchings on all words of L
(i.e., taking the union of all words on the bottom row of Fig.1), the obtained
language is also regular. We give a direct automata theoretic construction to
show this.

Theorem 4. Let L be a reqular language. Then Ry(L) is also regular.
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Proof. For a language L and fixed words z,y € X*~1, consider the language

R, (L) ={w e X" | w =Sk 4(i,4,1,m) for some i < j <l <m,u €L,
with wl[i,i +k—1) =u[l,l+ k—1) =z and
ulj,j+k—1)=umm+k—1) =y}

We will construct, for a regular language L recognized by a deterministic finite
automaton A = (Q, X, §, pinit, F'), an e-NFA A which recognizes R, 4(L). The
claim then follows for Ry (L), as Rx(L) = U, ,esr-1 Ray(L) is a finite union of
regular languages.

In essence, A is a cartesian product of form A=A x A, x Ay x Az x Ay. The
first component automaton A; consists of 5|Q|* copies of A, some of which are
connected by e-transitions. The second and fourth components are copies of an
automaton A, recognizing the language zX* and the third and fifth components
are copies of an automaton A, recognizing the language yX*. The components
2,3,4, and 5 are initiated according to the computations performed in A;. We
shall now make this construction more formal.

We first construct A; = (Q1, X, §1, Pinis, F1) as follows. For each state p € Q,
we have p(&:(P1.p2),(ps:p4)) € Q, forall ¢ =1,...,5and p, € Q, 7 =1,...,4. We
also add the initial state pinis, from which we have e-transitions to all the states of
form pi(ii’t(pl’pz)’(ps’p‘*)), p1, P2, P3, P4 € Q. Thus the computation of A; begins with
an e-transition. We then add the following e-transitions for all p1, p2, p3,p4 € Q:

(1,(p1,p2),(p3,pa)) _& (2,(p1.p2),(P3,p4)) (2,(p1,p2),(p3,pa)) € (3,(p1,p2),(P3,p1))
P1 V2]

— p2 ) — p4 )
3,(p1,p2),(P3, 4,(p1,p2),(ps3, 4,(p1,p2),(ps3, 5,(p1,p2),(P3,
p; (p1,p2),(P3,pa)) _€ pg (p1,p2),(p3 ;04))7 pz(l (p1,p2),(P3;pa)) _€ p:(3 (p1,p2),(p3 104)).

Otherwise the computation of A; respects the original automaton, that is,

61 (p(Prp2)s(p3:pa)) ) — ((6(P1ip2),(P3;pa))

if and only if there is a transition d(p,a) = ¢ in A. Finally, F; consists of all
states of form f(®(P1:p2).(p3,p4)) where f € F and py,pa,p3, ps € Q.

We remark the following about A;. Firstly, once the first e-transition is
taken, the states p1,po,p3, and ps are fixed for the remainder of the compu-
tation. Secondly, the states p,., r = 1,...,4, determine between which states an
e-transition can be performed. Furthermore, the parameter ¢ counts the number
of e-transitions performed. The parameters ¢, p1,p2,ps, and py together deter-
mine at which time and between which states an e-transition can be performed.

We now describe the behavior of the rest of the component automata of A.
For s € {2,...,5}, the sth component automaton of A is initiated during the
sth e-transition performed in A; (the first e-transition being the first compu-
tation step of A;). We also require from A that, after the second and fourth
e-transition performed in 4;, at least one letter is read before performing the
next e-transition. This is not required after the third e-transition. Note that
these requirements can be encoded, e.g., into the parameter ¢ of the states in
A;. Finally, A accepts if and only if all its components are in accepting states.



82 J. Cassaigne et al.

We first show that R, ,(L) C L(A). In order to see this, let & € L and let v =
Skwul(i,7,1,m) € Ry y(L). Let g, t = 1,...,|u|, denote the state (pinit, u[1,1))
(note that some of the states ¢; can be the same). We then find an accepting
computation of A; for v as follows. We first take the e-transition from pin;, to the
state p{L{79)(%5:9m)) After this, the computation is as in Fig. 2 by following the
dashed lines. The computation of A on u follows the continuous lines. Note that
the other components of A also end up in accepting states, since by the definition
of the k-switching Sy ., (4, j,1,m), x and y have positions in v corresponding to

the initiations of the copies of the automata A, and A,. Thus R, ,(L) C L(A).

Fig. 2. The computation of automaton A on an accepted word u (in continuous lines)
and a computation of A; on Sk . (4, j,1,m) (in dotted lines). We have abbreviated the

states qﬁc’@””ql)’(qj’qm)) by ¢*° (for c € {1,...,5}, r € {init, 4, §,1,m}).

We now show the converse. For this, let v € L(A) and consider an accept-
ing path of A on v. By construction, the automaton A; starts with an
e-transition to a state pi(ii’t(pl’m)’(m’p“)). After this, the computation contains
four more e-transitions, suppose they occur just before reading the ith, jth, Ith
and mth letter, with ¢ < j < I < m, respectively. (Here we use the require-
ment for not allowing an e-transition immediately after the second and fourth
e-transitions.) Furthermore, by the acceptance of the other component automata
of ft, x has positions ¢ and [, and y has positions j and m in v. We claim that
u = Sko(4,4,l,m) € L. It then follows, by the symmetry of the k-switching
relation, that v € Ry ,(L). Indeed, turning back to the computation of A; on v,
we obtain the following paths in A:

1. a path from pinit to py labeled by v[1, 1),
2. a path from ps to p3 labeled by vli, j),
3. a path from py to p2 labeled by v[j,1)

)
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4. a path from p; to py labeled by v[l,m), and

5. a path from ps to an accepting state of A labeled by v[m, |v]].

Thus u = v[1, i)v[l,m)v[], )v[i, j)v[m,|v]] € L, as was claimed. O
Remark 5. This result may also be proved using MSO logic for words, as sug-

gested by one of the anonymous referees.

The following example shows that the family of regular languages is not
closed under the language operation Rj.

Ezample 6. Fix k > 1 and let L = (ab®)*. It is straightforward to verify by, e.g.,
comparing the number of occurrences of factors of length k, that

R;(L) = {ab“abT2 ceab™ |n>1,r >k — 1,27@ = nk} .

=1

Let now h be a morphism defined by h(a) = ab*~! and h(b) = b. It is again
straightforward to show that h=*(R; (L)) = {w € a{a,b}* | |w|s = |w|p}, which

*

is clearly not regular. It follows that R} (L) is not regular.

4 On the Number of k-Abelian Equivalence Classes

In this section we focus on the number Py ., (n) of k-abelian equivalence classes
of words of length n over X, |X| = m, where k and an m are fixed. We first
recall a result from [11]:

Theorem 7. We have, for k and m fized, Pk pm(n) = @(nmkfl(m_l)), where the
constants in © depend on k and m.
We are also interested in the number Sy, ,,, (n) of k-abelian singletons of length
n over X, | X| = m, where k and an m are fixed. We recall a result proved in [9].
Theorem 8. For k and m fived, we have Sg . (n) = O(nNmE=D=1) “where the
constants in O depend on k and m. Here Ny, (1) = 1 >d) o(d)ymt4 is the number
of conjugacy classes (or necklaces) of words in X', where || = m.
The main result of this section is the following:
Theorem 9. The sequences Py m(n) and Sk m(n) are N-rational.
In order to prove this, we define the following languages. Here < denotes a
lexicographic ordering of X*.
Lyin = {w € X* | w < u for all w ~y, u},
Liyax ={w e X" | w > u for all w ~ u}, and
Lsing = {’LU € xr | |[w]k| = 1}
In other words, L,y (resp., Lmax) is the language of lexicographically minimal
(resp., maximal) representatives of k-abelian equivalence classes, while Lgjn, is

the language of k-abelian singletons. We also recall a technical lemma from [9],
a refinement of Lemma 2.
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Lemma 10. Let u ~p v with u # v. Let p be the longest common prefix of u
and v. Then there exists z € X* such that zRiu and the longest common prefiz
of z and v has length at least |p| + 1.

Lemma 11. The languages Lmin, Lmax, and Lging are reqular languages.

Proof. Let u be the minimal element in [u]g. If there exists a k-switching on
u which yields a new element, it has to be lexicographically greater than u. In
particular, u does not contain factors from the language

((xbX* N X*y) X" N X*x)aX* N Xy,

where z,y € X¥71, a,b € ¥, a < b. On the other hand, by the above lemma,
any word u avoiding such factors is lexicographically least in [u]i. We thus have

Lomn=[) 2 (@I NIy nIa)al Ny T,  (3)

z,yexkt
a,beX, a<b

where, for a regular expression R, R denotes the complement language X*\R.
Similarly, for Lyax, by reversing a < b to a > b in (3), we obtain the claim.
Finally, Lging = Lmin N Lmax S0 that Lgng is regular. Another, perhaps more

informative, way to see this is as follows: for k-abelian singletons, we are avoid-

ing all possible k-switchings that give a different word. By requiring a # b, as

opposed to a < b, in (3), we obtain the expression for Lging. a

Proof (of Theorem 9). Consider first the language Ly;, and a DFA A recognizing
it. We transform the automaton to a unary NFA A’ by identifying all input
letters. Since A is deterministic, the transformation is faithful, that is, for each
word w accepted by A, there exists a unique corresponding accepting path in
A’, and vice versa. By the construction of A’, £4/(n) = Pim(n) for all n € N,
from which the claim follows for Py .. The case for Sy, is similar. O

Remark 12. Let A be the adjacency matrix of the unary automaton A’ described
above. It is known that, for all large enough n,

o)=Y pama @)

AEEig(A)

where the summation is taken over all distinct eigenvalues of A, and p, is a
complex polynomial of degree at most puy — 1. Here py is the multiplicity of A
as a root of the minimal polynomial of A (see for instance [3,17]).

4.1 Complexities for Small Values of kK and m

We now give some examples illustrating the results obtained above for small
values of £ and m. We also compute closed formulas for Py, ,,, and Sk, for some
small values of k and m.
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Ezample 13. In Fig. 3, we have two minimal DFAs, one recognizing the mini-
mal representatives of 2-abelian equivalence classes and the other recognizing
2-abelian singletons over X' = {a,b}. The sink states are not included in the
figures. We also note that all other states are accepting, since the languages are
defined by avoiding certain patterns.

Fig. 3. DFAs recognizing the minimal representatives of 2-abelian equivalence classes
(left) and 2-abelian singletons (right) over the alphabet {a,b}.

Using the idea of the proof of Theorem9, we first construct deterministic
automata for Ly and Lgng for small £ and m. We then use the automata to
compute the function ¢ as in Remark 12. We state these conclusions without
proofs:

Proposition 14.
Foralln > 1, Pyo(n) = n?—n+2,

1.4 3 2 2 1
for alln =2, Pys(n) = 5n* — &n®+ 8n® — Bn — L(-1)"
e 271 e 27
2 —= = 2 = = i
+ ﬁe 3 (e 3 )n —|— f@ 3 (6 3 )n + 7231067’ and
_ 1.6 7 .5, 67,4 19 3 , 1457 2
foralln >4, P3a(n) = geon + 557" + 3577 — 537" + 450 1

1569 3 n 741 | 27 n
— (o + s ()" + 555 + 556 (1™
Proposition 15.
For alln >4, Sy2(n) =2n+4,

for allm > 6, Sy3(n) = 3n* +27n — 63, and

1 9 2mi 2mi
foralln >9, Sz2(n) = §n2 + 16n + §(6 34 (em 3 ) — 535 _ §(—1)".
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The formulae for Py 2 and Sz 2 have previously been proved, using different
methods, in [5,9], respectively. We note that Eero Harmaala (private commu-
nication) has previously computed the values for Py 3 and P32 (n = 2,...,18
and n = 4,...,21, respectively). We also note that computing the first few val-
ues of Sz 3(n) and S32(n) is an easy task. The On-Line Encyclopedia of Integer
Sequences (http://oeis.org, accessed June 10, 2016) does not contain any of the
above sequences.

The methods used here are far from being practical for computing closed
formulae for larger values of k and m, as is illustrated by the following example.

Example 16. For the binary alphabet, the number of states in the minimal DFA
recognizing Ly, for k = 2,3,4 is 10,49, and 936, respectively. This makes com-
puting a closed formula for Py o already a computationally challenging problem.

Remark 17. The exponential blow-up of the computation time is due to com-
plementation and non-determinism of the automata obtained from the regular
expressions (3). Also, by Theorem 7, the automaton obtained from (3) has to
grow necessarily exponentially with respect to k& when the alphabet is fixed;
some of the polynomials py in (4) have degree m*=1(m — 1).

For the case of k-abelian singletons, Theorem 8 does not give a large blow-
up immediately, though in [9] it is conjectured that Sy, (n) = O(nNmE=1=1),
which would also yield a large blow-up in the number of states.

5 Towards a Structure of Fixed Sized Equivalence Classes

The regularity of the languages Ly,in and Lging raises questions for the structure
of larger equivalence classes. We are thus interested in the k-abelian equivalence
classes of fixed cardinality. We employ the result of Theorem 4 to obtain a first
step in this direction.

Proposition 18. Thelanguage Ly = {w € X* | |[w]k| = 2} is a regular language.
Proof. Consider the regular language L = X*\(Lpin U Liax): we have
L ={we X" ||[w]k|] > 3 and w is not minimal or maximal},

since all classes containing at most two elements are removed. By Lemma 2,
Ry (Ri(L)) U Ri(L) U L then gives exactly the language

L'={we X" [ |[wll = 3},

and by Lemma?2, L’ is regular. Finally, the complement of L' is the language
{we Z* | |[w]k| < 2}. We thus have that Ly = L'\ Lging is a regular language.O

Larger classes were not considered here, but we have no reason to suspect that
the corresponding languages would not be regular. In fact, we suspect that modi-
fications of Theorem 4 could yield methods, similar to the ones used in the above,
to obtain some structure of larger classes.
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6 Open Problems and Future Research

The topic of this paper opens up new aspects of k-abelian equivalence, and
presents a series of questions. Though explicit formulas for the functions Py,
and Sj,, were obtained, it remains to compute the corresponding generating
functions (which, by our results, are rational functions).

To conclude, we suggest the following open problems.

— What are the generating functions for Py ,, and Sg 7

— When is Py m(n) ~ Cn™ ' (m=1) for some constant C? This is the case for
small values of k and m.

— Is the language of words w having |[w]i| = [, where [ is a fixed constant, a
regular language? For [ = 2, this is settled in the positive by Proposition 18.

Acknowledgments. The automata used to calculate the functions in Proposi-
tions 14 and 15 were constructed using the java package dk.brics.automaton [14]. The
automata in Fig.3 were created using the software Graphviz [4]. We would like to
thank the anonymous referees for valuable comments which helped to improve the
presentation.
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Abstract. The Schiitzenberger product of monoids is a key tool for the
algebraic treatment of language concatenation. In this paper we gener-
alize the Schiitzenberger product to the level of monoids in an algebraic
category %, leading to a uniform view of the corresponding construc-
tions for monoids (Schiitzenberger), ordered monoids (Pin), idempotent
semirings (Klima and Poldk), and algebras over a field (Reutenauer). In
addition, assuming that 2 is part of a Stone-type duality, we derive a
characterization of the languages recognized by Schiitzenberger products.

1 Introduction

Since the early days of automata theory, it has been known that regular lan-
guages are precisely the languages recognized by finite monoids. This observa-
tion is the origin of algebraic language theory. One of the classical and ongoing
challenges of this theory is the algebraic treatment of the concatenation of lan-
guages. The most important tool for this purpose is the Schitzenberger product
M o N of two monoids M and N, introduced in [23]. Its key property is that
it recognizes all marked products of languages recognized by M and N. Later,
Reutenauer [22] showed that M ¢ N is a “smallest” monoid with this property:
any language recognized by M ¢ N is a boolean combination of such marked
products.

In the past decades, the original notion of language recognition by finite
monoids has been refined to other algebraic structures, namely to ordered
monoids by Pin [16], to idempotent semirings by Poldk [19], and to asso-
ciative algebras over a field by Reutenauer [21]. For all these structures,
a Schiitzenberger product was introduced separately [15,17,21]. Moreover,
Reutenauer’s characterization of the languages recognized by Schiitzenberger
products has been adapted to ordered monoids and idempotent semirings,
replacing boolean combinations by positive boolean combinations [17] and finite
unions [15], respectively.
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This paper presents a unifying approach to Schiitzenberger products, covering
the aforementioned constructions and results as special cases. Our starting point
is the observation that all the algebraic structures appearing above (monoids,
ordered monoids, idempotent semirings, and algebras over a field K) are monoids
interpreted in some variety & of algebras or ordered algebras, viz. ¥ = sets,
posets, semilattices, and IK-vector spaces, respectively. Next, we note that these
categories & are related to the category S-Mod of modules over some semiring S.
Indeed, semilattices and vector spaces are precisely modules over the two-element
idempotent semiring S = {0,1} and the field S = K, respectively. And every
set or poset freely generates a semilattice (i.e. a module over {0,1}), viz. the
semilattice of finite subsets or finitely generated down-sets. Precisely speaking,
each of the above categories 2 admits a monoidal adjunction

U
SMod . T 9 (1.1)
F

for some semiring S, where U is a forgetful functor and F' is a free construction.

In this paper we introduce the Schiitzenberger product at the level of an
abstract monoidal adjunction (1.1): for any two Z-monoids M and N, we con-
struct a Z-monoid M ¢ N that recognizes all marked products of languages
recognized by M and N (Theorem 32), and prove that M ¢ N is a “smallest”
Z-monoid with this property (Theorem 37). Further, we derive a characteriza-
tion of the languages recognized by M ¢ N in the spirit of Reutenauer’s theorem
[22]. To this end, we consider another variety % that is dual to 2 on the level of
finite algebras. For example, for 2 = sets we choose ¥ = boolean algebras, since
Stone’s representation theorem gives a dual equivalence between finite boolean
algebras and finite sets. We then prove that every language recognized by M ¢ N
is a “@-algebraic combination” of languages recognized by M and N and their
marked products (Theorem 40). The explicit use of duality makes our proof con-
ceptually different from the original ones.

By instantiating (1.1) to the proper adjunctions, we recover the
Schiitzenberger product for monoids, ordered monoids, idempotent semirings
and algebras over a field, and obtain a new Schiitzenberger product for algebras
over a commutative semiring. Moreover, our Theorems 32 and 40 specialize to
the corresponding results [15,17,22] for (ordered) monoids and idempotent semi-
rings. In the case of K-algebras, Theorem 40 appears to be a new result. Apart
from that, we believe that the main contribution of our paper is the identification
of a categorical setting for language concatenation. We hope that the generality
and the conceptual nature of our approach can contribute to an improved under-
standing of the various ad hoc constructions and separate results appearing in
the literature.

Related work. In recent years, categorical approaches to algebraic language the-
ory have been a growing research topic. The present paper is a natural continu-
ation of [2], where we showed that the construction of syntactic monoids works
at the level of closed monoidal categories (see also [13]), allowing for a uniform
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treatment of syntactic (ordered) monoids, idempotent semirings and algebras
over a field. The systematic use of duality in algebraic language theory originates
in the work of Gehrke et al. [11], who interpreted Eilenberg’s variety theorem
in terms of Stone duality. In [1,3,9] we extended their approach to an abstract
Stone-type duality, leading to a uniform view of Eilenberg-type theorems for reg-
ular languages. See also [4,24]. Recently, Bojariczyk [6] proposed to use monads
instead of monoids to get a categorical grasp on languages beyond finite words.
By combining this idea with our duality framework, we established in [8,25] a
variety theorem that covers most Eilenberg-type correspondences known in the
literature, e.g. for co-languages, tree languages, and cost functions.

2 Preliminaries

A variety 9 of algebras or ordered algebras is commutative [10] if, for any A, B €
2, the set [A, B] of morphisms from A to B is an algebra of 2 with operations
(and order) taken pointwise in B. Examples include Set (sets), Pos (posets)
and S-Mod (modules over a commutative semiring S with 0,1). Recall that an
S-module is a commutative monoid (M, +,0) with a scalar product - : S x M —
M satistying (r + s)x = rxz + sz, r(v +y) = rz +ry, (rs)x = r(sz), 0z = 0,
lz =1 and r0 = 0. Two special cases are the category JSL of join-semilattices
with 0 (choose S = {0, 1}, the two-element semiring with 1 +1 = 1), and the
category IKK-Vec of vector spaces over a field KK (choose S = K).

Notation 1. Let &7, B, ¢, 2 always denote commutative varieties of algebras
or ordered algebras. We write ¥ = Ug: Set — 2 for the left adjoint to the
forgetful functor |—|: 2 — Set; thus ¥X is the free algebra of 2 over a set
X. For simplicity, we assume that X is a subset of [#X| and the universal map
X — |¥X] is the inclusion. Denote by 15 = ¥1 the free one-generated algebra.

Example 2. (1) For 2 = Set or Pos we have ¥X = X (discretely ordered).

(2) For 2 = JSL we get X = (P;X,U), the semilattice of finite subsets of X.

(3) For 2 = S-Mod we have ¥X = S&X) the S-module of all finite-support
functions X — S with sum and scalar product defined pointwise.

Definition 3. Let A, B, C € 2. By a bimorphism from A, BtoC is meant
a function f: |A] x |B| — |C| such that the maps f(a,—): |B| — |C| and
f(=,0): |A| — |C] carry morphisms of 2 for every a € |A| and b € |B|. A tensor
product of A and B is a universal bimorphism t4 p: |A| X |B| — |A® B, in the
sense that for any bimorphism f: |A|x |B| — |C| there is a unique f: A® B — C
in 9 with f' ota p = f. We denote by a ®b the element t4 g(a,b) € |[A® B|.

Example 4. In Set and Pos we have A® B= A x B. In SS-Mod, A® B is the
usual tensor product of S-modules, and t4 p is the universal S-bilinear map.

Remark 5. (1) Tensor products exist in any commutative variety 2, see [10].

(2) ® is associative and commutative and has unit 14, i.e. there are natural
isomorphisms a4 pc: (AQB)QC 2 AQ(BRC), cap: AQB = BRA,
pa: AR®1lg and Ag: 19 Q@ A = A.
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(3) Given f: A— C and g: B— D in 2, denote by f®¢g: AQ B— C® D the

morphism induced by the bimorphism |A| x| B| 1%, |C|x|D| lop, |C® D|.
Definition 6. A Z-monoid (M, 1, ) consists of an object M of 2 and a monoid
(|M]|,1,) whose multiplication |M| x |[M| 2 |M]| is a bimorphism of 2. A
morphism h: (M,1,e) — (N,1,e) of Z-monoids is a morphism of 2 preserving
the unit and multiplication. We denote the category of Z-monoids by Mon(2).

Example 7. Monoids in 2 = Set, Pos, JSL and S-Mod are precisely monoids,
ordered monoids, idempotent semirings, and associative algebras over S.

Proposition 8 (see[l]). The free Z-monoid on a set X is carried by VX* € 9,
the free algebra in 9 on the set X* of finite words over Y. Its multiplication
extends the concatenation of words in X*, and its unit is the empty word €.

Example 9. (1) In 2 = Set or Pos we have ¥ X* = X* (discretely ordered).

(2) In 2 = JSL we have ¥X* = P;X*, the idempotent semiring of all finite
languages over X w.r.t. union and concatenation of languages.

(3) In 2 = Mod(S) we get ¥X* = S[X], the S-algebra of all polynomials
21 co(w;)w; (equivalently, finite-support functions ¢: X¥* — S) w.r.t. the
usual sum, scalar product and multiplication of polynomials.

Remark 10. Since the multiplication e: |M| x |[M| — |M] of a Z-monoid
(M, 1, ) forms a bimorphism, it corresponds to a morphism pp;: M @ M — M
in 2, mapping m@m’ € |M ® M| to m em’ € |M|. Likewise, the unit 1 € |M|
corresponds to the morphism ¢y;: 19 — M sending the generator of 14 to 1.
We can thus represent a Z-monoid (M, 1, e) as the triple (M, tar, piar)-

Remark 11. For any two Z-monoids M and N, the tensor product M ® N in
9 carries a Z-monoid structure with unit 1¢ = 19®1gy M BN, M ® N and
multiplication (M ® N)® (M ®N) = (M@ M)® (N@N) L2255 4rg N,
see e.g. [20]. Equivalently, the unit of M ® N is the element 1); ® 1, and the
multiplication is determined by (m@mn) e (m'®@n') = (m ey m') @ (n ey n').

Definition 12. A monoidal functor (G,0): € — 2 is a functor G: € — 2
with a morphism 6;: 19 — Gl¢ and morphisms 04 p: GA® GB — G(A® B)
natural in A, B € % such that the following squares commute (omitting indices):

GA®O

(GA®GB)® GC = GA® (GB® GC) Gi? o %51%
e yeass “ __GAs1.
GA®B)®GC  GA®G(B&C) GA o (A®1¢)
oy Vo 1@®GA®—>G1%®GA

G(A®B)&C) —>G(A® (B () N Vo
GA G(ly ® A)
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Given another monoidal functor (G',0'): € — %, a natural transformation
p: G — @G is called monoidal if the following diagrams commute:

pA®eB

GA®GB — G'AG'B ) 1y "
oy Yor / \

G(A® B) G'(A® B) Gly

’
Py G'1le

Example 13. (1) The functor |—|: 2 — Set is monoidal w.r.t. the universal
map 1 — |1g| = |?1] and the bimorphisms ¢4 p: |A| x |B| — |[A® B|. Its
left adjoint ¥: Set — 2 is also monoidal: there is a natural isomorphism
Oxy: PX@WUY =2 ¥(X xY) with 05 (z,y) = 2@y for (z,y) € X x Y.
Together with 6, = id: 19 — W1, this makes ¥ a monoidal functor.

(2) In particular, the functors |—|: JSL — Set and P;: Set — JSL (see Exam-
ple2(2)) are monoidal w.r.t. the morphisms chosen as in (1).

(3) The forgetful functor U: JSL — Pos has a left adjoint D;: Pos — JSL

constructed as follows. For any poset A and Xg C A denote by |Xg :=
{a € A:a <z for some z € Xy} the down-set generated by Xo. Then Dy
maps a poset A to Dy(A) :={X C A: X = | X, for some finite Xo C A},
the semilattice (w.r.t. union) of finitely generated down-sets of A, and a
monotone map h: A — B to the semilattice morphism Dy(h): Ds(A) —
Dy (B) with Dy(h)(X) = |h[X]. Both U and D carry monoidal functors;
the required morphisms, see Definition 12, are chosen in analogy to |—| and
Py in (2).

(4) As a trivial example, the identity functor Id: 2 — 2 is monoidal w.r.t. the
identity morphisms id: 1p — ld(1p) and id: 1d(4) @ Id(B) — Id(A® B).

The importance of monoidal functors is that they preserve monoid structures:

Lemma 14. Let (G,0): € — 2 be a monoidal functor. Then G lifts to the func-
tor G: Mon(%) — Mon(2) mapping a €-monoid (M,t,p) to the P-monoid

(GM, 15 & G1e &5 6M, GMeGM L GMeM) £ GM), and a

% -monoid morphism h to Gh.

Example 15. (1) P;: Set — JSL lifts to P;: Mon(Set) — Mon(JSL), map-
ping a monoid M to the semiring P ;M of finite subsets of M, with union as
addition, and multiplication XY = {zy: z € X,y €Y }.

(2) Dy: Pos — JSL lifts to Dy: Mon(Pos) — Mon(JSL), mapping an ordered

monoid M to the semiring D¢ (M) of finitely generated down-sets of M, with
union as addition, and multiplication XY = |[{zy:z€ X,y €Y }.

Lemma 16. Let (G,0): o — % and (H,0): B — € be monoidal func-
tors. Then the composite HG: o/ — € is a monoidal functor w.r.t. to
H(91)00'12 1l — HG(].gf) cde(QA’B)oaGA,GB: HGA® HGB — HG(A@B)

Definition 17. A monoidal adjunction between € and Z is an adjunction F'
U: € — 2 such that U and F are monoidal functors and the unit 7: ldg — UF
and counit e: F'U — ld¢ are monoidal natural transformations.
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Example 18. Id 41d: 2 — 2, Dy HU: JSL — Pos and ¥ 1 |—|: Z — Set are
monoidal adjunctions. We call the latter the monoidal adjunction of 2.

Remark 19. If (HAV: € — %,7',&') and (G AU: B — o/, n,¢) are monoidal
adjunctions, so is the composite adjunction (HG 4UV: € — &, UnGon, ' o
HeV). Here HG and UV are the composites of Lemma 16.

Definition 20. A monoidal adjunction F' 4 U: ¢ — 2 is called a concrete
monoidal adjunction if its composite with the monoidal adjunction of Z is the
monoidal adjunction of %.

3 Languages and Algebraic Recognition

In this section we set the scene for our approach to Schiitzenberger products. Fix
a commutative variety 2 of algebras or ordered algebras, a commutative semiring
S = (S,+,-,0,1), and a concrete monoidal adjunction F 4 U: S-Mod — %2
(i.e. apply Definition 20 to 4 = S-Mod). We denote the unit by n: Id — UF.
This gives the diagram of functors below. Here S-Alg = Mon(S-Mod)) is the
category of S-algebras (see Example 7), U and F are the liftings of U and F (see
Lemma 14), the vertical functors are the forgetful functors, and ¥ and S) are
the left adjoints to the forgetful functors of 2 and S-Mod, see Example 2.

S-Alg — Mon(2)
v U v
S-Mod 2
s(=) F w

Example 21. In our applications we will choose the concrete monoidal adjunc-
tions listed below. (The third and last column will be explained later.)

Notation 22. We can view the semiring S as (i) an S-algebra Saig € S-Alg with
scalar product given by the multiplication of S, (ii) a Z-monoid Spion € Mon(2)
(by applying U to Saig), (iii) an S-module Spoa € S-Mod (by applying the
forgetful functor to Saig) and (iv) an object S¢ of 2 (by applying U to Smoed)-
The Z-monoid Snyen is carried by the object Sg, and its multiplication is a
morphism of 2 that we denote by 0: Sy ® Sy — Sg. For ease of notation we
will usually drop the indices and simply write S for S¢, Smod, €tc.

Definition 23. (1) A language (a.k.a. a formal power series) over a finite alpha-
bet X is a map L: XY* — S. Denote by Lg: ¥X* — S the adjoint trans-
pose of L w.r.t. the adjunction ¥ -4 |—|: Z — Set. A Z-monoid morphism
[ 02" — M recognizes L if there is a morphism p: M — S in Z with
Ly =po f. In this case, we also say that M recognizes L (via f and p).
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U
S € 2 S-Mod =—= 2 2-monoids | M ¢ N carried by
F
-1
1/ {0,1} | BA Set JSL —= Set monoids M xPs(M x N) x N
Py
U
2/{0,1} | DL Pos JSL =— Pos ord. monoids | M x Dy(M x N) x N
Dy
1d
3]{0,1} | JSL JSL JSL —= JSL id. semirings | M X (M * N) x N
Id
Id
4| K K-Vec | K-Vec | K-Vec =—— K-Vec | K-algebras |M x (M ®N)x N
1d
Id
5/S ? S-Mod | S-Mod =—= S-Mod | S-algebras M x (M x N)x N
Id

(2) The marked Cauchy product of two languages K, L: X* — S w.r.t. a letter
a € X is the language KaL: X* — S with (KaL)(u) =" K(v)- L(w).

u=vaw

For S = {0,1}, a language L: X* — {0, 1} corresponds to a classical language
L C X* by taking the preimage of 1. Under this identification, we have KalL =
{vaw: v € K, w € L}. Our concept of language recognition by Z-monoids
originates in [2] and specializes to several related notions from the literature:

Example 24. (1) 2 = Set with S = {0,1}: a map p: M — {0,1} corresponds
to a subset p~1[1] € M. Thus a monoid morphism f: X* — M recognizes the
language L C X* iff L is the preimage under f of some subset of M. This is
the classical notion of language recognition by a monoid, see e.g. [18].

(2) 2 = Pos with S = {0,1}: given an ordered monoid M, a monotone map

p: M — {0,1} defines an upper set p~1[1] C M. Hence a monoid morphism
f: X" — M recognizes L C X* iff L is the preimage under f of some upper
set of M. This notion of recognition is due to Pin [16].

(3) 2 = JSL with S = {0,1}: for any idempotent semiring M, a semilattice
morphism p: M — {0,1} defines an ideal I = p~1[0], i.e. a nonempty down-
set closed under joins. Hence a language L C X is recognized by a semiring
morphism f: PyX* — M via p iff Lt = ¥*n f7I]. Here we identify X*
with the set of all singleton languages {w}, w € X*. This is the concept of
language recognition by idempotent semirings introduced by Polék [19].

(4) 2 = S-Mod: given an S-algebra M, a formal power series L: X* — S is
recognized by f: S[X] — M via p: M — S iff Ls moa = p o f. This notion
of recognition is due to Reutenauer [21]. If S is a commutative ring, the
power series recognizable by S-algebras of finite type (i.e. S-algebras whose
underlying S-module is finitely generated) are precisely rational power series.

4 The Schiitzenberger Product

We are ready to introduce the Schiitzenberger product for Z-monoids. Fix two
2-monoids (M, 1,e) and (N, 1, e), and write zy for zey. Our goal is to construct
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a Z-monoid M ¢ N that recognizes all marked products of languages recog-
nized by M and N, and is a “smallest” such Z-monoid (Theorems 32,37, 40).

Construction 25. As a preliminary step, we define a fi
Z-monoid M x N as follows. Call a family { f;: A — B; }ier ﬂ

in & separating if the morphism f: A — [[, B, with A—> ?l — B,
f(a) = (fi(a))ier is injective (resp. order-reflecting when N m4
2 is a variety of ordered algebras). Any family {f;} yields I1; Bi

a separating family { f/: A’ — B, }ier by factorizing f = mon with 7 surjective
and m injective (resp. order-reflecting), and setting f/ := p;om, where p; is the
projection. Now consider the family of all morphisms oo (p®¢q): MQN — S,
where p: M — S and ¢: N — S are arbitrary morphisms in 4. Applying the
above construction to this family {o o (p®4q) },,, gives an algebra M % N
in 2, a surjective morphism m: M ® N — M % N, and a separating family
{p*q M+ N —S},,, making the following diagram commute for all p and ¢:

pog_,S®S _,

4.1
M@N—> M * N%S b
Notation 26. For any m € |M| and n € |N|, we write m * n for the element
m(m®mn) € |[M = N|.

Lemma 27. There ezists a (unique) Z-monoid structure on M = N such that
T: MQN —» M x N is a D-monoid morphism. The multiplication is determined
by (m = n)e (m' x n') = (mm') x (nn'), and the unit is 1 * 1.

Example 28. For = Set, Pos or K-Vec, the family { co(p®q) }, 4 is already
separating, and therefore M * N = M QN and p * ¢ =00 (p®gq). For Z =
JSL and in case M and N are finite idempotent semirings, we can describe
the idempotent semiring M * N as follows. For any subset X C M x N, let
[X] € M x N consist of those elements (m, n) € M x N such that, for all ideals
ICMand JCN withm ¢ 1 and n € J, there exists some (z, y) € X with
x & I and y ¢ J. This gives us the closure operator X — [X] on the power set
of M x N in [15]. One can show that M * N is isomorphic to the idempotent
semiring of all closed subsets of M x N, with sum and product defined by
[X]V[Y]=[XUY]and [X][Y] = [XY], where XY ={zy:z2e€ X,yeY }.

Definition 29. The Schiitzenberger product of M and N is the Z-monoid Mo N
carried by the product M xUF (M x N)x N in & and equipped with the following
monoid structure: representing elements (m,a,n) € |[M| x |F(M % N)| x |N| as

Tg Z , the multiplication and unit are given by

ma\ (m'ad\  [(mm nmx1l)-a+a-n(lxn) and 10
0n)\0n) 0 nn’ 01)°

Here n: M «x N — UF(M « N) is the universal map, and the sum, product and
0 in the upper right components are taken in the S-algebra F(M x N).

upper triangular matrices
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Lemma 30. M o N is a well-defined Z-monoid, and the product projections
wym: MoN — M and wy: Mo N — N are Z-monoid morphisms.

Example 31. For the categories and adjunctions of Example 21, we recover four
notions of Schiitzenberger products known in the literature, and obtain a new
Schiitzenberger product for S-algebras:

(1) 2 = Set: given monoids M and N, the Schiitzenberger product M ¢ N is
carried by the set M x Py(M x N) x N, with multiplication and unit

mX\ (m X’ mm’ mX'UXn/ 10
(0 n)(O n’):( 0 nn' ) and <01>’
where mX' = {(my, 2) : (y,2) € X'} and Xn' = {(y,2n'): (y,2) € X }.
This is the original construction of Schiitzenberger [23].
(2) 2 = Pos: for ordered monoids M and N, the Schiitzenberger product Mo N
is carried by the poset M x Dy(M x N) x N with multiplication and unit

mX\ (m' X"\ _ [(mm [(mX UXn) q 10
on)low)= 0 nn’ e o)

This construction is due to Pin [17].

(3) 2 = JSL: given idempotent semirings M and N, the Schiitzenberger prod-
uct M o N is carried by the semilattice M x (M « N)x N.If M and N are
finite, Example 28 shows that M % N is the idempotent semiring of closed
subsets of M x NN, and the multiplication and unit of M ¢ N are given by

mX\ (m' X"\ _ [(mm [mX UXn] q 10
0n 0n) 0 nn’ an 01/°
For the finite case, this construction is due to Klima and Polék [15].

(4) 2 = K-Vec: for K-algebras M and N, the Schiitzenberger product M o N is
carried by the vector space M x (M ® N) x N with multiplication and unit

mz\ (m 2 mm' mz + zn’ 1 0®0
(()n)(On/):( 0 nn' ) and (0 1)’
where mz’ = (mmg) ® ng for 2’ = my ® ng, and extending via bilinearity for
arbitrary z; similarly for zn'. This construction is due to Reutenauer [21].
(5) 2 = S-Mod: given S-algebras M and N, the Schiitzenberger product M o N
is carried by the S-module M x (M % N) x N with multiplication and unit

mz\ (m' 2"\ _ [(mm' mz +zn q 1 0%x0
0n 0on) 0 nn' an 0 1 ’
where mz’ = (mmqg) * ng for 2’ = mg * ng, and similarly for zn’. This example

specializes to (3) and (4) by taking S = {0,1} and S = K, respectively, but
appears to be new construction for other semirings S.
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The following theorem gives the key property of M ¢ N.

Theorem 32. Let K,L: X* — S be languages recognized by M and N, respec-
tively. Then M o N recognizes the languages K, L and KaL for all a € X.

Next, we aim to show that M o N is a “smallest” Z-monoid satisfying the state-
ment of the above theorem. This requires further assumptions on our setting.

Notation 33. Recall from (4.1) the morphism p * ¢: M x« N — S. We denote
its adjoint transpose w.r.t. the adjunction FF HU by p x q¢: F'(M « N) — S.

Assumption 34. From now on, suppose that:

(i) 2 is locally finite, i.e. every finitely generated algebra of 2 is finite.

(ii) Epimorphisms in 2 and S-Mod are surjective.

(i) 2(M,S), Z(N,S), and {U(p * q): UF(M % N) — S}, m—s,q Nos are
separating families of morphisms in 2.

(iv) There is a locally finite variety % of algebras such that the full subcate-
gories ¢y and Yy on finite algebras are dually equivalent. We denote the
equivalence functor by E: 7" ~ €.

(v) The semiring S is finite, and E(S) = 1.

Let us indicate the intuition behind our assumptions. First, (i) and (ii) imply
that MoN is finite if M and IV are. This is important, as one is usually interested
in language recognition by finite Z-monoids. (iii) expresses that the semiring S
has enough structure to separate elements of M, N and UF (M * N), the three
components of the Schiitzenberger product M ¢ N, by suitable morphisms into S.
This technical condition on S is the crucial ingredient for proving the “smallness”
of M ¢ N (Theorem 37). Finally, the variety ¢ in (iv) and (v) will be used to
determine, via duality, the algebraic operations to express languages recognized
by M ¢ N in terms of languages recognized by M and N (Theorem 40).

Example 35. The categories and adjunctions of Example 21(1)—(4) satisfy our
assumptions. Here we briefly sketch the dualities; see [1,3] for details.

(1) For 9 = Set, choose ¥ = BA (boolean algebras). Stone duality [14] gives
a dual equivalence FE: Set;p ~ BA; mapping a finite set to the boolean
algebra of all subsets.

(2) For 2 = Pos, choose ¥ = DL (distributive lattices with 0, 1). Birkhoff
duality [5] gives a dual equivalence E: Pos‘;cp ~ DLy mapping a finite poset
to the lattice of all down-sets.

(3) For 2 = JSL, choose ¥ = JSL. The dual equivalence E: JSL}” ~ JSL;
maps a finite semilattice (X, V) to its opposite semilattice (X, A), see [14].

(4) For 2 = K-Vec, K a finite field, choose € = K-Vec. The dual equivalence
E: K-Vecy ~ ]K—Vec;p maps a space X to its dual space X* = hom(X, K).

Notation 36. For any Z-monoid morphism f: ¥X* — M ¢ N, put

Lyn(f):={K,L,KaL |a € X, mp o f recognizes K,my o f recognizes L }
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Theorem 37. Let f: ¥X* — M o N and e: ¥X* — P be two Z-monoid mor-
phisms. If e is surjective and recognizes all languages in Ly n(f), then there
exists a (necessarily unique) P-monoid morphism h: P — M o N with hoe = f.

Using our duality framework, this theorem can be rephrased in terms of language
operations. Recall that E(S) = 14 by Assumption 34(v). Putting O¢ := E(14),
we obtain a bijection i: S = P(19,S) X €(E(S), E(19)) = € (1¢,0¢) = |O«|.

Definition 38. For any m-ary operation symbol « in the signature of ¥ and
languages L1,..., L,: X* — S, the language 7(L1, ..., L,): X* — S is given by
F(L1, ..., Ly)(u) =i~ (v9¢(i(Liu),...,i(L,u))). The operations ¥ are called
the &-algebraic operations on the set of languages over .

Example 39. Opa 2 {0,1} is the two-element boolean algebra, and the BA-
algebraic operations are precisely the boolean operations (union, intersection,
complement, (), 2*) on languages. For example, the operation symbol V induces
the language operation (K'V L)(u) = K (u) V L(u) corresponding to the union of
languages. Similarly, for ¢ = DL we get union, intersection, (), *, for € = JSL
we get union and ), and for ¥ = K-Vec we get sum, scalar product and §.

All our constructions and results so far apply to arbitrary 2-monoids. However,
in the following theorem we need to restrict to finite Z-monoids. Recall that the
derivatives of a language L: X* — S are the languages a 'L, La™!: ¥* — §
(where a € X)) defined by (a='L)(u) = L(au) and (La~!)(u) = L(ua).

Theorem 40. Let M and N be finite -monoids and f: WX* — M o N be a
2-monoid morphism. Then every language recognized by f lies in the closure of
Ly n(f) under the €-algebraic operations and derivatives.

Our proof uses the Local Variety Theorem of [1]: for any finite set V of recogniz-
able languages closed under ¢-algebraic operations and derivatives, there is a
finite Z-monoid recognizing precisely the languages of V. Coincidentally, for each
of our categories of Example 21(1)—(4) it suffices to take the closure of Lys n(f)
under ¢-algebraic operations, as this set is already derivative-closed. For exam-
ple, for ¢ = K-Vec we have a=}(KaL) = (a7 'K)aL + K(e)L, i.e. a~*(KalL)
is a linear combination of languages in Ly v (f) and thus lies in the closure of
Ly n(f) under K-Vec-operations. For 2 = Set, Pos and JSL, Theorem 40
then gives

Corollary 41. (Reutenauer [22], Pin [17], Klima and Poldk [15]). Let M
and N be finite monoids [ordered monoids, idempotent semirings]. Then any
language recognized by the Schiitzenberger product MoN is a boolean combination
[positive boolean combination, finite union] of languages of the form K, L and
KalL, where K is recognized by M, L is recognized by N, and a € X.

For 2 = IK-Vec, we obtain a new result for formal power series:

Corollary 42. Let M and N be finite algebras over a finite field IK. Then any
language recognized by M o N is a linear combination of power series of the form
K, L and KaL, where K is recognized by M, L is recognized by N, and a € X.
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5 Conclusions and Future Work

We presented a categorical framework that encompasses all known instances of
Schiitzenberger products in the setting of regular languages. Two related con-
structions are the Schiitzenberger products for w-semigroups [7], and for boolean
spaces with internal monoids [12]. Neither of these structures are monoids in the
categorical sense, and thus are not covered by our present setting. The use of
monads as in [6,8,25] might pave the way to extending the scope of our work.
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Abstract. Motivated by work on bio-operations on DNA strings, we
consider an outfix-guided insertion operation that can be viewed as a
generalization of the overlap assembly operation on strings studied pre-
viously. As the main result we construct a finite language L such that the
outfix-guided insertion closure of L is nonregular. We consider also the
closure properties of regular and (deterministic) context-free languages
under the outfix-guided insertion operation and decision problems related
to outfix-guided insertion. Deciding whether a language recognized by a
deterministic finite automaton is closed under outfix-guided insertion can
be done in polynomial time.

Keywords: Language operations - Closure properties + Regular lan-
guages

1 Introduction

Gene insertion and deletion are basic operations occurring in DNA recombina-
tion in molecular biology. Recombination creates a new DNA strand by cutting,
substituting, inserting, deleting or combining other strands. Possible errors in
this process directly affect DNA strands and impair the function of genes. Errors
in DNA recombination cause mutation that plays a part in normal and abnormal
biological processes such as cancer, the immune system, protein synthesis and
evolution [1]. Since mutational damage may or may not be easily identifiable,
researchers deliberately generate mutations so that the structure and biological
activity of genes can be examined in detail. Site-directed mutagenesis is one of
the most important techniques in laboratory for generating mutations on specific
sites of DNA using PCR (polymerase chain reaction) based methods [7,11]. For a
site-directed insertion mutagenesis by PCR, the mutagenic primers are typically
designed to include the desired change, which could be base addition [15,16]. This
enzymatic reaction occurs in the test tube with a DNA strand and predesigned
primers in which the DNA strand includes a target region, and a predesigned
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DOI: 10.1007/978-3-662-53132-7_9
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primer includes a complementary region of the target region. The complemen-
tary region of primers leads it to hybridize the target DNA region and generate
a desired insertion on a specific site as a mutation. Figure 1 illustrates the pro-
cedure of site-directed insertion mutagenesis by PCR.

Input: A given DNA
CHEHEHIT

Inserted part

Step 1. Cut given DNA using primers a and b

mutagenic primer a Product A

Product B

Step 2: Annealing inserted sequence using primers ¢ and d

M% mutagenic primer c

mutagenic primer d

MHMHMH H H H - -TH YA @ %
Product C

Step 3: Ligation PCR with product A,B and C

Desired DNA
CHO

Inserted part

Fig.1. An example of site-directed insertion mutagenesis by PCR. Given a DNA
sequence and four predesigned primers a,b,c and d, two primers a and b lead the
DNA sequence to break and extend into two products A and B under enzymatic reac-
tion (Step 1). Two primers ¢ and d complementarily bind to desired insertion region
according to the overlapping region and extend into product C' (Step 2). Then, the
products A, B and C' join together to create recombinant DNA that include the desired
insertion (Step 3).



104 D.-J. Cho et al.

In formal language theory, the insertion of a string means adding a substring
to a given string and deletion of a string means removing a substring. The
insertions occurring in DNA strands are in some sense context-sensitive and Kari
and Thierrin [13] modeled such bio-operations using contextual insertions and
deletions [8,19]. A finite set of insertion-deletion rules, together with a finite set
of axioms, can be viewed as a language generating device. Contextual insertion-
deletion systems in the study of molecular computing have been used e.g. by
Daley et al. [3], Krassovitskiy et al. [14] and Takahara and Yokomori [21]. Further
theoretical studies on the computational power of insertion-deletion systems were
done e.g. by Margenstern et al. [17] and Paun et al. [18]. Enaganti et al. [6] have
studied related operations to model the action of DNA polymerase enzymes.

We formalize site-directed insertion mutagenesis by PCR and define a new
operation outfiz-guided insertion that partially inserts a string y into a string x
when two non-empty substrings of z match with an outfix of y, see Fig.2(b).
The outfix-guided insertion is an overlapping variant of the ordinary insertion
operation, analogously as the overlap assembly [2,4,5], cf. Fig. 2(a), is a variant
of the ordinary string concatenation operation.

u v u v
o] | N
I I // // \\\ \\\
v N S
v w u w v

(a) Overlap assembly (b) Outfix-guided insertion

Fig. 2. (a) If suffix v of = overlaps with the prefix v of y, then the overlap assembly
operation partially catenates x and y appending suffix w of y to x. (b) If the outfix of
y consisting of v and v matches the substring uv of x, then the outfix-guided insertion
operation inserts w between v and v in the string x.

This paper investigates the language theoretic closure properties of outfix-
guided insertion and iterated outfix-guided insertion. Note that since outfix-
guided insertion, similarly as overlap assembly, is not associative, there are more
than one way to define the iteration of the operation. We consider a general
outfix-guided insertion closure of a language which is defined analogously as the
iterated overlap assembly by Enaganti et al. [4]. Iterated (overlap) assembly is
defined by Csuhaj-Varju et al. [2] in a different way, which we call right one-sided
iteration of an operation.

It is fairly easy to see that regular languages are closed under outfix-guided
insertion. Closure of regular languages under outfix-guided insertion closure
turns out to be less obvious. It is well known that regular languages are not closed
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under the iteration of the ordinary (non-overlapping) insertion operation [12].
However, the known counter-examples, nor their variants, do not work for iter-
ated outfix-guided insertion. Here using a more involved construction we show
that there exists even a finite language L such that the outfix-guided insertion
closure of L is nonregular. On the other hand, we show that the outfix-guided
insertion closure of a unary regular language is always regular.

It is well known that context-free languages are closed under ordinary (non-
iterated) insertion. We show that context-free languages are not closed under
outfix-guided insertion. The outfix-guided insertion of a regular language into a
context-free language (or vice versa) is always context-free. Also we establish that
a similar closure property does not hold for the deterministic context-free and
the regular languages. Finally in the last section we consider decision problems
on whether a language is closed under outfix-guided insertion (or og-closed).
We give a polynomial time algorithm to decide whether a language recognized
by a deterministic finite automaton (DFA) is og-closed. We show that for a given
context-free language L the question of deciding whether or not L is og-closed
is undecidable. Most proofs are omitted in this extended abstract.

2 Definition of (Iterated) Outfix-Guided Insertion

We assume the reader to be familiar with the basics of formal languages, in
particular, with the classes of regular languages and (deterministic) context-
free languages [20,22]. More details on variants of the insertion operation and
iterated insertion can be found in [12].

The symbol X' stands always for a finite alphabet, X* is the set of strings
over X, |w]| is the length of a string w € X*, w¥ is the reversal of w and ¢ is the
empty string. For i € N, X2 is the set of strings of length at least 1.

If w=uay, z,y € X*, we say that x is a prefix of w and y is a suffix of w.
If w = zyz, x,y,2 € X*, we say that (z,z) is an outfir of w. If additionally
x # ¢eand z # ¢, (x,2) is a non-trivial outfix of w. Sometimes (in particular,
when talking about the outfix-guided insertion operation) we refer to an outfix
(z,z) simply as a string zz (when it is known from the context what are the
components x and z). For example, with X' = {a, b, c} and w = abca the non-
trivial outfixes of w are aa, aba, aca and abca.

We begin by recalling some notions associated with the non-overlapping
insertion operation.! The non-overlapping insertion of a string y into a string
z is defined as the set of strings z ! y = {zyra | * = x122}. The
insertion operation is extended in the natural way for languages by setting
L ¥ L, = User, yer, @ ! y. Following Kari [12] we define the left-iterated
insertion of Ls into Ly inductively by setting

LIO(Ly, Ly) = Ly and LICTY(Ly, Ly) = LIO(Ly, Ly) 2 Ly, i > 0.

1 'We use the term “non-overlapping” to make the distinction clear to outfix-guided
insertion which will be the main topic of this paper.
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The left-iterated insertion closure of Lo into Li is LI*(L1,Ls) = Uioio
I[,]I(i)(Ll, Ly). Tt is well known that the iterated non-overlapping insertion oper-
ation does not preserve regularity [10,12]. The left-iterated insertion closure of
the string ab into itself is nonregular because LI*(ab, ab) N a*b* = {a’b? | i > 0}.

Next we define the main notion of this paper which can be viewed as a
generalization of the overlap assembly operation [2,4]. The “inside part” of a
string y can be outfix-guided inserted into a string z if a non-trivial outfix of y
overlaps with a substring of z in a position where the insertion occurs. This differs
from contextual insertion (as defined in [13]) in the sense that y must actually
contain the outfix that is matched with a substring of x (and additionally [13]
specifies a set of contexts where an insertion can occur).

Definition 1. The outfix-guided insertion of a string y into a string x is defined
as ,
&y = {zuzvzy | T = T1UvT, Y = U2V, U F# €,V £ €}

Using the above notations, when zjuzvas € Pk y we say that the nonempty
substrings v and v are the matched parts. Note that the matched parts form a
non-trivial outfix of the inserted string y.

Since we are almost exclusively dealing with outfix-guided insertion, in the

following for notational simplicity we write just « in place of <. Outfix-guided
insertion is extended in the usual way for languages by setting L; «— Ly =
UwieLi,i:LZ Wy < wa.

Ezample 2. Outfix-guided insertion is not associative. Let X' = {a,b, ¢, d}. Now
abed € (acd «— abe) «— abed but abe — abed = (.

Since outfix-guided insertion is non-associative we define the (i 4+ 1)th iter-
ated operation (analogously as was done with iterated overlap assembly [4]) by
inserting to a string of the ith iteration another string of the ith iteration.

Definition 3. For a language L define inductively
OGIV(L) = L, and OGI“*Y (L) = 0GI¥ (L) — OGI¥ (L), i>0.
The outfix-guided insertion closure of L is OGI*(L) = |J;2, OGIV(L).

For talking about specific iterated outfix-guided insertions, we use the nota-

tion [:y; z to indicate that string z is in z «— y, z,y,2z € X2*. A sequence of
steps
[v1] [y2] (va] (Yre]
T = 2] => 29 = = Zym, m>1,

is called a derivation of z,, from .

When we want to specify the matched substrings, they are indicated by
underlining. If x = xjuvzy derives z by inserting uzv (where u and v are the
matched prefix and suffix, respectively,) this is denoted

uyv
T1UVT2 = Z.
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Also, sometimes underlining is done only in the inserted string if this makes it
clear what must be the matched substrings in the original string.

By a trivial derivation step we mean a derivation x [——$>] = where x is obtained
from itself by selecting the outfix to consist of the entire string x. Every string
of length at least two can be obtained from itself using a trivial derivation step.
This means, in particular, that for any language L, L — (¥ U {e}) € OGIV(L).
The sets (O)G]I(i)(L)7 i > 1, cannot contain strings of length less than two and,
consequently OGI?V (L) € OGITV (L), for all i > 1.

Definition 3 iterates the outfix-guided insertion by inserting a string from the
ith iteration of the operation into another string in the ith iteration. Since the
operation is non-associative we can define iterated insertion in more than one
way. The right one-sided insertion of Ly into L; outfix-guided inserts a string
of Ly into Ly and the iteration of the operation inserts a string obtained in the
process into L;. The iterated left one-sided outfix-guided insertion is defined
symmetrically. In fact, when considering iterated ordinary insertion, Kari [12]
uses a definition that we call left one-sided iterated insertion (and the operation
was defined as ILI* (L1, L) above). Csuhaj-Varju et al. [2] define iterated overlap
assembly using right one-sided iteration of the operation.

Definition 4. Let L, and Lo be languages. The right one-sided iterated inser-
tion of Lo into Ly is defined inductively by setting R@GH(O)(Ll, Ly) = Ly and
ROGIY(Ly, Ly) = Ly « ROGIY(Ly, Ly), i > 0. The right one-sided inser-
tion closure of Ly into Ly is ROGI"(Ly, Lo) = ;2 R@GH(”(Ll, Lo).

The left one-sided iterated insertion of Lo into Ly is defined inductively by
setting LOGI®)(Ly, Ly) = Ly and LOGI®*Y(Ly, Ly) = LOGI® (L4, Ly) — Lo,
t > 0. The left one-sided insertion closure of Lo into Ly is LOGI* (L, Ls) =
U, LOGIY(Ly, Ly).

The one-sided iterated insertion closures are defined for two argument lan-
guages. Naturally it would be possible to extend also the definition of unre-
stricted iterated outfix-guided insertion for two arguments. Note that for any lan-
guage L, OGIW (L) = LOGIV (L, L) = ROGIY (L, L) = L « L. On the other
hand, the iterated version of unrestricted outfix-guided insertion is considerably
more general than the one-sided variants. For any language L, ROGI* (L, L) and
LOGI* (L, L) are always included in OGI*(L) and, in general, the inclusions can
be strict.

Ezample 5. Let ¥ = {a,b,¢} and Ly = {aacc}, Ly = {abc}. Now
ROGI*(Ly, Ly) = a™be™. For example, by inserting abc into aacc derives aabee:
aacc 2 qabee. (1)

A right one-sided iterated insertion of Ly into L; could then be continued, for

b . . . o
example, as aacc 455 qaabee. In this way right one-sided derivations can gen-
erate all strings of atbc™. Since all inserted strings must contain the symbol b,
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the first matched part must always belong to a™ and the second matched part
must belong to ¢*. This means that ROGI*(Lq, Lz) C a*bcT.

On the other hand, LOGI*(Ly, L2) = {aabee, aacc}. In a left one-sided iter-
ated insertion of Ly into L1, the only non-trivial derivation step is (1).

By denoting L3 = L1 U Lo, it can be verified that

OGI*(L3) = ROGI*(L3, L3) = LOGI*(Ls, L3) = a™bc U a*a*c?c*.

The next example illustrates that unrestricted outfix-guided insertion closure
of a language L’ can be larger than LOGI*(L’, L"). The language L used in the
proof of Theorem 9 in the next section gives an example where the unrestricted
insertion closure is larger than ROGI* (L, L) (as explained before Proposition 15).

Ezample 6. Let X = {a,b,c,d,e, f} and L' = {abce, bede, acde f}. We note that

abce e bede. Furthermore, it is easy to verify that by outfix-guided insert-
ing strings of L’ into L’ U {abede} one cannot produce more strings and, thus,
LOGI*(L', L") = L' U {abcde}. On the other hand, we have

acdef 52 abede f € OGI® (L)).

3 Outfix-Guided Insertion and Regular Languages

As can be expected, the family of regular languages is closed under outfix-guided
insertion. On the other hand, the answer to the question whether regular lan-
guages are closed under outfix-guided insertion closure seems less clear. From
Kari [12] we recall that it is easy to construct examples that establish the non-
closure of regular languages under iterated non-overlapping insertion. However,
such straightforward counter-examples do not work for the unrestricted outfix-
guided insertion closure. Using a more involved construction we establish that
even the outfix-guided insertion closure of a finite language need not be regular.
The nonclosure of regular languages under right one-sided insertion closure is
established by a more straightforward construction.

Proposition 7. If Ly and Lo are reqular, then so is L1 «— Lo.

It seems difficult to extend the proof of Proposition 7 for outfix-guided inser-
tion closure because on strings with iterated insertions, the computations on
corresponding prefix-suffix pairs can, in general, depend on each other and when
processing a part inserted in between, an NFA would need to keep track of such
pairs, as opposed to simply keep track of a set of states. On the other hand, it is
not equally easy as in the case of non-overlapping iterated insertion to construct
a counter-example, i.e., a regular language whose outfix-guided insertion closure
is nonregular.

Next we show that regular languages, indeed, are not closed under iter-
ated outfix-guided insertion. For the construction we use the following technical
lemma.
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Lemma 8. Let X = {a1, az2,as,b1,ba,b3} and define

Ly = {agaiazby, agbabibs, ajasasba, asbsbaby, asasaibs, ajbibsba}.
Then L1 «— L1 = L.
Theorem 9. There exists a finite language L such that OGI*(L) is nonregular.
Proof (Sketch). Let X' = {ay,az,as,b1,b2,b3} and define
L = {3a3a1b1b38, agaiazby, agbabibs, ajasasba, aszbsbabi, asaszaibs, aibibsbs}.

Note that L — {$aza1b103%} is equal to the language Ly from Lemma 8. For ease
of discussion we introduce names for the strings of Li: y1 = aszaiasb;, 1y =
a2b2b1b3, Yys = a1a2a3b2, Yqg = agbgbgbl, Ys = a2a3a1b3, Y6 = a1b1b3b2. and
define the finite set

Smiddle = {Chbh a1a2517a1a25251, a1a2asb2bl, a1a2asb3bzb1, a1&2a3alb3bzb1}~
We claim that
OGI*(L) = {$as(a1azas) z(bsbaby)'b3$ | i > 0, 2z € Smiddie}- (2)
To establish the inclusion from right to left, we note that

$a3a1b1b3$ [11}] $a3a1a2b1b3$ [22}] $a3a1agbgb1b3$ [i;] $a3a1a2a3b2b1b3$ [%;]

$a3a1a2a3b3b2b1b3$ [%;] $a3a1a2a3a1bgbgb1b3$ [ig] $a3a1a2a3alblbgb2b1b3$ = wW1.

The first five insertions generate the strings $a3zb3$, z € Smidale, and the
last string w; again has “middle part” aga;1bibs. By cyclically outfix-guided
inserting the strings y1, . .. yg into wy we get all strings $a3(aiazasz)z(bsbaby )03,
2 € Smiddle; and the string $asz(ajazaz)?aiby (b3baby)?b3$. By simple induction it
follows that OGI" (L) contains the right side of (2).

To establish the converse inclusion, we verify using Lemma 8 that all strings
obtained by iterated outfix-guided insertion from strings of L must be obtained
as above, that is, all non-trivial derivations producing new strings must be as
above. ]

We conjecture that the iterated outfix-guided insertion closure of a regular
language need not be even context-free. However, a construction of such a lan-
guage would seem to be considerably more complicated than the construction
used in the proof of Theorem 9.

Contrasting the result of Theorem 9 we show that unary regular languages
are closed under iterated outfix-guided insertion. The construction is based on a
technical lemma which shows that, for unary languages, outfix-guided insertion
closure can be represented as a variant of the iterated overlap assembly [2,4].
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Definition 10. Let z,y € X*. The 2-overlap catenation of x and y, x@2y, is
defined as

0y ={2€ Xt | Guwe X*) (I e X22) z = uv,y = vw, z = uvw}.

For L C X*, we define inductively 20C° (L) = L and 20C“*Y(L) = 20C®
(L)@22©C(i)(1}), i > 0. The 2-overlap catenation closure of L is 20C*(L) =
Uz, 20€9(L).

Due to commutativity of unary languages we get the following property which
will be crucial for establishing closure of unary regular languages under outfix-
guided insertion closure.

Lemma 11. If z,y € a* are unary strings, then x «— y = x@Qy.
Corollary 12. If L is a unary language then QGI*(L) = 20C*(L).

The 2-overlap closure of a regular language is always regular. The construc-
tion does not depend on a language being unary, so we state the result for regular
languages over an arbitrary alphabet. Csuhaj-Varju et al. [2] have shown that
iterated overlap assembly preserves regularity. The proof of Lemma 13 is inspired
by Theorem 4 of [2] but does not follow from it because [2] defines iteration of
operations as right one-sided iteration and, furthermore, 2-overlap catenation
has an additional length restriction on the overlapping strings.

Lemma 13. The 2-overlap catenation closure of a regular language is regqular.

By Corollary 12 and Lemma 13 we have shown that unary regular lan-
guages are closed under outfix-guided insertion closure, contrasting the result of
Theorem 9 for general regular languages.

Theorem 14. The outfix-guided insertion closure of a unary regular language
18 always regular.

The left and right one-sided insertion closures are restricted variants of
the general outfix-guided insertion closure, so Theorem9 does not, at least
not directly, imply the existence of regular languages L; and Lo such that
LOGI* (L1, La) or ROGI*(Ly, Ly) are non-regular. Here we show that the one-
sided outfix-guided insertion closures are not, in general, regularity preserving.
For left-one one-sided outfix-guided insertion closure the construction is similar
to that used in the proof of Theorem 9. However, this construction does not
work for right one-sided closure because if L is the language used in the proof
of Theorem 9, then ROGI*(L, L) is the finite language L U {$azaiazbib3$}.

Proposition 15. There exist finite languages Ly, Lo, Lz and L4 such that
ROGI*(Lq, Ly) and LOGI* (L3, Ly) are non-regular.
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4 Outfix-Guided Insertion and Context-Free Languages

It is well known that the family of context-free languages is closed under ordi-
nary insertion. Contrasting the result of Proposition 7 we show that context-free
languages are not closed under (non-iterated) outfix-guided insertion.

Theorem 16. There exists a context-free language L such that L «— L is not
context-free.

It follows that context-free languages are not closed under one-sided outfix-
guided iteration because, for any language L, @Gﬂ(l)(L) = ]R(O)G]I(l)(L,L) =
L(O)G]I(l)(L,L) = L < L. On the other hand, the outfix-guided insertion of
a regular (respectively, context-free) language into a context-free (respectively,
regular) language is always regular.

Theorem 17. If Ly is context-free and Lo is reqular, then Ly < Lo and Lo «—
L1 are context-free.

The analogy of Theorem 17 does not hold for deterministic context-free lan-
guages. Techniques for proving that a language is not deterministic context-free
are known already from [9)].

Theorem 18. If L is deterministic context-free and Lo is reqular, the lan-
guages Ly < Lo or Ly «+— Ly need not be deterministic context-free.

Theorem 16 raises the question how complex languages can be obtained from
context-free languages using iterated outfix-guided insertion. Note that if L and
Lo are context-free, it is easy to verify that L, < Lo is at least deterministic
context-sensitive.

Proposition 19. If Ly and Ls are context-free then ROGI* (L1, Lo) and LOGI*
(L1, Lo) are context-sensitive.

In the proof of Proposition 19 it is sufficient to know that the languages
L1 and Lo are context-sensitive, and as a consequence it follows that context-
sensitive languages are closed under one-sided outfix-guided insertion closure.

Corollary 20. If Ly and Lo are context-sensitive then so are ROGI* (L1, L)
and L@GH* (Lh L2)

We conjecture that, for any context-free language L, OGI*(L) must be
context-sensitive. Constructing a linear bounded automaton for OGI*(L) is more
difficult than in the case of the right or left one-sided insertion closures, because
a direct simulation of a derivation of w € OGI*(L) (i.e., simulation of the iter-
ated outfix-guided insertion steps producing w) would need to remember, at a
given time, an unbounded number of substrings of the input.

Also we do not know how to make the procedure in the proof of Proposition 19
deterministic and it remains open whether the one-sided outfix-guided insertion
closures of context-free languages are always deterministic context-sensitive.
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5 Deciding Closure Under Outfix-Guided Insertion

We say that a language L is closed under outfix-guided insertion, or og-closed
for short, if outfix-guided inserting strings of L into L does not produce strings
outside of L, that is, (L « L) C L.

A natural algorithmic problem is then to decide for a given language L
whether or not L is og-closed. If L is regular, by Proposition 7, we can decide
whether or not L is og-closed. For a given DFA A, Proposition 7 yields only an
NFA for the language L(A) < L(A). In general, the NFA equivalence or inclu-
sion problem is PSPACE complete [22], however, inclusion of an NFA language
in the language L(A) can be tested efficiently when A is deterministic.

Proposition 21. There is a polynomial time algorithm to decide whether for a
given DFA A the language L(A) is og-closed.

The method used in Proposition 21 does not yield an efficient algorithm if the
regular language L is specified by an NFA. The complexity of deciding og-closure
of a language accepted by an NFA remains open. On the other hand, using a
reduction from the Post Correspondence Problem it follows that the question
whether or not a context-free language is og-closed in undecidable.

Theorem 22. For a given context-free language L, the question whether or not
L is og-closed is undecidable.

6 Conclusion

Analogously with the recent overlap assembly operation [2,4], we have intro-
duced an overlapping insertion operation on strings and have studied closure
and decision properties of the outfix-guided insertion operation. While closure
properties of non-iterated outfix-guided insertion are straightforward to estab-
lish, the questions become more involved for the outfix-guided insertion closure.
As the main result we have shown that the outfix-guided insertion closure of a
finite language need not be regular.

Much work remains to be done on outfix-guided insertion. One of the main
open questions is to determine upper bounds for the complexity of the outfix-
guided insertion closures of regular languages. Does there exist regular languages
L such that the outfix-guided insertion closure of L is non-context-free?
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Abstract. We consider binary relations on words which can be recog-
nized by finite two-tape devices in two different ways: the traditional way
where the two tapes are scanned in the same direction and a new one
where they are scanned in different directions. The devices of the former
type define the family of rational relations, while those of the latter define
an a priori really different family. We characterize the partial functions
that are in the intersection of the two families. We state a conjecture for
the intersection for general, nonfunctional, relations.

Keywords: Rational relations - Finite automata - Two-way transduc-
ers - Two-tape automata - Word relations

1 Introduction

A binary word relation is a set of pairs of words, i.e., a subset of the direct
product of two free monoids. Rabin and Scott introduced in 1959 the notion of
finite two-tape (actually multitape) automata as a natural extension of finite
(one-tape) automata and used them as recognition device for pairs of words, [8].
The two words are stored on two tapes and are scanned at different speeds but in
the same direction, from left to right. The machine has no write capability and its
memory is finite. In 1965 Elgot and Mezei proved a Kleene-like theorem showing
that the set of relations thus defined is precisely the set of rational subsets of the
direct product of two free monoids, [4]. Decision issues were investigated in [6].

The question we tackle is the following. Modify the Rabin-Scott model so
that scanning the two-tapes is done in opposite directions, the remaining fea-
tures being otherwise kept. Under which condition can the same relation be
recognized in these two different models? We somehow improperly call both ways
rational the family BWRAT of such binary relations which is the subject of this
contribution.

We now explain how we came across the problem. Three years ago we started
investigating the expressive power of two-way transducers which are nothing more
than finite two-way automata provided with a one-way output tape. They can be
viewed as accepting devices with two tapes which, contrary to Rabin-Scott model,
play asymmetric roles since one is two-way (traditionally viewed as an input tape)
and the other is one-way (the output tape). The two-way transducers still remain
ill-understood except for the deterministic case, [5], which is no wonder because
© Springer-Verlag Berlin Heidelberg 2016
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two-way automata obtained from two-way transducers by eliminating the one-
way output tape pose challenging longstanding open problems such as that of the
cost of simulating a nondeterministic machine (a 2NFA) by a deterministic one (a
2DFA), [10]. What is lacking for transducers is operations on relations that would
mimic the behavior of the tapes. In [2] we used the notions of Hadamard product
and Hadamard star of a relation which capture the idea that the input tape can
be scanned repeatedly from left to right. This happens to be sufficient in the case
where the two tapes contain words on unary alphabets but it is clearly too weak to
solve the general case, [7].

The literature on one-tape two-way automata considers weaker versions of
the model such as sweeping [11] or rotating [10] automata. We proceed similarly
by imposing the most possible drastic restrictions on the move of the input head
of two-way transducers: the head makes a unique traversal from left to right or
it makes a unique traversal from right to left. Of course the first constraint is
equivalent to the initial model of Rabin and Scott but not the second. The both
ways rational relations are the relations that are recognized by both of these two
restricted transducers.

Now in order to present our main result we need to introduce a couple of
definitions. The left-reverse of a relation in X* x A* is the relation obtained
by taking the mirror image of the first component of its elements. A relation
is factorizable if it is a composition' of two rational relations through a unary
alphabet, i.e., if it is equal to RoS for some rational R C X*x 1™ and S C I'™* x A*
with |I'| = 1.

In this paper we settle the case where R is the graph of a partial func-
tion (abbreviated as “function”), i.e., for all v € X*, v,w € A* the condition
(u,v), (u,w) € R implies v = w. For this particular case, we give the characteri-
zation below.

Theorem 1. Given a function f : X* — A* the following conditions are equiv-
alent:

(1) f is both ways rational

(2) f is factorizable

(3) f is rational and its image® is a finite union of subsets of the form xy*z for
some x,y,z € A*.

This characterization yields a procedure for testing membership of a rational
function to BWRAT. We conjecture that the equivalence of the first two points
extends to the whole of BWRAT. The arguments in favor of this claim is that all
factorizable relations are both ways rational and that these two families satisfy
the same closure properties under the usual operations. It is not difficult to
work out an example of nonfunctional relation in BWRAT that does not satisfy
Point 3.

! We compose the relations from left to right: R o S denotes the relation
{(u,v) | Fw, (u,w) € R and (w,v) € S}.
2 The image of a relation R is the subset {v € A* | Ju € £*, (u,v) € R}.
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We now turn to the discussion of the material of this manuscript. In Sect. 2
we collect all the basic definitions along with the different operators on binary
relations such as inverse and the three types of reversals. In Sect. 3 we concentrate
on the two families BWRAT and FACT and show that the second one is included
in the first one. We investigate their closure and non-closure properties and
observe that these two families behave alike. The main result, which characterizes
the relations in BWRAT that are functions, is proved in Sect. 4. We evaluate the
complexity of determining whether or not a given rational relation is in BWRAT.

Due to space constraints, we are obliged to omit some proofs.

2 Preliminaries

In this section, we recall the two main families of subsets of a given monoid M,
and their well-known properties and characterizations. Then we introduce some
additional operations on relations, namely the inverse and three kinds of rever-
sals.

2.1 Rational and Recognizable Subsets

The family of rational subsets, denoted RAT(M), is the smallest family F of
subsets of M which contains the finite subsets and which is closed under set
union, set concatenation (X, Y €¢ F = XY ={ay|lze X, yeY} € F)
and Kleene star (X € F = X* ={z1-- 2, |n>0, z; € X} € F). We use
the convention that the product z; - - - x,, reduces to the identity element of the
monoid if n = 0.

A subset X C M is recognizable if it is the inverse image of a morphism of M
onto a finite monoid. The family of such relations is denoted REC(M). When M
is a free monoid, Kleene Theorem asserts that RAT(M) = REC(M) holds.

2.2 Free Monoids and Direct Products Thereof

We denote by X* the free monoid generated by the set Y. Its elements are words
and its identity element is the empty word denoted 1. For all words v € X*, we
denote by |u| its length, by |u|, the number of occurrences of the letter ¢ in u
and by @ the reverse of u, i.e., if u = ay---a, we have u = a, ---a; and we
set 1=1.

We are mainly interested in direct products of free monoids, say X* x A*,
where the operation is the componentwise concatenation: (uj,vi)(ug,ve) =
(ugug,v1v2). We use the term “relations” for their subsets. In the case of direct
products of free monoids, the previous two families of subsets possess nice char-
acterizations which facilitate the study of their properties.

We start by considering RAT(X* x A*). We take for granted that the reader
is acquainted with the classical notion of finite one tape deterministic and
nondeterministic finite automaton, [9, Chapter IV]. A two-tape nondetermin-
istic automaton introduced by Rabin and Scott in 1965, [8], is a structure
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= (Q,X,AI,E,F) where Q is a finite set of states, I C Q and F C Q
are respectively the subsets of initial and final states and where

EC@xZx{1}xQU(Qx{1}x AxQ) (1)

is a set of transitions. The notions of successful paths, labels and subsets accepted
by A are natural extensions of those of ordinary finite automata. In particular
the label of a path is the componentwise concatenation of the labels of the
transitions in the path. The fundamental result is that the family of relations
accepted by two-tape finite automata is precisely the family RAT(X* x A*) of
rational subsets of the monoid X* x A* [4].

The second family of relations is characterized as follows.

Theorem 2 (Elgot-Mezei, [4]). A subset R C X* x A* is recognizable if and
only if it is a finite union of subsets of the form X xY where X € REC(X*) and
Y € REc(A*).

We assume the reader is familiar with the main closure properties of rational
relations, such as the composition of relations, the intersection with recognizable
relations, and the strict inclusion of REC(X* x A*) in RAT(X* x A*) when X
and A are nonempty, cf. [1,3,9].

2.3 Elementary Operators on Binary Relations

Our main result is on a decomposition of relations. Since we are led to manipu-
late compositions of (binary) relations, we find it more appropriate to compose
them left to right. Thus, for two binary relations R and S, the composition
R o S is the relation {(z,y) |3z, (z,2) € R and (z,y) € S}. We identify par-
tial functions, simply functions in the sequel, with binary relations R such that
(z,9), (z,z) € R implies y = z. Given an alphabet ©, we define the identity 1o
and its reverse Jo as follows:

Io = {(u,u) | u e O} and Jo ={(w,u) |ueOd}.
Observe that Ig is rational but Jg is not [1, p. 65] and that Jg o Jo = Ig.
Definition 1. Given R C X* x A*, we set

— inverse of R: R™Y ={(v,u) | (u,v) € R},
— reversal of R: JyoRoJa ={(u,v)| (u,v) € R},
— left-reversal of R: JxoR ={(u,v) | (u,v) € R},
- right-reversalof R: RoJa =A{(u,v) | (u,v) € R}.

The following proposition is not difficult to check.

Proposition 1. Given a relation R C X* x A*, the next claims are equivalent:
(1) R is rational, (2) R™! is rational, (3) Js; 0 Ro J A is rational.

As an immediate consequence, we get:

Corollary 1. Let R C X* x A*. Then Jx o R is rational if and only if RoJa
is rational.
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3 Both Ways Rational Relations

3.1 Formal Definitions

We recall the definition of the families of relations under study.

Definition 2. A relation R C X*x A* is both ways rational if both R and JgoR
are rational. The family of such relations is denoted BWRAT(X™* x A*) or simply
BWRAT when it is clear from the context.

Definition 3. A rational relation R C X* x A* is factorizable if there ezists a
unary alphabet I' = {a} and two rational relations S C X*xI'™* and T C I'* x A*
such that R = SoT. The family of such relations is denoted FACT(X* x A*) or
simply FACT when it is clear from the context.

The following statement gives two interesting families of examples of relations
in BWRAT. Since Proposition 3 asserts that the family BWRAT is closed under
composition, it leads to a sufficient condition for a relation to be in BWRAT,
namely being in FAcT, (cf. Corollary 2). We suspect it is also necessary. The
main result of this paper, Theorem 1, is to show that it is indeed necessary
when the relation is a function, see Sect. 4.

Proposition 2. If | Y| =1 or |A| =1 then any rational relation in X* x A* is
both ways rational, i.e., BWRAT(X* x A*) = RAT(X* x A*).

3.2 Closure Properties

We investigate the closure properties under natural operators of the two families
FAcT of factorizable relations and BWRAT of both ways rational relations. The
main objective of this section is to support the conjecture that the two families
coincide. For each operation considered, either both families are closed or both
are not.

Proposition 3. The families BWRAT and FACT are closed under inverse, the
three types of reversals, composition and union.

The first consequence of the previous properties is the inclusion of FACT
in BWRAT.

Corollary 2. All factorizable relations are both ways rational, i.e., FACT C
BwRAT.

As a second consequence we get an interesting, though not surprising, family
of examples of relations in FACT.

Corollary 3. Let R C X* x A* be rational and assume it satisfies the condition
(u,v) € R implies (u,v") € R for all [v'| = |v|. Then R € FACT.

Now we verify that recognizable relations are in FACT and thus, by Corollary
2, in BWRAT. This simple result but it serves, in conjunction with Proposition
5, as a means to prove that certain relations are not in FACT or BWRAT.
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Proposition 4. If R is a recognizable relation, it belongs to FACT and thus
to BWRAT.

Proof. By Theorem 2 and since by Proposition 3 the family FACT is closed
under union, it suffices to consider the case R = X x Y with X € REc(X*)
and Y € REC(A*). Let I' = {a} for some new symbol a. Then X x {a} and
{a} x Y are rational and therefore X x Y = X x {a} o {a} x Y is in FACT by
definition. O

Summarizing the situation whenever | Y| > 1 and |A| > 1, the following inclu-
sions hold: REc C FAcT C BWRAT C RAT.

This provides us with an extra closure property because the situation is
similar to that of rational relations. Indeed, the family of recognizable relations
is a “small” subfamily of rational relations. It is very well-known that though the
rational relations are not closed under intersection, the intersection of a rational
relation and a recognizable relation is rational, e.g., [9, Proposition IV.1.8]. A
similar property holds for the two families as proved in the next proposition.

Proposition 5. Consider two relations R, S C X*x A* where S is recognizable.
If R is in FACT (resp. in BWRAT), then RN S is in FACT, (resp. in BWRAT).

Proof. First of all, observe that, since the intersection distributes over the union
and because both the families BWRAT and FACT are closed under union, it is
sufficient to prove that the results hold when S = X x Y for some X € REC(X™)
and Y € REc(A*).

R € Fact: We observe the following general equality where T, C X* x I'*,
Ty CI*x A", AC XY* and B C A*.

(To o T1) N (A x B) = (Ty N (A x I'*)) o (Ty N (I'* x B))

We apply this equality to the case R € FACT, by specifying that R = Ty o T3
with Ty and Ty rational, |[I'| =1, A= X and B =Y. Then:

RN(X xY)=(Ton (X x ™)) o (Ty N (I'™* x Y))

The relations ToN (X x I'*) and T3 N (L™ x Y') are rational and their composition
is in FACT by definition.
R € BwRat: By using the equality Jx o (RNS) = (JxoR)N(JgoS) and the
notation X = {z | z € X}, we have:

JZ‘O(RQS) = (JEOR)H(JZO(X XY)) = (JZ‘OR)Q(YXY)

Since X is recognizable and J |»> o R is rational by hypothesis, its intersection
with the recognizable relation X x Y is also rational. O

The next result is yet another property shared by the two families.

Proposition 6. Let R, S C X* x A*. If R is in FACT (resp. BWRAT) and if S
is recognizable, then S- R and R - S are in FACT (resp. BWRAT).
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3.3 Non-closure Properties

We call Hadamard product of two binary relations R, S C X* x A* the relation
(cf. [2])

RS ={(u,vw) € * x A" | (u,v) € R, (u,w) € S}.
The families FACT and BWRAT are not closed under concatenation, Hadamard
product and Kleene star.

Proposition 7. With X = {a,b, #}, the relations

Rl:{(w’ap) |w6{a7b}*7 p:|w|a}’ RQ:{(#vl)}:
R3 = {(wabT) |w e {a7b}*7 r= |w|b}

are in FACT. However the relation R - Rs- R3 is not in BWRAT and the relation
R1 ® R3 is not rational. The relation Ry - RoU Ry - R3 is in FACT but the relation
(Rl . R2 U RQ . R3)* is not in BWRAT.

4 The Case of Functions

4.1 A Sufficient Condition Concerning the Image

The following general result is the key argument for the both ways rational
functions. We recall that the image of a binary relation R C X* x A* is the
subset IMAGE (R) = {v € A* | Ju € X¥*, (u,v) € R}.

Proposition 8. Let R C X* x A* be a rational relation whose image is a finite
union of subsets of the form xy*z. Then R 1is factorizable, cf. Definition 3.

Proof. Indeed, assume that the image of R is IMACGE (R) = (J;_, z:y; z;. Each
relation R; = RN (X* X a;y52;) is rational because it is the intersection of a
rational and a recognizable relation. Define, for each 7, the rational relation .S; =
{(z;y¥z,aP) | p=k(n + 1) + i} which is one-to-one, i.e., S;0.5; " is the identity
on x;y; 7. Furthermore, (Ui, Si) o (Ui, S;™') is the identity on IMAGE (R).
Indeed, this relation contains all pairs (z;y}z;, x;y5z;) such that k(n+1) +i =
¢(n+ 1)+ j. This implies ¢ = j and k = £. Then, observing that Ro (|, S;) C
Y*xa* and JI_, Si7! C a* x ¥*, the relation R = (Ro (U, S:))o(Uiy Si ")
belongs to FACT. a

4.2 Regular Subsets of Words Invariant Under Reversal-Like
Operations

As will be explained in the proof of Proposition 10, we need a result concerning
the regular subsets of a free monoid consisting of words invariant under opera-
tions akin to word reversal. More precisely, let a be an involution of I" which we
extend to an antiisomorphism of the free monoid: a(uv) = a(v)a(u). We inves-
tigate the regular sets consisting of words which are invariant under «. E.g.,
with « equal to the identity, the operation consists of taking the reversal, in
which case the subsets in question consist of palindromes.
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Proposition 9. Let I be an alphabet and let o be the extension to I'* of an
antiissomorphism acting as an involution on I'. A subset X of X* is a rational
subset all elements of which are invariant under «, if and only if X is a finite
union of subsets of the form

z(yz)*ya(z) withy = a(y) and z = az).

Proof. The condition is clearly sufficient, so we prove that it is necessary. We
start with a couple of lemmas concerning a trim?® deterministic automaton recog-
nizing X. We let ¢_ be its initial state and @ be its set of states. A maxi-
mal strongly connected component, abbreviated SCC, is a maximum subset of
states P such that for any pair p,q € P there exists a word taking p to ¢g. It is
trivial if it reduces to a unique state without loop on it.

Lemma 1. Let u,v, with |u| < |v|, taking the initial state q_ to the same non-
trivial SCC. Then u is a prefix of v.

Proof. Assume first that w and v take ¢_ to the same state p, i.e.,
q— -u = q_ -v = p. Since p belongs to a nontrivial SCC, we may choose a word w
with |w| > |v|, taking p to a final state. Then we have

uw = a(uw) = a(w)a(u) and vw = alvw) = alw)a(v),

and thus u and v are prefixes of a(w).
Nowif g_-u =pand ¢g_-v=p, let v’ take p’ to p. By the above observation u
and vv’ are prefixes one another, thus so are v and v. O

Lemma 2. All nontrivial SCC consist of a unique cycle.

Proof. Let ¢q be a state in a SCC. Let w be a word taking the initial state to ¢
and assume there exist two different simple cycles around ¢, say labeled by
and v. By the previous Lemma wu and wv are prefix of one another and thus
so are u and v contradicting the simplicity of the cycles. a

Lemma 3. Two nontrivial SCCs are not accessible from one another.

Proof. Assume by contradiction that a nontrivial SCC C”’ is accessible from a
different SCC C. Let v be a word labeling a path starting in C' in state ¢ and
arriving in C” in state p. Without loss of generality, we may assume that the
only state of C' visited by this path is ¢, or equivalently that if a is the first letter
of v, i.e., v = av’, then the state ¢ - a does not belong to C. Let w label a path
from the initial state g_ to g, x label a nontrivial loop around ¢ and y label a
nontrivial loop around p.

Then for some integer n the word wovy™ is longer than the word wxv. By
Lemma 1 wzwv is a prefix of wvy™ which implies that = and v are prefixes one
another. This contradicts the fact that  and v start with two different letters.

O

3 An e-free automaton is trim if each of its state g is accessible (i-e., there exists a path
from the initial state to q) and co-accessible (i.e., there exists a path from ¢ to some
accepting state). Every finite automaton is equivalent to some trim automaton.
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Fig. 1. Two hypothetical different connected components accessible from one another.

We now turn to the proof of the Proposition 9 which involves classical ele-
ments of combinatorics on words. We assume X is not finite otherwise there is
nothing to prove. The previous lemmas show that X decomposes into a finite
set along with finitely many subsets of the form zy*z where x labels a path from
the initial state to a state g belonging to a nontrivial SCC, y labels the unique
cycle around ¢ and z takes ¢ to a final state (Fig. 1).

The elements of zy*z are invariant under the action of a. Without loss of
generality, assume that |z| < |z|. Consider an integer n such that |x|+(n—1) |y| >
|z|. In the equation xy"z = a(z)a(y)™a(x), by comparing the prefixes of length
|z|+ |y| in both handsides, see Fig. 2, for some p > 0 we obtain zyPy; = a(z)a(y)
for some y1y2 = . Since |y| = |a(y)| this yields a(y) = 211 and a(z) = xyP~Ly;.
Now, y = y1y2 implies a(y) = a(y2)a(y1) = y2y1 and thus y; = a(y1) and yo =
a(y2).

Fig. 2. Invariance of zy"z.

1

Because of z = a(y1)a(y)? ' a(z) we get

—1 n+p—1 n+p—1

zy"z = zy"a(y)a(y)’ a(r) = zy yia(r) = z(y1y2) yro(x)

as claimed in Proposition 9.

4.3 Back to Both Ways Rational Functions

Proposition 10. Let R be a function belonging to BWRAT. Then its image is
a finite union of subsets of the form xy*z.

Proof. Compute S = R™ Yo (RoJa) = {(v,0) | Jue X*, (u,v) € R}. If R
is in BWRAT then by Corollary 1 the above relation is rational and length-
preserving, thus by [3, Thm IX 6.1.], S is a rational subset of the free monoid
generated by the pairs in @ = A x A. Let « be the involution of @ defined by
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a(a,b) = (b,a) and extend it to ©* as an antiisomorphism: a(uv) = a(v)a(u).
Then all elements in S are invariant under «. By virtue of Proposition 9, S is a
finite union of subsets of the form z(yz)*ya(x) with y = a(y) and z = a(z). Con-
sequently, denoting @ = (21, 22), ¥ = (y1,42), 2 = (21, 22), a(z) = (t1,t2) € O,
S is a finite union of subsets of the form

{(z1(y121)" y1t1, v2(y222) " y2t2) | n € N} (2)

with the extra condition that (Tz,77) = a(x1,22) = (t1,t2). Then by projecting
Expression 2 on the first component we get the subset x1(y121)*y1T2z which
completes the proof. O

Proof (of Theorem 1). The implication 2 = 1 is due to Corollary 2. The impli-
cation 1 = 3 is proved in Proposition 10. The implication 3 = 2 is proved in
Proposition 8. O

4.4 Complexity Considerations

Here we show briefly how the membership problem is decidable, i.e., we are
given a two-tape automaton A = (Q, X', A, I, E, F) recognizing a partial function
in X* — A* whose transition set is as in (1) and we ask whether or not it is both
ways rational. By Theorem 1 it suffices to investigate the image of the function.
A finite automaton recognizing the image is obtained by ignoring the second
component of the quadruples in FE, i.e., by considering the finite automaton
with the same set of states, the same subsets of initial and final states and with
the transition set

E' ={(¢,y,p) | Ir € YU{1},(¢,2,y,p) € E}.

Then we compute an equivalent deterministic automaton by eliminating the
transitions labeled by 1 (the so-called e-transitions), followed by the subset con-
struction and finally by eliminating the states that are not accessible or co-
accessible. This sequence of constructions can be achieved in exponential time
relative to the number of states of A. Then, because of Lemmas 2 and 3, we
must verify that the nontrivial maximal strongly connected components of this
automaton (SCC for short) consist of simple cycles which are not accessible one
another. To that purpose, we run Tarjan’s algorithm which computes the SCCs
in linear time. Verifying that each SCC is reduced to a cycle is also done in linear
time because a SCC is a simple cycle if and only if each state is the origin of a
unique transition. It then remains to verify that the SCCs are not accessible one
from another and this is achieved by a depth-first search.

Consequently, given a two-tape automaton A defining a function, testing
whether or not the function is both ways rational can be determined in time
exponential relative to the size of A.
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Abstract. Regular string-to-string functions enjoy a nice triple charac-
terization through deterministic two-way transducers (2DFT), streaming
string transducers (SST) and MSO definable functions. This result has
recently been lifted to FO definable functions, with equivalent repre-
sentations by means of aperiodic 2DFT and aperiodic 1-bounded SST,
extending a well-known result on regular languages. In this paper, we
give three direct transformations: (¢) from 1-bounded SST to 2DFT,
(44) from 2DFT to copyless SST, and (#iz) from k-bounded to 1-bounded
SST. We give the complexity of each construction and also prove that
they preserve the aperiodicity of transducers. As corollaries, we obtain
that FO definable string-to-string functions are equivalent to SST whose
transition monoid is finite and aperiodic, and to aperiodic copyless SST.

Keywords: Transducer - Streaming + Two-way + Monoid - Aperiodic

1 Introduction

The theory of regular languages constitutes a cornerstone in theoretical computer
science. Initially studied on languages of finite words, it has since been extended
in numerous directions, including finite and infinite trees. Another natural exten-
sion is moving from languages to transductions. We are interested in this work in
string-to-string transductions, and more precisely in string-to-string functions.
One of the strengths of the class of regular languages is their equivalent presen-
tation by means of automata, logic, algebra and regular expressions. The class of
so-called regular string functions enjoys a similar multiple presentation. It can
indeed be alternatively defined using deterministic two-way finite state trans-
ducers (2DFT), using Monadic Second-Order graph transductions interpreted
on strings (MSOT) [8], and using the model of streaming string transducers
(SST) [1]. More precisely, regular string functions are equivalent to different
classes of SST, namely copyless SST [1] and k-bounded SST, for every positive
integer k [3]. Different papers [1-3,8] have proposed transformations between
2DFT, MSOT and SST, summarized on Fig. 1.
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(aperiodic) copyless SST ~ C  (aperiodic) 1-b. SST C (aperiodic) k-b. SST
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Fig.1. Summary of transformations between equivalent models. k-b. stands for
k-bounded. Plain (resp. dotted) arrows concern regular models (resp. bracketed mod-
els). Original constructions presented in this paper are depicted by thick dashed arrows
and are valid for both regular and aperiodic versions of the models.

The connection between automata and logic, which has been very fruitful for
model-checking for instance, also needs to be investigated in the framework of
transductions. As it has been done for regular languages, an important objective
is then to provide similar logic-automata connections for subclasses of regular
functions, providing decidability results for these subclasses. As an illustration,
the class of rational functions (accepted by one-way finite state transducers)
owns a simple characterization in terms of logic, as shown in [9]. The corre-
sponding logical fragment is called order-preserving MSOT. The decidability of
the one-way definability of a two-way transducer proved in [10] thus yields the
decidability of this fragment inside the class of MSOT.

The first-order logic considered with order predicate constitutes an impor-
tant fragment of the monadic second order logic. It is well known that lan-
guages definable using this logic are equivalent to those recognized by finite
state automata whose transition monoid is aperiodic (as well as other models
such as star-free regular expressions). These positive results have motivated the
study of similar connections between first-order definable string transformations
(FOT) and restrictions of state-based transducers models. Two recent works pro-
vide such characterizations for 1-bounded SST and 2DFT respectively [4,11]. To
this end, the authors study a notion of transition monoid for these transducers,
and prove that FOT is expressively equivalent to transducers whose transition
monoid is aperiodic by providing back and forth transformations between FOT
and 1-bounded aperiodic SST (resp. aperiodic 2DFT). In particular, [11] lets as
an open problem whether FOT is also equivalent to aperiodic copyless SST and
to aperiodic k-bounded SST, for every positive integer k. It is also worth noticing
that these characterizations of FOT, unlike the case of languages, do not allow
to decide the class FOT inside the class MSOT. Indeed, while decidability for
languages relies on the syntactic congruence of the language, no such canonical
object exists for the class of regular string transductions.
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In this work, we aim at improving our understanding of the relationships
between 2DFT and SST. We first provide an original transformation from
1-bounded (or copyless) SST to 2DFT, and study its complexity. While the
existing construction used MSO transformations as an intermediate formalism,
resulting in a non-elementary complexity, our construction is in double exponen-
tial time, and in single exponential time if the input SST is copyless. Conversely,
we describe a direct construction from 2DFT to copyless SST, which is similar to
that of [1], but avoids the use of an intermediate model. These constructions also
allow to establish links between the crossing degree of a 2DF T, and the number of
variables of an equivalent copyless (resp. 1-bounded) SST, and conversely. Last,
we provide a direct construction from k-bounded SST to 1-bounded SST, while
the existing one was using copyless SST as a target model and not 1-bounded
SST [3]. These constructions are represented by thick dashed arrows on Fig. 1.

In order to lift these constructions to aperiodic transducers, we introduce
a new transition monoid for SST, which is intuitively more precise than the
existing one. We use this new monoid to prove that the three constructions we
have considered above preserve the aperiodicity of the transducer. As a corollary,
this implies that FOT is equivalent to both aperiodic copyless and k-bounded
SST, for every integer k, two results that were stated as conjectures in [11].
Omitted proofs can be found in [7].

2 Definitions

2.1 Words, Languages and Transducers

Given a finite alphabet A, we denote by A* the set of finite words over A, and
by € the empty word. The length of a word u € A* is its number of symbols,
denoted by |u|. For all i € {1,...,|u|}, we denote by u[i] the i-th letter of w.

A language over A is a set L C A*. Given two alphabets A and B, a trans-
duction from A to B is a relation R C A* x B*. A transduction R is functional
if it is a function. The transducers we will introduce will define transductions.
We will say that two transducers T, T’ are equivalent whenever they define the
same transduction.

Automata. A deterministic two-way finite state automaton (2DFA) over a finite
alphabet A is a tuple A = (Q, qo, F, 0) where @ is a finite set of states, ¢y € Q is
the initial state, F' C @ is a set of final states, and ¢ is the transition function,
of type 0 : @ x (AW {H,-}) — @ x {+1,0,—1}. The new symbols F and - are
called endmarkers.

An input word u is given enriched by the endmarkers, meaning that A reads
the input F u <. We set u[0] = F and u[|u| + 1] = 4. Initially the head of A is
on the first cell I in state go (the cell at position 0). When A reads an input
symbol, depending on the transitions in A, its head moves to the left (—1), or
stays at the same position (0), or moves to the right (+1). To ensure the fact
that the reading of A does not go out of bounds, we assume that there is no
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transition moving to the left (resp. to the right) on input symbol - (resp. ). A
stops as soon as it reaches the endmarker - in a final state.

A configuration of A is a pair (¢,i) € @ x N where ¢ is a state and ¢ is a
position on the input tape. A run p of A is a finite sequence of configurations. The
run p = (p1,41) - .. (Pm, im) is a run on an input word u € A* of length n if i,, <
n+1,and forallk € {1,...,m—1},0 < i < n+1and (pk, ulix), Pkt+1, tkt+1—ik) €
A. Tt is accepting if p1 = qo, i1 = 0, and m is the only index where both i,, = n+1
and p,, € F. The language of a 2DFA A, denoted by L(A), is the set of words
u such that there exists an accepting run of A on u.

Transducers. Deterministic two-way finite state transducers (2DFT) over A
extend 2DFA with a one-way left-to-right output tape. They are defined as 2DFA
except that the transition relation ¢ is extended with outputs: 0 : @ x (AwW{, -})
— B* x @ x{—1,0,+1}. When a transition (g, a,v,q’,m) is fired, the word v is
appended to the right of the output tape.

A run of a 2DFT is a run of its underlying automaton, i.e. the 2DFA obtained
by ignoring the output (called its underlying input automaton). A run p may be
simultaneously a run on a word v and on a word u’ # u. However, when the
input word is given, there is a unique sequence of transitions associated with p.
Given a 2DFT T, an input word u € A* and a run p = (p1,i1) ... (Pm,im) of T
on u, the output of p on u is the word obtained by concatenating the outputs of
the transitions followed by p. If p contains a single configuration, this output is
simply €. The transduction defined by T is the relation R(T) defined as the set
of pairs (u,v) € A* x B* such that v is the output of an accepting run p on the
word u. As T is deterministic, such a run is unique, thus R(T) is a function.

Fle, +1
a{a,—ﬁ—l alb,—1 ale, +1

le, —1 Fle, +1
ble, —1 9 ble, +1

X =Xa X =XY
Y=Y0b Y = ¢

XY

a

ble, +1

Fig. 2. Aperiodic 2DFT (left) and SST (right) realizing the function f.

Streaming String Transducers. Let X’ be a finite set of variables denoted by
X,Y,... and B be a finite alphabet. A substitution o is defined as a mapping
o: X — (BUX)*. Let Sx g be the set of all substitutions. Any substitution
o can be extended to ¢ : (BUX)* — (BUX)* in a straightforward manner.
The composition o109 of two substitutions o7 and o9 is defined as the standard
function composition djog, i.e. d1o2(X) = d1(02(X)) for all X € X. We say
that a string u € (B U X)* is k-linear if each X € X occurs at most k times in
u. A substitution o is k-linear if o(X) is k-linear for all X. It is copyless if for
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any variable X, there exists at most one variable Y such that X occurs in o(Y),
and X occurs at most once in o(Y).

A streaming string transducer (SST) is a tuple T = (A4,B,Q,qo,Qy,9,
X, p, F) where (Q,qo,Qy,9) is a one-way automaton, A and B are finite sets
of input and output alphabets respectively, X is a finite set of variables,
p: 0 — Sxp is a variable update and F : Q; — (X U B)* is the output
function.

Ezample 1. As an example, let f : {a,b}* — {a,b}* be the function mapping any
word u = afoba* - .. ba*" to the word f(u) = a*obFoakipFr ... gknbkn obtained
by adding after each block of consecutive a a block of consecutive b of the same
length. Since each word u over A can be uniquely written u = a*ba*' - - - ba*r
with some k; being possibly equal to 0, the function f is well defined. We give
in Fig. 2a 2DFT and an SST that realize f.

The concept of a run of an SST is defined in an analogous manner to that of
a finite state automaton. The sequence (0. ;)o<i<|r| Of substitutions induced by

ATUN T = o —5 1 —5 @ ... -1 — ¢y, is defined inductively as the following:
Ori = 0ri—1p(qi—1,0;) for 1 <i < |r| and 0,1 = p(qo,a1). We denote o, |, by
o, and say that o, is induced by r.

If r is accepting, i.e. g, € Q¢, we can extend the output function F' to r by
F(r) = 0.0 F(qn), where o, substitutes all variables by their initial value e. For
all words u € A*, the output of u by T is defined only if there exists an accepting
run 7 of T on u, and in that case the output is denoted by T(u) = F(r). The
transformation R(T) is then defined as the set of pairs (u,T(u)) € A* x B*.

An SST T is copyless if for every transition ¢ € §, the variable update p(t)
is copyless. Given an integer k € N+, we say that T is k-bounded if all its runs
induce k-linear substitutions. It is bounded if it is k-bounded for some k.

The following theorem gives the expressiveness equivalence of the models we
consider. We do not give the definitions of MSO graph transductions as our
results will only involve state-based transducers (see [9] for more details).

Theorem 2 [1,3,8]. Let f : A* — B* be a function over words. Then the
following conditions are equivalent:

— f is realized by an MSO graph transduction,
— f is realized by a 2DFT,

— f is realized by a copyless SST,

— f is realized by a bounded SST.

2.2 Transition Monoid of Transducers

A (finite) monoid M is a (finite) set equipped with an associative internal law -/
having a neutral element for this law. A morphism 7 : M — N between monoids
is an application from M to N that preserves the internal laws, meaning that
for all  and y in M, n(z -ar y) = n(x) -~ n(y). When the context is clear, we
will write zy instead of x -p; y. A monoid M divides a monoid N if there exists
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an onto morphism from a submonoid of N to M. A monoid M is said to be
aperiodic if there exists a least integer n, called the aperiodicity index of M,
such that for all elements = of M, we have 2" = z" 11,

Given an alphabet A, the set of words A* is a monoid equipped with the
concatenation law, having the empty word as neutral element. It is called the
free monoid on A. A finite monoid M recognizes a language L of A* if there exists
an onto morphism 7 : A* — M such that L = n~(n(L)). It is well-known that
the languages recognized by finite monoids are exactly the regular languages.

The monoid we construct from a machine is called its transition monoid.
We are interested here in aperiodic machines, in the sense that a machine is
aperiodic if its transition monoid is aperiodic. We now give the definition of the
transition monoid for a 2DFT and an SST.

Deterministic Two-Way Finite State Transducers. As

in the case of automata, the transition monoid of a 2DFT T is —
the set of all possible behaviors of T" on a word. The following i?
definition comes from [4], using ideas from [14] amongst others. ¢

As a word can be read in both ways, the possible runs are split into four relations
over the set of states @ of T. Given an input word u, we define the left-to-left
behavior bhye(u) as the set of pairs (p,q) of states of T' such that there exists
a run over u starting on the first letter of u in state p and exiting uw on the left
in state g (see Figure on the right). We define in an analogous fashion the left-
to-right, right-to-left and right-to-right behaviors denoted respectively bhy,(u),
bh,¢(u) and bh,, (u). Then the transition monoid of a 2DFT is defined as follows:

Let T = (Q, A, 0,40, F) be a 2DFT. The transition monoid of T is A*/~rp
where ~ is the conjunction of the four relations ~y;, ~., ~,; and ~,.,. defined for
any words u, u’ of A* as follows: u ~, v’ iff bhyy (u) = bhyy(u'), for z,y € {¢,r}.
The neutral element of this monoid is the class of the empty word €, whose
behaviors bhy,(€) is the identity function if z # y, and is the empty relation
otherwise.

Note that since the set of states of T is finite, each behavior relation is of
finite index and consequently the transition monoid of T is also finite. Let us
also remark that the transition monoid of T" does not depend on the output and
is in fact the transition monoid of the underlying 2DFA.

Streaming String Transducers. A notion of transition monoid for SST was
defined in [11]. We give here its formal definition and refer to [11] for advanced
considerations. In order to describe the behaviors of an SST, this monoid
describes the possible flows of variables along a run. Since we give later an alter-
native definition of transition monoid for SST, we will call it the flow transition
monoid (FTM).

Let T be an SST with states @) and variables X'. The flow transition monoid
My of T is a set of square matrices over the integers enriched with a new
absorbent element L. The matrices are indexed by elements of Q x X. Given an
input word u, the image of u in My is the matrix m such that for all states p, g
and all variables X, Y, m[p, X][¢,Y] = n € N (resp. m[p, X][¢, Y] = 1) if, and
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only if, there exists a run r of T over u from state p to state ¢, and X occurs n
times in 0,(Y) (resp. iff there is no run of T over u from state p to state q).

Note that if T is k-bounded, then for all word w, all the coefficients of its
image in My are bounded by k. The converse also holds. Then My is finite if,
and only if, T is k-bounded, for some k.

It can be checked that the machines given in Example 1 are aperiodic.
Theorem 2 extends to aperiodic subclasses and to first-order logic, as in the
case of regular languages [12,13]. These results as well as our contributions to
these models are summed up in Fig. 1.

Theorem 3 [4,11]. Let f : A* — B* be a function over words. Then the fol-
lowing conditions are equivalent:

— [ is realized by a FO graph transduction,
— f is realized by an aperiodic 2DFT,
— f is realized by an aperiodic 1-bounded SST.

3 Substitution Transition Monoid

In this section, we give an alternative take on the definition of the transition
monoid of an SST, and show that both notions coincide on aperiodicity and
boundedness. The intuition for this monoid, that we call the substitution tran-
sition momnoid, is for the elements to take into account not only the multiplicity
of the output of each variable in a given run, but also the order in which they
appear in the output. It can be seen as an enrichment of the classic view of
transition monoids as the set of functions over states equipped with the law of
composition. Given a substitution o € Sy g, let us denote & the projection of
o on the set X', i.e. we forget the parts from B. The substitutions & are homo-
morphisms of X* which form an (infinite) monoid. Note that in the case of a
1-bounded SST, each variable occurs at most once in 6(Y).

Substitution Transition Monoid of an SST. Let T be an SST with states
Q@ and variables X. The substitution transition monoid (STM) of T, denoted
M7, is a set of partial functions f: Q — @ X Sy . Given an input word u, the
image of u in M is the function f, such that for all states p, f,(p) = (¢,5,) if,
and only if, there exists a run r of T over u from state p to state ¢ that induces
the substitution &,.. This set forms a monoid when equipped with the following
composition law: Given two functions f,, f, € MZ, the function f,, is defined
by fus(q) = (¢, 5 05") whenever £,(q) = (¢',5) and f,(¢) = (¢, ).

We now make a few remarks about this monoid. Let us first observe that
the FTM of T can be recovered from its STM. Indeed, the matrix m associated
with a word w in My is easily deduced from the function f, in MZ. This obser-
vation induces an onto morphism from M7 to Mr, and consequently the FTM
of an SST divides its STM. This proves that if the STM is aperiodic, then so is
the FTM since aperiodicity is preserved by division of monoids. Similarly, copy-
less and k-bounded SST (given k € Ns() are characterized by means of their
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STM. This transition monoid can be separated into two main components: the
first one being the transition monoid of the underlying deterministic one-way
automaton, which can be seen as a set of functions ) — @, while the second
one is the monoid Sy of homomorphisms on X, equipped with the composi-
tion. The aware reader could notice that the STM can be written as the wreath
product of the transformation semigroup (X*,Sx) by (Q,Q%). However, as the
monoid of substitution is obtained through the closure under composition of the
homomorphisms of a given SST, it may be infinite.

The next theorem proves that aperiodicity for both notions coincide, since
the converse comes from the division of STM by FTM.

Theorem 4. Let T be a k-bounded SST with £ variables. If its FTM is aperiodic
with aperiodicity index n then its STM is aperiodic with aperiodicity index at
most n + (k+ 1)¢.

4 From 1-Bounded SST to 2DFT

The existing transformation of a 1-bounded (or even copyless) SST into an equiv-
alent 2DFT goes through MSO transductions, yielding a non-elementary com-
plexity. We present here an original construction whose complexity is elementary.

Theorem 5. Let T be a 1-bounded SST with n states and m variables. Then we
can effectively construct a deterministic 2-way transducer that realizes the same
function. If T is 1-bounded (resp. copyless), then the 2DFT has O(m2™2" n™)
states (resp. O(mn™)).

Proof. We define the 2DFT as the composition of a left-to-right sequential trans-
ducer, a right-to-left sequential transducer and a 2-way transducer. Remark that
this proves the result as two-way transducers are closed under composition with
sequential ones [5]. The left-to-right sequential transducer does a single pass on
the input word and outputs the same word enriched with the transition used by
the SST in the previous step. The right-to-left transducer uses this information
to enrich each position of the input word with the set of useful variables, i.e.
the variables that flow to an output variable according to the partial run on
the suffix read. The two sequential transducers are quite standard. They realize
length-preserving functions that simply enrich the input word with new infor-
mation. The last transducer is more interesting: it uses the enriched information
to follow the output structure of T'. The output structure of a run is a labeled
and directed graph such that, for each variable X useful at a position j, we have
two nodes X7 and X/ linked by a path whose concatenated labels form the value
stored in X at position j of the run (see [11] and Fig. 3).

The transition function of the two-way transducer is described in Fig. 4. It
first reaches the end of the word and picks the first variable to output. It then
rewinds the run using the information stored by the first sequential transducer,
producing the said variable using the local update function. When it has fin-
ished to compute and produce a variable X, it switches to the following one



Aperiodic String Transducers 133

Ait2
> Ji+2
X:= Xaa¥Yb O

NN SO
gw
s
[ ]
\ \e~
\1

Fig. 3. The output structure of a partial run of an SST used in the proof of Theorem 5.

w { (a,q,5) { (a',q',5") }
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Fig. 4. The third transducer follows the output structure. States indexed by i corre-
spond to the beginning of a variable, while states indexed by o correspond the end. o
(resp. o’) stand for the substitution at position a (resp. a’).

using the information of the second transducer to know which variable Y X is
flowing to, and starts producing it. Note that such a Y is unique thanks to the
1-boundedness property. If T' is copyless, then this information is local and the
second transducer can be bypassed. From [4,6], we can infer that the composi-
tion of a one-way transducer of size n with a two-way transducer of size m can
be done by a two-way transducer of size O(mn™). Then given a 1-bounded SST
with n states and m variables, we can construct a deterministic two-way trans-
ducer of size O(m2m2mn”). If T is copyless, the second sequential transducer is
omitted, resulting in a size of O(mn™).

Theorem 6. Let T be an aperiodic 1-bounded SST. Then the equivalent 2DFT
constructed using Theorem 5 is also aperiodic.

Proof. The aperiodicity of the three transducers gives the result as aperiodicity is
preserved by composition of a one-way by a two-way [4]. The aperiodicity of the
two sequential transducers is straightforward since their runs depend respectively
on the underlying automaton and the update function. The aperiodicity of the
2DFT comes from the fact that since it follows the output structure of the
SST, its partial runs are induced by the flow of variables and their order in the
substitutions, which is an information contained in the FTM and thus aperiodic
thanks to Theorem 4.
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5 From 2DFT to Copyless SST

In [1], the authors give a procedure to construct a copyless SST from a 2DFT,
using the intermediate model of heap based transducers. We give here a direct
construction with similar complexity. This simplified presentation allows us to
prove that the construction preserves the aperiodicity.

Theorem 7. Let T be a 2DFT with n states. Then we can effectively construct
a copyless SST with O((2n)?") states and 2n — 1 variables that computes the
same function.

Sketch of Proof. The main idea is for the constructed SST to keep track of the
right-to-right behavior of the prefix read until the current position, similarly
to the construction of Shepherdson [14]. This information can be updated upon
reading a new letter, constructing a one-way machine recognizing the same input
language. The idea from [3] is to have one variable per possible right-to-right
run, which is bounded by the number of states. However, since two right-to-
right runs from different starting states can merge, this construction results in a
1-bounded SST. To obtain copylessness, we keep track of these merges and the
order in which they appear. Different variables are used to store the production
of each run before the merge, and one more variable stores the production after.

The states of the copyless SST are represented by sets of labeled trees hav-
ing the states of the input 2DFT as leaves. Each inner vertex represents one
merging, and two leaves have a common ancestor if the right-to-right runs from
the corresponding states merge at some point. Each tree then models a set of
right-to-right runs that all end in a same state. Note that it is necessary to also
store the end state of these runs. For each vertex, we use one variable to store
the production of the partial run corresponding to the outgoing edge.

Given such a state and an input letter, the transition function can be defined
by adding to the set of trees the local transitions at the given letter, and then
reducing the resulting graph in a proper way (see Fig.5).

Finally, as merges occur upon two disjoint sets of states of the 2DFT (initially
singletons), the number of merges, and consequently the number of inner vertices
of our states, is bounded by n — 1. Therefore, an input 2DFT with n states can
be realized by an SST having 2n — 1 variables. Finally, as states are labeled
graphs, Cayley’s formula yields an exponential bound on the number of states.

Theorem 8. Let T be an aperiodic 2DFT. Then the equivalent SST constructed
using Theorem 7 is also aperiodic.

Proof. If the input 2DFT is aperiodic of index n, then for any word w, w™ and
w™*! merge the same partial runs for the four kinds of behaviors, by definition,
and in fact the merges appear in the same order. As explained earlier, the state
q1 (resp. q2) reached by the constructed SST over the inputs uw™ (resp. uw"*1)
represents the merges of the right-to-right runs of T’ over uw™ (resp. uw™*1).
Since these runs can be decomposed in right-to right runs over u and partial runs
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Fig. 5. Left: The state of the SST is represented in black. The red part corresponds
to the local transitions of the 2DFT. Right: After reading a, we reduce the new forest
by eliminating the useless branches and shortening the unlabeled linear paths. (Color
figure online)

over w™ and w"*t!, the merge equivalence between w™ and w™*! implies that
q1 = q2. Moreover, since variables are linked to these merges, the aperiodicity of
the merge equivalence implies the aperiodicity of both the underlying automaton
and the substitution function of the SST, concluding the proof.

Corollary 9. Let f : A* — B* be a function over words. Then f is realized by
a FO graph transduction iff it is realized by an aperiodic copyless SST.

6 From k-Bounded to 1-Bounded SST

The existing construction from k-bounded to 1-bounded, presented in [3], builds
a copyless SST. We present an alternative construction that, given a k-bounded
SST, directly builds an equivalent 1-bounded SST which preserves aperiodicity.

Theorem 10. Given a k-bounded SST T with n states and m variables, we can
effectively construct an equivalent 1-bounded SST. This new SST has n2"N states
and mkN variables, where N = O(n”(k+1)”m2) is the size of the flow transition
monoid Mr.

Proof. In order to move from a k-bounded SST to a 1-bounded SST, the natural
idea is to use copies of each variable. However, we cannot maintain k copies of
each variable all the time: suppose that X flows into Y and Z, which both occur
in the final output. If we have k copies of X, we cannot produce in a 1-bounded
way (and we do not need to) k copies of Y and k copies of Z.

Now, if we have access to a look-ahead information, we can guess how many
copies of each variable are needed, and we can easily construct a copyless SST
by using exactly the right number of copies for each variable and at each step.
The construction relies on this observation. We simulate a look-ahead through a
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subset construction, having copies of each variable for each possible behavior of
the suffix. Then given a variable and the behavior of a suffix, we can maintain
the exact number of variables needed and perform a copyless substitution to
a potential suffix for the next step. However, since the SST is not necessarily
co-deterministic, a given suffix can have multiple successors, and the result is
that its variables flow to variables of different suffixes. As variables of different
suffixes are never recombined, we obtain a 1-bounded SST.

Theorem 11. Let T be an aperiodic k-bounded SST. Then the equivalent 1-
bounded SST constructed using Theorem 10 is also aperiodic.

As a corollary, we obtain that for the class of aperiodic bounded SST is expres-
sively equivalent to first-order definable string-to-string transductions.

Corollary 12. Let f : A* — B* be a function over words. Then f is realized by
a FO graph transduction iff it is realized by an aperiodic bounded SST (k € N5g).

7 Perspectives

There is still one model equivalent to the generic machines whose aperiodic
subclass elude our scope yet, namely the functional two-way transducers, which
correspond to non-deterministic two-way transducers realizing a function. To
complete the picture, a natural approach would then be to consider the con-
structions from [15] and prove that aperiodicity is preserved. One could also
think of applying this approach to other varieties of monoids, such as the
J-trivial monoids, equivalent to the boolean closure of existential first-order for-
mulas BX [<]. Unfortunately, the closure of such transducers under composition
requires some strong properties on varieties (at least closure under semidirect
product) which are not satisfied by varieties less expressive than the aperiodic.
Consequently the construction from SST to 2DFT cannot be applied. On the
other hand, the other construction could apply, providing one inclusion. Then
an interesting question would be to know where the corresponding fragment of
logic would position.
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Abstract. We introduce tree stack automata as a new class of automata
with storage and identify a restricted form of tree stack automata that
recognises exactly the multiple context-free languages.

1 Introduction

Prominent classes of languages are often defined with the help of their generating
mechanism, e.g. context-free languages are defined via context-free grammars,
tree-adjoining languages via tree-adjoining grammars, and indexed languages via
indexed grammars. To achieve a better understanding of how languages from a
specific language class can be recognised, it is natural to ask for an automa-
ton model. For context-free languages, this question is answered with pushdown
automata [2,11], yield languages of tree-adjoining grammars are recognised by
embedded pushdown automata [14, Sect. 3], and indexed languages are recog-
nised by nested stack automata [1].

Mildly context-sensitive grammars are currently prominent in natural lan-
guage processing as they are able to express the non-projective constituents and
dependencies that occur in natural languages [9,10]. Multiple context-free gram-
mars [13] describe many mildly context-sensitive grammars. Yet, to the author’s
knowledge, there is no corresponding automaton model. Thread automata [3,4],
introduced by Villemonte de la Clergerie to describe parsing strategies for mildly
context-sensitive grammar formalisms, already come close to such an automaton
model. A construction of thread automata from ordered simple range concate-
nation grammars (which are equivalent to multiple context-free languages) was
given [4, Sect. 4]. A construction for the converse direction as well as proofs of
correctness, however, were not provided.

Based on the idea of thread automata, we introduce a new automaton model,
tree stack automata, and formalise it using automata with storage [5,12] in the
notation of Herrmann and Vogler [7], see Sect. 3. Tree stack automata possess, in
addition to the usual finite state control, the ability to manipulate a tree-shaped
stack that has the tree’s root at its bottom. We find a restriction of tree stack
automata that makes them equivalent to multiple context-free grammars and we
give a constructive proof for this equivalence, see Sect.4. An extended version
of this paper can be found at http://arxiv.org/abs/1606.02975.
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2 Preliminaries

In this section we fix some notation and briefly recall formalisms used throughout
this paper. We denote the set of natural numbers (including 0) by N, N\{0} by
N,, and {1,...,n} by [n] for every n € N. The reflexive, transitive closure of
some endorelation r is denoted as r*. For two sets A and B, we denote the set
of partial functions from A to B by A — B. The operator — shall be right
associative. Let f: A — B, a € A, and b € B. The domain of f, denoted by
dom(f), is the subset of A for which f is defined. If dom(f) = A we call f total.
We define f[a — b] as the partial function from A to B such that f[a — b](a) = b
and fla — b](a’) = f(a’) for every a’ € dom(f)\{a}. We sometimes construe
partial functions as relations in the usual manner. Let S be a countable set
(of sorts) and s € S. An S-sorted set is a tuple (B,sort) where B is a set
and sort: B — S is total. We denote the preimage of s under sort by B, and
abbreviate (B, sort) by B; sort will always be clear from the context. Let A be a
set and L C A*. We call L prefiz-closed if for every w € A* and a € A we have
that wa € L implies w € L. An alphabet is a finite set (of symbols). Let I" be an
alphabet. The set of trees over I', denoted by Tp, is the set of partial functions
from N7 to I" with finite and prefix-closed domain. The usual definition of trees
[6, Sect. 2] additionally requires that for every p € N and n > 2: if pn is in the
domain of a tree then p(n — 1) is as well; we drop this restriction here.

Parallel multiple context-free grammars. We fix a set X = {27 |i,j € N}
of wvariables. Let X be an alphabet. The set of composition representations
over X is the (N x Nj)-sorted set RFy where for every si,...,s,,5 € Ny
we define Xy ..5,6) = {27|i € [€],j € [si]} € X and (RFg)(s,.s,5) =
{lur, .o us](syospys) |15 us € (DU X(4,.05,,5)) "} as a set of strings in which
parentheses, brackets, commas, and the elements of N, X, and X, .., ) are
used as symbols. Let f = [u1,...,Us](s,...s,,s) € RFx. The composition function
of f, also denoted by f, is the function from (X*)% x .-+ x (X*)% to (X*)*
such that f((wi,...,wi), ..., (w},...,w;")) = (uf,...,ul) where (uf,...,uj)
is obtained from (u1, ..., us) by replacing each occurrence of z] by w] for every
i € [f] and j € [s¢]. The set of all composition functions for some composition
representation over X is denoted by Fy. From here on we no longer distinguish
between composition representations and composition functions. We define the
fan-out of f as s. We call f linear (non-deleting) if in wuq - - - us every element
of X occurs at most once (at least once, respectively). The subscript is dropped
from f if its sort is clear from the context.

A parallel multiple context-free grammar (short: PMCFG) is a tuple G =
(N, X, I, R) where N is a finite N -sorted set (of non-terminals), X is an alpha-
bet (of terminals), I C N1 (initial non-terminals), and R C Uy, ;o o enNs X
(F2)(s150,8) X (Ng, X == x N, ) is finite (rules). A rule (A, f,A;---Ax) € R
is usually written as A — f(Aj,..., Ag); it inherits its sort from f. A PMCFG
that only contains rules with linear composition functions is called a multiple
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context-free grammar (short: MCFG). An MCFG that contains only rules of
fan-out at most k is called a k-MCFG.

For every A € N, we recursively define the set of derivations in G from A
as DG(A) = {’I’(dl, . ,dk) |’I’ =A—- f(Al, . .,Ak) € R,Vie [k} d; € DG(AZ)}
The elements of Dg(A) can be construed as trees over R. Let d € Dg(A). By
projecting each rule in d on its second component, we obtain a term over Fy;
the tuple generated by d, denoted by [d], is obtained by evaluating this term. We
identify 1-tuples of strings with strings. The set of (complete) derivations in G
is Dg = Useny Da(4) (DG = Uger Da(9), respectively). The language of G is
L(G) = {[d]] d € D&}.

Automata with storage. A storage type is a tuple S = (C, P, F, C};) where
C is a set (of storage configurations), P C P(C) (predicates), FF C C — C
(instructions), and C; C C. An automaton with storage is a tuple M =
(@,S, X, qi,¢,0,Q¢) where Q is a finite set (of states), S = (C, P, F,C}) is a
storage type, X is an alphabet (of terminals), ¢i € Q (initial state), ¢; € Cy (ini-
tial storage configuration), § C Q x (¥ U{e}) x P x F x Q is finite (transitions),
and Qr C @ (final states).

Let 7 = (q,w,p, f,q') € § be a transition. We call ¢ the source state of T, p the
predicate of T, f the instruction of T, and ¢’ the target state of 7. A configuration
of M is an tuple (g, c,w) where g € Q, ¢ € C, and w € X*. We define the run
relation with respect to T as the binary relation -, on the set of configurations of
M such that (g, c,w) b (¢, ,w") iff (w=ww)A(c € p)A(f(c) = ). The set of
runs in M is the smallest set Ryq C 6* where for every k € Nand 7q,...,7, € 4,
the string @ = 71 - - - 7% is in Rz if there are qq,...,qx € Q, co,...,cx € C, and
w1, ... wi € X U{e} such that (qo,co,wr - wg) Fry (1, c1,w02 - wi) Fry oo by
(g, ¢k, €); we may then write (qo, co, w1 -+ - wk) Fo (qr, ¢k, €) or (o, co) Fo (qk, ck)
or [/] = wy ---wg. The set of valid runs in M, denoted by R, contains exactly
the runs 6 € Ry where (g, ¢;) g (g, ¢) for some ¢ € Qr and ¢ € C. For § € R},
we say that M recognises [0]. The language of M is L(M) = {[0] |6 € R},}.

3 Tree Stack Automata

Informally, a tree stack is a tree with a designated position in it. The root of
the tree serves as bottom-most symbol and the leaves are top-most symbols. We
allow the stack pointer to move downward (i.e. to the parent) and upward (i.e.
to any child). We may write at any position except for the root. We may also
push a symbol to any vacant child position of the current node. Formally, for an
alphabet I') a tree stack over I' is a tuple ({[e — @], p) where £ € Tp, Q ¢ I’
and p € dom(&)U{e}. The set of all tree stacks over I" is denoted by TS(I"). We
define the following subsets (or predicates) of and partial functions on TS(I):

~ equals(y) = {(£, p) € TS(T) | £(p) = 7} for every € T and
— bottom = {(&, p) € TS(I") | p = ¢}.
— id: TS(I") — TS(I") where id(&, p) = (&, p) for every (£, p) € TS(I),
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— push: N — I' — TS(I") — TS(I") where push,,(7)(&, p) = (&[pn — 7], pn) for
every (&, p) € TS(I'), n € N with pn ¢ dom(&), and v € T,

— up: N — TS(I') — TS(I") where up, (&, p) = (&, pn) for every (§,p) € TS(I)
and n € N with pn € dom(§),

— down: TS(I") — TS(I") where down(&, pn) = (&, p) for every (&, pn) € TS(I)
with n € N, and

— set: I' — TS(I'") — TS(I") where set(v)(§, p) = (&[p — 7], p) for every v € I
and (&, p) € TS(I') with p # e.

We may denote a tree stack (£, p) € TS(I") by writing £ as a set and underlining
the unique tuple of the form (p,~) in this set. Consider for example a tree
§ € Tya,x#) with domain {e,2,23} such that {:e — @, 2 - *, 23 — #. We
would then denote the tree stack (£,2) € TS({*,#}) by {(g, @), (2,x), (23, #)}.

Definition 1. Let I" be an alphabet. The tree stack storage with respect to I’
is the storage type (TS(I"), P, F, {{(¢,@)}}), abbreviated by TS(I"), where P =
{bottom, equals(y), TS(I") |y € I'} and F = {id, push,(v), up,,, down, set(y)
|y e I'ineN}. 0

We call automata with tree stack storage tree stack automata (short: TSA).
In a storage configuration (&, p) of a TSA M we call £ the stack (of M) and p
the stack pointer (of M).

Ezample 2. Let X = {a,b,c,d} and I' = {x,#}. Consider the TSA M =
([5], TS(I"), £,1,{(e,@)},8,{5}) where ¢ is shown in Fig.2 (p. X). Figure 2 also
shows the valid run 7 7973747576778 T9 in M recognising abed. The language of
M is L(M) = {a"b"c"d" | n € N} and thus not context-free.

While M only uses a monadic stack, branching is useful to recognise L' =
{a’b/c'd’ |i,j € N}; Fig. 1 shows a valid run of a TSA (that recognises L') on
the word bd. O

Restricted TSA. Similar to Villemonte de la Clergerie [4], we are interested
in how often any specific position in the stack is reached from below. For every
TSA M we define (cpq(f): Nt — No |0 € RY},) as the family of total functions
where caq(e)(p) = 0 for every p € N, and for every 7 € R}, with 7 € 0
we have cy(07) = camq(6) if 7 has neither a push- nor up-instruction, and we
have epm(07) = epm(0)[p — cm(0)(p) + 1] if 7 has a push- or up-instruction and
{(e,Q)} Fgr (& p) for some tree £&. We call M k-restricted if ca(0)(p) < k holds
for every 0 € R}, and p € N'. Note that M from Example 2 is 2-restricted.
Since (unrestricted) TSA can write at any position (except for €) arbitrarily
often, they can simulate Turing machines. It is apparent that 1-restricted TSA
are exactly as powerful as pushdown automata. The power of k-restricted TSA
for k > 2 is thus between the context-free and recursively enumerable languages.

Normal forms. We will see that loops that do not move the stack pointer as
well as acceptance with non-¢ stack pointers can be removed.
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Let M = (Q,TS(I'), X, ¢i, {(¢,@)}, 4, Q) be a TSA. For each ¢,¢ € Q and

v, € I'U{@} we define Raq(q,q") zt:yvl as the set of runs € in M such that 6

only uses set- or id-instructions and there are tree stacks (¢, p), (¢, p) € TS(I)
with £(p) =7, ((p) =7, and (g, (£, ) Fo (¢, (¢, ).

Definition 3. We call a TSA M = (Q, TS(I"), X, ¢i, {(¢,@)}, §, Qr) cycle-free if

Rm(¢,9)|3ay = {€} for every ¢ € Q and v € I'U {@}. 0

Lemma 4. For every (k-restricted) TSA M, there is a (k-restricted) cycle-free
TSA M’ such that L(M) = L(M’).

Proof idea. Instead of performing all iterations of some non-empty loop 6 €
Ram(q,9)|3ay \{€} at the same position p in the stack, we insert additional push-
instructions before each iteration of the loop. In order to find position p again
after the desired number of iterations, we write symbols * or # before every push,
where a * signifies that we have to perform at least two further down-instructions
to reach p and # signifies that we will be at p after one more down-instruction.
After returning to p, we enter a state ¢ that is equivalent to ¢ except that it
prevents us from entering the loop again. a

Definition 5. We say that a TSA M is in stack normal form if the stack pointer
of M is € whenever we reach a final state. O

Lemma 6. For every (k-restricted) TSA M, there is a (k-restricted) TSA M’
in stack normal form such that L(M) = L(M’).

Proof idea. We introduce a new state ¢ as the only final state and add transi-
tions such that, beginning from any original final state, we may perform down-
instructions until the predicate bottom is satisfied and then enter state g¢. O

Note that M from Example 2 is cycle-free and in stack normal form.

4 The Equivalence of MCFG and Restricted TSA

4.1 Every MCFG Has an Equivalent Restricted TSA

The following construction applies the idea of Villemonte de la Clergerie [4,
Sect. 4] to the case of parallel multiple context-free grammars where, addition-
ally, we have to deal with copying, deletion, and permutation of argument compo-
nents. The overall idea is to incrementally guess for an input word w a derivation
d of G (that accepts w) on the stack while traversing the relevant components of
the composition functions on the right-hand sides of already guessed rules (in d)
left-to-right. This specific traversal of the derivation tree is ensured using states
and stack symbols that encode positions in the rules of G.!

! The control flow of our constructed automaton is similar to that of the treewalk
evaluator for attribute grammars [8, Sect. 3]. The two major differences are that
the treewalk evaluator also treats inherited attributes (which are not present in
PMCFGs) and that our constructed automaton generates the tree on the fly (while
the treewalk evaluator is already provided with the tree).
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Construction 7. Let G = (N, X,I,R) be a PMCFG, I = {0} URU R, and
R={(rij)|r=A4— [ul,...,usj(Al,...,Ag) € Ryi€[s],je{0,....|ul}}.
Intuitively, an element (r,i,7) € R stands for the position in r right after the
j-th symbol of the i-th component. The automaton with respect to G is M(G) =
(Q, TS(I"), X,0,{(s,@)}, {0}, ) where Q = {q,q+,q_ |q¢ € RU{O}} and 6 is
the smallest set such that for every r = S — [u](A1,...,Ay) € R with S € I, we
have the transitions

init(r) = (0,e, TS(I"), pushy (), (r, 1,0)) ,
suspend, (r,1,0) = ( r, 1, |ul), e equals(D) set(r),d-), and

suspend, (0J) O_,e, TS(I"), down, D) in d;

for every r = A — [uy,...,us](A1,..., Ar) € R, i € [s], j € [|u;]] where o € X is
the j-th symbol in u;, we have the transition

vead(r,4,5) = ((r,4,5 —1),0, TS(I'),id, (r,4, 7)) in 6,
and for every r = A — [u1,...,us](A1,..., Ap) € R, i € [s], j € [|ul], & € [4],
r=A; — [v1,...,09](B1,...,Bp) € R, m € [s'] where 2" € X is the j-th

symbol in u;, we have the transitions (abbreviating (r,,j) by q)

call(r,i,7,7")

((r,i,j — 1),e, TS(I"), push,(q), (', m,0)) ,

7’2]—1 €TS( )upkqur)a

(
resume (7,4, j (
{r,i, 1)+, e, equals(r’),set(q), (r',m,0))
(

) =
resumes (7,4, j, ') =
)

suspend, (r’,m, q r',m, |vm\ e, equals(q), set(r'),q—) , and

(
(
(
= (-

suspend, (g &, TS(I down,q) in 4. 0

Let us abbreviate a run suspend, (', m, q) suspend,(q) by suspend(r’, m, q)
and a run resumey (1, 7, j) resumes(r, i, j, ') by resume(r, i, j,r’

Ezample 8. Consider the MCFG G = ({S, 4, B}, {a,b,c,d},{S}, R) where

R: =8 — [zio3aia3](A,B) ro = A — [az],cri](A) r3=A— [g,¢]()
r4 = B — [bxi,d2?](B) r5=B — [¢,¢]().

Then L(G) = {a’b’c'd’ |i,5 € N}. Figure 1 shows that M(G) recognises bd. 0

For the rest of Sect. 4.11let G = (N, X, I, R) and R be defined as in Construction7.

Observation 9. The TSA M(G) is k-restricted if G is a k-MCFG. O

Lemma 10. L(G) C L(M(QG)).

Proof. For every A € N and every derivation d = r(dy,...,d;,) € Dg(A) where
sort(r) = (81 8m,s) and r = A — [uy,...,us](B1,...,Bm), we recursively
construct a tuple (0, ...,6°%) of runs in M(QG). For dy,...,d,, we already have
the tuples (01,...,07"),...,(6L,,...,05m), respectively. For every x € [s], let
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}_init(Tl)

%call(m,l,l,r\g)

Psuspend(r_g,l,('r‘l ,1,1))

}_call(Tl ,1,2,14)
read(ra,1,1)

ra,1,1),{(e,@), (1,0), (11, 73), (12, (r1,1,2))}

Feall(ry,1,2,r5) (rs,1,0),{(e, @), (1,0), (11, r3), (12, (r1,1,2)), (121, (ra, 1,2))}
Feuspend(rs.1,(rs,1,2)) ({72, 1,2),{(e,@),(1,0), (11,73), (12, (r1,1,2)), (121,75)}

H (ri,1,2) ,@),(1,0)

Fresume(r1,1,3,r3) (r3,2,0),{(e, @), (1,00), (11, (r1,1,3)), (12,74), (121, 75) }
Feuspend(rs,2,(r1,1,3)) ((r1,1,3),{(e, @), (1,0), (11,r3), (12,74), (121,75)}
Fresume(ry,1,4,r4) (ra,2,1),{(e,@), (1,0), (11,73), (12, (r1,1,4)), (121, r5)}

read(rq,2,1)

( )
( )
( )
( )
( )
( )
( )
suspend(ra.1,(r1,1,2)) ( ,(11,73), (12, r4), (121, 75)} )
( )
( )
( )
( )
( )
( )
( )

Fresume(ra,2,2,r5) (rs,2,0),{(e,@), (1,0), (11, r3), (12, (r1,1,4)), (121, (r4,2,2))}
Fsuspend(rs 2.(ra.2.2)) ((r1,2,2),{(g, @), (1,0), (11,73), (12, (r1, 1,4)), (121,75)}
Fsuspend(ra,2,(r1,1,4)) ({11, 1,4), {(e, @), (1,00), (11,73), (12,74), (121, 75)}
Fsuspend(ry,1,0) O {(e,@Q), (1,71),(11,7r3), (12,74), (121, 75) }

Fig. 1. Run of M(G) that recognises bd (cf. Example 8). The symbols b and d are
read by read(rs,1,1) and read(ra,2, 1), respectively, all other transitions in this run
read €.

Uy = wi---wg where wi,...,w; € YU X. We define 0, = w|---w; as the
run in M(G) such that for every &’ € [{], we have that w/,, = read(r,x, ') if
wy € X, W, = call(r,k,x’,r") 0} suspend(r’, 1, (r, k, ') if wy = z} for some
i>1,and W, = resume(r,n,n’,r’)@f suspend(r’, j, (r, k, k') if we = :z:z for
some ¢ > 1 and j > 2, where r’ = d;(¢). We can prove by structural induction
on d that [d] = ([0'],...,[0°]). If d € D%, then s is 1 and hence the valid run
init(r) 01 suspend(r, 1,0J) recognises exactly [d]. O

Lemma 11. Let 7y,...,7, € 0 with 0 =7 --- T, € Ryqq) and let p € N} \{5}
There is a rule wg(p) in G such that, during the run 0, the automaton M( ) is
in some state (pg(p),i,j) € R whenever the stack pointer is at p.

Proof. The rule ¢y(p) is selected when p is first reached (with call). Then when-
ever we enter p with resume, a previous suspend; has stored pg(p) at position
p and resumey enforces the claimed property. The claimed property is preserved
by read. And whenever we enter p with suspend, a previous call or resumes has
stored an appropriate state in the stack and suspend merely jumps back to that
state, observing the claimed property. O
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Examining the form of runs in M(G) (Construction 7) and using Lemma 11
we observe:

Observation 12. Let 7,7 €46, ¢,¢',¢" € Q, £, ¢, € TS(I"), p e Ni, i € N,
and g (pt) be of the form A — [uy,...,us](Aq,..., Ap). Then:

L I (¢, (€, p) br (q, (&, pi)) with g € R, then g = (pg(pi), j,0) for some j € [s]
and 7 must be either an init- or call-transition. -

2. 1If (¢",(€",p)) Fr (¢, (&, p1) Fr (¢, (& pi)) with ¢ € {q1|q € R}, then
q = {po(pi),j,0) for some j € [s], T is a resume;-transition, and 7’ is a
resumes-transition.

3. 1t (q, (&, pi) b7 (¢, (&, pi)) Bor (47, (€7, p)), then ¢ = (@o(pi), j, |u;]) for some
J € [s], 7 is a suspend;-transition, and 7’ is a suspend,-transition. O

Lemma 13. L(G) 2 L(M(Q)) if G only has productive non-terminals.

Proof. For every run 6 € Ry, ) we define ¢j: N* — R by ¢j(p) = @a(1p) for
every p € N with 1p € dom(gg) (cf. Lemma 11). Then ¢y is a tree. One could
show for every d € Dg with d D ¢}, by structural induction on ¢} that for every
p € dom(yjp) and every maximal interval [a, b] where p,, ..., p, have prefix p, we
have [7,--- 7] = [d|,]m with g4 = (@y(p), m,0) for some m € N,. Let us call
this property (7). Let 71, ...,7 € d with =7, --- 7, € RXA(G). Consider the run
(D’ (@7 5)) }_7'1 (q17 (£17 1p1)) I_7'2 ce }_Tn—l (Qn—h (gn—lv 1pn—1)) l_Tn (Dv (fnv 5))
By (f) we obtain that [r2---7,—1] = [d]. By Observation 12 and the fact that
only an init-transition may start from [J we obtain that 71 is an init-transition
and 7, is a suspend,-transition. Thus [r1] = ¢ = [r,] and therefore [0] = [d]. O

Proposition 14. L(G) = L(M(G)) if G only has productive non-terminals.
Proof. The claim follows directly from Lemmas 10 and 13. a

M(G) is almost a parser for G. Let (£, ) be a storage configuration of M(G)
after recognising some word w and let £|; be the first subtree of £, defined by
the equation |1 (p) = &(1p). Then every complete derivation d in G with £|; C d
generates w. If G only contains rules with non-deleting composition functions,
we even have that £|; is a derivation in G generating w. In Fig. 1, for example,
we see that r1(rs, 74(r5)) is a derivation of bd in G (cf. Example 8).

4.2 Every Restricted TSA Has an Equivalent MCFG

We construct an MCFG G’(M) that recognises the valid runs of a given
automaton M, and then use the closure of MCFGs under homomor-
phisms. A tuple of runs (61,...,0,,) can be derived from non-terminal
(@1, 55+ - Qms Qi3 Y05 - - - Ym) Iff the Tuns 0y, . .., 6,, all return to the stack posi-
tion they started from and never go below it, and 6; starts from state g; and
stack symbol «;_1 and ends with ¢, and ~; for every ¢ € [m]. We start with an
example.
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6: 1= (1,8, TS(I" ,push, (x) , 1) (1,{(s,@)} ,abcd)
= (1,e,TS(I") ,push,(#),2) Fr (1, {(e,@), (1, %)} ,bed )
(2 e, equals ) down ,2) ey (27{(87@)7(17*)7(117#)}71)(:(1 )

T4 = (2 b, equals(x) ,down ,2) e (2,{(6,@),(1,*),(11,#)},bcd )
= (2,¢, bottom ,up, ,3)

~ (3.c, Is( Fry (2,{(£,@),(1,%),(11,#)},cd )
equals(*) ,up; ,3)

= (3, e, equals( ) down ,4) Frs (3,{(,@), (1,%), (11, #)},ed )

(4 d, equals(x) ,down ,4) Fre (3,{(s,@),(l,*),(ll,#)},d )

(4,5,b0ttom ,id ,5) Frr (47{(57@)7(1»*)7(117#)}7(1 )

Frs (4,{(,9), (1,%), (11, #)}e )

Fro (5,{(e,9), (1,%),(11,#)},e )

Fig. 2. Set of transitions and a valid run in M (cf. Example 2).

Ezample 15. Recall the TSA M from Example 2 (also cf. Fig. 2). Note that M
is cycle-free and in stack normal form. Let us consider position ¢ of the stack.
The only transitions applicable there are 71, 7o, 75, and 79. Clearly, every valid
run in M starts with 71 or 7 and ends with 79, every 75 must be preceded by
74 or 73, and every 79 must be preceded by 7g or 77. Thus each valid run in M
is either of the form 6 = 7101 7475027879 or 0’ = 1207375057779 for some runs 0y,
Bs, 01, and 0. The target state of 7 is 1 and the source state of 74 is 2. Also 7
pushes a * to position 1 and the predicate of 74 accepts only *. Thus 6; must
go from state 1 to 2 and from stack symbol * to * at position 1. Similarly, we
obtain that 62, 67, and 0 go from state 3 to 4, 2 to 2, and 3 to 3, respectively,
and from stack symbol * to *, # to #, and # to #, respectively, at position
1. The runs 61 and 65 are linked since they are both executed while the stack
pointer is in the first subtree of the stack; the same holds for 6] and 65.

Clearly, linked runs need to be produced by the same non-terminal. For the
pair (01, 62) of linked runs, we have the non-terminal (1,2, 3,4;*, %, *) and for
(01, 0%) we have (2,2,3,3; #, #, #). Since 6 and ¢’ go from state 1 to 5 and from
storage symbol @ to @, we have the rules

(1,5;@,Q) — [rizimatsaitemo] ((1,2,3,4;%, %, %)) and
(1,5;@,Q) — [maimssaimm] ((2,2,3,3;#, #, #)) in G'(M).

Next, we explore the non-terminal (1,2, 3,4; %, %, %), i.e. we need a run that
goes from state 1 to 2 and from storage symbol * to * and another run that goes
from state 3 to 4 and from storage symbol * to x. There are only two kinds of
suitable pairs of runs: (7'1917'4, 7'6927'8) and (7'2(9'17'3, 7'60’27'7) for some runs 6, 05,

i, and 05. The runs 6q, 02, 0, and 6, of this paragraph then have the same
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state and storage behaviour as in the previous paragraph and we have rules

(1,2,3,4; %, %, %) — [T1$%T4,7'61’1T8] ((1 2,3,4; %, % *>) and
(1,2,3,4; %, %, %) — [T2x1T3776$17'7] ((2,2,3,3; 4, #, #)) in G'(M).

For non-terminal (2,2,3,3; #, #,#), we may only take the pair of empty
runs and thus have the rule (2,2,3,3; #, #, #) — [¢,¢] () in G'(M). O

For all ¢,¢' € Q, v,7 € I', and j € N, we define the following sets:

8(a:4)%5. " = {(a.w,p,up;,q) € 8|7 € p},
5(q,q >|g£g = {(¢,w,p,push;(7),¢') € §|y € p}, and

5(q,d") 4 = {(q,w,p,down, ¢') € 6|y € p}.

o9 ;
stay stay /‘Z’“/4 B stay i, p
q--->¢ g > q' g > q'
Roi(q, )| 2y 200,457,755, 8)
! ! 5‘;\' / .
g % stay B % stay l?\}/3 BB % stay “’)’ p
/ !
q-------- >q g A >q
(e, 457,75 8) (@, d'57.7'58,3,8)

Fig. 3. Groups of runs in M where dashed arrows signify the change of states and
continuous arrows signify the change in the storage.

For every q,¢' € Q, v, € ' U{Q}, 5,8 € I', and j € N, we distinguish
the following groups of runs (to help the intuition, they are visualised in Fig. 3):

1. A sequence of id- or set-instructions followed by an up- or push-instruction:
1 . N N = N SB = A\
20(q, 457,755, 8) = qu@ Rp(q: Dlcay -+ (6(a 0D i, V(@ a)°)
2. A down-instruction followed by id- or set-instructions:
1 ‘. 1.l -7
QM(an5777ﬂﬂ) 7U¢7€Q 5((]7 )|down R/Vl( );Ytay’y

3. A down-instruction, then a sequence of id- or set-instructions and finally an
up- or push-instruction:

Qe 57,785, 8) =U 500w - 207,057,735, 8)
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The arguments of .Q/TM, Q/lw and Qﬂ are grouped using semicolons. The first
group describes the state behaviour of the run; the second group describes the
storage behaviour at the parent position (i.e. the position of the set- and id-
instructions), and the third group describes the storage behaviour at the child
positions (i.e. the positions immediately above the parent position).

We build tuples of runs from the three groups above by matching the storage
behaviour of neighbouring runs at the parent position. A tuple t = (6p, ..., 6)
of runs is admissible if ¢ = 0 and 6 only uses id- and set-instructions; or if £ > 1,
6o is in group 1, 6, is in group 2, and for every i € [¢], we have

0i-1 € 20(a,4'57,% 4, 8) U 23 (¢,457.%: 8,5, B) and
0; € 2%,(¢",d" 7.7 87U (¢ ¢ 7.8, 5 B)

for some ’Y?’TY’,‘Y/ E FU {@}7 535176//’5,// E F? q’q/’q/,7q,// E Q’ a’nd j?j/ E N+'
Note that only the 4 has to match. Then 6;_160; may not be a run in M since
it is not guaranteed that ¢’ = ¢” and 3 = (3'. We therefore say that there is a
(¢',q";3,8,0")-gap between 0;_1 and 6;. Let q1,¢q2 € Q and y1,72 € ' U {Q}.
We say that ¢ has type (q1,q2;71,72) if £ =0 and 6y € Raq(qu, q2) |2ty ;5 or if
¢ > 1, the first transition in 6y has source state ¢q; and its predicate contains
~1, the last transition of 8, has target state g, the last set-instruction occurring
in ¢, if there is one, is set(y2), and 97 = 72 if no set-instruction occurs in t.
The set of admissible tuples in 2}, is denoted by 2% ,. We define t[y1,...,y¢] =
Ooy101 - - - yeby for every y1, ...,y € X to later fill the gaps with variables.

Let T = (t1,...,ts) € (23)" and £q,. .., ¢, be the counts of gaps in t1,. .., t,
respectively. For every i € [s] and k € [{;] weset q(; ), qzm) € Q, Biw), ﬂgm) er,
and j(; .y € N such that the s-th gap in t; is a (g x), qu,K,);j(i,n)v Bk ﬂéiﬁ))—
gap. Let o, ¥r: Ny x Np — Ny and np: Ny x Ny — Ni x Ny be partial
functions such that for every i € [s] and x € [{;], the number j; ) is the
(pT(’i, I{)-th distinct number OCCUI‘I‘ing inJ = j(l,l) s 'j(1,|t1\) s 'j(s,l) . 'j(s,ltsl)
when read left-to-right, j; ) occurs for the 17 (i, k)-th time at the element with
index (¢, k) in J, and 7 (i, k) = (o7 (3, k), Y7 (i, £)). Moreover let m be the count
of distinct numbers in J. We call T' admissible if

— the k-th run in ¢; ends with a push-instruction whenever ¢ (i, k) = 1,
- 5;;1(#7%) = Bzt (w w1y for every k' € [m] and &k € [¢x — 1], and

— there are q1,q1,..-,4s,3s € @ and 7p,...,7s € I'U{@} such that for every
Kk € [s], we have that t,; is of type (g, Gx; V-1, Ve )-

We then say that T has type (A;Bi,...,Bn), denoted by type(T) =
(A;By,...,Bm), where A = {q1,q1,---,4s,qs; Y0, - - -, 7Vs), and for every &’ € [m]:
_ / / .

By = <qﬂ;l(~’,1)’qw;1(n',1)’ o a6 00 D (5 0,0)

/ /
ﬂ”;l(’i/,l)’ﬁﬂ';l(n’,l)’ B 677;1(n’,2h./)> :

The set of admissible elements of (£23,)* is denoted by £27.
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Construction 16. Let M = (Q,TS(I"), X, ¢, {(g,@)},0,Qs¢) be a cycle-free

k-restricted TSA in stack normal form. Define the k-MCFG G'(M) =

(N, X,I,R) where N = {A,By,...,By | (A;By,...,By) € type(23)}, I =

{{(gi,4:@,Q) | ¢ € Qr}, and R’ contains for every T' = (t1,...,t;) € 2% the

rule A — [ul, - ,us} (B1,...,By,) where (A; By,...,B,,) is the type of T and
)

Uy = by [xZ’ZE:B? e ,xﬁi%iﬁ:g} for every x € [s]. Let G(M) be a k-MCFG recog-

nising {[0] |0 € L(G'(M))}.2 0

Proposition 17. L(M) = L(G(M)) for every cycle-free k-restricted TSA M

in stack normal form.

Proof. We can show by induction that G'(M) generates exactly the valid runs
of M. Our claim then follows from the definition of G(M). O

4.3 The Main Theorem
Theorem 18. Let L C X* and k € N,. The following are equivalent:

1. There is a k-MCFG G with L = L(G).
2. There is a k-restricted tree stack automaton M with L = L(M).

Proof. We get the implication (1 = 2) from Observation 9 and Proposition 14
and the implication (2 = 1) from Lemmas 4 and 6 and Proposition 17. ad

5 Conclusion

The automata characterisation of multiple context-free languages presented in
this paper is achieved through tree stack automata that possess, in addition
to the usual finite state control, the ability to manipulate a tree-shaped stack;
tree stack automata are then restricted by bounding the number of times that
the stack pointer enters any position of the stack from below (cf. Sect. 3). The
proofs for the inclusions of multiple context-free languages in restricted tree stack
languages and vice versa are both constructive; the former even works for parallel
multiple context-free grammars, although the resulting automaton may then no
longer be restricted (cf. Sect. 4). Theorem 18 closes a gap in formal language
theory open since the introduction of MCFGs [13]. The proof allows for the easy
implementation of a parser for parallel multiple context-free grammars.
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Abstract. We show a Biichi-like connection between graph automata
and logics for infinite graphs. Using valuation monoids, a very general
weight structure able to model computations like average or discounting,
we extend this result to the quantitative setting. This gives us the first
general results connecting automata and logics over infinite graphs in
the qualitative and the quantitative setting.

Keywords: Quantitative automata -+ Infinite graphs + Graphs - Quan-
titative logic + Valuation monoids

1 Introduction

The coincidence between the languages recognizable by a finite state machine and
the languages definable in monadic second order theory is one of the most fruitful
results in theoretical computer science. Since Biichi, Elgot, and Trakhtenbrot
[6,18,36] established this fundamental result, it has not only been the corner
stone of multiple applications, like verification of finite-state programs, but also
lead to multiple extensions covering finite and infinite trees [28,31], traces [32],
pictures [22], (infinite) nested words [1], and texts [24]. A general result for finite
graphs was given by Thomas [33].

It has remained an open question whether it is possible to get such a result for
infinite graphs. In particular, this question is unanswered in the case of infinite
pictures. The main contributions of this paper are the following:

e We show a Biichi-like equivalence between infinite graph acceptors and an
EMSO-logic for infinite graphs.

e We establish a valuation-weighted automata model over graphs, which gener-
alizes semiring-weighted automata and comprises previous automata models
over special classes of graphs.

e Using methods of weighted logics, we extend our Biichi-like result from the
qualitative to the quantitative setting, i.e., we show the equivalence of weighted
infinite graph automata to a restricted weighted MSO-logic.
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Formally introduced by Schiitzenberger [30], the study of quantitative ques-
tions (How often does an event arise?; What is the cost of this solution?; etc.) is
another flourishing theory (see e.g. [2,17] and the recent handbook [13]). Quan-
titative automata modeling the long-time average or discounted behavior of sys-
tems were investigated, e.g., by Chatterjee et al. [7].

Recently, Bollig and Kuske [4] considered a logic FO* featuring a first-order
quantifier expressing that there are infinitely many elements satisfying a formula.
In a different context than ours (for Muller message-passing automata), they
were able to relate an extended Ehrenfeucht-Fralssé game and k-equivalence of
two formulas of FO®, thus developing a Hanf-like theorem [23] for this logic.
We show how this result can be applied to infinite graphs to connect EMSO>°
and infinite graph automata, yielding our first main result.

Using weighted MSO-logic [11], its extension to graphs [10], and valua-
tion monoids [14], we generalize our graph automata model and our Biichi-like
result to a quantitative setting. Here, one crucial part is the closure under the
(restricted) weighted universal quantification (the valuation-quantification). An
essential part of proving this closure is utilizing [4] to show that FO> corre-
sponds to one-state infinite graph acceptors.

To enhance readability, we first develop our weighted results in the finite case.
Note that using valuation monoids, this model and the results are also new for
finite graphs and enable us to consider examples using average or discounting in
this general setting, as well as classical (possibly non-commutative) semirings.
Furthermore, our approach is designed in an adaptable way, thereby facilitating
the later extensions to infinite graphs.

2 Graphs and Graph Acceptors

In this section, we introduce the basic concepts around graphs and graph accep-
tors. Following [10,34], we define a (directed) unpointed graph as a relational
structure G = (V, (Pa)aca, (Eb)bep) over two finite alphabets A and B, where
V is the set of wvertices, the sets P,, a € A, form a partition of V, and the sets
Ey, b € B, are pairwise disjoint irreflexive binary relations on V', called edges.
We denote by E = [, Eb the set of all edges. Then the elements of A are the
vertex labels, and the elements of B are the edge labels. A graph is bounded by
t if every vertex has an (in- plus out-) degree less than or equal to t.

We call a class of graphs pointed if every graph G of this class has a dis-
tinguished vertex. Formally, this assumption can be defined by adding a unary
relation root to G with root = {u}.

We consider subgraphs of a pointed graph (G, u) around a vertex v as follows.
We call 7 = (H,v,w) a tile if (H,v) is a pointed graph and either w is an
additionally distinguished vertex of H or w = empty. Let r > 0. We denote by
dist(z,y) < r that there exists a path (z = o, 21,...,x; = y) with j < r and
(x4, 2i41) € E or (x;41,2;) € E for all i < j. We call (H,v,u) an r-tile if for
every vertex x of H, it holds that dist(z,v) < r. We denote by sph” ((G,u),v)
the unique r-tile (H,v,w) consisting of all vertices x of G with dist(z,v) < r
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together with their edges and w = w if dist(u,v) < r and w = empty, otherwise.
We say v is the center of 7 = (H,v,w), resp. of 7 = (H,v) = (H,v, empty).

In this work, we assume all graphs to be pointed. We may omit the explicit
root u of a graph and the radius r of a tile if the context is clear. Moreover, our
results not explicitly utilizing the root also hold for unpointed graphs G.

We denote by Labg(v) the label of the vertex v of the graph G. We denote
by DG¢(A4, B) the class of all finite, directed, and pointed graphs over A and B,
bounded by t. We denote by DG;°(A, B) the class of all infinite, directed, and
pointed graphs over A and B, bounded by ¢. Note that r-tiles of finite or infinite
graphs are finite structures, and there exist only finitely many non-isomorphic
r-tiles since the degree of every considered graph is bounded.

Definition 1 ([33,34]). A graph acceptor (GA) A over DG.(A, B) is defined
as a quadruple A = (Q, A, Occ,r) where

- @ is a finite set of states,

- r € N s the tile-radius,

— A is a finite set of pairwise non-isomorphic r-tiles over A x Q and B,

— Occ, the occurrence constraint, is a boolean combination of formulas
‘occ(r) > n”, wheren € N and T € A.

Note that Thomas (cf. [33,34]) uses non-pointed graphs. Here, the pointing
can be seen as optional additional information to distinguish tiles from each
other.

Given a finite graph G = (G, u) of DG4(A, B) and a mapping p: V — @, we
consider the graph G, = (G,,u) € DG4(A x @, B), which consists of the same
vertices and edges as G and is additionally labeled with p(v) at every vertex wv.

We call p a run (or tiling) of A on G if for every v € V, sph"(G,,v) is
isomorphic to a tile in A. We say G, satisfies occ(T) > n if there exist at least n
distinct vertices v € V' such that sph”(G,,v) is isomorphic to 7. The semantics
of “G, satisfies Occ” are then defined in the usual way.

We call a run p accepting if G, satisfies Occ. We say that A accepts the
graph G € DGy (A, B) if there exists an accepting run p of A on G. We define
L(A) = {G € DG(A4, B) | A accepts G}, the language accepted by A. We call a
language L C DGy(A, B) recognizable if L = L(A) for some GA A.

Next, we introduce the logic MSO(DG(A, B)), short MSO, cf. [34]. We
denote by x,y, ... first-order variables ranging over vertices and by X, Y ... second
order variables ranging over sets of vertices. The formulas of MSO are defined
inductively by

@ u=Py(z) | Ey(z,y) | root(z) [z =y |z € X [~p|pVe|Ire|IXp

where a € A and b € B. An FO-formula is a formula of MSO without set
quantifications, i.e., without using 3X. An EMSO-formula is a formula of the
form 3X7...3X.p where ¢ is an FO-formula.

The satisfaction relation |= for graphs and MSO-sentences is defined in the
natural way. Then for a sentence ¢ € MSO, we define the language of ¢ as
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L(p) = {G € DG{(A,B) | G = ¢}. We call a language L C DG, (A, B) MSO-
definable (resp. FO-definable) if L = L(yp) for some MSO-sentence (resp. FO-
sentence) .

Theorem 2 ([34]). Let L C DGy(A, B) be a set of graphs. Then:

1. L is recognizable by a one-state GA iff L is definable by an FO-sentence.
2. L is recognizable iff L is definable by an EMSO-sentence.

3 Infinite Graph Acceptors

In the following, we extend Theorem 2 to the infinite setting, thus showing a
Biichi-like result for infinite graphs. We introduce infinite graph acceptors with
an extended acceptance condition and an EMSO®° logic featuring a first-order
quantifier 3°°z.¢ to express that there exist infinitely many vertices fulfilling .

Using the occurrence constraint as acceptance condition, the introduced
graph acceptor for finite graphs could also be interpreted as a model for infi-
nite graphs. However, every occurrence constraint only checks for occurrences
up to a certain threshold, i.e., it cannot express that a tile occurs infinitely many
often. This motivates the following definition.

Definition 3. An infinite graph acceptor (GA>) A over DG°(A, B) is defined
as a quadruple A = (Q, A, Occ,r) where

- Q, 4, and r are defined as before, and
— Occ, the extended occurrence constraint, s a boolean combination of formulas
‘oce(r) > n” and “occ(t) = o0”, where n € N and 7 € A.

The notions of an accepting run p of A on G € DG;°(A, B) and a recognizable
language L = L(A) C DG;°(A, B) are defined as before.

Next, following [4], we introduce the logic MSO* (DG{* (A, B)), short MSO*,
by the following grammar

¢ u=Py(x) | Ep(z,y) |root(z) [z =y |z e X |-p|oVe|Tr.e|T¥p|IX.p

We denote by FO™, resp. EMSO, the usual first-order, resp. existential frag-
ment. Defining an assignment o and an update o[z — v] as usual, the sat-
isfaction relation |= is defined as before, together with (G,0) = I®x.@ iff
(G,o[r — v]) E ¢ for infinitely many v € V.

Using an extended Ehrenfeucht-Fraissé game, Bollig and Kuske [4] succeeded
in proving a Hanf-like result for these structures. It says that for a given k € N
and a fixed maximal degree, there exists a sufficiently large tile-radius r and a
threshold h such that two graphs which cannot be distinguished by an extended
occurrence constraint over r and h are also indistinguishable by any FO°°-
formula up to quantifier depth k.

From this result, which was originally developed in a different context, namely
Muller message-passing automata, we can deduce the following corollary.
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Corollary 4. Let ¢ be an FO>*-sentence. Then there exists an extended occur-
rence constraint Occ such that G = ¢ iff G = Occ for all G € DG®(A, B).

This result provides us with the means to prove our first main theorem.
Theorem 5. Let L C DG°(A, B) be a set of infinite graphs. Then:

1. L is recognizable by a one-state GA iff L is definable by an FO> -sentence.
2. L is recognizable iff L is definable by an EMSO™ -sentence.

4 Weighted Graph Automata

In this section, we introduce and investigate a quantitative version of graph
acceptors for finite graphs. We follow the approach of [10], but use more general
structures than semirings, the (graph-) valuation monoid (cf. [14] for valuation
monoids over words), which are able to model aspects like average, discounting,
and other long-time behaviors of automata.

By abuse of notation, we also consider finite graphs DG;(M, B) over an
infinite set M. Note that we use this notation only in our weight assignments of
the weighted automaton and never as part of the input or within a tile.

Definition 6. A (graph-) valuation monoid D = (D, +,Val,0) consists of a
commutative monoid (D,+,0) together with an absorptive valuation function
Val : DG4(D, B) — D, i.e., Val(G) = 0 if at least one vertex of G is labeled 0.

In the following, D will always refer to a valuation monoid!.

Note that we do not enforce distributivity or another form of compatibility
between 4+ and Val. The choice of valuation monoids is a natural one when you
want to consider strictly more general structures than semirings and incorporate
examples like average or discounting, as follows. In the context of trees, another
closely related structure are multi-operator monoids (see e.g. [20]).

Ezample 7. Let dia(G) be the diameter of G = (G, u) € DG;(A4, B). We define
1
avg(G) = v E Labg(v) and discy (G, u) = E E A" Labg (v).

veV r=0,...,dia(G) dist(v,u)=r
Then D; = (R U {—o0},sup,avg, —o0) and Dy = (R U {—o0}, sup, discy, —o0)
are two valuation monoids. Note that D; does not use the root of the graph;
therefore, we can omit it. In contrast, Dy is only utilizable for pointed graphs.

Definition 8. A weighted graph automaton (wGA) over DGy(A, B) and D is
a tuple A = (Q, A, wt, Occ, r) where

- A" =(Q, A,Occ,r) is a graph acceptor over DG;(A, B),
- wt: A — D is the weight function assigning to every tile of A a value of D.

! [14] enforced Val(d) = d, which was later shown to be not required even in the word
case, see e.g. [21].
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An accepting run p : V. — Q of A on G € DGy(A, B) is defined as an
accepting run of A’ on G. As in the unweighted case, the pointing of G = (G, u)
is optional.

For an accepting run p, we consider the graph GE , where every vertex is
labeled with the weight of the tile the run p defines around this vertex. More
precisely, for a vertex v of G, let 7,(v) be the r-tile of A which is isomorphic to
sph”(G,,v). Then G,’? is defined as the unique graph over DG¢(D, B) resulting
from the graph G where for all vertices v, Labgp (v) = wt(7,(v)).

We denote by acc4(G) the set of all accepting runs of .4 on G. The behavior
[A] : DG¢(A, B) — D of a wGA A is defined, for each G € DG,(A, B), as

[AlG) = ) Val(GD).

p€acca(G)

We call any function S : DGy(A4,B) — D a series. Then S is recognizable if
S = [A] for some wGA A. By the usual identification of languages with functions
assuming values in {0, 1}, we see that graph acceptors are expressively equivalent
to wGA over the Boolean semiring B.

Following [14], we call D regular if all constant series of D are recognizable,
i.e., for every d € D, there exists a wGA Ay with [A4](G) = d for every G €
DGy (A, B).

Ezample 9. Let A = {a,b} and B = {z}. For a given graph, we are interested
in the value max,c |V]agnooutgoing/|V| which is the maximal proportion of
nodes which are labeled with the same symbol and have no outgoing edges. For
instance, in a tree the numerator would refer to the number of leafs labeled
with a. We can compute this value with the following wGA over D; = (R U
{—OO}, Sup, avg, _OO)'

Set A= ({q1,q2}, A, wt,Occ,r), with r =1, A = {7 | 7 is a 1-tile}, and

Occ = /\ oce(T) =0V /\ oce(T) = 0.

{7 | center(r)e{(a,q1),(b,q2)}} {7 | center(r)e{(a,q2),(b:q1)}}

Furthermore, we define wt(7) = 1 if the center v of 7 is labeled with ¢; and
the center has no outgoing edges. Then [A](G) is the desired proportion. O

Ezample 10. Let us assume our graph represents a social network. Now, we are
interested into the affinity of a person to a certain characteristic (a hobby, a
political tendency, an attribute, etc.) be it to use this information in a matching
process or for personalized advertising. We assume that this affinity is closely
related to the social environment of a person (e.g., I am more inclined to watch
soccer if I play soccer myself, or I have friends who are interested into it).

We define a one-state wGA A = ({q}, {7 | 7 is a 1-tile}, wt, true, 1) over
A = {a,b}, B ={z}, and Dy = (RU{—00}, sup, discy, —00), with wt(7) = #.(7),
where #,(7) is the number of vertices of 7 labeled with a. Then depending on A,
A computes for a pointed graph (G, u) the affinity of u to the characteristic a.
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Additionally introducing a nondeterministic choice for the center vertex w
into the wGA, modifying the valuation function accordingly, and taking the
supremum of all resulting runs, we can construct a nondeterministic automaton
computing the maximal affinity of all vertices of a non-pointed graph. O

In the following, we give some results using ideas of [10]. These statements utilize
the following formula. Let 7 = {71, ..., 7} be a finite set of tiles. For N € N,
we shall write

( Z oce()) > N short for \/ /\ oce(r;) > ni. (1)

TET* > on,=N i=1l,..m

i=1
n;€{0,...,N}

We can interpret 7* as a set of tiles matching a certain pattern. Then this formula
is true iff the occurrence number of all tiles matching this pattern is at least V.

Let S : DG(A,B) — D be a series recognizable by a wGA A with tile-
radius s. Then we can show that for all » > s, S is recognizable by a wGA B
with tile-radius r.

We extend the operation + of our valuation monoid to series by means of
point-wise definition, i.e., (S + T)(G) = S(G) + T(G) for each G € DG(A4, B).

Proposition 11. The class of recognizable series is closed under +.

Let S : DG4(A,B) — D and L C DG¢(A, B). We define the restriction SN L :
DG(A,B) — D by letting (SN L)(G) = S(G) if G € L and (SN L)(G) =0,
otherwise.

Proposition 12. Let S : DG(A,B) — D be a recognizable series and L C
DGL(A, B) be recognizable by a one-state GA. Then S N L is recognizable.

Proof (sketch). We build the wGA recognizing S N L as a product-automaton
from the wGA A recognizing S and the GA B recognizing L. The occurrence-
constraint is combined by conjugating the projections to the constraints of A
and B together with formula (1). Since B has exactly one state, we can control
the number of runs of C.

In the following, we show that recognizable series are closed under projection.
Let h : A’ — A be a mapping between two alphabets. Then h naturally defines a
relabeling of graphs from DG (A’, B) into graphs from DG;(A4, B), also denoted
by h. Let S : DG;(A4’, B) — D be a series. We define h(S) : DG:(A, B) — D by

hS)G) = > S(@). (2)
G'€DG(A’,B)
h(G")=G

Proposition 13. Let S : DG(A’, B) — D be a recognizable series and h : A" —
A. Then h(S) : DG4(A, B) — D is recognizable.
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5 Weighted Logics for Graphs

In the following, we introduce a weighted MSO-Logic for finite graphs, following
the approach of Droste and Gastin [11] for words. We also incorporate an idea of
Bollig and Gastin [3] to consider unweighted MSO-formulas as explicit fragment
of our logic. We utilize an idea of Gastin and Monmege [21] to consider formulas
with an ‘if..then..else’-operator 87¢;1 : o instead of a weighted conjunction
©1 ® 9. This operator is able to model the essential step-functions (resp. the
almost FO-boolean fragment) without the need to add a second operation to the
valuation monoid (the product ©).

Note that our underlying structure may still provide a product (e.g. as in
the case of semirings). In this case, it remains possible to enrich our logic with a
second operation (previously denoted by ®), therefore getting a direct connection
to previous works [10,11,14].

In both cases, we are able to prove a Biichi-like connection between our
introduced weighted graph automata and the (restricted) weighted MSO logic.
Since the second operation enforces additional technical restrictions, we omit the
details for this case here.

Definition 14. We define the weighted logic MSO(D, DG (A, B)), MSO(D), as

B =Py(z) | Ep(z,y) | root(z) |z =y |zeX | 8| BVE|3x0]|3IX0
pu=d|oop|Bl:o| @9 | Bxel Vale

where d € D; x,y are first-order variables; and X is a second order variable.

Let G € DG¢(A, B) and ¢ € MSO(D). We follow classical approaches for logics
and semantics. Let free(¢) be the set of all free variables in ¢, and let V be a
finite set of variables containing free(y). A (V, G)-assignment o is a function
assigning to every first-order variable of V an element of V' and to every second
order variable a subset of V. We define the update o[z — v] as the (VU {z}, G)-
assignment mapping = to v and equaling o everywhere else. The assignment
o[X — I] is defined analogously.

We represent the graph G together with the assignment o as a graph (G, o)
over the vertex alphabet Ay, = A x {0,1}" where 1 denotes every position where
x resp. X holds. A graph over Ay, is called wvalid if every first-order variable is
assigned to exactly one position.

We define the semantics of ¢ € MSO(D) as a function [¢]y : DG:(Ay, B) —
D inductively for all valid (G, o) € DG¢(Ay, B), as seen in Fig. 1. For not valid
(G,0), we set [¢]y(G,0) = 0. We write [¢] for [©]ree(yp)-

Whether a graph is valid can be checked by an FO-formula, hence the lan-
guage of all valid graphs over Ay is recognizable. For the Boolean semiring B,
the unweighted MSO is expressively equivalent to MSO(B).

The following lemma shows that for each finite set of variables containing
free(p), the semantics [¢]y are consistent with each other (cf. [11]).
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d forallde D
[elv(G, o) + [¥]v(G, o)

{[[SDHV(G7U) ,if (G,0) =
[¥]v(G, o) , otherwise

[D. ¢Iv(G,0) U%:V[[w]]w{m}(G, olz — v])
[Dx ¢lv(G,0) ICZV[[‘P]]VU{X}(Gva[X — 1))

[Val. ¢]v(G,0) = \/%,l((G,U)g,) where (G, o), is the graph (G, o) where every
vertex v is labeled with [¢]vugsy (G, oz — v])

[d]v(G, o)
[[90 S w]]V(G7 U)

[87¢: 4]v(G,0) =

Fig. 1. Semantics

Lemma 15. Let ¢ € MSO(D) and V be a finite set of variables with V 2
free(p). Then [¢]v(G, o) = [0](G, 0ltee(y)) for each valid (G, o) € DG(Ay, B).
Furthermore, if [¢] is recognizable, then [¢]y is recognizable.

Now, we show that recognizable series are closed under @, and €, quan-
tification (in previous papers called the weighted existential quantification).

Lemma 16. Let [p] be recognizable. Then [P, ¢] and [P y ¢] are recognizable.

The interesting case is the Val,-quantification (previously called the weighted
universal quantification [11]). Similarly to [11], our unrestricted logic is strictly
more powerful than our automata model. Therefore, inspired by [14,21], we
introduce the following fragment.

We call a formula ¢ € MSO(D) almost FO-boolean if ¢ is built up inductively
from the grammar, ¢ ::=d | 87d : ¢, where d € D and ( is an unweighted FO-
formula.

This fragment is equivalent to all formulas ¢ such that [¢] is an FO-step
function, i.e., it takes only finitely many values and for each value its preimage
is FO-definable. Denoting the constant series d(G) = d for all G € DG(A, B)
also with d, we get the following. If ¢ is almost FO-boolean, then [¢] has a
representation [¢] = >0, d;ily, = >.0" d; N L;, where m € N, d; € D, L;
are languages definable by an unweighted FO-formula, and (L;)i=1. ., form a
partition of DG¢(A, B).

Proposition 17. Let ¢ € MSO(D) such that [¢] is an FO-step function. Then
[Val; ] is recognizable.

Proof (sketch). Let V = free(Val, ¢) and W = VU{xz}. Then [¢] = Y/~ d;1,,,
where L; are FO-definable languages forming a partition of all of DG;(Ayw, B).

Now, we can encode the information in which language a given graph falls
into an FO-formula L over an extended alphabet. Using Theorem 2 yields a one-
state GA A with L(A) = L. Finally, we define a wGA A by adding weights to
every tile depending on the state-label at its center and taking special care of
the occurrence constraint. Then we can show that [A] = [Val, ¢].

Let ¢ € MSO(D). We call ¢ FO-restricted if all unweighted subformulas § are
FO-formulas and for all subformulas Val, ¥ of ¢, ¥ is almost FO-boolean.
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These restrictions are motivated in [11] (restriction of Val, ) and [19]
(restriction to FO) where it is shown that the unrestricted versions of the logic
are strictly more powerful than weighted automata on words, resp. pictures. For
graphs this is also true, even for the Boolean semiring. We summarize our results.

Proposition 18. IfD is reqular, then for every FO-restricted MSO(D)-sentence
@, there exists a wGA A with [A] = [¢].

Proof (sketch). We use structural induction on ¢. One new case is [37¢1 : p2] =
[e1] N L(B) + [w2] N L(=8), which is recognizable by Propositions11 and 12,
because L(8) and L(—f3) are recognizable by a one-state GA, since (3 is an FO-
formula. The other cases are covered by regularity of D and the proven closure
results (Lemma 16 and Proposition 17 together with Lemma 15).

Now, we show that every wGA can be simulated by an MSO(D)-sentence.

Proposition 19. For every wGA A, there exists an FO-restricted MSO(D)-
sentence ¢ with [A] = [¢].

Together with Proposition18, this gives our second main result,
a Biichi-like connection of the introduced weighted graph automata and the
restricted weighted logic.

Theorem 20. Let D = (D,+,Val,0) be a regular valuation monoid and let
S :DGy(A, B) — D be a series. Then the following are equivalent:

1. S is recognizable.
2. S is definable by an FO-restricted MSO(D)-sentence.

Examples of a regular valuation monoid are the introduced valuation monoids
using average or discounting and all semirings.

6 Weighted Automata and Logics for Infinite Graphs

In the following, we extend our results in the weighted setting to infinite graphs.
We utilize co-valuation monoids to introduce weighted infinite graph automata.

We call a commutative monoid (D, +,0) complete if it has infinitary sum
operations ), : DT — D for any index set I such that

- Zie@ d; = 0» Zie{k} d; = dka Zie{j,k} d; = dj + di forj 7é kv
- Zje,](zielj d;) = Zie] d; if UjEJ Ij=Tand I; NI = 0 for j # k.

Definition 21. An co-(graph)-valuation monoid (D, +, Val®™,0) consists of a
complete monoid (D,+,0) together with an absorptive co-valuation function
Val* : DG{*(D, B) — D.

Ezample 22. Let R, = {z € R | 2 > 0} U {00, —oc}. Let ¢ > 1 be the maximal
degree of our graphs and 0 < A < . Then D = (R, sup, disc3’, —00), with

discy’ (G, u) = lim > > A" Labg(v), is an oco-valuation monoid.
N0 r=0 dist(v,u)=r
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Definition 23. A weighted infinite graph automaton (wGA®) over
DG{°(A, B) and D is a tuple A = (Q, A, wt, Occ,r) where

- A =(Q, A,0Occ,r) is an infinite graph acceptor over DG (A, B),
- wt: A — D is the weight function assigning to every tile of A a value of D.

We transfer the previous notions of accepting run and recognizable series.

The weighted MSO>-logic for infinite graphs and its fragments is defined
as extensions of MSO™ as in the finite case (using Val™ instead of Val) and
is denoted by MSO> (D). Again, the significant difference is that we have the
operator 3°°x in our underlying unweighted fragment. Adapting our previous
notations and results to the infinite setting, we get our third main result.

Theorem 24. Let D be a regular oo-valuation monoid and let S
DG{°(A, B) — D be a series. Then S is recognizable by a wGA> if and only if
S is definable by an FO>-restricted MSO™ (D)-sentence.

The proof mainly follows the proof of Theorem 20. A notably difference is found
in the closure under Val, ¢ (in previous papers the weighted universal quantifi-
cation). Since we have to deal with the additional quantifier 3°°x, we cannot
apply Theorem 2. However, Theorem 5 gives us one-state infinite graph accep-
tors A; recognizing L;. Then the automata constructions of Proposition 17 give
us a wGA>® A with [A] = [Val, ¢].

7 Conclusion

Utilizing Bollig and Kuske [4] and a Hanf-like theorem for a first-order logic
together with an infinity operator, we have proven a Biichi-like theorem for
infinite graphs.

We introduced a weighted automata model over graphs which is robust
enough to compute very general weight functions and is adaptable to infinite
graphs. We gave new examples for this model, employing average and dis-
counting. Introducing a suitable weighted MSO-logic, we successfully generalized
Biichi-like results from the unweighted setting [35] to the weighted setting, from
words [11] to graphs and from finite graphs [10] to infinite graphs.

Similar to [10], it can be shown that weighted word, tree, picture, and nested
word automata are special instances of these weighted graph automata, which
gives us, e.g., results of [11,16,19,26] and [12,14] as corollaries. Note that these
lists are not exhaustive, as graphs are a very general structure comprising many
other structures like traces [27], texts [25], distributed systems [5], and others.

Infinite graphs cover for example infinite words [15], infinite trees [29], infinite
traces [8], and infinite nested words [9] and it would be interesting to study the
expressive power of weighted infinite graph automata over these special classes.

Acknowledgments. I want to thank Manfred Droste and Tobias Weihrauch for help-
ful discussions and insightful remarks on earlier drafts of this paper.
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Abstract. Our objects of study are finite state transducers and their
power for transforming infinite words. Infinite sequences of symbols are of
paramount importance in a wide range of fields, from formal languages to
pure mathematics and physics. While finite automata for recognising and
transforming languages are well-understood, very little is known about
the power of automata to transform infinite words.

We use methods from linear algebra and analysis to show that there
is an infinite number of atoms in the transducer degrees, that is, minimal
non-trivial degrees.

1 Introduction

The transformation realised by finite state transducers induces a partial order
of degrees of infinite words: for words v,w € AN, we write v > w if v can be
transformed into w by some finite state transducer. If v > w, then v can be
thought of as at least as complex as w. This complexity comparison induces
equivalence classes of words, called degrees, and a partial order on these degrees,
that we call transducer degrees.

The ensuing hierarchy of degrees is analogous to the recursion theoretic
degrees of unsolvability, also known as Turing degrees, where the transforma-
tional devices are Turing machines. The Turing degrees have been widely studied
in the 60’s and 70’s. However, as a complexity measure, Turing machines are too
strong: they trivialise the classification problem by identifying all computable
infinite words. Finite state transducers give rise to a much more fine-grained
hierarchy.

We are interested in the structural properties of the hierarchy of transducer
degrees. In this paper, we investigate the existence of atom degrees. An atom
degree is a minimal non-trivial degree, that is, a degree that is directly above
the bottom degree without interpolant degree.
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Our Contribution. In [4,7] it has been proven that the degree of the words
(n) and (n?) are atoms. Surprisingly, we find that this does not hold for (n3).
In particular, we show that the degree of (n*) is never an atom for k > 3
(see Theorem 22). On the other hand, we prove that for every k > 0, there
exists a unique atom among the degrees of words (p(n)) for polynomials p(n) of
order k (see Theorem 31). (To avoid confusion between two meanings of degrees,
namely degrees of words and degrees of polynomials, we speak of the order of a
polynomial.) We moreover show that this atom is the infimum of all degrees of
polynomials p(n) of order k.

Further Related Work. The paper [11] discusses complexity hierarchies derived
from notions of reduction. The paper [9] gives an overview over the subject of
transducer degrees and compares them with the well-known Turing degrees [12,
15]. Restricting the transducers to output precisely one letter in each step, we
arrive at Mealy machines. These gives rise to an analogous hierarchy of Mealy
degrees that has been studied in [2,13]. The structural properties of this hierarchy
are very different from the transducer degrees, see further [9].

2 Preliminaries

Let X' be an alphabet. We write € for the empty word, X* for the set of finite
words over X, and let X+ = X*\{e}. The set of infinite words over X is LN =
{o|0:N— X} and we let X>° = X* U XN, Let u,w € X°°. Then u is called a
prefiz of w, denoted u C w, if u = w or there exists u’ € X such that uu’ = w.

A sequential finite state transducer (FST) [1,14], a.k.a. deterministic gener-
alised sequential machine (DGSM), is a finite automaton with input letters and
finite output words along the edges.

Definition 1. A sequential finite state transducer A = (X, I',Q, qo, J, \) consists
of a finite input alphabet X, a finite output alphabet I', a finite set of states Q,
an initial state qo € Q, a transition function § : Q X X — @, and an output
function X : Q x X — I'*. Whenever the alphabets X and I" are clear from the
context, we write A = (Q, qo, 5, \).

We only consider sequential transducers and will simply speak of finite state
transducers henceforth.

Definition 2. Let A = (¥, I',Q, qo, 0, A) be a finite state transducer. We homo-
morphically extend the transition function § to Q x X* — @ by: for ¢ € Q,
a € X, ue X*let 6(q,e) = q and §(q,au) = §(6(q, a), u). We extend the output
function A to Q@ x X®° — I'° by: for g € Q, a € X, u € X*°, let A(¢,e) = ¢ and
)‘(qa CLU,) = )‘(qa CL) ’ A(d(qa CL), U)

We note that finite state transducers can be viewed as productive term rewrite
systems [6] and the transduction of infinite words as infinitary rewriting [5].
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3 Transducer Degrees

In this section, we explain how finite state transducers give rise to a hierarchy of
degrees of infinite words, called transducer degrees. First, we formally introduce
the transducibility relation > on words as realised by finite state transducers.

Definition 3. Let w € XN, u € I'N for finite alphabets X, I'. Let A =
(X, I,Q,4q0,06,\) be a finite state transducer. We write w >4 u if u = A(qo, w).
We write w > u, and say that u is a transduct of w, if there exists a finite state
transducer A such that w > wu.

Note that the transducibility relation > is a pre-order. It thus induces a
partial order of ‘degrees’, the equivalence classes with respect to > N <. We
denote equivalence using =. It is not difficult to see that every word over a finite
alphabet is equivalent to a word over the alphabet 2 = { 0,1 }. For the study of
transducer degrees it suffices therefore to consider words over the latter alphabet.

Definition 4. Define the equivalence relation = = (> N <). The (transducer)
degree w= of an infinite word w is the equivalence class of w with respect to =,
that is, w= = {u € 2V | w = u}. We write 2V/_ to denote the set of degrees
{w= | w e 2N}

The transducer degrees form the partial order (2V/—,>)! induced by the
pre-order > on 2N that is, for words w,u € 2V we have w= > u= <= w > u.

The bottom degree 0 of the transducer degrees is the least degree of the
hierarchy, that is, the unique degree a € 2V/— such that a < b for every b €
2N/_. The bottom degree O consists of the ultimately periodic words, that is,
words of the form wvvv - -- for finite words u,v where v # €.

An atom is a degree that has only 0 below itself.

Definition 5. An atom is a minimal non-bottom degree, that is, a degree a €
2N/_ such that 0 < a and there exists no b € 2V/— with 0 < b < a.

4 Spiralling Words

We now consider spiralling words over the alphabet 2 = {0,1} for which the
distance of consecutive 1’s in the word grows to infinity. We additionally require
that the sequence of distances of consecutive 1’s is ultimately periodic modulo
every natural number. The class of spiralling words allows for a characterisation
of their transducts in terms of weighted products.

For a function f : N — N, we define (f) € 2V

Ny =TI, 10f@ = 10/ 10D 1052 ...
We write (f(n)) as shorthand for (n — f(n)).

! We note that finite state transducers transform infinite words to finite or infinite
words. The result of the transformation is finite if the transducer outputs the empty
word ¢ for all except a finite number of letters of the input word. We are interested
in infinite words only, since the set of finite words would merely entail two spurious
extra sub-bottom degrees in the hierarchy of transducer degrees.
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Definition 6. A function f: N — N is called spiralling if

(i) lim,— 0 f(n) = 00, and
(i) for every m > 1, the function n — f(n) mod m is ultimately periodic.

A word (f) is called spiralling whenever f is spiralling.

For example, (p(n)) is spiralling for every polynomial p(n) with natural numbers
as coefficients. Spiralling functions are called ‘cyclically ultimately periodic’ in
the literature [3]. For a tuple e = {a, ..., ), we define

— the length |a] = m + 1, and
— its rotation by o’ = {aq,...,am,ap).
Let A be aset and f : N — A a function. We write S¥(f) for the k-th shift of f
defined by S*(f)(n) = f(n + k).
We use ‘weights’ to represent linear functions.

Definition 7. A weight o is a tuple (ag, ..., a,_1,b) € Q¥*! of rational num-
bers such that £ € N and ay,...,ax—1 > 0. The weight « is called

— non-constant if a; # 0 for some i < k, else constant,
— strongly non-constant if a;, a; # 0 for some ¢ < j < k.

Now, let us also consider a tuple of tuples. For a tuple & = (g, ..., Q¥pm—_1) of
weights we define ||a|| = Z::Ol( || — 1) .

Definition 8. Let f : N — Q be a function. For a weight o = (ag, ..., ar_1,b)
we define a- f € Qby - f = aof(0)+a1f(1)+ - +ap_1f(k—1)+b.
For a tuple of weights & = (g, @1, ..., xm—1), we define the weighted product
a® f:N— Q by induction on n:

(@@ f)0)=ao-f
(@® f)(n+1) = (o’ © 51 (f)(n) (neN)

We say that e ® f is a natural weighted product if (a ® f)(n) € N for all
n € N.

Weighted products are easiest understood by an example.

Ezample 9. Let f(n) = n? be a function and o = (a1, a2) a tuple of weights
with a3 = (1,2,3,4), aa = (0,1,1). Then the weighted product a ® f can be
visualised as follows

0 1 4 9 16 25 36 49 64 81--:
lex%x 3 \>/< y x1 \x}lx%x 3 \>/< y x1
) +1 4 +1
a® f 18 17 248 82 -
Intuitively, the weight a3y = (1,2,3,4) means that 3 consecutive entries are

added while being multiplied by 1, 2 and 3, respectively, and 4 is added to the
result.
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We introduce a few operations on weights. We define scalar multiplication
of weights in the obvious way. We also introduce a multiplication ® that affects
only the last entry of weights (the constant term).

Definition 10. Let ¢ € Qso, o = (ag,...,ar—1,b) a weight, 3 =
(Bo, - - -, Bm—1) a tuple of weights. We define
ca = {cag, . .., cap—1,cb) a®c={ag,-..,ao—1,bc)
Cﬂ:<c,307...,cﬂm_1> ﬁ@C:<ﬁ0®C7...,,@m_1®C>

The following lemma follows directly from the definitions.

Lemma 11. Let ¢ € Q>¢, o a tuple of weights, and f : N — Q a function.
Then c(a® f) = (ca) ® f = (@ ® ) @ (cf). O

It is straightforward to define a composition of tuples of weights such that
BR(a® f)=(8® a)® f for every function f : N — Q. Note that @ ® [ is
already defined. For the precise definition of 8 ® a, we refer to [8]. It involves
many details whose explicitation would not be illuminating. We will employ the
following two properties of composition.

Lemma 12. Let o, 3 be tuples of weights. Then we have that B ® (a ® f) =
(B®a)® f for every function f : N — Q. O

Lemma 13. Let o be tuple of weights, and B a tuple of strongly non-constant
weights. Then o ® B is of the form (yo,...,Yk—1) such that for every i € Ny,
the weight ~y; is either constant or strongly non-constant. ad

We need a few results on weighted products from [4].

Lemma 14 ([4]). Let f : N — N, and « a tuple of weights. If a ® f is a natural
weighted product (i.e. Vn € N. (a ® f)(n) € N), then (f) > (e ® f). O

For the proof of Theorem 21, below, we use the following auxiliary lemma.
The lemma gives a detailed structural analysis, elaborated and explained in [4],
of the transducts of a spiralling word (f).

Lemma 15 ([4]). Let f : N — N be a spiralling function, and let o € 2N be
such that (f) > o and o € 0. Then there exist ng,m € N, a word w € 2*, a tuple
of weights a, and tuples of finite words p and ¢ with |a| = |p| = |e] =m >0
such that o = w-[[2, H;-n:_ol D; cf(M) where (i, j) = (@S (f))(mi+j), and

(i) ¢ # pjy1¢5yy for every j with 0 < j <m —1, and ¢,y # pocy, and
(i1) c; # ¢, and o is non-constant, for all j € Nop,. O

Ezample 16. We continue Example 9. We have a = {ag, a1). Accordingly, we
have prefixes pg,p1 € 2* and cycles cg,c; € 2*. Then the transduct o in
Lemma 15, defined by the double product, can be derived as follows:
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f 0 1 4 9 16 25 36 49 64 &1---
N N N g

a®f 18 17 248 82
oc=w - poci® - piei’ o pog® - pidf? oo

The infinite word o is the infinite concatenation of w followed by alternating pocg°
and picft, where the exponents ey and e; are the result of applying weights ag
and o, respectively.

The following theorem characterises the transducts of spiralling words up to
equivalence (=).
Theorem 17 ([4]). Let f : N — N be spiralling, and o € 28. Then (f) > o if
and only if o = (a @ S™(f)) for some ng € N, and a tuple of weights o.

Roughly speaking, the next proposition states that polynomials of order k
are closed under transduction.

Proposition 18 ([4]). Let p(n) be a polynomial of order k with non-negative
integer coefficients, and let o be a transduct of (p(n)) with o ¢ 0. Then o >
(q(n)) for some polynomial g(n) of order k with non-negative integer coefficients.

5 The Degree of (n*) is Not an Atom for k > 3

We show that the degree of (nk) is not an atom for k > 3. For this purpose, we
prove a strengthening of Theorem 17, a lemma on weighted products of strongly
non-constant weights, and we employ the power mean inequality.

First, we recall the power mean inequality [10].

Definition 19. For p € R, the weighted power mean My(x) of * =

(x1,22,...,2n) € RZy with respect to w = (w1, ws,...,wy) € RZ, with
Y w;=11is
Mwyo(w) = H"?:l x;‘h vap(w) = (Z?:l wle)l/P .

Proposition 20 (Power mean inequality). For allp,q € R, z,w € RZ:
P<q = Myp(x) < My q(x)
p=qVri=x3="-=2,) <= Myp(®) = My4(x).

Theorem 17 characterises transducts of spiralling sequences only up to
equivalence. This makes it difficult to employ the theorem for proving non-

transducibility. We improve the characterisation for the case of spiralling trans-
ducts as follows.

Theorem 21. Let f,g: N — N be spiralling functions. Then {(g) > (f) if and
only if some shift of f is a weighted product of a shift of g, that is:

S (f) = a® 8™ (g)

for some ng, my € N and a tuple of weights cx.
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Theorem 21 is a strengthening of Theorem 17 in the sense that the character-
isation uses equality (= and shifts) instead of equivalence (=). We will employ
the gained precision to show that certain spiralling transducts of (n*) cannot
be transduced back to (n*), and conclude that (n*) is not an atom for k > 3.
See further Theorem 22. Note, however, that Theorem 21 only characterises
spiralling transducts whereas Theorem 17 characterises all transducts.

Proof (Theorem 21). For the direction ‘«<’; assume that $™(f) = a ® §™°(g).
Then we have (g) = (§™°(g)) > (@ ® 8™ (g)) = (S™(f)) = (f) by invariance
under shifts and by Lemma 14.

For the direction ‘=’ assume that (g) > (f). Then by Lemma 15 there exist
mo,m € N, w € 2%, a, p and ¢ with |a| = |p| = |¢] = m > 0 such that:

() = w12 T oy Y (1)

where ¢(i,7) = (@ ® 8™ (g))(mi + j) such that the conditions (i) and (ii) of
Lemma 15 are fulfilled.

Note that, as lim, . f(n) = oo, the distance of ones in the sequence (g)
tends to infinity. For every j € N.,,, the word p; occurs infinitely often in (f)
by (1), and hence p; can contain at most one occurrence of the symbol 1.

By condition (ii), we have for every j € N, that ¢; # ¢, and the weight o
is not constant. As lim, . g(n) = oo, it follows that c? appears infinitely often
n (f) by (1). Hence ¢; consists only of 0s, that is, ¢; € {0} T for every j € No,,.

By condition (i) we never have ¢ = p;1cf,, for j € Ny, (where addition
is modulo m). As ¢f = 0% and p;10¥ = pjq1¢i,;, we obtain that p;i; must
contain a 1. Hence, for every k£ € N,,, the word p; contains precisely one 1.

Finally, we apply the following transformations to ensure p; = 1 and ¢; =0

for every j € Np,:

(i) For every j € N, such that ¢; = 0" for some h > 1, we set ¢; = 0 and
replace the weight o in a by heyj.

(ii) For every j € N, such that p; = 0"10¢ for some h > 1 or £ > 1, we set
p; = 1 and replace the weight a;; in a by (aj + £) and the weight a;_1 by
(aj—1 + h). Here, for a weight v = (zo,...,2¢-1,y) and z € Q, we write
~ + z for the weight (xo,...,7¢_1,y + 2). If j = 0, we moreover append 0"
to the word w.

Note that both transformations leave Eq. (1) valid, they do not change the result
of the double product.

Thus we now have p; = 1 and ¢; = 0 for every j € N,,. It follows from (1)
that (f) = w{a ® 8™ (g)). Hence 8™ (f) = a ® S™°(g) for some ng € N. O

Theorem 22. For k > 3, the degree of (n*) is not an atom.

Proof. Define f : N — N by f(n) = n¥. We have (f) > (g) where g : N — N
is defined by g(n) = (2n)* + (2n + 1)*. Assume that we had (g) > (f). Then,
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by Theorem 21 we have §™(f) = a ® §™°(g) for some ng,mo € N and a tuple
of weights . Note that ¢ = ((1,1,0)) ® f and

§™(f) = a@8™(((1,1,0)) © f)
a® (((1,1,0) ® S*™(f)) = B& S (f)

where 8 = a ® ((1,1,0)). By Lemma 13 every weight in 3 is either constant or
strongly non-constant. As S™(f) is strictly increasing (and hence contains no
constant subsequence), each weight in 3 must be strongly non-constant.

Let 3= {(Bo,...,B¢—1). For every n € N we have:

S™(f)(tn) = (B® 8™ (f))(¢n) = Bo - 8>t (f) . (2)
Then we have

S™(£)(tn) = (no + tn)F = S (F)njerink=i
= 0P 4 kngl* Ikt 4 knk e 0k (3)

Let ﬁo = <a0,a1, .. .,ah_l,b>. We define C; = az||,3||k and d, = (2m0 + Z)/Hﬁ”
We obtain

Bo - SmotlBlm () = b4 32071 0 4 F@mo +118l| - n +1)
= b+ Y15y aif (118l (n + i)

= b+ 310 ail|BIF(n + di)* = b+ Y ei(n + di)*
= b+ e+ kdinb T 4 kd T+ dE) L (4)

Recall Eq. (2). Comparing the coefficients of n*, n*~! and n in (3) and (4) we
obtain

h—1 h—1
=Y e knol*N =D cikdi knf = ckd ™", and hence
i = i=0
- h—1 ¢ ny h—1 ¢ ng_l h— 1 -
=2 TEr gk g Ed
=0 =0 =0

This is in contradiction with the weighted power means inequality (Proposi-
tion 20). Clearly all d; are distinct, and, as a consequence of B¢ being strongly
non-constant, there are at least two ¢ € N.j, for which ¢; # 0. Thus our assump-
tion (g) > (f) must have been wrong. Hence the degree of (n*) is not an
atom. O

6 Atoms of Every Polynomial Order

In the previous section, we have seen that (n*) is not an atom for k£ > 3. In this
section, we show that for every order k € N there exists a polynomial p(n) of
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order k such that the degree of the word (p(n)) is an atom. As a consequence,
there are at least Ny atoms in the transducer degrees.

As we have seen in the proof of Theorem 22, whenever k > 3, we have that
(n*y > (g(n)), but not (g(n)) > (n*) for g(n) = (2n)¥ + (2n + 1)*. Thus there
exist polynomials p(n) of order k for which (p(n)) cannot be transduced to (n*).
However, the key observation underlying the construction in this section is the
following: Although we may not be able to reach (n*) from (p(n)), we can get
arbitrarily close (Lemma 25, below). This enables us to employ the concept of
continuity.

In order to have continuous functions over the space of polynomials to allow
limit constructions, we now permit rational coefficients. For k € N, let £, be
the set of polynomials of order k with non-negative rational coefficients. We also
use polynomials in 9 to denote spiralling sequences. However, we need to give
meaning to (g(n)) for the case that the block sizes ¢(n) are not natural numbers.
For this purpose, we make use of the fact that the degree of a word (f(n)) is
invariant under multiplication of the block sizes by a constant, as is easy to see.
More precisely, for f: N — N, we have (f(n)) = (d- f(n)) for every d € N with
d > 1. So to give meaning to {g(n)), we multiply the polynomial by the least
natural number d > 0 such that d - ¢(n) is a natural number for every n € N.

Definition 23. We call a function f : N — Q naturalisable if there exists a
natural number d > 1 such that for all n € N we have (d- f(n)) € N.

For naturalisable f : N — Q we define (f) = (d- f) where d € N is the least
number such that d > 1 where for all n € N we have (d - f(n)) € N. (Note that,
for f: N — N, (f(n)) has been defined in Sect. 4.)

Observe that every ¢(n) € £y is naturalisable (multiply by the least com-
mon denominator of the coefficients). Also, naturalisable functions are preserved
under weighted products.

Now, Lemma 14 can be generalised as follows. There is no longer need to
require that the weighted product is natural. All weighted products of natural-
isable functions can be realised by finite state transducers.

Lemma 24. Let f : N — Q be naturalisable, and o a tuple of weights. Then
a® f is naturalisable and (f) > (a ® f).

Proof. Let o = (ao,...,0m—1) for some m > 1. Let ¢ € N with ¢ > 1 be
minimal such that all entries of ca are natural numbers. Let d € N with d > 1
be the least natural number such that Vn € N (d- f(n)) € N.

Then we obtain ((dca) ® f)(n) € N for ever n € N. By the definition of
weighted products it follows immediately that (dca) ® f = de(a® f), and hence
a ® f is naturalisable. Let e € N with e > 1 be the least natural number such
that Vn € N (e (e ® f)(n)) € N.
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We have the following transduction

(f) = (df) by Definition 23
> {((ca) @ d) ® (df)) by Lemma 14
= ((dea) ® f) = (de(a ® f)) by Lemma 11
> <<<i,0)>®(dc(a®f))> by Lemma 14
=(e(a® f)) ={(a® f) by Definition 23
This concludes the proof. a

The following lemma states that every word (g(n)), for a polynomial g(n) €
9y, of order k, can be transduced arbitrarily close to (n*).

Lemma 25. Let k > 1 and let ¢(n) € Qy be a polynomial of order k. For every
e > 0 we have {q(n)) > (nF+by_1n*~14+...+bin) for some rational coefficients
0<by_q1,...,b1 <e.

Proof. Let q(n) = apn® 4+ ap_1n*~' +--- +ain+ ag, and let £ > 0 be arbitrary.
Then for every d € N, we have

q(dn) ko Ok—1 k1 @11, %
la(n)) = (qldn)) = ¢ o) = (07 + - mmn™™ o s £ )

Al—1 p_ ay
> (nk—i—mnk 1+...+Wnl>
The first transduction is picking a subsequence of the blocks. The second trans-
duction is a division of the size of each block (application of Lemma 24 with the
weight ((1/ard*,0))). The last transduction amounts to removing a constant
number of zeros from each block (application of Lemma 24 with the weight
{((1, —ag/(axrd®)))). Finally, note that the last polynomial in the transduction is
of the desired form if d € N is chosen large enough. O

For polynomials p(n) € Qy, we want to express weighted products (a) ® p
in terms of matrix products. For that purpose we need a couple of definitions.

Definition 26. For weights a = (ag,...,ax—1,b) we define a column vector
U(Ot) = (U‘Oa R ak—l)T'

Definition 27. If p(n) = 25:0 ¢;n' is a polynomial of order k, we define a
column vector V(p(n)) = (c1,...,c;)T and a square matrix

M(p(n)) = (V(p(kn+0)), ..., V(p(kn+ k —1))).
We also write V(p) short for V(p(n) and M (p) for M(p(n)).

Note that we have omitted the constant term cg from the definition of V'(p).
The reason is that for every f : N — N and ¢ € N we have (f(n)) = (f(n) + ¢).
These words are of the same degree because a finite state transducer can add
(or remove) a constant number of symbols 0 to (from) every block of 0’s. For
the same reason, b was omitted from the definition of U ().
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Ezample 28. Consider the polynomial n?:

0 0 9 36
Vin*)=1{0 and  M(n*) = | 0 2754
1 27 27 27

where the columns vectors of the matrix M (n?) are given by V((3n)?), V((3n +
1)3) and V((3n + 2)3).

Lemma 29. Let k > 1. Let a = {ag,-...,a5—1,b) be a weight and p(n) € Q.
Then M(p)U(a) =V ({a) @ p).

Proof. A direct calculation shows that

Zaz p(kn + 1)) Zalp (kn + 1))

k—1

=V(>_ aip(kn+1i) +b) =V((a) ®p) ,
1=0

which proves the lemma. a

Let us take a closer look at the matrix M (n*). The element on the ith row
and jth column is M; ; = (lf)kl(j — 1)*=%. Dividing the ith row by (i‘)kl for
each i gives a Vandermonde-type matrix, which is invertible. Thus also M (n*)
is invertible.

Lemma 30. For k > 1, M(n¥) is invertible. O
Theorem 31. Let k > 1. Let ag,...,ax—1 be positive rational numbers, o =
(ag,...,ax-1,0), and
k—1
p(n) = ((@) @n*)(n) = > ai(kn +i)*.
i=0

Then (q(n)) > (p(n)) for all q(n) € Q. Moreover, the degree (p(n))= is an
atom. Note that the degree (p(n))= is the infimum of all degrees of words (q(n))
with q(n) € Q.

Proof. By Lemma 29, M (n*)U(a) = V(p). By Lemma 30, M(n*) is invertible
and we can write U(a) = M(n*)~1V(p). By Lemma 25, for every € > 0 there
exists ¢. € 9, such that (g(n )> (ge(n)) and

() klnk71+...+b1n

with 0 < b; < ¢ for every i € {1,...,k — 1}. We will show that if € is small
enough, then (q.(n)) > {p(n)).

We have lim. o M(q.) = M(n*). As det(M(n®)) # 0 and the determinant
function is continuous, also det(M(q:)) # 0 for all sufficiently small €. Then



Degrees of Infinite Words, Polynomials and Atoms 175

M(q.) is invertible, and we define U. = M(q.)~'V(p). We would like to have
U. = U(y) for some weight «. This is not always possible, because some ele-
ments of U, might be negative. However, by the continuity of matrix inverse and
product,

li U = lim (M (q:) "'V (p)) = (lim M(g2)) "V (p) = M(x5) "V (p) = U(e)

Since every element of U(a) is positive, we can fix a small enough ¢ so that
every element of U, is positive. Then we have U, = U(7) for some weight ~.

We have M(q.)U(y) = V({7) ® ¢.) by Lemma 29, and M (q.) U(vy) = V(p)
by the definition of U.. As a consequence ({(7) ® ¢.)(n) = p(n) + ¢ for some
constant ¢. By Lemma 24, we obtain (g-(n)) > (p(n)).

It remains to show that the degree (p(n))= is an atom. Assume that (p(n)) >
w and w ¢ 0. By Proposition 18 we have w > (g(n)) for some ¢(n) € Q. As
shown above, (q(n)) > (p(n)), thus w > (p(n)). Hence (p(n))= is an atom. O

7 Future Work

Our results hint at an interesting structure of the transducer degrees of words
(p(n)) for polynomials p(n) of order k& € N. Here, we have only scratched the
surface of this structure. Many questions remain open, for example:

(i) What is the structure of ‘polynomial spiralling’ degrees (depending on k €
N)? Is the number of degrees finite for every k € N?
(i) Are there interpolant degrees between the degrees of (n*) and (py(n))?
(iii) Are there continuum many atoms?
(iv) Is the degree of the Thue-Morse sequence an atom?
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Ternary Square-Free Partial Words
with Many Wildcards
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Abstract. We contribute to the study of square-free words. The classi-
cal notion of a square-free word has a natural generalization to partial
words, studied in several papers since 2008. We prove that the maximal
density of wildcards in the ternary infinite square-free partial word is
surprisingly big: 3/16. In addition, we introduce a related characteristic
of infinite square-free words, called flexibility, and find its values for some
interesting words and classes of words.

Keywords: Partial word - Square-free word - Letter density

1 Introduction

Partial words are a natural generalization of “ordinary” words. A partial word
is a word with some positions undefined; more formally, a partial word over an
alphabet X is a word over the alphabet X' U {¢}, where the wildcard symbol ¢
has a special meaning. Namely, when two words are being compared, a wildcard
matches any symbol. Thus, the partial word aobc matches ¢coc. In the study of
partial words, the matching relation replaces equality in such notions as periods,
powers, etc. The main feature of the matching relation is its nontransitivity.
This makes many problems on partial words hard. For example, the pattern
matching problem, studied for partial words since 1974 [7], is at least as hard as
the boolean multiplication [10].

Combinatorics of partial words is much younger than their algorithmics; it
began with the paper by Berstel and Boasson [2] and subsequent works [4,15].
These and other early papers focused on periodicity properties. The study of
avoidability began with the paper [9], which focused mostly on cube-free partial
words. A suitable definition of a square-free partial word was proposed in [§]
and independently in [5]; in both these papers the existence of infinite ternary
square-free partial words with infinite number of wildcards was proved. In fact,
it was demonstrated that wildcards in such a word can have nonzero density: the
construction from [8] gives a word with the density 1/39. Thus, a natural question
arises: what is the maximum possible density of wildcards in an infinite ternary
square-free partial word? A related question about the minimum % such that
any factor of length k of some infinite ternary square-free partial word contains
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a wildcard was answered in [3]; the answer is k = 7. Moreover, a thorough
analysis of the word from [3] shows that the density of wildcards in it is 7/39.

We study the density of wildcards in a more general context. Every square-
free partial word can be obtained by taking a square-free word and replacing
some of its letters with wildcards. Thus, for infinite square-free words we have
a natural characteristic which we call flexibility: the maximum density of the
set of positions, in which letters can be simultaneously replaced by wildcards
preserving square-freeness (we refer to such sets as wildcard sets). Our main
result is the exact value of the maximal flexibility of infinite ternary square-free
words: 3/16. First, we prove that not only density, but even the upper density
of a wildcard set for an infinite ternary square-free word cannot exceed 3/16.
Second, we construct a square-free word G (which probably never appeared in the
study of square-free words before) with flexibility 3/16. Moreover, the wildcard
set for G is periodic with period 16. Additional results include the flexibility of
the Arshon word (1/9) and the Dejean word (2/19), and also a series of “rigid”
square-free words, which have no room for wildcards at all. Our technique is
based on the encoding of ternary square-free words by the walks in the weighted
K33 graph. This encoding was proposed by the second author [14] and proved
useful in solving different problems on ternary square-free words [11-13].

The further text consists of preliminary Sect. 2, technical Sect. 3, and proofs
of the main results in Sect. 4.

2 Preliminaries

Definitions and Notation. We study words over the ternary alphabet X =
{a,b,c}; by default, the letters z,y,z denote variable symbols from X. Finite
(infinite) words over X' are treated as functions w : {1,...,n} — X (resp.,
w : N — X); the numbers from the domain of such a function are positions
(in w). In this setting partial words are partial functions; the wildcard symbol
is used to fill undefined positions.

Standard notions of factor, prefix, and suffix are used for both words and
partial words. We write A for the empty word, |w| for the length of w, wi]
for the ith letter of w and wli..j] for the factor of w occupying the positions

iyi+1,...,7. A factor v = wli..j] is referred to as the occurrence of v in w at
the ith position. Two partial words u and v match if Ju| = |v| and for each
it =1,...,|u| either u[i] = v[i] or at least one of w[i],v[i] is a wildcard.

A finite word w has period p < |w| if w[l..|w|—p] = w[p+1..w]. The ezponent
exp(w) of w is the ratio between its length and its minimal period. The local
exponent lexp(w) of a finite or infinite word w is the supremum of the exponents
of the finite factors of w. The extension of a factor v = wli..j] is the factor
u=wli’..j'] such that i’ <4, j' > j, u has period |v| but the factors w[i’..j'+1],
w[i’—1..5'] has not.

A square is a nonempty word of the form wuu. A word is square-free if it
has no squares as factors. The set of ternary square-free words (both finite and
infinite) is denoted by SF. A partial square is a word of the form uu’ such that
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u matches u'. A (partial or not) square is called p-square if |u| = p. Partial
1-squares of the form oz or zo occur in every partial word u such that |u| > 1
and u contains a wildcard, so we regard them as trivial. A partial word contain-
ing no 1l-squares and no partial p-squares for any p > 1, is called square-free.
Ternary square-free infinite partial words exist [5,8]; we write PSF for the partial
counterpart of SF.

Words of the form uv and vu are conjugates; conjugacy is an equivalence rela-
tion. Linking up the ends of a finite word, we obtain a circular word. A circular
word represents a conjugacy class in an obvious way. The factors of a circular
word are just words, so one can speak about square-free circular words.

Let P C Nand d,, = |[PN{l,...,n}|/n. Then the density of P is the limit
d = lim, _, d,, if it exists; otherwise, we speak about upper and lower density,
meaning lim sup d,, and liminf d,,, respectively.

Basic Properties. The following basic property of partial words is important.

Lemma 1. If partial words u and v match and v’ is obtained from u by replacing
a letter with a wildcard, then v and v match.

Lemma 2. Let a partial word u be square-free and u[i] = o. The partial word v’
obtained from u by replacing uli] with a letter distinct from the adjacent letters
18 square-free.

Proof. Assume that u’' contains a square. It is not a l-square by construction
and it contains v'[i]. Then w must contain a square at the same position by
Lemma 1. This contradicts the square-freeness of w. a

Proposition 3. FEvery finite or infinite square-free partial word matches some
square-free word. In the case of ternary alphabet, such a matching word is unique
up to the first and the last letter.

Proof. The existence of a matching square-free word follows by repeated applica-
tion of Lemma 2. Further, a square-free partial word has no factors of the form
zox, because such a factor forms a 2-square with any subsequent/preceding
symbol. Thus, the letters adjacent to a wildcard are distinct. If the alphabet is
ternary, there is only one possibility to replace this wildcard. a

Due to Proposition 3, any element of PSF can be seen as a word from SF in
which the letters in some positions are replaced by wildcards. Let u € SF, P C N.
We denote by up the partial word obtained by replacing the letters in w at the
positions from P by wildcards. We call P a wildcard set for u if up € PSF. The
maximum density of a wildcard set for u is a natural combinatorial characteristic
of u; we call it flexibility'. The original question about the density of wildcards
can be reformulated as

! As mentioned above, some sets do not have density; to avoid additional notions
we postulate that upper (lower) bounds on flexibility should work for upper (resp.,
lower) densities of the corresponding wildcard sets.



180 D. Gasnikov and A.M. Shur

— What is the maximum flexibility of an infinite ternary square-free word?

We give an upper bound in Sect.4.1 and a matching lower bound in Sect. 4.2.
Another natural question is about words of zero flexibility. We say that an infinite
word u € SF is rigid (resp., almost rigid) if it has no nonempty wildcard sets
(resp., only finite wildcard sets). In Sect. 3.1, we characterize a class of almost
rigid words and find a series of rigid words in it.

Codewalks. The representation of ternary square-free words described in this
subsection was proposed in [14]. These words contain three-letter factors of the
form zyx, called jumps (of one letter over another). Jumps occur quite often:
if wf[i..i4+2] is a jump in w € SF, then the next jump in w occurs at one of
the positions i+2, i4+3, i+4. (A jump at position i+1 produces a 2-square at
position ¢, while no jump up to position i+5 leads to a 3-square at position i+1.)
Moreover, a jump in a word can be uniquely reconstructed from the previous (or
the next) jump and the distance between them. Indeed, let u[i..i+2] = xyz. If
the next jump is in the position i+2 (resp., i+3, i+4), then uli..i+4] = zyzzx
(resp., uli..i+5] = xyxzyz, uli..i+6] = xyxzyzry). Thus,

(*) a word u € SF can be uniquely reconstructed from the following information:
the leftmost jump, its position, the sequence of distances between successive
jumps, the number of positions after the last jump (for finite words).

The property (x) allows one to encode square-free words by walks in the
weighted K33 graph shown in Fig.1. A word u € SF is encoded by the
walk visiting the vertices in the order in which jumps occur when read-
ing u left to right. If the leftmost jump occurs in w at position i > 1,
then we add the edge of length i—1 to the beginning of the walk; note
that in this case the walk begins with an edge, not a vertex. A symmetric
procedure applies to the end of w if
u is finite. By (%), we can omit the
vertices (except for the first one), keep-
ing just the lengths of edges and mark-
ing the “hanging” edges in the begin-
ning and/or the end. Due to symme-
try, we can omit even the first vertex,
retaining all information about « up to

renaming the letters. For example, u =
abcbabcacbacabe has the jumps (left to
right) beb, bab, cac, aca and is encoded,
according to Fig. 1, by 11232.

Such a code is called codewalk
and denoted by cwk(u). The code-
walk 11232 is decoded by any word
ryzyryzrzyrzayz, where {x,y,z} =

Fig.1l. The graph of jumps in ternary
square-free words. Vertices are jumps; two
jumps that can follow each other in a
square-free word are connected by an edge
of length 4, where i is the number of
positions between the starting positions of
these jumps. Due to symmetry, the graph
is undirected.

{a,b, c}. Note that the choice of decoding does not affect the properties concern-
ing periods and squares. A codewalk is closed if it marks a closed walk without
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hanging edges in K3 3; e.g., 121212 is closed and 1212 is not. For a codewalk w
without hanging edges, its literal length ¢(w) is the distance between the posi-
tions of the last and the first jumps in the decoded word; it can be computed by
adding |w| to the sum of digits of w. Note that if a codewalk wv = cwk(u) has
period |w| and w is closed, then u has period ¢(w).

Clearly, not all walks in the weighted K33 graph encode square-free words.

Remark 4. The codewalk 11 is decoded by a word of the form zyxzzyz, which
is square-free but cannot be extended to a square-free word by any letter. This
property is shared by the codewalk 333 and, moreover, by any codewalk of the
form v3v, where v3 is closed. The codewalks of the form vzv, where z € {1,2}
and vz is closed, encode words containing squares. The codewalks 223 and 322
decode to square-free words that cannot be extended by any letter to the left
(resp., to the right).

A sufficient condition for square-freeness was proved in [14].

Lemma 5. A codewalk having (a) no factors 11, 222, 223, 322, 333, and (b) no
factors of the form vxyv, where x,y are symbols and the codewalk vxy is closed,
encodes a square-free word.

3 White and Black Positions

Assume that u € SF is fixed. We say that a position i is white if it belongs
to some wildcard set for v and black otherwise. Usually, the set of all white
positions is not a wildcard set for u, because some white positions “interact” in
the sense that a wildcard set can contain some of them but not all of them; the
simplest interactions are considered in Lemma 10 below.

We start the study of white and black positions with the following criterion.

Proposition 6. Given a fixred u € SF, a position i is black if for some factor
vy of u, where v # X and x € X, i is either the position of x, or the position
preceding the left v, or the position following the right v. Otherwise, i is white.

Proof. The set of wildcard sets for u is closed downwards by Lemma 1. Then a
position 7 is white if and only if {i} is a wildcard set for u. Placing a wildcard
in a position described in the conditions of the proposition gives us a (Jv|+1)-
square, so all such positions are black. Conversely, let some position 7 be black
and x = u[i]. Since {i} is not a wildcard set, u has a factor of the form vzwvyw,
turning into a square when z is replaced by a wildcard. If either v or w is empty,
the position of x satisfies the conditions of the proposition. Otherwise, note that
x # y and w[l] = v[|v|]] = 2z, where z # z, z # y since u is square-free. Hence
u[i—1..i4+1] = zzz, and the position of = satisfies the conditions again. O

Example 7. The word u = abcbabcach has two white positions: 2 and 9. All other
positions are black by Proposition 6; e.g., the factor u[2..4] = beb makes black
the positions 1, 3,and 5, while 4 and 8 are black due to u[1..7] = abcbabe. If we
consider u’ = u[2..10] instead of u, the position of the second b (now position 3)
will be white. More generally,
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(%) in some words with the prefix zyxzz the position 3 is white.

The distribution of white positions in infinite square-free words (and in their
finite factors) is densely related to jumps.

Proposition 8. Let u € SF be an infinite word.

(1) Every white position in w is either the first or the last position of a jump.
(2) Modulo the single exclusion (x), every jump in u contains at most one white
position, and every white position belongs to exactly one jump.

Proof. The middle position of a jump and a position adjacent to a jump are
black by Proposition 6. Since two consecutive jumps are separated by at most
one position, statement 1 is proved.

Consider two consecutive jumps in u. Depending on the length of the edge
between them, they form a factor vy = xyxzzx, vo = zyrzyz, or vy = TyxrzYTY
(see Fig.1). The position of the middle x in vy is black if v; is not a prefix of
u (cf. Example7); if v; is a prefix, then we have the exclusion (x). Applying
Proposition 6 to v and vs we see that all positions except for 1,6 in vo and for
3,5 in v3 are black. Statement 2 now follows. O

So, the further study of the distribution of the white positions in a word
should clarify which jumps contain white positions and which do not. From the
proof of Proposition 8 we have the following basic picture (see Fig.2). We call
the positions of question marks potentially white.

Fig. 2. Black and potentially white positions in the pairs of consecutive jumps. The
jumps in the left (resp., middle, right) picture are connected in the K33 graph by the
edge of length 1 (resp., 2, 3).

Our main interest is in the asymptotic distribution of white positions in
infinite words. So we pay little attention to special cases concerning prefixes of
these words (like () and “almost squares” described in Remark4). We call a
factor of a codewalk regular if it is not its prefix. The following three lemmas
form the basis for the proof of our main results.

Lemma 9. A jump in u € SF contains no white position if it is located in the
place indicated by a dot in any of the following regular factors of cwk(u):

1.2, 2.1, 2.2, 3.3, 13., .31, .1221., .2332., (1)
11212.321, 123.2121., .13132312., .21323131., 323.1321., .1231.323  (2)
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Proof. For the first four factors in (1), it is enough to look at Fig. 2. In the jump
that follows 1in the codewalk, the last position is potentially white; but if the
next edge has length 2, this position is black. The same argument works for
21,22 and 33.

For the remaining factors we use Proposition 6. Decoding each of these factors
(together with its unique extension if necessary), we get a factor of u of the form
vxw; for convenience, the v’s are overlined:

113 — Zxyxrzayzaez 12123212 — xyTzTYzyTyzr2YTZTYZYTYZx
311 — zyxzyzryzyx 21232121 — TZyTYyzZyTZTYRZTZYTYZYLZTYT
1221 — zyzrzryzyrzayx 13132312 — xyxzTyYzT2zYzTY2YTZTYZTZYZTYT

2332 — zyxzyzaxyryrzyzayx 21323131 — xYTZYZTZYTZzXYZYTZYZLZYTZTYL
13231321 — ZTZYyzryzyYTZTYZTZYZTYZYTZTYL
12313231 — XYTZTYZYTZYZTRYTZTYZYLZYZT

In the jumps indicated by dots, the potentially white positions are those with
boldface letters (see Fig. 2); all these positions are black by Proposition 6. a

Lemma 10. For every u € SF and every i > 1, a wildcard set for u cannot
contain simultaneously i and 1+5, or i and i+6.

Proof. Assume that both positions i and i+5 are white (otherwise, there is
nothing to prove). Examining the location of white positions in jumps (Fig. 2),
we see the only possibility: these positions are located in consecutive jumps
connected by an edge of length 2 (the middle picture). This 2in the codewalk
gives a factor of the form zaxyxzyzx (note that ¢ > 1, so the initial z exists).
Placing wildcards in both white positions, we get a partial 4-square zoyx zyox.

A slightly longer analysis shows that the white positions ¢ and i+6 are always
in the jumps connected by the codewalk 33: they cannot be connected by 11 by
Remark4 and by 13 or 31 by Lemma9. The codewalk 33 gives us a factor of
the form xyxzzyxryzryz. If we place wildcards in both white positions, we get a
partial word starting with a partial 5-square zyozy xyzoy. a

Lemma 11. Let P be a wildcard set for an infinite word u € SF, j, j+k € P
and j+1, ..., j+k=1 ¢ P. Then (1) k ¢ {1,3,5,6,8}, (2) if k = 2 (resp.,
k=4; k =17) then j, j+k are located in jumps connected by 3 (resp., by 1; by
one of the paths 12, 21, 23, or 32) in cwk(u).

Proof. The statement readily follows from Proposition8 and Fig.2 for k£ =
1,2,3,4 and from Lemma 10 for £ = 5,6. Further, it is easy to check that the
distance between potentially white positions in jumps connected by a codewalk
of length 3 is at least 9. Thus, for kK = 7,8 the jumps containing j and j+k are
connected by a two-edge codewalk. This codewalk is not 11 by Remark 4, not 13
or 31 by Lemma9, and not 33 by Lemma 10. If it equals 12, 21, 23, or 32, we have
k = 7. If it equals 22, we have k = 8. But 22 is followed by 1 in cwk(u), which
means that the position j+k is black by Lemma9, contradicting the condition
j+k € P. Hence, k # 8. The lemma is proved. O
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3.1 Rigid Words
Lemma9 implies the following result about almost rigid words.

Proposition 12. Let u € SF be an infinite word. If cwk(u) contains finitely
many 3’s, then u is almost rigid.

It is not a priori clear whether a word required in Proposition 12 (or, equiv-
alently, an infinite word u € SF such that cwk(u) contains no 3’s) exists. For-
tunately, this is the case. Consider the alphabet {1,2} and take the Fibonacci
word F which is the fixed point of the morphism ¢:

$(2) =21, ¢(1) =2;  F=2122121221221 ---

The 1-2-bonacci word is the ternary word Fio = ab--- such that cwk(F;2) = F.
As was proved in [13], lexp(F12) = 11/6. This means the existence of an infinite
set of rigid square-free words, as the next proposition shows.

Proposition 13. Any suffic u of the 1-2-bonacci word such that cwk(u) =
11221 --- s a rigid square-free word.

Proof. By Proposition 8(2), every jump in u has at most one white position:
since u = xyz - - -, we avoid the case (x). By Lemma 9, all positions in the jumps
are black. The first position of u precedes a jump, so it is also black. a

4 Proofs of Main Results

4.1 Upper Bound on Flexibility
Theorem 14. The flexibility of any infinite word w € SF is at most 3/16.

Proof. Let P be any infinite wildcard set for w. We aim at building a factor-
ization w = wguy - - - Uy - - - such that the lengths of all factors u; are bounded
and u; contains p; < 3'{”&” positions from P for any ¢ > 0. The existence of such
a factorization implies the upper bound 3/16 on the upper density of P, thus
proving the theorem.

We factorize w greedily from left to right, checking that each factor w;, i > 0,
satisfies the conditions |u;| < 22, p; < 3';2;‘, and begins with a position from
P whenever p; > 0. To define the position of u;, consider the third from the
left jump in w. By Proposition 8, it contains at most one position from P. If
it contains a position from P, u; begins at this position; otherwise, it begins
at any position of this jump. Now assume that all factors up to u;_; are built
and u; begins at the jth position of w. We should define & = |u;|. Let | <
I < 1" < 1U" be the first four positions from P on the right of j. If j ¢ P,
then put k¥ = min{22,/—j}. If j € P, the choice of k depends on the distances
between 7,1,1’,1"”,1"" and is described in Table 1. In all possible cases u; satisfies

the prescribed conditions; the desired factorization is thus constructed. O
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Table 1. Choosing the length of u; in the proof of Theorem 14. The possible distances
between consecutive positions from P as well as the corresponding fragments of cwk(w)
are taken from Lemma 11. For impossible sets of distances, the contradictions are given.

l—g|U =11 =U|U" —1"|Fragment of cwk(w) | k i %
. . . 21
>7 |any |any any irrelevant min{22,l—j5} |1 |> i
4 >7 |any any irrelevant min{22,l'—j} |2 | > %
g v
4 4 any any [111] w ¢ SF by Remark 4
g
4 2 any |any [1131 " ¢ P by Lemma9
2 >9 |any any irrelevant min{22,l'—j} |2 | > %
2 7 >7 any irrelevant min{22,1" -5} |3 | >3
2 7 4 >9 irrelevant 22 4|88
P
2 7 4 7 I3IRI1IQ! R € {12,32}: I’ ¢ P by Lemma9

Q € {21,23}: I ¢ P by Lemma9
R =21or Q=12: w ¢ SF by Remark 4
R=23,Q=232:1 ¢ P by Lemma9(2)

gl T

2 7 4 4 I3IRI1111 w ¢ SF by Remark 4
g

2 7 4 2 I3IRI113I " ¢ P by Lemma9
j l l/ l//

2 7 2 any 3R I3 J [resp. 1;1’;1"] ¢ P by Lemma9

for R = 12 [resp. 32; 23; 21]

jil
2 4 any any 13011 j ¢ P by Lemma9
g
2 2 any any 1313 l ¢ P by Lemma9

4.2 Word of Maximal Flexibility

Return to the 1-2-bonacci word from Sect. 3.1 and consider the codewalk H =
1(F12), where the morphism 7 : 2* — {1,2,3}* is defined by

n(a) = 1232132323
n(b) = 123213232132323
n(c) = 1232132323 12323

Theorem 15. The word G = ab--- with the codewalk H is square-free and has
flexibility 3/16.

Proof. To prove square-freeness of G, it suffices to show that H satisfies the
conditions of Lemma 5. The condition (a) is obviously satisfied; let us check (b).
Note that any conjugate of a closed codewalk is closed; hence if g is a codewalk
with period p and some factor of g of length p is a closed codewalk, then all
such factors are closed. According to the condition (b), our aim is to prove that
for any closed codewalk h its extension in H, denoted below by g, has length
< 2|h| — 2. Since K3 3 is bipartite, closed codewalks have even lengths.
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It is easy to check (b) for closed walks of length 4 (1232 and 1323) and 6 (no
such codewalks in H). So let |h| > 8. Assume to the contrary that |g| > 2|h| — 2.
Then g has a factor of length |h| beginning with 1. So we assume w.l.o.g. that h
begins with 1. We call the codewalks 1232, 12323, 13232, 132323 miniblocks; they
constitute the blocks n(a),n(b),n(c). Let h = wuy -+ upupy1, where ug, ..., uy,
are miniblocks, while u,11 is a prefix of a miniblock but not a miniblock itself.
Then h is followed in H by a symbol distinct from 1 = h[l]. Hence g ends at
the same position in H as h. On the other hand, g extends h to the left by less
than |un4+1]| < 6 symbols. Since |h| > 8, this contradicts our assumption on |g|.
Therefore, h is a product of miniblocks.

To know which codewalks are closed, we partition them into six types: A,
1,2,3,12,and 13. A codewalk u has type ¢t = type(u) if the paths in K33 with a
common starting point and labels u and ¢, respectively, have a common endpoint.
In particular, the codewalks of type A, and only they, are closed. The concatena-
tion of codewalks has the same type as the concatenation of their types, and the
latter can be easily computed by Fig. 1. For miniblocks, one has type(1232) = A,
type(12323) = 3, type(13232) = 2, type(132323) = 12.

A direct check of types of concatenations of miniblocks shows that h, which
is closed, is long enough; in particular, h contains at least two occurrences of the
miniblock 1232, each followed by 1 (not by 3). Then some factor of g of length |A|
starts with the leftmost factor 12321 in g (otherwise g would be too short); we
assume w.l.o.g. that h begins with this leftmost 12321. Then h = n(w)u, where
w # X and u is a proper prefix of a block, but not a block. If u is nonempty,
h is not followed by 12321 in H, so g extends h to the right by at most four
symbols. At the same time, g extends h to the left by less than |u| symbols. This
contradicts our assumption on |g|. Therefore, h = n(w) is a product of blocks.
Note that type(n(a)) = 12, type(n(b)) = 3, type(n(c)) = 2. Since h is closed,
|lw| > 3; e.g., type(n(abe)) = X. Let w = x1 - - .

By the choice of h and square-freeness of F15, the extension of w in Fi5 equals
L1+ XTpky- - Lp—; for some ¢ > 1. Hence this extension occurs in Fi5 inside the
factor w = Zxy - xpx1 - Ty &, where T # 1,20 T # Tp—i, Tp—ir1. Lhen
lg| = 2|h| = n(@n—it1- - Tn)| + M + N, where M is the length of the common
suffix of 7(Z) and n(x, ), while N is the length of the common prefix of n(&---)
and 7(Zp—it1---). One has M = 9 for the pair (a,b) and M = 4 otherwise;
N = 14 for the pair (a,c) and N = 9 otherwise. If i > 2, then clearly |g| < 2|h|—2;
hence 7 < 2.

Case @ = 1. Since lexp(F12) = 11/6, we have |w| < 6. Note that Fi5 has
no factors of the form zyzxy, because F contains no 3’s (this is why we have
chosen Fi5 as the argument of n); hence |w| > 4. It is easy to check that the only
candidates to w have the form xyzy or xyzyxz, but then n(w) is not closed for
any values of z,y, and z.

Case i = 2. We have M =9, N = 14, |n(zp_12,)| = 25, and, respectively,
lg| = 2|h| — 2. Then z € {a,b}, & € {a,c}, a € {z,_1,2,}. By square-freeness of
Fi2 we get

w=bcubcacuba or w=acubabcubc,
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where w is underlined, u € X*. We have exp(w) < 11/6 and then |w| < 12. It
appears that the only possibility for u, giving a square-free word w such that
cwk(w) contains no 3’s, is u = ba (resp., u = ca) for the left (resp., right) case.
But then n(w) is not closed. This finishes the proof of condition (b); so G is
square-free by Lemma 5.

To find the flexibility of G, we need a technical lemma.

Lemma 16. All factors of G of the forms vxv and vzyv have periods < 10.

Proof. Consider a factor w = vuw of G with the minimal period p = |vu| > 11 and
minimal possible |u|. Then w is the extension of vu. Aiming at a contradiction,
assume that |u| < 2. Consider the codewalk w’ starting at the leftmost jump
and ending at the rightmost jump in w. Since v is long enough to contain at
least two jumps, the walk between the leftmost and the rightmost jump in v
repeats twice, so w’ = v'u’'v’, where v/’ is closed and £(v'u’) = p. Now compute
|w|. By the definition of extension, the left and right v in w are preceded (and
also followed) in G by different letters. Hence the first (resp., last) jump in w is
preceded (resp., followed) by at most two letters. The length of the last jump is
3, and the remaining part of w has length ¢(v’'u/v"). Thus, |w| < 2p — £(u') + 7.
Since w' is a factor of H, we know that |u/| > 3 by condition (b). Then £(u’) > 9,
where the equality takes place for v/ = 123,132,213, 231, 312, 321. If £(u') > 10,
we obtain |w| < 2p—3 and |u] > 3, contradicting our assumption. Let £(u') = 9.
Then v'[|v|] € {2, 3}. Since H has no factors 22 and 33, either u[1] or the symbol
following w’ in H is 1. Hence the last jump in w is followed by just one letter,
not two; we again have |w| < 2p — 3, contradicting the assumption |u| <2. O

By Lemma 16 and Proposition 6, the potentially white positions in all jumps
in G, except for those described in Lemma 9(1), are white. The set P of all white
positions in G is periodic with period 16 and has density 3/16. Indeed, white
positions in the jumps connected by 3 (resp., 12,23,21,32) in the codewalk, are
at distance 2 (resp., 7) by Lemma 11:

G = 12/312113213l23112/312113213121!32!3/2312/3121132/323112!3/23! . . .

It remains to prove that P is a wildcard set. Assume to the contrary that the
partial word Gp contains a partial square vv’, m = |v|. A direct check shows
that m > 10. We transform vv’, whenever possible, replacing back wildcards
with the letters from the same positions of G. The replacement rules are as
follows. Consider all pairs (v[i],v'[i]). If one symbol is = and the other is a
wildcard obtained from x, replace the wildcard; if both are wildcards obtained
from the same x, replace both; if both are wildcards obtained from different
letters, replace one of them. Let uu’ be the resulting partial square. At least one of
the words u[2..m—1], u/[2..m—1] contains a wildcard; otherwise G has the factor
u[2..m—1Ju[m]u'[1]u[2..m—1] with period m, contradicting Lemma 16. W.l.o.g.,
uli] is a wildcard obtained from a letter z and 1 < i < m. Then «/[i] = y # 2.
One of the letters u[i—1], u[i+1] is y; the corresponding letter of u’ cannot be
y, hence it is a wildcard. Thus, the wildcard u[i] matches a letter adjacent to



188 D. Gasnikov and A.M. Shur

another wildcard. This condition is quite restrictive. A case analysis shows that
only short factors of Gp match under this condition, and the square uu’ cannot
exist. This finishes the proof of square-freeness of Gp and thus of the theorem.

Some details of the case analysis follow. Up to symmetry, there are two
possible fragments of G that can contain the position of w[i] (this position is
indicated by a wildcard replacing z):

2032: zyzzyozyzyzzax 2113:  zzxyzzyzazoyzza
YZTYT=2 ZYTZzYZTYx
Zyzxz ZTYZTZ
YTZLYZTZYT zZyx
TZYTYZLTYTZ zyxy
Z2Yr2zyz zZzTy
zzTy YzYyzrz

Below each line, the maximal factors of G that match the top word are given;
here all boldface symbols occupy white positions and can be replaced by wild-
cards. These factors are computed to satisfy both Fig.2 and the structure of
the codewalk H. For example, the factor w = yxrzayzrzyzr in the left column
contains two white positions at distance 2, so the corresponding jumps are sur-
rounded by 2’s in H: 2/312. Then w is preceded by z and followed by y, the letters
mismatching their counterparts in the top word. a

4.3 Morphic and Substitutional Flexible Words

The flexibility of well-known square-free words is of certain interest. The proofs
of the next results are similar to Theorem 15 and omitted due to space con-
straints. The result of Theorem 17 is the best we have for purely morphic words.

Theorem 17. The Dejean word [6] has flexibility 2/19.
Theorem 18. The Arshon word [1] has flexibility 1/9.

5 Conclusion and Open Problems

The problem of finding the maximum density of wildcards in a ternary infinite
square-free partial word can be conveniently reformulated in terms of placing
wildcards at some positions in square-free words. We developed a technique to
find the appropriate sets of positions (wildcard sets) and define flexibility of a
square-free word as the maximum density of its wildcard set. We proved that
the maximum flexibility of a ternary square-free word is 3/16. Besides that, we
proved the existence of rigid words, having no positions for wildcards at all. Two
open problems can direct further development of this topic:

1. What is the maximum flexibility of a morphic/purely morphic ternary square-
free word?
2. What is the minimum local exponent of a rigid word?



Ternary Square-Free Partial Words with Many Wildcards 189

References

10.

11.

12.

13.

14.

15.

Arshon, S.E.: Proof of the existence of asymmetric infinite sequences. Mat. Sbornik
2, 769-779 (1937). in Russian, with French abstract

Berstel, J., Boasson, L.: Partial words and a theorem of Fine and Wilf. Theoret.
Comput. Sci. 218, 135-141 (1999)

Blanchet-Sadri, F., Black, K., Zemke, A.: Unary pattern avoidance in partial words
dense with holes. In: Dediu, A.-H., Inenaga, S., Martin-Vide, C. (eds.) LATA 2011.
LNCS, vol. 6638, pp. 155-166. Springer, Heidelberg (2011)

Blanchet-Sadri, F., Hegstrom, R.A.: Partial words and a theorem of Fine and Wilf
revisited. Theor. Comput. Sci. 270(1-2), 401-419 (2002)

Blanchet-Sadri, F., Mercag, R., Scott, G.: A generalization of Thue freeness for
partial words. Theoret. Comput. Sci. 410, 793-800 (2009)

Dejean, F.: Sur un théoréme de Thue. J. Combin. Theory. Ser. A 13, 90-99 (1972)
Fischer, M., Paterson, M.: String matching and other products. STAM-AMS Proc.
7, 113-125 (1974)

Halava, V., Harju, T., Karki, T.: Square-free partial words. Inform. Process. Lett.
108(5), 290-292 (2008)

Manea, F., Mercasg, R.: Freeness of partial words. Theoret. Comput. Sci. 389(1-2),
265-277 (2007)

Muthukrishnan, S., Ramesh, H.: String matching under a general matching rela-
tion. In: Shyamasundar, R.K. (ed.) FSTTCS 1992. LNCS, vol. 652, pp. 356-367.
Springer, Heidelberg (1992)

Petrova, E.A., Shur, A.M.: Constructing premaximal ternary square-free words of
any level. In: Rovan, B., Sassone, V., Widmayer, P. (eds.) MFCS 2012. LNCS, vol.
7464, pp. 752-763. Springer, Heidelberg (2012)

Petrova, E.A., Shur, A.M.: On the tree of ternary square-free words. In: Manea,
F., Nowotka, D. (eds.) WORDS 2015. LNCS, vol. 9304, pp. 223-236. Springer,
Heidelberg (2015)

Petrova, E.A.: Avoiding letter patterns in ternary square-free words. Electr. J.
Comb. 23(1), P1.18 (2016)

Shur, A.M.: On ternary square-free circular words. Electronic J. Combinatorics 17,
R140 (2010)

Shur, A.M., Konovalova, Y.V.: On the periods of partial words. In: Sgall, J., Pultr,
A., Kolman, P. (eds.) MFCS 2001. LNCS, vol. 2136, pp. 657-665. Springer, Hei-
delberg (2001)



Alternating Demon Space Is Closed Under
Complement and Other Simulations
for Sublogarithmic Space

Viliam Geffert®)

Department of Computer Science,
P.J. Safdrik University, Jesennd 5, 04001 Kosice, Slovakia
viliam.geffert@upjs.sk

Abstract. We present new simulations for ASPACE™™ (s(n)), the class of
languages that can be accepted by alternating Turing machines starting
with s(n) worktape cells delimited initially. Under weak constructibility
assumptions, not excluding monotone functions below logn, we show:
(i) ASPACE™ (5(n)) C DTIME(n-2°¢(™)). This extends, to sublogarith-
mic space, the classical simulation of alternating space by determinis-
tic time. (i) ASPACEY™(s(n)) C NTIMESPACE(n-200() 90((m)y y
simulation with simultaneous bounds on time and space. This improves
the known inclusion, stating that ASPACEY™ (s(n)) C NSpacE(20C(™)),
(iii) ASPACEY™ (s(n)) = co-ASPACEY™ (5(n))), i.e., the alternating space
is closed under complement. This simulation does not depend on whether
s(n) is above log n nor on whether the original machine gets into infinite
loops, which solves a long-standing open problem.

Keywords: Computational complexity - Alternation : Sublogarithmic
space

1 Introduction

Space complexity of a computation, introduced in [10] in 1965, is the second in
importance among various computational complexity measures, right after the
time complexity. It turns out that logn is the most significant boundary among
all space complexity bounds, since the space complexity classes below logn are
radically different from those above.

For example, if s(n) > 2(logn), it is trivial to show that DSPACE(s(n)) is
closed under complement. However, the trivial argument does not work below
logn, because the machine may reject by getting into an infinite loop and we
do not have enough space to detect such loops by counting executed steps, up
to n-220(M) To show that DSPACE(s(n)) = CcO-DSPACE(s(n)) without any
assumption on s(n), a more sophisticated simulation was necessary [18]. In the
nondeterministic case, we have that NSPACE(s(n)) is closed under complement

Supported by the Slovak grant contracts VEGA 1/0142/15 and APVV-15-0091.

© Springer-Verlag Berlin Heidelberg 2016
S. Brlek and C. Reutenauer (Eds.): DLT 2016, LNCS 9840, pp. 190-202, 2016.
DOI: 10.1007/978-3-662-53132-7_16



Alternating Demon Space Is Closed Under Complement 191

for s(n) > £2(logn) [14,20] but, for s(n) below logn, the problem is still open.
The problem stays open even if we consider another reasonable way to define
space complexity, studied, e.g., in [1,5]: the classes! NSPACE™ (s(n)).

The same problem arises for the alternating machines, introduced in [4]
by generalization of nondeterminism and parallelism. It is trivial to invert the
roles of existential and universal decisions and of accepting and rejecting states,
which gives a machine for the complement of the original language, if the orig-
inal machine never gets into an infinite loop. Thus, both ASPACE(s(n)) and
ASPACEY™ (s(n)) are closed under complement for s(n) > £2(logn), since we can
force the machine to halt [4, Theorem 2.6]. This does not imply anything for
s(n) below logn. For example, by inductive counting [14,20] (see also [21]), the
hierarchy of s(n) space bounded machines making a constant number of alterna-
tions collapses and hence Xj- and II;-SPACE(s(s)) are closed under complement
for s(n) > 2(logn), but they are provably not closed, if s(n) < o(logn) [3,7,16].

The importance of even the lowest levels of space bounded computations
is established by several results. For example, we know that NSPACE(logn)
separates from DSPACE(logn) if and only if there exists a unary language in
NSpracEg(loglog n) —DSPACE(loglog n) [8]. The sublogarithmic alternating space
classes may actually be quite strong, e.g., there exists a binary NP-complete lan-
guage such that its unary coded version is in ASPACE(loglogn) [9].

In this paper, we first provide a new time efficient simulation of alternating
machines with small space by deterministic machines. Namely, we show that

ASPACET™ (s(n)) € DTIME(n-200(M)),

for each s(n) such that |s(n)| can be computed by a deterministic multi-tape
Turing machine in n-29G(™) time. Such constructibility condition is very weak
and does not exclude? even functions below loglogn. This extends, to sublog-
arithmic space bounds, the classical result [4] stating that ASPACE(s(n)) C
DTiME(2°6(M)) for s(n) > logn.

Our deterministic simulation within n-29¢() time uses superlinear space,
namely, n-2(() However, it turns out that the simulating machine has several
additional special properties, and hence it can be simulated space efficiently by
more powerful machine models. Based on this, we shall derive that

ASPACE™™ (s(n)) C 1-NTIMESPACE!™ (n-20(s(n) 20 (Ls(m)]))

! By XSpace®™(s(n)), for X € {D, N, A}, we denote the classes of languages accepted

by deterministic, nondeterministic, and alternating Turing machines starting with a
worktape consisting of |s(n)]| blank cells delimited by endmarkers (here || denotes
the largest integer satisfying ¢ < z, for the given real value z), as opposed to the more
common complexity classes X SPACE(s(n)) where the worktape is initially empty and
the machine must use its own computational power to make sure that it respects,
along each computation path on each input of length n, the space bound of s(n).
The notation “dm” derives from “Demon” Turing Machines [5].
It is known that ASPACE(o(loglogn)) contains only regular languages [15]. However,
it is still possible to accept some nonregular languages, if |s(n)| < o(loglogn) work-
tape cells are delimited automatically at the very beginning. As an example [2], take
£ ={1": n mod [logloglogn] = 0}, contained in DSPACE™™ (log log loglogn).



192 V. Geffert

which represents a simulation by one-way nondeterministic machines starting
with a delimited worktape of size 20(L5(")]) and executing at most n2°(() steps
along each computation path, without any assumptions on s(n). This improves
the known inclusion ASPACE(s(n)) € NSPACE(29(5(")) that was proved for
s(n) above 2(loglogn) under some weak constructibility assumptions [19]. If
|s(n)] can be computed by a deterministic machine in n-2°¢() time and,
simultaneously, in 2°(*(") space, we obtain a nondeterministic simulation using
worktapes that are initially empty. The new machine is no longer one-way:

ASPACE™ (s(n)) € NTIMESPACE(n-20((m) 20(s()),

Finally, we convert a two-way alternating machine into a machine for the
complement of the original language, keeping the same amount of space. The
conversion does not depend on whether s(n) is above logn nor on whether the
original machine gets into infinite loops:

ASPACE™ (s5(n)) = cO-ASPACE™ (s(n)) for each s(n).

This solves a long-standing open problem [3]. Quite surprisingly, this comple-
menting does not eliminate infinite loops—the new machine itself rejects by
going into infinite loops along some computation paths.

We assume the reader is familiar with standard deterministic, nondeterminis-
tic, and alternating Turing machines, equipped with a finite-state control, a two-
way read-only input tape, and a fixed number of two-way read-write worktapes.
(See, e.g., [4,13,21].) Throughout the paper, DTIME(n-2°((")) is a shorthand
notation representing | J, -, DTIME(n-2%*("); the same kind of notation is used
for other classes. Because of the page limit, all proofs are sketched.

2 Simulations

The first lemma presents a little bit artificial deterministic machine, with many
additional special properties not stated here explicitly. The lemma serves as a
basis for all subsequent simulations by more natural machine models.

Lemma 1. If a language L is accepted by an alternating Turing machine A using
an initially delimited worktape of size |s(n)], then L is accepted by a determin-
istic Turing machine A working in time n-2°M) equipped, besides a two-way
read-only input tape, with two worktapes: a so-called primary worktape that is
initially empty, containing the left endmarker followed by infinitely many blank
symbols, and a secondary worktape, containing initially |s(n)| blank symbols
delimited in between two endmarkers. This holds for each s(n) > 1.

Proof. Let A be worktape alphabet of A and @ the set of its states. A memory
state of A is a triple p = (g, xz,h), where ¢ € @ is a finite control state, z €
Al 4 content of the worktape, and h € {0, ..., |s(n)|+1} a position of the
worktape head. A configuration is a pair P = (p, i), where p is a memory state
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and i € {0,...,n+1} a position of the input head. We shall encode a memory
state to a number j € {0,...,2%¥( —1} by the use of ¢)(n) bits, where

(n) = Nog[|QI] + [s(n)] x [1 +log[|A[[T +1 < O(s(n)). (1)

That is, we code the finite control state, each symbol on the worktape, and, for
each worktape position, the presence/absence of the head by one extra bit. By
coding the initial state by 0M°=1<IT and the worktape blank symbol with absent
head by 0M**°el4lN " we achieve that the initial memory state is coded by j = 0.
We are now ready to simulate A by a deterministic Turing machine A’.

Phase 1. Starting with the delimited |s(n)| blank cells, A’ computes 2¥(™) —1
and saves this value in a separate track of the secondary worktape. After that,
consulting the given input tape Fw- =tay...a, -, the machine prepares, on
its primary worktape, the string in the form

w=238Py...8P;...8P, 11, where
Pz’ = ai(tPZ‘,o(T; . ¢Pi,j¢ . ¢R;,2«/;(n),1¢ai.

That is, @ consists of blocks corresponding to the n+2 input tape positions. The
i-th block, apart from the input symbol a; at the very beginning and at the very
end,® consists of records corresponding to the 2¥(") memory states. The record
P; j represents the configuration with the input head position ¢ and the memory
state binary coded by j. The record itself is of constant length, namely,

Pi; €{0,1}2, where =7+ [log|A|[] + [log |Q[]-

The first 3 bits in F; ; encode a mode of the given configuration, which is a value
m; ; € {root,accept, reject, unknown, lock,, locks}. Initially, we set the mode to
root in the initial configuration Fp o, to accept and reject in configurations that
halt in accepting and rejecting states, respectively, and to unknown in all remain-
ing configurations. In all these cases, the remaining o —3 bits in the corresponding
record P; ; are initially cleared to zero. Later, in Phase II, they will be utilized
to save a backup link b; ; € {—1,0,+1} x{—1,0,+1} x Ax Q. After creating @,
A’ clears all intermediate data and returns both worktape heads to the left.

Phase II. Using @ on the primary worktape, A’ traverses the directed graph the
nodes of which are configurations and the edges are single computation steps of A
on the given input w. The depth-first search starts in P, the initial configura-
tion of A. (Without loss of generality, no node has more than 2 sons and the root
has exactly 1 son.) For each explored configuration P; ;, A’ evaluates whether
the subtree of all computation paths rooted in P; ; is accepting or rejecting, and
saves this information in the structure @. Every time A’ is visiting P; ; on the
primary worktape, the memory state j is loaded in a secondary worktape track
and the current input symbol a; is loaded in the finite state control.

3 For i € {0,n+1}, we take a; € {I>, <}, two new symbols representing the respective
endmarkers.
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Moreover, if A" arrived to P; ; from some of its “parents”, by following a single-
step edge from some P ;, the machine A’ keeps, in the finite state control, a
backup link b = (d,,dw,0,q) € {—1,0,41} x{=1,0,+1} x Ax Q. This link can
be used to restore the original configuration P j» by “undo” operations on F; ;.
Namely, d, and d,, describe the reversed directions for the input and the worktape
head movements, after which the original worktape symbol under the head and
the finite control state can be restored by the use of ¢ and gq.

Conversely, if A" arrived to P; ; from some of its “sons”, i.e., by backing up
against the direction of an edge from P; ; to some Py j/, the machine A" keeps,
in the finite state control, a result r» € {accept, reject}. This result depends on
whether the subtree of all computation paths rooted in Pj j is accepting or
rejecting. Now we are ready to present details for this depth-first search.

(a) If A’ arrives to P, ; from some of its parents, it checks the mode m; ;
in P; ; on the primary worktape, after which we have the following cases:

(a.1) m; ; = unknown, i.e., P; ; has not been explored yet. First, A’ saves
the current backup link b as b; ; in the record P;; on the primary worktape.
Then, by inspecting j on the secondary worktape and the current input sym-
bol a; in the finite state control, A’ can determine the first executable instruc-
tion of A, together with the new backup link b and the input head movement
d € {—1,0,41} related to this instruction. By applying this instruction, the mem-
ory state changes from j to some j’. Then the mode in P;; is updated; from
m,; ; = unknown to m; ; = lock,, if P; ; has two sons, but to m; ; = lockg, if it
has one son.

It remains to position the primary worktape head on P14 ;. Consider first
the case of d = —1. By moving to the left, A’ finds the $-symbol in between P;_;
and P;, updates the current input tape symbol in the finite state control from
a; to a;—1, and, in an auxiliary track on the secondary worktape, it writes down
7=2Y™ _1. Then, counting down in 7, it moves along P;_; to the left until it
gets to the record with 7= 5’ The cases of d = 0 and d = +1 are similar.

(a.2) m;; € {accept,reject}, i.e., P;; has been explored already (we are
just visiting P; ; from another parent) or P; ; represents a halting configuration.
In either case, A’ loads m;; € {accept,reject} to the finite state control, as
the result r. Then, using the backup link b = (d,,dy,0,q) in the finite state
control, A’ backs up to the recent parent P j/, against the direction of the edge.
Namely, in j on the secondary worktape, A’ updates the head position by the
difference d,,, after which it restores the worktape symbol under the head to o
and the finite control state to q. This changes j to 7. Then A’ places the primary
worktape head on P4, ;/, in the same way as in (a.1).

(a.3) m; ; € {lock, lockg, root}, i.e., in the course of exploring the subtree of
all computation paths rooted in P; ;, the machine A’ visits P, ; again, having
followed a computation path of A that enters a loop. Therefore, A’ backs up to
the recent parent Py ;; with the result » = reject, in the same way as if, in (a.2),
the mode m; ; were equal to reject.

(b) If A" arrives to P; ; from some of its sons, it checks the mode m, ;, after
which we have the following cases:
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(b.1) m; ; = lock,, i.e., A’ comes with a result r € {accept, reject} from
the first son. First, A’ inspects whether the memory state j on the secondary
worktape is existential or universal.

If r = reject and j is existential, or 7 = accept and j is universal, A’ changes
the mode on the primary worktape from m; ; = lock, to m; ; = locks. Then, by
inspecting j on the secondary worktape and the current input symbol a; in the
finite state control, A’ determines the second executable instruction, together
with the related backup link b and the input head movement d € {—1,0,4+1}.
By applying this instruction, A’ changes j to some j' and traverses to the second
son, in the same way as described earlier for the first son, in (a.1).

If r = accept and j is existential, or 7 = reject and 7 is universal, A’ changes
the mode from m; ; = lock, to m;; = r. Then A’ loads b; ; from the primary
worktape to the finite state control and, using this updated backup link b, it
traverses back to the parent, as described earlier, in (a.2).

(b.2) m; ; = lockg, i.e., A’ comes with a result r € {accept, reject} from the
second son. (This covers also the case of P; ; with only one son.) A’ changes the
mode on the primary worktape from m; ; = lockg to m;; = r, loads b; ; from
the primary worktape to the finite state control, and, using the updated backup
link b, it traverses to the parent configuration, as in (a.2).

(b.8) m; ; = root, i.e., A’ comes with a result r € {accept, reject} to the initial
configuration Fp o, from its only son. After erasing all data on the secondary
worktape and parking the primary worktape head at the leftmost symbol in w,
A’ halts and accepts or rejects, in accordance with the value r.

(c) Initially, after moving the primary worktape head from the left endmarker
to Py, the depth-first search is activated by traversing along the edge from the
initial configuration to its only son, keeping the mode mg o = root unchanged.

Consider now the time requirements for Phase II. In each of the above cases,
we charge at most O(1(n)?) steps of A’ per each traversal along one edge in the
configuration graph of A and per each position on the primary worktape visited
by this traversal. Since the traversal along one edge visits O(Q’p(")) primary
worktape positions, none of the edges is traversed more than twice (backup
included), the number of configurations of A is bounded by (n+2)-2%(") and no
configuration has more than 2 sons, the total time for Phase II is bounded by
O(n-2¢™ x2¢(") x4h(n)?) < n-200() < 7.206() ysing (1). O

It is well known that ASPACE(s(n)) € DTIME(29G()) for s(n) > logn [4].
The next theorem is an extension to sublogarithmic space bounds. (For example,
the functions like loglog log n or log™n satisfy the weak constructibility assump-
tions of this theorem—see also Footnote 2.)

Theorem 2. ASPACE™™(s(n)) C DTME(n-2°G0)) | provided that |s(n)| can
be computed by a deterministic multi-tape Turing machine in n-2°G™) time.

Proof. The standard deterministic machine computes |s(n)|, marks a seg-
ment of size |s(n)] on one of its worktapes, and then it simulates A’ from
Lemma 1. O
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Next, we present a simulation with simultaneous bounds on time and space by
nondeterministic one-way machines, with no assumptions on s(n), but starting
with delimited 29(s("))) space. The simulation is based on crossing sequence
techniques [6,12,17]—introduced in [11]—with several innovations: crossing
sequences are considered for one of the worktapes of a machine equipped with an
input tape and two worktapes and, moreover, the simulation of the first phase
of the original computation (in which the input head is used) is skipped.

Theorem 3. ASPACE™™(s(n)) C 1-NTIMESPACEY™ (n-20((m) 20(s(m)D) " forr
each s(n) > 1.

Proof. Let A be the original alternating Turing machine, and let A’ be the equiv-
alent deterministic machine constructed in Lemma 1. We shall devise an equiva-
lent nondeterministic one-way machine A” using three worktapes, starting with
a delimited worktape space of size 25 15(")] for a fixed integer constant k > 1.

Let us recall some details about A’. In Phase I, for the given input w =
ai...a,, A’ constructs @ on the primary worktape, of length O(n-2%(™). In
Phase IT, A’ traverses the configuration graph of A, using the secondary worktape
of size |s(n)] and storing partial results in @ on the primary worktape.

Let a secondary memory state of A’ be a triple m = (g, x5, hs), where ¢ is a
finite control state, xs is a content of the secondary worktape, and hs a posi-
tion of the secondary worktape head. Clearly, we can write 7 with O(s(n)) bits.
A’ starts Phase II at the left end of the primary worktape in the unique sec-
ondary memory state 7, and, depending on the outcome, it halts in the unique
accepting/rejecting secondary memory state 7, or 7}, respectively.

Next, let h € {1,...,|w|} be a position along the primary worktape, and
let ¢, denote the number of times the head of A’ is placed on h in the course
of Phase II. As pointed out in Lemma 1, we charge at most O(w(n)?) steps
of A’ per each traversal along one edge in the configuration graph of A and per
each primary worktape position h visited by this traversal. If the position h is
located on a block P;, for some ¢, only traversals of those edges that start in the
configurations of A with the input head positions in the range {i—1,4,i+1} can
make contributions to t;. There are at most O(2¥("")) such edges, and hence

th < O(2¥M x p(n)?) < 2000 for each h e {1,..., |} (2)

Finally, consider a computation of A’ in Phase II, and a boundary between
h and h+1. Let 7, denote the secondary memory state when the primary
worktape head crosses this boundary for the g-th time. Then the list I, =
(Th,1, Th2,-- - \Th,g, - - -) will be called a secondary crossing sequence for the given
boundary. Using (2), s(n) > 1, and fixing a sufficiently large constant k, the list
IIj, can be written with (¢, +tp41) x O(s(n)) < 206(M) < 9k-Ls(M] pitg,

The machine A” simulates the computation of A’ in the course of Phase II.
The machine A” prepares the prerequisites for Phase II in a different way by
itself, so Phase I is skipped. In a loop running for h =1, ..., |@|, the machine A”
nondeterministically guesses secondary crossing sequences Ily, ..., II| -1 and
verifies if they correspond to a valid accepting computation of A’ on @ in Phase II.
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In the body of this loop, A” checks whether IT,_1,II;, are compatible with
respect to Wy, the h-th symbol of w. The machine A” keeps the two adjacent lists
I, _1, IT}, on two separate worktapes, using the third worktape for 7, the current
secondary memory state in the course of simulation. In the finite state control,
A" keeps also o, the current symbol at the position i on the primary read-write
worktape. There are two special cases. If h = 1, A” works with Iy = (7)) and
Iy = (my, my). If h = ||, A" works with the empty list 115

Since h < |@] < O(n-2¢™) and, by (2), we simulate at most t;, < 20¥()
steps of A’ at each position h, taking time O(1)(n)?) per each simulated step,
the cost of the simulation can be bounded by n-20W () < pp.90(s(n)),

The only problem is that A” does not have enough space to keep the pri-
mary read-write worktape of A" which, at the beginning of Phase II, contains @.
For this reason, the initial primary worktape containing w is manipulated “on
demand”. More precisely, the current position h in @ is represented by (i) a block
P; in w, given implicitly by the input head of A” pointing to the symbol a; on
the input tape, (i7) a record P; ; in IP;, given by j € {0,..., 2¢(") _1} kept in a
separate track of the third worktape, and (%) a relative position d of the current
symbol in the string ¢F; ;, kept in the finite state control. For j = 0, the position
d points to a symbol in $a;¢P; o and, for j = 2%(n) _ 1. the position d points to
a symbol in ¢P; ou(n)_1€¢a;.

Each time A” needs to read the current symbol in w, it uses the d-th symbol
in ¢P; ; (with obvious differences for j € {0,2%(™—1}). For the first 3 bits in P; ;,
this requires to determine whether j represents a memory state in which A halts
and accepts/rejects and whether P; ; = Py 0.

Each time A” needs to move forward along @, it increases d modulo |¢|P; ;
(or modulo |¢|P; ;+2, if j € {0,2%(") —1}). If, after that, d = 0, A” increases j
modulo 2™ and then, if j = 0, it moves the input head to the right. O

With an additional very weak constructibility assumption, we can obtain
a simulation by a nondeterministic machine using worktapes that are initially
empty. The price we pay is that the new machine is no longer one-way.

Theorem 4. ASPACE™™(s(n)) € NTIMESPACE(n-2006() 2006 provided
that |s(n)] can be computed by a deterministic multi-tape Turing machine in
n-2°6M) time and, simultaneously, in 2°0¢(™) space.

Proof. We can devise a new machine that marks off a worktape space of size
2k Ls(m)] by itself and then it simulates A” presented in Theorem 3. O

The deterministic two-way machine constructed in Lemma 1 uses large
amount of space, namely, n-22(() Now we shall convert it back into an alter-
nating machine using O(s(n)) space, this time accepting the complement of the
original language. The conversion works with no assumptions on s(n), even if
the original machine rejects by going into infinite loops.

Theorem 5. ASPACEY™(s(n)) = co-ASPACEY™ (s(n)), for each s(n) > 1.
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Proof. Let A be the original alternating machine, and let A’ be the equivalent
deterministic machine from Lemma 1. This time we shall construct an alternating
machine A"’ equipped with a single worktape, starting with a delimited worktape
space of size |s(n)], such that A" accepts if and only if A’ rejects.

Similarly as A” in Theorem 3, A’ simulates A’ in the course of Phase II only,
skipping Phase I and using the virtual string @ instead. The current position
h in @ is represented as described in Theorem 3, with O(s(n)) space. However,
besides read-current-symbol and mowve-forward, implemented in the same way
as in Theorem 3, the machine A" shall also use a move-backward operation,
implemented as the “undo” operation of move-forward.

Recall that A’ starts Phase II at the left end of the primary worktape in the
secondary memory state 7, and, depending on the outcome, it halts there in the
accepting/rejecting secondary memory state 7, or 7, respectively. Moreover,
by (2) and (1), the machine A’ does not visit any position h on the primary
worktape more than t, < 20(#() < 20(s()) times. By fixing a sufficiently large
constant k', we obtain t, < 2F 5],

Now, for h € {1,...,|@|} and g € {1,...,2F 15V _1} let 7}, , denote the
secondary memory state when, in the course of Phase II, the machine A’ visits
the position h for the g-th time. If g > ¢, we take 75, 4 = undefined. Note that
71,1 = m, and 72 € {m}, 7}, for each input w. Moreover, w ¢ L(A) if and only
if w ¢ L(A’) which, in turn, holds if and only if 71 o = 7.

In order to decide whether w ¢ L(A), A" decides whether 7/, = 71 2. To this
aim, consider a more general task, testing whether m = 7, 4, for any given 7, h, g.
Testing this predicate is implemented in the form of an alternating procedure
test(m, h, g). Thus, A" calls the procedure test(7}, 1,2).

The procedure test(m, h, g) starts in a special finite control state .. with 7
and g written in two tracks of the worktape of A”’, and the primary worktape
head placed at the position h on @. (Actually, the string @ on the primary
worktape of A’ is virtual, we only imitate a two-way read-only access to it.)
Depending on whether m = 73, ¢, the alternating subtree of all computation paths
rooted in the point of activation of test(w, h,g) will be accepting or rejecting.
The procedure test is allowed to reject by going into infinite loops.

In the body of this procedure, the machine A"’ runs a “local” simulation of A’
on the segment of the primary worktape cells at the positions h—1,h, h+1, in the
course of Phase II. This way A"’ obtains the value 7, 4, which is then compared
with 7. (An example of a local simulation is displayed in Fig. 1.) During the local
simulation, A" maintains the following data about A’:

(a) 0_1,04,0,1, the current contents in the primary worktape cells at the
respective positions h—1,h,h+1, kept in the finite state control. Initially,
A" loads the respective symbols W, _,, Wy, W, by the use of the operations that
handle the virtual string @, namely, by the use of read-current-symbol, move-
forward, and move-backward, so that the original position h on @ is preserved.

(b) g_1, 9o, 941, the local time counters for the positions h—1, h, h+1, kept in
separate worktape tracks, in which A”" counts the number of times the primary
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Fig. 1. An example of a local simulation (left), testing whether m = 7,6 by calling
test(m, h, 6), and the structure of existential and universal decisions in the corresponding
fragment of the computation tree (right).

worktape head of A’ visits the corresponding position in the course of the local
simulation. Initially, A" assigns g_, :=1, ¢, := 0, and g, := 0.

(¢) h' € {—1,0,41}, the current position of the head of A’ on the primary
worktape, relative to h, kept the finite state control. Initially, A’ := —

(d) 7', the current secondary memory state of A’, kept in a separate work-
tape track. The initial value 7’ := 7,1 1 is guessed existentially. After guessing,
A"’ branches universally. The first branch starts the local simulation, assum-
ing 7" is correct. The second branch verifies whether 7’ = 7j,_1 1, that is, it
“recursively” activates test(n’, h—1, 1), running in parallel with the first branch.
Thus, A"’ replaces the “old” values 7 and g, written in the corresponding work-
tape tracks, by the “new” omnes, namely, by n’ and 1, respectively. After that,
A" moves backward along the virtual string @, by the use of the operation move-
backward. This replaces the “old” value h by h—1. Finally, A’ switches to the
state ¢... This restarts test(n’, h—1,1) for testing whether 7’ = 75,1 1.

Now, while A’ does not leave the primary worktape cells at the positions
h—1,h, h+1, the simulation is straightforward. In accordance with the progress
of the computation of A, the machine A" updates 7', b/, and o_,, 0y, 0, ,. Before
each simulated step, A’ increments the corresponding local time counter g,,.

If A’ leaves the local area on the primary worktape to the left, in some
secondary memory state ©’ with h’ = —1 and some g_, > 1, the machine A"’ first
increments g_,. Now A"’ resumes the local simulation by guessing existentially
n'i=Tp_1,4 ,. After guessing, A”’ branches universally. The first branch resumes
the local simulation, assuming 7’ is correct. The second branch verifies whether
' = Th_1,4_,, that is, it activates test(n’,h—1,¢_,), running in parallel with
the first branch. Namely, A"’ replaces m and ¢ in the corresponding worktape
tracks by 7’ and ¢_,, after which A”" moves backward along the virtual string @,
by the use of the operation move-backward. Then A’ switches to the state ..
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Thus, we have a parallel alternating subtree rooted in the point of activation of
test(n’,h—1,g ), testing whether 7’ = 51 4 ,.

Similarly, if A’ leaves the local area on the primary worktape to the right, in
some secondary memory state 7’ with ' = +1 and some g,, > 1, the machine
A’ proceeds in the same way, using move-forward instead of move-backward and
activating test(n’, h+1, g,,) instead of test(n’',h—1,g_,), in a parallel path.

When, in the course of the local simulation, the local time counter g, reaches
the value g, the simulation is stopped and, depending on whether m = 7/, the
machine A" accepts or rejects. (If all existential guesses were correct, we have
7! = 7y, 4.) Conversely, when one of the counters g_,, g,, overflows, i.e., it reaches
2k Ls(M] the machine A" rejects— wrong guess in the past.

In the special case of h = 1, the local simulation does not start with an
existentially guessed 7’ = 7,11 and h’ = —1 but, rather, with 7’ := 7} (equal
to m11), B =0, g, := 1, and o, :=F. Note also that the computation of
test(mr, 1, 1) is deterministic: if, in addition, g = 1, the local simulation is stopped
immediately after initialization, since then g, = g at the very beginning. After
that, depending on whether m = 7/, the machine A"’ accepts or rejects.

It can be shown that, depending on whether m = 7, 4, the alternating sub-
tree of all computation paths rooted in the point of activation of test(w, h, g) is
accepting or rejecting. a

3 Conclusion

By combining Theorems 2 and 4 with ASPACEdm(s(n)) C DSpPACE(200(m)),
shown in [19], we have, for each s(n) > loglogn such that |s(n)]| can be com-
puted deterministically in n-2°¢() time and, simultaneously, in 2°¢(") space,
that

ASPACEY™ (s(n)) € DTIME(n-2°0¢()) N DSPACE(29((™)) and
ASPACEY™ (s(n)) € NTIMESPACE(n-20(s() 20(s(n)y,

It should be pointed out that even though this gives ASPACE(loglogn) C
ASPACE™™ (loglogn) € DTIME(n-(logn)°™®) N DSPACE((logn)°™), we do not
know whether each language in ASPACE(loglog) can be accepted determinis-
tically in polynomial time and, simultaneously, in polylogarithmic space, i.e.,
whether ASPACE(loglog) C SC. So far, by Theorem 4, we have obtained such
inclusion only for the nondeterministic counterpart of SC.

We have also shown that ASPACEY™ (s(n)) is closed under complement even
for sublogarithmic space, which solved a long-standing open problem [3]:

ASPACEY™ (s(n)) = co-ASPACE™ (s(n)), for each s(n). (3)

As a future work, we are going to show that (3) holds also for ASPACE(s(n)); the
problem of complement stays open for both NSPACE(s(n)) and NSPACE™™ (s(n));
the answer to the analogous question for DSPACE(s(n)) and DSPACE™™ (s(n)) is
affirmative, by the Sipser’s simulation [18].
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It is somewhat annoying that though we have a construction of a comple-
mentary machine A’ that does not depend on whether s(n) is below logn and
works even if the original machine A can reject by going into infinite loops, the
machine A"’ itself rejects by going into infinite loops along some computation
paths. This, despite (3), leaves us with a fascinating question:

Is it possible to replace each O(s(n)) space bounded alternating Turing
machine by an equivalent alternating machine using the same amount of
space, such that it halts along each computation path on every input?

This kind of problem is open for both ASPACE(s(n)) and ASPACEI™ (s(n)), for
space complexity classes not satisfying s(n) € 2(logn).
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Abstract. We introduce weighted symbolic automata with data stor-
age, which combine and generalize the concepts of automata with stor-
age types, weighted automata, and symbolic automata. By defining two
particular data storages, we show that this combination is rich enough
to capture symbolic visibly pushdown automata and weighted timed
automata. We introduce a weighted MSO-logic and prove a Biichi-Elgot-
Trakhtenbrot theorem, i.e., the new logic and the new automaton model
are expressively equivalent.

1 Introduction

Finite-state (string) automata have been generalized in at least three directions.
Due to the introduction of a wealth of new automata models, like push-
down automata, stack automata, nested stack automata, and counter automata,
Scott proposed a homogeneous framework [16]. Using the notions of [9], such an
automaton with storage consists of an automaton and a storage type; in each
transition, the automaton can test the current storage configuration by a predi-
cate (like: top = 4?) and transform it by an instruction (like: push(d) or pop).

In a second generalization, each transition of a finite-state automaton was
equipped with a weight taken from some semiring in order to analyse quanti-
tative aspects of the recognition process. This led to the concept of weighted
automata and its well investigated theory, cf. e.g. [3,8,13,15]. In recent work,
unital valuation monoids were used as weight algebras [4] in order to calculate
along a run of an automaton also with non-sequential operations, like average.
In the literature, combinations of the first two generalizations were investigated:
weighted pushdown automata over semirings [13] and unital valuation monoids
[6], and weighted automata over arbitrary storage types and unital valuation
monoids [11,20].

In a third generalization, finite-state automata were allowed to process input
strings over an arbitrary, not necessarily finite set. This extension is relevant,
e.g., when dealing with XML-documents involving data. An example of such
automata are symbolic automata [17,19] in which each transition 7 involves a
unary predicate m; 7 is applicable to the current input symbol if it satisfies .

In this paper, we introduce a new automaton model, called weighted symbolic
automata with data storage. It captures all three mentioned generalizations and it
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is defined in the same modular style as automata with storage introduced in [9,16].
As weight structure we choose unital valuation monoids. We extend the concept of
storage type to that of a data storage type. There, predicates and instructions do
not only depend on the current storage configuration, but also on storage inputs.
In each transition, a predicate checks a property of the current data symbol of the
input string (as in symbolic automata); via an encoding function specified in the
automaton, this data symbol is transformed into a storage input. In this sense,
predicates and instructions become ‘sensitive’ to the input string.

It turns out that our combination of symbolicalness of input strings and of sen-
sitivity of predicates and instructions is rich enough to capture two recently intro-
duced classes of automata which can process words over infinite sets. We define
the data storage types VP(N) and TIME(C) and show that weighted automata
over VP(N) and TIME(C) are exactly the (weighted version of) symbolic visibly
pushdown automata [1] and weighted timed automata [7], respectively.

Moreover, we introduce a weighted MSO-logic over data storage types extend-
ing [20] by employing an infinite set of input symbols and a data storage type. Each
formula of this logic has the form ) 7% e where 7 is an encoding of input symbols
into storage inputs, and ), represents the weighted version of a second-order
existential quantification over the second-order behavior variable B; it ranges
over behaviors of the underlying data storage type. Intuitively, a behavior is an
executable string (p1, f1) ... (pn, fn) of pairs of predicates p; and instructions f;.
The subformula e is an expression as defined in [20] (also cf. [10, Definition 3.1]);
we note that, for semirings, such expressions are equivalent to the fragment of
restricted weighted MSO-logic introduced in [2] (cf. [10, Proposition 5.14]).

We prove a Biichi-Elgot-Trakhtenbrot (BET) theorem (cf. Theorems 13 and 16)
stating that weighted symbolic automata over data storage types are expressively
equivalent to weighted MSO-logic over data storage types. In particular, we obtain
the BET theorem for weighted symbolic visibly pushdown automata (which is new)
and for weighted timed automata (which is an alternative to [14, Theorem 41]). As
a consequence of our BET theorem we obtain that, for each bounded lattice, the
satisfiability problem of weighted MSO-logic over VP (V) is decidable.

2 Preliminaries

Notations and Notions. We denote the set of natural numbers including zero by
N. For n € N we let [n] denote the set {i € N| 1 < ¢ <n}. Thus [0] = 0. In the
following let A, Aq,...,A,, and B be sets. The set of all words over A is denoted
by A*. For each w € A*, |w| is the length of w, pos(w) = {1, ..., |w|} is the set
of positions of w, and w; is the label at the i-th position of w. The empty word
(of length 0) is denoted by . We let AT = A*\{e}. A relabeling is a mapping
p: A — P(B). We denote the unique extension of p to the morphism from the
free monoid (A*,-,¢) to the monoid (P(B*),o,{c}), where o denotes language
concatenation, also by p. For each L C A* we define p(L) = (J,,c, p(w). For
each i € [n] we define the i-th projection as function (.);: A1 X ... x A, — A;
such that for each (aq,...,a,) € A; X ... x A, we have (ay,...,a,); = a;. We
require that each function which we consider in this work is computable.
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Unital Valuation Monoids. The concept of valuation monoid was introduced in
[4] and extended in [6] to unital valuation monoid. A unital valuation monoid is a
tuple (K, +,val, 0,1) where (K, +, 0) is a commutative monoid and val: K* — K
is a mapping such that (i) val(k) = k for each k € K, (ii) val(k) = 0 for each
k € K* whenever k; = 0 for some i € [|k|], (iii) val(k1lk’) = val(kk') for every
k, k' € K*, and (iv) val(e) = 1. Moreover, K is called zero-sum-free, if k+ k' = 0
implies k = k' = 0. In the rest of this paper, we let K denote an arbitrary unital
valuation monoid (K, +,val,0,1) unless specified otherwise.

Ezample 1. Recall that a strong bimonoid [5] is a structure (X, +,-,0,1), where
(K,+,0) is a commutative monoid, (K,-,1) is a monoid, and a-0 =0-a =0
for every a € K. A semiring is a strong bimonoid in which - distributes over -+
from both sides. A particular semiring is the Boolean semiring (B, v, A, 0,1) with
B ={0,1}. A bounded lattice is a strong bimonoid in which both operations are
idempotent (and other laws are satisfied). It is clear that each strong bimonoid is

a unital valuation monoid (K, 4, val, 0, 1), where for every n € Nand ky, ..., k, €
K welet val(ky ... ky) = k1-...-ky, (see [6]). Unital valuation monoids can be used
to compute averages. For this consider K,z = (RU {00, —0o0}, sup, avg, —o0, 00)
with avg(a; ... a,) = % D 1<i<n i for every ai,...,a, € R.

Weighted Languages. Let D be a non-empty set. A K-weighted language (over
D) is a mapping of the form r: D* — K. We denote the set of all such mappings
by K{(D*)). Let r € K{D*). We denote the set {w € D* | r(w) # 0} by supp(r)
(support of r). Moreover, let L C D* and w € D*. We define the weighted
language (r N L) € K{D*) by (r N L)(w) = r(w) if w € L, and 0 otherwise.
Now let ' € K{(D*)). We define the sum of r and r' as the weighted language
r+r' € K{D*) by (r+r")(w) =r(w) +r'(w).

Label Structure. Let D be a non-empty set. A predicate over D is a mapping
m: D — {0,1} and we identify 7 with {a € D | w(a) = 1}. We say that = is
decidable if it is decidable whether © # (. We denote by Pred(D) the set of
all decidable predicates over D. For every IT C Pred(D) we define the Boolean
closure BC(IT) as usual and we denote the always true predicate by T. Obviously,
if IT is recursively enumerable, then so is BC(IT). A label structure (over D) is a
tuple (D, IT), where II C Pred(D) is a recursively enumerable set of predicates
such that BC(IT) = II. If D is clear from the context, then we only write IT
instead of (D, IT).

3 Weighted Symbolic Automata with Data Storage

Data Storage Types and Behavior. We extend the notion of storage type [9,16] in
such a way that the predicates and instructions do not only depend on the current
configuration, but also on storage inputs (which, in their turn, are encodings of
the input of an automaton).

A data storage type is a tuple S = (C, M, P, F, cp) where C is a set (config-
urations), M is a set (storage inputs), P is a set of functions each of the type
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p: C x M — {true, false} (predicates), F is a set of partial functions each of the
type f: C x M — C (instructions), and ¢y € C (initial configuration).

If M is a singleton, then we reobtain the concept of storage type as introduced
in [11,20]. Throughout this paper we let S denote an arbitrary data storage type
(C, M, P, F,cy) unless specified otherwise.

Ezample 2. (1) For some fixed elements ¢ and m we define the trivial storage type
as the data storage type TRIV = ({c}, {m}, {Ptrue }, {fia}, ¢) where pirue(c, m) =
true and fiq(c, m) = c.

(2) Let COUNT be the data storage type (N, N, {T?,07},{+, —},0) where for
every ¢,d € N we let T?(¢,d) = true, 0?(¢c,d) = true iff c = 0, +(c¢,d) = ¢+ d,
and —(¢,d) =c—d if ¢>d and undefined otherwise.

A central notion of our MSO-logic is the concept of storage behavior. Let
{2 be a finite subset of P x F. Also, let n € N, mqy,...,m,, € M, and
b = (p1,f1) .- (P, fn) € 2. We call b an my ... my-behavior (over §2) if
for every i € [n] we have p;(¢/,m;) = true and f;(c/,m;) is defined where
¢ = fic1(... fi(co,m1)...,m;—1). Note that ¢ = ¢y for i = 1. We denote the
set of all m; ... my-behaviors over 2 by B(£2,my...my).

Ezample 3. Consider Count and w = 284770 € N* with |w| = 6. Then the word
(T?,+)3(T?,—-)%(0?, +) is a w-behavior over {T?,07} x {+, —}.

Weighted Symbolic Automata with Data Storage. Let D be a set. A K -weighted
symbolic automaton with data storage type S and input D (short: (S, D, K)-
automaton) is a tuple A = (Q, I, Qo, Qs, T, wt,n) where @ is a finite set (states),
IT is a label structure over D, Qo C Q (initial states), Qy C Q (final states),
T CQXIIxPxQxF is afinite set (transitions), wt: T x D — K is a function
(weight assignment), and n: D — M is a relabeling (storage encoding). We call
A projective if n is a projection. Moreover, we call A homogeneous if for each
transition 7 € T and for every di,ds € (7)2 we have wt(7,dy) = wt(7,d2). In
this case we view wt as function of type 7' — K.

The set of A-configurations is the set Q x D* x C. For each transition
7 = (q,m,p,q¢,f) in T we define the binary relation F™ on the set of A-
configurations as follows: for every d € D, w € D* and ¢ € C, we let
(¢, dw,c) F™ (¢’ w, f(e,n(d))) if w(d) is true, p(c,n(d)) is true, and f(c,n(d))
is defined. The computation relation of A is the binary relation F= J ., F".

A computation is a sequence & F™ & --- F™ &, such that n € N,
Ty,...,Tp are transitions, &,...,&, are A-configurations, and &_1 F™ & for
each ¢ € [n]. Sometimes we abbreviate this computation by & F™ ™ &,. Let
w=dy...d, € D* with d; € D. A successful computation on w is a computa-
tion 6 = ((go,w, co) F™ " (gy,¢€,c')) for some g9 € Qo, ¢f € Qy, ¢ € C, and
T1,...,Tn € T. The weight of 6 is the element in K defined by

wt(0) = val(wt(ry,d1) ... wt(7n,dy))

and we denote the set of all successful computations on w by O 4(w).
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71 = (e,even, T?, e, +) 73 = (0,0dd, T7,0,—) wt(r1,d) =d

ifd <7
72 = (e,0dd, T?,0,-) 74 = (0,7e10,02, f, +) v TS

—->( e o f na =
wt(72,d) = co

wt(73,d) = oo
wt(74,d) = oo

[A](284770) = avg(wt(71,2) wt(7r1,8) wt(71,4) wt(72,7) wt(73,7) wt(74,0))
= avg(2 0o 4 0o 00 00) = avg(2 4) =3 n(d) =d

Fig. 1. The projective (COUNT, N, K,vg)-automaton A recognizing r.

The weighted language recognized by A is the K-weighted language
[A]: D* — K defined for every w € D* by

[Al(w) = Ypeo,., WH(6)-

A weighted language r: D* — K is (S,D, K)-recognizable if there is an
(S, D, K)-automaton A such that » = [A]. In the obvious way, we define pro-
jectively (S, D, K)-recognizable and homogeneously (S, D, K)-recognizable.

Example 4. Consider the language L C N* consisting of words wuq...upvy ...
vm0, m,n > 1, such that u; is even and v; is odd for each i € [n], j € [m],
and uy + ...+ Uy = v1 + ...+ v,,. We define the weighted language r: N* —
K.ves with supp(r) = L; each word in L is mapped to the average value of
all even symbols in wj ...u, which are smaller than 7. The projective, non-
homogeneous (COUNT, N, Ky, )-automaton A = ({e,o, f}, I, {e}, {f}, T, wt,n)
shown in Fig. 1 recognizes r, where IT = BC({even, odd, zero}) with the intuitive
interpretations.

Lemma 5. For each (S, D,B)-automaton A there is a homogeneous (S, D,B)-
automaton B with [B] = [A].

Special Cases. (1) Let D be a finite set. Then it is easy to see that each weighted
automaton with storage (in the manner of [20]) is a homogeneous (S, D, K)-
automaton (for some data storage type S).

(2) Let K = B. Since we can assume each (S, D,B)-automaton A to be
homogeneous and, therefore, the weight assignment wt does not depend on its
second argument we can presume that the set of transitions of A consists of those
transitions which are mapped to 1. Thus, we can specify an (S, D, B)-automaton
by a tuple A = (Q, I1,Qo,Qf,T,n) and define the language recognized by A as
the set L(A) = supp([A]).

(3) Let S = Triv. Then we drop all references to S from the concepts intro-
duced for (S, D, K)-automata. Thus T' C @ x IT x @ and we speak about (D, K)-
automata and (D, K)-recognizable. Note that homogeneous (D, K)-automata
can be seen as a K-weighted version of symbolic automata.

(4) Let S = Triv and K = B. Then we use both conventions mentioned
above and speak about D-automata and D-recognizable. Moreover, we say that
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a D-automaton A = (Q, I, Qo, Qs,T) is deterministic if |Qo| = 1 and for every
two transitions (g, m1,q1) and (g, 72, q2) in T with m N e # 0 we have ¢; = go,
and total if for each ¢ € Q, d € D there is a transition (¢, 7,¢') € T with d € 7.

Closure Properties. In [18, Theorem 1] it was proved that symbolic tree automata
can be made total and deterministic. As a special case we easily obtain:

Lemma 6 (cf. [18, Theorem 1]). For every D-automaton A there is a total
and deterministic D-automaton B such that L(A) = L(B).

By slightly modifying usual constructions we obtain the following two results:

Lemma 7. Let r1, 73 be (S, D, K)-recognizable weighted languages and let L1,
Lo be D-recognizable languages. Then the weighted languages r1 472 and 1N L,
are (S, D, K)-recognizable. Moreover, L1\ Ly is D-recognizable (cf. [19]).

Lemma 8. Let D, D’ be sets, L a D-recognizable language, and p: D — P(D’)
a relabeling. Then p(L) is D’-recognizable.

4 Data Storage for Symbolic Visibly Pushdown Automata

A nested set is a set N = N; U N. U N,., where N; (internal symbols), N,
(call symbols), and N, (return symbols) are pairwise disjoint sets. Let M =
(Q, Q0,1 0;,0c,0,,05, Q) be a symbolic visibly pushdown automaton (svpda)
as defined in [1] (with pushdown alphabet I"). As explained there, M uses binary
predicates over matching positions. A pair (¢,7) of positions of an input word
is matching if the pushdown cell pushed at i is popped at j. We introduce the
data storage type VP(IN) which simulates the pushdown part of an svpda and
encodes these binary predicates as parameters of storage instructions.

Let N be a nested set. We define the data storage type VP(N) =
(C,N,P,F,e) where C = (A x N.)* and A is an infinite set of pushdown
symbols, P = {true}, and F' = {push, | v € A} U{pop,, | v € 4,7 C
N. x N, decidable} U {stay,,stay,} such that for each v € A, 7 C N. x N,,
ce C,and d € N we have

- push_(c,d) = (y,d)c if de€ N,
- pop, .(c,d) =c" if de€ N, c=(y,a)c for some a € N, and (a,d) € 7,
— stay,(c,d) =cifd € N; and stay,(c,d) = cif d € N, and ¢ = ¢,

and undefined otherwise.

Theorem 9. Let N be a nested set and L C N*. Then L is recognizable by a
symbolic visibly pushdown automaton with decidable label theory (introduced in
[1]) if and only if L is projectively (VP(N), N, B)-recognizable.
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Table 1. The svpda M (left) and the (VP(IN), N)-automaton A (right), both recog-

nizing L.

M:(QaQ07F76i758:67‘»6b»Qf) A:(Q7H7QO’Q}"7T777)
Q=Qo=Qs ={q} Q=Qo=Qs ={q}

I' = {e, 0}
6 ={(¢,T,0)},6 ={(¢. T, @)} |{(q, T, true,q,stay,), (q, T, true, q,stay,)} CT

56 = {(q7 even7 q’ e)? (q7 Odd7 q7 O)} {(q7 even7 true’ q7 pUShE)7 (q7 Odd7 true? q7 puShO)} g T
or = {(q,~,€,9),(q, T,0,9)} {(q, T,true, g, pop, ), (¢, T, true,q,pop, 1)} C T

Instead of a formal proof we demonstrate our construction by an example.
For this let N; =N, N, = {(z | z € N}, and N, = {z) | € N}. We consider the
language L C N* which consists of all words w such that for every two symbols
(x and y) at matching positions of w we have x = y if z is even. For an example
consider w = 3)(2 4 (3 5) 2) € L with |w| = 6 and matching positions (2,6) and
(4,5). Clearly, L can be recognized by the svpda M shown in Table 1(left). Note
that M uses a label theory (cf. [1]), which can be seen as the Boolean closure
of the unary predicates even and odd with their intuitive interpretations, and
of the binary predicate ~ where ((z,y)) € ~ iff x = y. Then we construct the
projective (VP(N), N, B)-automaton A as shown in Table 1(right), which uses
the label structure IT = BC({even, odd}). Clearly, L(A) = L.

Now Theorem 9 opens the possibility of considering weighted svpda. For
example we can easily construct a (VP(N), N, K, )-automaton A" which maps
each word in L to the average value of all its even call symbols.

5 Data Storage for Weighted Timed Automata

Our definition of timed words and weighted timed automata closely resembles
the one in [14]. The only difference is that in our definition of timed words, each
symbol stores the time difference to its predecessor as in [7], while in [14] the
corresponding point in time is recorded. Clearly, both views are isomorphic. In
the course of this section let X' be a finite set and K a semiring.

A timed word (over X) is a non-empty finite sequence (ay,t1) ... (an,tn) €
(X x Rxq)*. The set of timed words over X is denoted by TX" and for some
semiring K a mapping r: TX+ — K is called a timed series (over X and K ).

A clock variable is a variable ranging over R>( and we denote the set of all
clock variables by C. The set of all clock constraints over C is denoted by ®(C).
A clock valuation is a function v: C — Rxg, we let vp(z) = 0 for each z € C,
and for t € R>g and A C C we let the clock valuations v +t (where ¢ is added
to each clock) and v[A := 0] (where all clocks in A are set to 0) be defined as in
[14]. Moreover, the satisfaction relation =C R>o¢ x ®(C) is defined as usual.

A K-weighted timed automaton over X (and C) is a tuple A =
(Q,Qi,Qf,C, E, ewt,dwt), where @ is a finite set (states), Q; C Q (ini-
tial states) and Qy C Q (final states), C is a finite set of clock variables,
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E CQxXx®C)x2°xQ is a finite set (edges), ewt: E — K is a func-
tion (edge weights), and dwt: Q x R>¢ — K is a function (delay weights). A run
of A is a finite sequence

t1 e1 tn  en
p=(qo,v0) — — ... === (qn, Vn)
where n > 1, qo,...,qn € Q, v; are clock valuations, t; € R>p, and e¢; € E

satisfying the following conditions: gy € Q;, gn € Qf, and e; = (gi—1, i, Pi, Ai, ¢;)
such that v;_1 +t; &= ¢; and v; = (v;—1 + t;)[\i := 0]. The label of p is the
timed word label(p) = ((e1)2,t1) ... ((en)2, tn), and the running weight rwt(p)
of p is given by rwt(p) = [[;c}, dwt(gi—1,t;) - ewt(e;). For any timed word
w € TXT let Rung(w) denote the set of all runs p of A with label(p) = w.
The timed series recognized by A is the mapping [A]: TXT — K such that
[[A]] (’LU) = ZpeRunA(u)) rWt(p)

Now we define a data storage type TIME(C) to simulate the clock behavior
of weighted timed automata. Let C be a finite set of clock variables and let
TIME(C) = (R>0%, Rx0, P, F,119) where P = {pg | ¢ € ®(C)}, F = {f» | A C C},
and for every ¢ € ®(C), \CC,v € RZOC, and t € R>( we let

- py(v,t) =true iff (v+1t) [ ¢, and
- OHt) =@+t :=0].

Theorem 10. Let K be a semiring and r: TXT — K a timed series. Then r
is recognized by a K-weighted timed automaton over X and C if and only if r is
projectively (TIME(C), X x R>q, K)-recognizable.

The formal proof uses the following ideas. In “=" each transition results
from a given edge, and the weight amounts to the product of ewt and dwt; the
resulting (TIME(C), ¥ x Rx¢, K)-automaton is (in general) not homogeneous.
In “«<” we code the transitions and the finite part of the input symbols into
states, split up each transition, and then simulate the weight assignment with
dwt.

6 Weighted Symbolic MSO-Logic with Storage Behavior

Our new logic is based on the concepts of M-expression [10, Definition 3.1] and
B-expression [20, Definition 5]. Since these expressions depend on unweighted
MSO formulas, we first extend unweighted MSO-logic to symbolic MSO-logic.

Symbolic MSO-Logic. As usual, we use first-order variables, like x, y, and second-
order variables, like X, Y. Furthermore, we introduce one more variable B which
we call second-order behavior variable and which ranges over behaviors of S.

Let D be a set, II a label structure over D, and {2 a finite subset of P x F.
We define the set of formulas of symbolic MSO-logic over §2 and II, denoted by
MSO(£2, IT), by the following EBNF:

Y= Pr(z) | next(z,y) |z € X | B(z) = (p, f)
pu=v @ |pAp|3r.p|IX.e
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where 7 € IT and (p, f) € £2. Let ¢ € MSO(£2, IT). The set of free variables of ¢
and bound variables of ¢, denoted by Free(p) and Bound(yp), resp., is defined as
usual. In particular, we set Free(Py(x)) = {z} and Free(B(z) = (p, f)) = {z, B}.

Let V be a finite set of variables with B € V, let n: D — M be a relabeling,
and let w € D*. A (V,n)-assignment for w is a function with domain ¥V which
maps each first-order variable in V to an element of pos(w), each second-order
variable in V to a subset of pos(w), and B to an n(w)-behavior over {2. We let
®(y,m),w denote the set of all (V, n)-assignments for w. In the usual way we define
updates of (V,n)-assignments. Let 0 € ® ), and i € pos(w). By oz — i
we denote the (V U {z},n)-assignment for w that agrees with o on V\{z} and
that satisfies o[z — i](x) = i. Similarly, we define the updates o[X +— I]| and
o[B + b] for each set I C pos(w) and each behavior b € B(§2, n(w)), respectively.

Extending the usual technique we encode a pair (w, o), where w € D* and
0 € @y ) w, as a word over an extended set as follows. For each finite set V' of
variables with B € V we let

Dy =D x P(fo(V) Uso(V)) x 2

where fo()) and so(V) are the subsets of all first-order and second-order variables
occurring in V, respectively. Let ¢ = (1 ... ¢, € Dy,. We call ¢ fo-valid if for each
x € fo(V) there is a unique ¢ € pos(¢) such that = occurs in the second component
of ;. We denote the set of all fo-valid words over Dy, by D;fo. Moreover, we call
¢ n-valid if the word ((1)3...(Cn)s is an n((¢1)1 - - . (Cn)1)-behavior over 2. We
denote the set of all 7-valid words over Dy, by Dy

It is clear that, for each finite set V of variables with B € V and relabeling
n: D — M, there is a one-to-one correspondence between the set {(w, o) | w €
D*,0 € v )0} and the set DT,fO N DT}”‘ Thus, as usual, we will not distinguish
between the pair (w, o) and the corresponding word ¢ € D;fo N D3

Lemma 11. Let D be a set and let V be a finite set of variables with B € V.
Then D{}fo is Dy-recognizable.

Let ¢ € MSO(£2,IT) and V be a finite set of variables such that Free(¢) C V
and B € V. Moreover, let n: D — M be a relabeling. For every (w,o) € D;fo N
D7)" we define the relation (w,o) |= ¢ by extending the usual models operator
of classical MSO-logic as shown for atoms in Fig.2. Then we define the set of
models of ¢ as the set

LVJ]((P) = {(w,a) | w e D*u (S (P(V,n),wv (’LU,U) ': 90}'
Thus, Ly ,(¢) € D} n D).

Lemma 12. Let D be a set and IT a label structure over D, let 2 be a finite
subset of P x F, and let n: D — M be a relabeling. For each ¢ € MSO($2, IT)
and each finite set ¥V D Free(y) of variables with V N Bound(p) = @ and B € V
there is a Dy-recognizable language L such that Ly ,(¢) = L N Dy,
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(w,0) = Pr(z) is true = Wo(e) ET
(w,0) = next(z,y) is true — o(x)+1=0(y)
(w,0) F (z € X) istrue <= o(z) € o(X)
(w,0) = (B(z) = (p, f)) is true =  0(B)o@) = f)-

Fig. 2. Models operator for atoms.

Weighted Symbolic MSO-Logic. Here we introduce our new weighted MSO-logic
over data storage types. This logic extends the one in [20, Definition 5] from a
finite set X to an arbitrary set D.

Let D be a set, II a label structure over D, and {2 a finite subset of P x F.
We define the set BExp({2, I, K) of B-expressions over ({2,111, K) to be the set
generated by the EBNF:

e:::Val,{|(e—|—e)|(gobe)|zwe|zxe,

where k: Dy — K is a relabeling for some finite set U of variables with B € U,
and ¢ € MSO(£2, IT). As in the unweighted case the sets Free(e) and Bound(e)
for each B-expression e are defined as usual where we set Free(Val,) = U.

We define the set Exp(£2, IT, K) of MSO-expressions over (§2,II, K) as the set
of all expressions of the form Y5 e with e € BExp($2, II, K), Free(e) = {B}, and
relabeling n: D — M. An MSO-expression over (S, D, K) is an MSO-expression
over (2,11, K) for some finite {2 C P x F and label structure II over D.

[Vali]v,,(¢) = val(x(Cu)) where (i is obtained from ¢ by replacing each
symbol (a, V,w) by (a,V N (fo(d) Uso(U)),w)
[er + e2]v.n (C) = lealv.n (€) + [e2lvn (€)
e elv.n(¢) = lelv.y(¢).if ¢ € Ly (), and 0 otherwise

D edva@ = > [elvuieya(w,ole i)

i€pos(¢)

[[ZX eﬂvﬂl (C) = Z [[e]]VU{X}J](wva[X = I])

ICpos(¢)

Fig. 3. Semantics of B-expressions (also cf. [20, Definition 6]).

Let e € BExp(£2,I1, K), V be a finite set of variables containing Free(e), and
n: D — M be a relabeling. The semantics of e with respect to V and 7 is the
weighted language [e]y ,,: D}, — K such that supp([e]y,,) € D}f°n DI and for
each ¢ = (w,0) € Dife N D37 we define [e]y,(¢) inductively as shown in Fig. 3.
Let e = > ¢’ be an MSO-expression over (£2, 11, K). We define the weighted
language [e]: D* — K for each w € D* by:

[[Z;; e'l(w) = ZbeB(Qn w))[[ ]]{B}TI( ,[B— b])
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We say that a weighted language r: D* — K is definable by an MSO-expression
over (S, D, K) if there is an MSO-expression e over (S, D, K) such that r = [e].

From Automata to Logic. The proof of the claim that recognizability implies
definability follows the standard construction idea and is exactly the same as
the proof of Lemma 9 of [20] where D is a finite set (there denoted by X,
except that (1) the atomic formula P,(z) (for a € X') in ¢ has to be replaced
by Pr(z) and (2) x((d,V,w)) = wt(r,d) if V = {X;} and 0 otherwise, where wt
is the weight function of the given automaton.

Theorem 13. Letr: D* — K. Ifr is (S, D, K)-recognizable, then r is definable
by some MSO-expression over (S, D, K).

From Logic to Automata. We can prove the following lemma by induction on the
structure of the B-expression e. The proof of the cases are easy generalizations
of Lemmas 11-14 of [20].

Lemma 14. Let e € BExp(£2, 11, K) and V D Free(e) a finite set of variables
with ¥ N Bound(p) = @ and B € V. Moreover, let n: D — M be a relabeling.
There is a (Dy, K)-recognizable weighted language r such that [e]y,, = rN D7)

Due to the symbolicness of the automata, the next lemma is slightly more
complicated to prove than the corresponding Lemma 15 of [20].

Lemma 15. Let e € BExp(£2,I1, K) with Free(e) = {B} and n: D — M be
a relabeling. If [e]ypy, = 7N Dz%} for some (Dypy, K)-recognizable weighted
language r, then [> % €] is an (S, D, K)-recognizable weighted language.

Proof. Let A = (Q,II,Qo,Qy,T,wt) be a (D;py, K)-automaton such that
lel¢my,n = [Al N DY}y We will construct the (S, D, K)-automaton A" = (Q’,
BC(IT'),Qp, Qy, T, wt',n) such that [A'] = [> % €], using the following idea.
Since each predicate 1 € D X {@} x £2 occurring in T combines elements from
D and {2, we have to keep these combinations also in A’. For this, we partition
IT into a family IT x {2 and keep track of elements of {2 in the state set of A’.
Formally, we let Q' = (Q x 2)UQy and Q) = Qo x 2. We let II' = I x {2
such that for every (m, (p, f)) € II' we have (m, (p, f)) = {d | (d,0,(p, f)) € 7}.
If 7 = (¢,7,q) is in T, then for every (p,f),(,f) € 2 we let 7/ =
(( 7( D, f)), (7, (p, 1)), p, (¢, @', f')), f) be in T". Moreover, if ¢’ € Q), then also
= ((q, (p, )),( (0, )0, f) is in T'. For every 7" € T" and d € D we
deﬁn wit’ (T d) = wt(r,(d, 0, (p, f))) if ()2 = (7, (p, f)) and d € (7, (p, [)),
and wt'(7',d) = 0 otherwise (where 7 is the transition from which 7/ was con-
structed). It is not difficult to prove that [A'] = [>% €]. 0

Using Lemma 14 for V = {B} and Lemma 15 we obtain the following theorem.

Theorem 16. Let r: D* — K. If r is definable by some MSO-expression over
(S,D,K), then r is (S, D, K)-recognizable.
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Decidability Result. Based on the method introduced by Kirsten in [12] and the
zero generation problem (ZGP), we can prove the following theorem (also cf. [20,
Theorem 17]), where a strong bimonoid (K, +,-,0,1) is commutative if - is so.

Theorem 17 (cf. [12, Theorem 1]). Let K be a zero-sum-free commutative
strong bimonoid. Then, for each (S, D, K)-recognizable weighted language r, the
support supp(r) is (S, D,B)-recognizable. Moreover, if (K,-,1) has a decidable
ZGP, then there is an effective construction of an (S, D, B)-automaton recogniz-
ing supp([A]) from any given (S, D, K)-automaton A.

In particular, each bounded lattice satisfies the conditions of Theorem 17. An
MSO-expression e over (S, D, K) is satisfiable if supp(r) # 0.

Corollary 18. Let N be a nested set, K a zero-sum-free commutative strong
bimonoid with a decidable ZGP, and r a projectively (VP(N), N, K)-recognizable
weighted language. (1) It is decidable whether supp(r) = 0. (2) The satisfiability
problem of each MSO-expression over (VP(N), N, K) is decidable.

Proof. (1) follows from Theorem 17, Theorem9, and the decidability of the
emptiness problem of symbolic visibly pushdown automata [1, Theorem 4].
(2) follows from Theorem 16 and (1).
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Abstract. We look at NFAs augmented with multiple reversal-bounded
counters where, during an accepting computation, the behavior of the
counters during increasing and decreasing phases is specified by some
fixed “pattern”. We consider families of languages defined by various
pattern behaviors and show that some correspond to the smallest full
trios containing restricted classes of bounded semilinear languages. For
example, one such family is exactly the smallest full trio containing all
the bounded semilinear languages. Another family is the smallest full
trio containing all the bounded context-free languages. Still another is
the smallest full trio containing all bounded languages whose Parikh map
is a semilinear set where all periodic vectors have at most two non-zero
coordinates. We also examine relationships between the families.

Keywords: Counter machines + Full trios + Semilinearity + Bounded
languages

1 Introduction

A language L is bounded if L C wj---wj, for non-empty words wi, ..., ws.
Further, L is bounded semilinear if there exists a semilinear set @ C N& such
that L = {w | w = w{" ---w}*, (i1,...,ix) € Q} [10]. It is known that every
bounded semilinear language can be accepted by a one-way nondeterministic
reversal-bounded multicounter machine (NCM, [9]). Also, every bounded lan-
guage accepted by an NCM can be accepted by a deterministic reversal-bounded
multicounter machine (DCM, [10]). Thus, every bounded semilinear language
can be accepted by a DCM.

Recently, several families of languages that are both bounded and semilinear
have been defined and studied [7]. The notion of bounded semilinear above is
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referred to as bounded Ginsburg semilinear to distinguish from other types. Two
other interesting types are: a language L C wj - - - wj, over alphabet X' is bounded
Parikh semilinear if L = {w | w = wlf ~~~w2’“, the Parikh map of w is in Q},
where @ is a semilinear set with | Y| components; L is bounded general semilinear
if L is both bounded and semilinear. It was shown that the family of bounded
Parikh semilinear languages is a strict subset of the family of bounded Ginsburg
semilinear languages, which is a strict subset of the family of bounded general
semilinear languages. However, it was shown that in any language family £
that is a semilinear trio (the family only contains semilinear languages, and
is closed under \-free homomorphism, inverse homomorphism, and intersection
with regular languages), all bounded languages within £ are bounded Ginsburg
semilinear, and can therefore be accepted by machines in NCM and even DCM.
This implies that the equality problem, containment problem, and disjointness
problem are decidable for bounded languages in £ since they are decidable for
DCM. Furthermore, a criterion was developed for testing when the bounded
languages within £ and the family accepted by machines in DCM coincide; this
occurs if and only if £ contains all distinct-letter-bounded Ginsburg semilinear
languages. This was shown to be the case for finite-index ETOL languages [12],
and therefore the bounded languages within these families are the same.

In this paper, we attempt to restrict the operation of NCM in order to pre-
cisely characterize types of languages that are bounded and semilinear. Indeed,
restricting the behavior of NCM can naturally capture several interesting fam-
ilies through the use of so-called instruction languages. Informally, a k-counter
machine M is said to satisfy instruction language I C {C4, D1, ...,Ck, Di}* if,
for every accepting computation of M, replacing each increase of counter ¢ with
C;, and decrease of counter ¢ with D;, gives a sequence in I. Then, for a family of
instruction languages Z, NCM(Z) is the family of NCM machines satisfying some
I € 7. Several interesting instruction language families are defined and studied.
For example, if one considers BD;LB,, the family of instruction languages con-
sisting of bounded increasing instructions followed by letter-bounded decreasing
instructions, then we show that the family of languages accepted by machines
in NCM(BD,LBy) is the smallest full trio containing all bounded Ginsburg semi-
linear languages (and therefore, the smallest full trio containing all bounded
languages from any semilinear trio). It is also possible to characterize exactly
the bounded context-free languages with a subfamily of counter languages. Sev-
eral other families are also defined and compared. For each, characterizations are
given such that the families are the smallest full trios containing the languages.
Using these characterizations, we are able to give even simpler criteria than those
in [7] for testing if the bounded languages within a semilinear full trio coincide
with those accepted by machines in DCM. We then give applications to several
interesting families, such as the multi-pushdown languages [1], and restricted
types of Turing machines, and it is shown that the bounded languages within
each are the same as those accepted by machines in DCM. In a future paper, we
will examine closure and decision properties of the models.
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All proofs in this paper are omitted due to space constraints and
appear in a technical report [8].

2 Preliminaries

In this paper, we assume knowledge of automata and formal languages, and refer
to [6] for an introduction. Let X be a finite alphabet. Then, X* (resp. X) is
the set of all words (non-empty words) over X. A word is any w € X*, and a
language is any L C X*. The empty word is denoted by A. The complement of
L with respect to X* is L = X* — L. The shuffle of words u,v € X* is u v =
{uvr - upvn | > Lu = ug - up,v = vy Vs, u,v; € X1 <4 < n}
extended to languages Ly i Ly = {uw v |u € L1,v € La}.

A language L C X* is bounded if there exist wsy,...,w, € X7 such that
L C wy ---wj, and is letter-bounded if wy, ..., w; are letters. Furthermore, L is
distinct-letter-bounded if each letter is distinct.

Let N be the set of positive integers and Ny = NU{0}. A linear setis aset Q C
N if there exist vg, v1, . . ., Up such that Q = {vo+i1v1+- - +inVpn | i1,...,0n €
Np}. The vector vy is called the constant, and vy, ..., vy are the periods. A semi-
linear set is a finite union of linear sets. Given an alphabet X = {a,...,a;}, the
length of a word w € X* is denoted by |w|. And, given a € X, |w|, is the num-
ber of a’s in w. Then, the Parikh map of w is Y(w) = (Jw|a,,- - -, |W]a,, ), and the
Parikh map of a language L is (L) = {¢(w) | w € L}. Also, alph(w) = {a € X |
|w|, > 0}. We refer to Sect. 1 for the definitions of bounded Ginsburg semilinear
and bounded Parikh semilinear languages.

For a class of machines M, we let £(M) be the family of languages accepted
by machines in M. Let £(CFL) be the family of context-free languages. A trio
(resp. full trio) is any family of languages closed under A-free homomorphism
(resp. homomorphism), inverse homomorphism, and intersection with regular
languages. A full semi-AFL is a full trio closed under union [2]. Many well-known
families of languages are trios, such as every family of the Chomsky hierarchy.
Many important families are full trios and full semi-AFLs as well, such as the
families of regular and context-free languages. Given a language family £, £P4
are the bounded languages in L.

We only define one-way k-counter machines informally and refer to [8,9]
for formal definitions. These machines are similar to pushdown automata, with
k independent pushdowns that each have one symbol plus an end-marker.
A configuration is a tuple (q,w,i1,...,i;) where ¢ is the current state, w is
the remaining input, and 41, ..., € Ny are the contents of the k counters. The
derivation relation -5, and its reflexive, transitive closure -3, are defined in the
usual way [8]. The language accepted by M is denoted by L(M).

Further, M is [-reversal-bounded if, in every accepting computation, the
counter alternates between increasing and decreasing at most [ times. We will
often associate labels from an alphabet T' to the transitions of M bijectively, and
then write -, to represent the changing of configurations via transition ¢. This
is generalized to derivations over words in T*.
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Then NCM(k,1) is the class of one-way I-reversal-bounded k-counter
machines, and NCM is all reversal-bounded multicounter languages, and replac-
ing N with D gives the deterministic variant.

3 Instruction NCM Machines

It is known that all of the bounded languages in every semilinear trio are in
L(NCM) [7]. We start this section by considering subclasses of L(NCM) in order
to determine more restricted methods of computation where this property also
holds. We are able to do this optimally. Furthermore, characterizations of the
restricted families are also possible, and lead to even simpler methods to deter-
mine the bounded languages within semilinear full trios.

First, we define restrictions of NCM depending on the sequences of counter
instructions that occur. These restrictions will only be defined on NCMs that
we will call well-formed. A k-counter NCM M is well-formed if M € NCM(k, 1)
whereby all transitions change at most one counter value per transition, and all
counters decrease to zero before accepting. Indeed, an NCM (or DCM) can be
assumed without loss of generality to be 1-reversal-bounded by increasing the
number of counters [9]. It is also clear that all counters can be forced to change one
counter value at a time, and decrease to zero before accepting without loss of gen-
erality. Thus, every language in £L(NCM) can be accepted by a well-formed NCM.
Let A be an infinite set of new symbols, A = {C1, D1,C5, Da, ...}, and for k >
1, A, = {Cl, Dq,..., Ck, Dk}, A(k,c) = {01, ey Ck}, A(k,d) = {Dl, ey Dk}

Given a well-formed k-counter NCM machine M, let T be a set of labels in
bijective correspondence with transitions of M. Then, define a homomorphism
ha from T to Ax that maps every transition label associated with a transition
that increases counter i to C;, maps every label associated with a transition
that decreases counter ¢ to D,;, and maps all labels associated with transitions
that do not change any counter to A. Also, define a homomorphism hy that
maps every transition that reads a letter a € X to a, and erases all others.
Then, we say that M satisfies instruction language I C A} if every sequence
of transitions o € T corresponding to an accepting computation — that is
(go,w,0,...,0) S (g, A\, c1,. .., k), q afinal state — has ha(o) € I. This means
that M satisfies instruction language I if I describes all possible counter increase
and decrease instructions that can be performed in an accepting computation by
M, with C; occurring for every increase of counter ¢ by one, and D; occurring
for every decrease of counter i by one.

Given a family of languages Z with each I € 7 over Ay, for some k > 1, let
NCM(k,Z) be the subset of well-formed k-counter NCM machines that satisfy
I for some I € 7 with I C Aj; these are called the k-counter Z-instruction
machines. The family of languages they accept, L(NCM(k,Z)), are called the
k-counter Z-instruction languages. Furthermore, NCM(Z) = J,~; NCM(k,T)
(resp. LINCM(Z)) = Uj>; L(NCM(k,Z))) are the Z-instruction machines (and
languages). We will only consider instruction languages I where, for all w € I,
every occurrence of C; occurs before any occurrence of D;, for all i, 1 < i < k,
which is enough since every well-formed machine is 1-reversal-bounded.



220 O.H. Ibarra and I. McQuillan

First, we will study properties of these restrictions before examining some
specific types.

Proposition 1. Given any family of languages T over Ay, LINCM(k,Z)) is a
full trio. Furthermore, given any family of languages I, where each I € T is over

some A,k > 1, LINCM(Z)) is a full trio.
Next, we require another definition. Given a language I over Ay, let
Ig={w|wel,|wlc =|w|p,,every C; occurs before any D;, for 1 <i < k}.

Further, given a language family Z over A where each I € 7 is over Ay, for some
k > 1, then Z,, is the family of all languages I.q, where I € 7.

Proposition 2. Let T be a family of languages where each I € T is a subset
of A}, for some k > 1, and T is a subfamily of the reqular languages. Then
L(NCM(Z)) is the smallest full trio containing Ze,.

We will consider several instruction language families that define interesting
subfamilies of L(NCM).

Definition 3. We define instruction language families:

- LB;LBy = {I =YZ | k>1Y = a’{-na;,ai S A(k’c),l <t<m,Z =
bbby € Aguays1 < j < nl,
(letter-bounded-increasing/letter-bounded-decreasing instructions),

- StByy ={I |k > 1,1 =aj---al,a; € Ag,1 < i < m, thereisnol <1l <
U'<j<j <m such that ay = Cyr,ay = Cs,a; = Dy,aj = Dy, 1 # s},
(stratified-letter-bounded instructions),

- LBu={I|k>1,I=0a7 --a},,a; € A;,1 <i<m},

(letter-bounded instructions),

~BDiLBy ={I =YZ [k =2 1LY = wi --wp,wi € A j,1 <i<mZ =
aj---ap,a; € A gy, 1 <j <nj,
(bounded-increasing/letter-bounded-decreasing instructions),

~LBBDy = {I =YZ | k>1Y =aj--a,,a; € Age),1 <
wi - w),w, € A?k,d)’l <j<mn},
(letter-bounded-increasing/bounded-decreasing instructions),

- BDjg={I|k>1I=w}--w),w € A;,1 <i<m},
(bounded instructions),

- LBy={I|k>1,I=YwZY = Al Z =ai--ap,a; € Ay g),1 <j <
n}, (letter-bounded-decreasing instructions),

B ={I|k>21LI=YWwWZY =a}---ay,,a; € Aoy, 1 <i <m,Z =
Az‘k’d), }, (letter-bounded increasing instructions),

- LBy = LBy ULB,,

(either letter-bounded-decreasing or letter-bounded-increasing instructions),
~ALL=A{I|k>1,1=A;}.

A
IA
E
N
[
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For example, every NCM machine M where the counters are increased and
decreased according to some bounded language, then there is an instruction
language I such that M satisfies I, and I € BD,4, and L(M) € L(NCM(BD,q)).
Even though not all instructions in I are necessarily used, the instructions used
will be a subset of I since the instructions used are a subset of a bounded
language. It is also clear that L(NCM) = L(NCM(ALL)).

Example 4. Let L = {uavbwa’axb’y | i,5 > 0,u,v,w,z,y € {0,1}*}. We can
easily construct a well-formed 2-counter machine M to accept L where, on input
ua'vbiwa® zb? y, M increases counter 1 4 times, then increases counter 2 j times,
then decreases counter 1 verifying that ¢ = 4/, then decreases counter 2 verifying
that j = j/. This machine satisfies instruction language C;C5 Dy D3, which is a
subset of some instruction language in every family in Definition 3 except for
StLB;4, and therefore L € L(NCM(Z)) for each of these families Z.

Example 5. Let L = {a?Ti+2p3+20455 | j j > 0}. Note that the Parikh map of
L is a linear set Q = {(2,3) + (1,2)i + (2,5)j | ¢,5 > 0}. L can be accepted by a
well-formed 4-counter NCM (see [8] for construction).

The instructions of M as constructed are a subset of I =
(C1C2)*(C3Cy)*D;DED3Dy. This is a subset of some language in each of
BD;LB4,BD;4,LB4 but not the other families, and therefore M is in each of
NCM(BD;LB4), NCM(BD;4), NCM(LB;). Even though M is not in the other
classes of machines such as NCM(LB;), it is possible for L(M) to be in
L(NCM(LB;)) (using some other machine that accepts the same language).
Indeed, we will see that L(M) is also in L(NCM(LB;BD,)) and £L(NCM(LB;)).

Example 6. Let Ly = {w#a'b? | |w|, = i, |w|p, = j}. This can indeed be accepted
by a machine M; € NCM(LBy) (see [8] for construction).

Example 7. Let L = {w | w € {a,b}",|w|, = |w|, > 0}. L can be accepted
by an NCM which uses two counters that increments counter 1 (resp. counter 2)
whenever it sees an a (resp., b). Then it decrements counter 1 and counter 2 simul-
taneously and accepts if they reach zero at the same time. This counter usage
does not have a pattern in any of the restrictions above. It is quite unlikely that
L(M) € LINCM(Z)) for any of the families in the definition above except the full
L(NCM(ALL)) = L(NCM).

Every family 7 in Definition 3 is a subfamily of the regular languages.
Therefore, by Proposition 2, the following can be shown by proving closure under
union:

Proposition 8. Let Z be any family of instruction languages from Definition 3.
Then L(NCM(Z)) is the smallest full trio (and full semi-AFL) containing L.

As a corollary, if we consider the instructions languages of ALL (thus, the
instructions are totally arbitrary), and for ¢ > 1, let L; = {C’D? | n > 0},
then AlLeg = {I | I = Lyw Lyw -+ w Ly, k > 1}. Hence, L(NCM) can be
characterized as the smallest full trio containing ALL.,, by Proposition 2. Or, it
could be stated as follows (this is essentially already known, and follows from
work in [4,5]).



222 O.H. Ibarra and I. McQuillan

Corollary 9. [4,5] L(NCM) is the smallest shuffle or intersection closed full trio
containing {a"b™ | n > 0}.

Indeed, it is known that £L(NCM) is shuffle and intersection closed full trio [9].
For intersection, this follows since each instruction language I above can be repre-
sented by taking each L;, and a homomorphism h; that maps C; and D; toitself, and
erases all other letters of Ay. Thenlet L, = hi_l(Li). Then, Ly w Lo -++ w Ly =
LinLyn---NLj.

Since {a™b" | n > 0} is in L(NCM(Z)) for all Z in Definition 3, the following
is also immediate from Corollary 9:

Corollary 10. For all T in Definition 3, LINCM) is the smallest shuffle or
intersection closed full trio containing LINCM(Z)).

Thus, any instruction family Z whereby L(NCM(Z)) € £L(NCM) and {a™b" | n >
0} € LINCM(Z)) is immediately not closed under intersection and shuffle.

Next, we will prove the following lemma regarding many of the instruction
language families showing that letter-bounded instructions can be assumed to
be distinct-letter-bounded, and for bounded languages, for each letter in Ay in
the words to only appear once.

First, we need a definition. For each of the instruction families of Definition
3, we place an underline below each LB if the letter-bounded language is forced
to have each letter occur exactly once (and therefore be distinct-letter-bounded),
and we place an underline below BD if each letter a € Ay appears exactly once
within the words wi,...,wy,. Thus, as an example, LB,BD, is the subset of
LBiBDy equal to {I = YZ | k > 1,Y = a}---a},a; € Ape),la1---arla =
1, foralla € Ay, Z = wi-w),w; € Alpapl <J <, lwiws -+ - wple =
1, for all a € Ay, q)}. Thus, each letter appears exactly once in the words or
letters. The construction uses multiple new instruction letters and counters, in
order to allow each letter to only appear once.

Lemma 11. The following are true:

L(NCM(LB,LB,)) = L(NCM(LB,LB,)), L(NCM(LB,4)) = L(NCM(LB, ),
£(NCM(LB;BD,)) = L(NCM(LB,BD,)), L(NCM(LB,)) = L(NCM(LB,)),
£(NCM(BD;LB,)) = L(NCM(BD,LB,)), L(NCM(LB,)) = L(NCM(LB,)).

The next goal is to separate some families of NCM languages with different
instruction languages.

A (quite technical) lemma that is akin to a pumping lemma is proven, but
is done entirely on derivations rather than words, so that it can be used twice
starting from the same derivation within Proposition 13. Due to the length and
technicality, the statement of the lemma and proof can be found in [8].

The next result follows from Lemma 11 and this new pumping lemma.

Proposition 12. {a"b"c™ | n > 0} ¢ LINCM(LB,q4)).

In addition, the following can be shown with Lemma 11 and two applications of
the pumping lemma.
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Proposition 13. {a"b"cld" | n,l > 0} ¢ L(NCM(LB;LBy)).
Therefore, the following is immediate:

Proposition 14. £L(NCM(LB,LB,)) € £(NCM(LB;4)) € £(NCM(BD;y)).

4 Generators for the Families

We will go through certain families individually while creating a more restricted
set of generators than is provided by Proposition 8.
First, we will give two characterizations of L(NCM(LB;4)).

Proposition 15. L(NCM(LB;q4)) is the smallest full trio containing all distinct-
letter-bounded languages of the form {a}' ---alr | aj = Cj,a, = Dy imply i; =
in}, where ai, ..., am is a permutation of Ay such that a; = C, a,, = Dy implies
j<n.

A similar characterization can be obtained with a single language for each k.

Proposition 16. Let k > 1, and let L;®* = {a}*a% ---aln | {a1,...,am} is a
permutation of Ay, and (C; = a;, D; = ay, implies both | < n and i; = iy), for
each j,1 < j < k}.

Then L(NCM(LB;4)) is the smallest full trio containing L,IQB“, for each k > 1.

Next, we will give characterizations for L(NCM(LB;LBg)), whose proof is
similar to Proposition 15.

Proposition 17. The family L(NCM(LB;LB,)) is the smallest full trio contain-
ing all distinct-letter-bounded languages of the form {all1 ~~~a§f bi' - b |l ap =
Cmybp, = Dy, imply l; = jn}, where ay,...,a is a permutation of A,y and
bi,..., bk is a permutation of A q)-

This can similarly be turned into one language for each k, as follows with a
proof similar to Proposition 16:

Proposition 18. Let k > 1, and let L,';BiLBd = {al -~-a§€kb{1 bfc’“ | ay,...,ax
is a permutation of A, oy, b1,..., b is a permutation of Ay, q), and (Cy =
ai, Dy, = by, implies l; = jp), for each j,1 < j < k}.

Then L(NCM(LB;LBg)) is the smallest full trio containing L;Bf’LBd, for each
k>1.

Next, we will provide an alternate interesting characterization for both fam-
ilies using properties of semilinear sets. Let m > 1. A linear set Q C Nj,n > 1,
is m-bounded if the periodic vectors of Q have at most m non-zero coordinates.
(There is no restriction on the constant vector.) A semilinear set @) is m-bounded
if it is a finite union of m-bounded linear sets.

Let LCaj - --a},a1,...,a, € X be a distinct-letter-bounded language. L is
called a distinct-letter-bounded 2-bounded semilinear language if there exists a
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2-bounded semilinear set @ such that L = {a%" ---a% | (i1,...,i,) € Q}. L is
called a distinct-letter-bounded 2-bounded overlapped semilinear language if there
exists a 2-bounded semilinear set () with the property that in any of the linear
sets comprising @, there are no periodic vectors v with non-zero coordinates at
positions ¢ < j, and v’ with non-zero coordinates at positions ¢’ < j’ such that
1<i<j<i <j <n,and L = {a’---alr | (i1,...,in) € Q}. (They overlap in
the sense that, for any such Q,v,1, j,v",4’, j/, then the interval [i, j] must overlap
with [/, 5'].)

Proposition 19.

1. The family LINCM(LB;4)) is the smallest full trio containing all distinct-
letter-bounded 2-bounded semilinear languages.

2. The family LINCM(LB;LB,)) is the smallest full trio containing all distinct-
letter-bounded 2-bounded overlapped semilinear languages.

Next we will give a characterization of the smallest full trio containing all
bounded £(CFL) languages. For that, we consider instruction family StLB;;. An
example of an StLB;; language (counter behavior) is C7C5C5D35C5 D5CYDy.
But the counter behavior C;C5C5 D3C5 D5Cy D5 CY DY is not an StLB;4 language
since Cy appears, then C7, then D5, then Dy, violating the StLB;4 definition.

The next results show that L(NCM(StLB;4)) is the smallest full trio contain-
ing all bounded context-free languages. It has previously been found that there
is no principal full trio (ie. generated by a single language [2]) accepting these
languages [11] (this paper does not use the ‘principal’ notation). Our proof uses a
known characterization of distinct-letter-bounded context-free languages (CFLs)
from [3].

Proposition 20. The family L(INCM(StLB;q4)) is the smallest full trio contain-
ing all bounded context-free languages.

From this, the following can be determined:
Corollary 21.

1. L(NCM(StLB,4)) € L(NCM(LBy)).
2. L(NCM(StLB;4) and L(NCM(LB;LB,)) are incomparable.

Next, we will show that all bounded Ginsburg semilinear languages are in
two of the language families (and therefore in all larger families).

Lemma 22. Allbounded Ginsburg semilinear languages are in C(NCM(BD;LBy))
and in LINCM(LB;BDy)).

From the definition, it is immediate that if Z C Z’, then L(NCM(Z)) C
L(NCM(Z")). It is clear that all of LB,;4,BD;LBy,LB;BD4 are a subset of BD;g.
We will show that three of these counter families coincide.

Proposition 23. L(NCM(BD,LB;)) = L(NCM(LB;BD;)) = L(NCM(BD;4)) is
the smallest full trio containing all bounded Ginsburg semilinear languages, and
the smallest full trio containing all bounded Parikh semilinear languages.
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Corollary 24. For all T € {BD;LBg4, LB;BD4,BD;q,LB4, LB;, LBy, ALL}, then
L(NCM(Z)) contains all bounded Ginsburg semilinear languages, and all bounded
languages in L(NCM).

Next, we establish two simple sets of generators for L(NCM(BD;4)). These
languages will therefore be a simple mechanism to show whether or not a full
trio £ contains every bounded Ginsburg semilinear language, and therefore has
exactly the same bounded languages as NCM, and has all bounded languages
contained in any semilinear trio.

Proposition 25. For k > 1, let
LRPPt = {wi* - owpr DY - DI | wy € Af 25> 0,1<j <m,

fOT]_ SZSk,IUﬂU)me C; :1a
(C; € alph(w;) implies y; = x;)},

LB;BDg __ Y1 Yk, T1 Tm
L —{CV OV

w; GA&,d)’xﬂ' >0,1<75<m,

for 1 <i <k, |Juyws-- wn|p, =1,

(D; € alph(w;) implies y; = x;)}.
Then L(NCM(BD;LB,;)) = L(NCM(LB,;BD,;)) = L(NCM(BD,q)) is the smallest
full trio containing LkD’iLB’i, for each k > 1, and also the smallest full trio
containing L,';B"’BDd, for each k > 1.

Then, by Proposition 23, Proposition 25, and [7], the following is true:
Proposition 26. Let L be a full trio. Then, the following are equivalent:

— L contains all bounded Ginsburg semilinear languages,

— L contains all distinct-letter-bounded Ginsburg semilinear languages,

— L contains all bounded Parikh semilinear languages,

— L(NCM)Pd(= £(DCM)Pd = L(NCM(BD;4))P?) is contained in L,

- E(NCM(BDiLdeg(: L(NCM(LB;BDy)) = L(NCM(BD;q4))) is contained in L,
— L contains L,EDi ¢, for each k > 1,

- L contains L,I;B"BDd, for each k > 1.

Furthermore, if L is also semilinear, then these conditions are equivalent to
£Pd = L(NCM)Pd = £(DCM)P.

By Proposition 12 and Proposition 26, the following is immediate:

Corollary 27. NCM(LB;;) and L(NCM(LB;LB;)) do not contain all bounded
Ginsburg semilinear languages, or all bounded Parikh semilinear languages.

There is another simple equivalent form of the family £L(NCM(BD;4)). Let
SBD;4 be the subset of BD;4 that is the family

{Ik>1,1=wi--w,w; € A |wi] <2,1<i<m}.

Proposition 28. The family LINCM(SBD;q)) contains all bounded Ginsburg
semilinear languages. Hence, L(NCM(SBD;4)) = L(NCM(BD,4)).
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Thus, SBD;y4 is enough to generate all bounded Ginsburg semilinear lan-
guages, whereas LB;,4 is not.
Next, we will explore the language families NCM(LB4) and NCM(LB;).

Proposition 29. L(NCM(LBy)) is the smallest full trio containing, for each
k> 1, (here, wy € Az‘k o) and wy, € D}),

Lde = {w()wl cs Wi | w; € {Ci+17Ci+27"',CkaDi}*70 S { S k7
|w0w1---wj_1|cj = |’lUj|Dj >0,1<5< k‘} - Az

The next proposition follows with a similar proof.

Proposition 30. L(NCM(LB;)) is the smallest full trio containing, for each
k> 1, (here, wy € CF, and wy, € A’(*k’d)),

L% ={wy - wi | w; € {D1,...,D;,Cit1}*,0<i <k,
lwj—1lc; = [wjwji1 -+ wk|p, > 0,1 < j <k} CAf.

5 Applications to Existing Families

We will apply the results of this paper to quickly characterize the bounded lan-
guages inside known language families. It has been recently shown that finite-
index ETOL languages contain all bounded Ginsburg semilinear languages [7].
This implies L(NCM(BD;4)) € L(ETOLgy) (the family of finite-index ETOL lan-
guages, which is a full trio [12]; we refer to this paper for the formal definitions
of ETOL systems and languages), and the bounded languages within DCM, NCM,
and ETOLg, coincide by Proposition 26. Here, we strengthen this result. First,
it is shown that each L,Lch and L;Bi is in L(ETOLgy).

Lemma 31. For each k > 1, L,';Bd,LllgB" € L(ETOLgy).

It was also shown that that there are L(ETOLg,) languages that are not in
L(NCM) [7]. Then, this sub-family of L(NCM) is strictly contained in £L(ETOLgy,).

Proposition 32. £L(NCM(LB,)) € £(ETOLg,), £(ETOLg,)Pd = £(DCM)P4.

We leave as an open problem whether there are languages accepted by NCM
that cannot be generated by a finite-index ETOL system. We conjecture that over
Yr ={ay,...,ar}, {w | |wle, =+ = |w|a, } is not in L(ETOLgy), for some k.
One might think that the (non-finite-index ETOL) one-sided Dyck language on
one letter is a candidate witness, but this language is not in L(NCM) [4].

Next, the class of TCA machines are Turing machines with a one-way read-
only input tape, and a finite-crossing® read/write worktape. This language fam-
ily is a semilinear full trio [5]. Therefore, £L(TCA)*d C L(NCM)Pd. To show

! There is a fixed ¢ such that the number of times the boundary between any two
adjacent input cells is crossed is at most c.
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that there is equality, we will simulate NCM(BD;LB,). Let M be a well-formed
k-counter machine satisfying instruction language I C wiwj - w; D} --- D} ,
where w; € AZ‘,ﬁC),l <i<LDj€ Apa,l <j < n. Then we build a TCA
machine M’ with worktape alphabet Ay that, on input w, simulates a derivation
of M, whereby, if M increases from counters in the sequence Cj,,...,C;, , M’
instead writes this sequence on the worktape. Then, M’ simulates the decreasing
transitions of M as follows: for every section of decreases in D;‘j, for 1 <j <mn,
M’ sweeps the worktape from right-to-left, and corresponding to every decrease,
replaces the next C;; symbol with the symbol D;; (thereby marking the symbol).
This requires n sweeps of the worktape, and M’ accepts if all symbols end up
marked and the simulated computation is in a final state.

Proposition 33. £(NCM(BD;LB,)) C £(TCA) and £(TCA)Pd = £(DCM)¥d.

Next, the family of multi-push-down automata and languages has been
introduced [1]. We let MP be these machines. They have some number k of push-
downs, and allow to push to every pushdown, but only pop from the first non-
empty pushdown. This can clearly simulate every machine in NCM(LB,;) (distinct-
letter-bounded, which is enough to accept every language in L(NCM(LB,)) by
Lemma 11). Furthermore, it follows from results within [1] that £(MP) is closed
under reversal (since it is closed under homomorphic replication with reversal,
and homomorphism). Therefore, £L(MP) also contains L(NCM(LBy)). Also, this
family only contains semilinear languages [1]. Therefore, the bounded languages
within £(MP) coincide with those in L(NCM) and £(DCM).

Proposition 34. £(NCM(LB,)) C £(MP) and £L(MP)Pd = £(DCM)Pd.
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Abstract. We investigate non-regular maximal prefix-free subsets
(MPFS) of regular languages. We give a method to decide whether or
not a regular language has any non-regular MPFS.

Next, we prove that if a regular language has any non-regular MPFS,
then it also has a MPFS which is context-sensitive but not context-free,
it has a MPFS which is recursive but not context-sensitive, and it has a
MPFS which is not recursively enumerable.

We show that no regular language has a MPFS which is recursively
enumerable but not recursive. Finally, for any regular language we can
decide whether or not it has a context-free non-regular MPFS.

1 Introduction

A language is prefiz-free if it does not contain two distinct strings such that
one of them is a prefix of the other. Prefix-free languages are used in prefix-
codes, for example variable-length Huffman codes or country calling codes. In
a prefix-code, no codeword is a proper prefix of any other codeword. Hence, a
receiver can identify each codeword without any special marker between words.
Motivated by prefix-codes, the class of prefix-free regular languages has been
recently investigated [2-4,6-10].

A subset M of a language L is called a mazimal prefiz-free subset (MPFS)
of L if (informally) M is prefix-free, but adding any other string from L to M
would make it no longer be prefix-free.

In [7], we have been interested in finding maximal prefix-free subsets of regu-
lar languages. We have shown that a regular MPFS of a regular language can be
obtained from a minimal deterministic finite automaton (DFA) for this language
by removing all the out-transitions from every final state. Other properties as
well as descriptional complexity of regular MPFS of regular languages have been
investigated in [7].

Here we further deepen the study of MPFS. A regular language can have a
non-regular MPFS. We focus on these non-regular MPFS of regular languages.
First we show how to decide whether or not a regular language has a non-regular
MPFS. We describe a property P of a language such that a language has a non-
regular MPFS if and only if it has the property P. The property P can be
decided by examining the minimal DFA for the language.
© Springer-Verlag Berlin Heidelberg 2016
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Next, we describe a method for constructing some MPFS of a regular lan-
guage L which has the property P. For a given set of integers S we can construct a
MPFS M of L, such that two different starting sets result in two different MPFS.
This means that the language has uncountably many MPFS. Therefore, for any
countable class of languages (such as regular languages, context-free languages,
context-sensitive languages, recursively enumerable languages, etc.) there exists
a MPFS of L which does not belong to this class.

A natural question to ask is whether a MPFS belonging to a specific class
of languages exists. Using a refinement of the above method, we answer this
question for the layers of the Chomsky hierarchy: If a language has the property
P, then it has a MPFS which is context-sensitive but not context-free, a MPFS
which is recursive but not context-sensitive, and a MPFS which is not recur-
sively enumerable. Next, no regular language has a MPFS which is recursively
enumerable but not recursive. Finally, a regular language may or may not have
a context-free MPFS which is not regular. We give a sufficient and necessary
condition for minimal automata accepting languages which have one.

2 Preliminaries

We assume that the reader is familiar with basic concepts of regular languages
and finite automata. For details or unexplained notions, we refer to [5,11].

For a finite alphabet X, let ¥* be the set of all strings over X, including the
empty string €. Let T be the set of all non-empty strings over . Throughout
the paper, we assume that |X| > 2, since every prefix-free subset of a unary
language contains at most one string.

If u,v,w are strings in ¥* and w = ww, then the string u is a prefiz of the
string w. If, moreover, v # ¢, then w is a proper prefix of w. We denote by <, the
partial order on ¥* defined by u <, v iff u is a prefix of v. We also say that v and
v are comparable. For a string w, let [w] = {u € ¥* | u <, w}U{u € ¥* | w <, u}
be the set of strings that are comparable to w. Note that [w] is a regular language.
Observe that if « ¢ [w], then « is incomparable with wy for any y € 3*.

A language over X is prefiz-free if it does not contain two distinct strings
such that one is a prefix of the other. A subset M C L is a mazimal prefiz-free
subset (MPFS) of L if M is prefix-free, and for each w in L there exists some w
in M such that u € [w]. Equivalently, M is a MPFS of L if M is prefix-free, but
for any w € L\ M the set M U {w} is not prefix-free.

A MPFS is not necessarily unique, in fact it is unique if and only if L itself
is prefix-free, then M = L is the unique MPFS. A regular language may have a
non-regular MPFS: the language a*b* has a MPFS {a’b’ | i > 1}.

For a regular language L and u € L, let L, be the left quotient of L by
u, that is, L, = {w € ¥* | uw € L}. Note that L, is regular. For a DFA
A=(Q,%,-,s F) and for ¢ € Q, let L, be the language accepted by A from g,
that is, L, = {w € £* | ¢ - w € F}. Note that L, is regular.

Let ¢ € F. If L, = {e}, we say that ¢ is an e-state. Otherwise we say that ¢
is a final non-e-state. It is known that the language accepted by a minimal DFA
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A=(Q,%, s, F) is prefix-free if and only if A has only one final state, and this
final state is an e-state.

Proposition 1. Let L be a language accepted by a DFA A= (Q,%,-,s, F). Let
A’ be an incomplete DFA obtained from A by removing all the out-transitions
from every final state of A. Then the language accepted by A’ is a reqular mazimal
prefix-free subset of L.

Proof. The set L(A’) is a prefix-free subset of L since every final state in A’ is
an e-state. Let u € L. Then u is accepted by A. Let p be the first final state on
the computation of A on w. Thus v = «'v” with s- v = p. Then v/ is in L(A’)
and v <, u. Hence L(A’) is maximal. O

Proposition 2. Let L be a regular language and w € L. Then we can find a
DFA recognizing a regular mazximal prefiz-free subset M C L with w € M.

Proof. Let L' = L\ [w]. Let M’ be a regular MPFS of L’ (obtained from
Proposition 1). Let M = M’ U {w}. Then M is prefix-free, since no string
comparable with w is in M’. Finally M is maximal, since every string in L is

either comparable with w, or in L’ and therefore comparable with a string in
M. O

3 Characterization of Regular Languages with
Non-regular Maximal Prefix-Free Subsets

The aim of this section is to give a sufficient and necessary condition for a regular
language to have a non-regular maximal prefix-free subset.

Let L be a regular language accepted by a minimal DFA A = (Q, X%, -, s, F).
Since A is minimal, it may contain at most one e-state, and we denote it by ¢..
We say that a state ¢ in Q is reachable from a cycle in A if there is a state p in
Q@ and two strings u and v in X*, such that p-u = p, p-v = ¢, and u and v differ
in the first symbol.

We are now ready to define the property P mentioned in the introduction:

Definition 3. A DFA has the property P if it contains a final non-c-state that
1s reachable from a cycle.

For short, we also say that a regular language L has the property P if the
manimal DFA accepting L has the property P.

See Fig. 1 for an illustration of this property.
Our next goal is to show that a language has a non-regular MPFS if and only
if it has the property P. First we show the “only if”:

Lemma 4. Let L be a regular language. If L has a non-reqular maximal prefiz-
free subset, then L has the property P.
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Fig. 1. A final non-e-state ¢ that is reachable from a cycle

Proof. We prove the inverse, that is, if L does not have the property P, every
MPFS of L is regular. Let L be accepted by a minimal DFA A = (Q,%, -, s, F).
Assume that no final non-e-state of A is reached from a cycle in A. Let M be a
maximal prefix-free subset of L. We shall show that M is regular.

If A has a final e-state, let this state be g.. Let K = {w € £* | s - w = ¢.}
(the language of strings accepted by A in the state g.). Further let M; = M\ K
and My = M N K. Note that M is a disjoint union of M7 and M;. If A does not
have a final e-state, let M; = M.

First we show that M, is regular. Let ¢ be a final non-e-state. Let F|, be the
set of strings accepted by A in ¢, that is, F, = {w € ¥* | s - w = ¢}. Denote by
U, the set of strings u accepted by A in state ¢ such that the state ¢ does not
occur inside the computation on u, that is,

Uy={ueX"|s-u=gqands-v#q for each proper prefix v of u}.

Notice that we must have |u| < |Q| for each u in U, because otherwise ¢ would
be reached from a cycle of A. Thus U, is finite.

Next, let us show that there is at most one non-empty string w with ¢-w = ¢
such that the computation on ¢ — ¢ does not pass through ¢. Suppose for a
contradiction that w; and ws are two such distinct non-empty strings. Then
wi and wg are not comparable, thus wy; = war and we = uby for two distinct
symbols ¢ and b and some strings u, x,y. Let p = ¢-u. Then we have p-azxu =p
and p - by = q, so q is reached from a cycle of A, a contradiction.

Notice that F, = {uw’ | u € U,,i > 0} if such w exists, and F, = U,
otherwise. Further, for u € U, at most one string in {uw’ | i > 0} may be in
the prefix-free set M;. Since Uy is finite, M7 may therefore contain only finitely
many strings accepted in ¢, that is, M; N Fy is finite. The set M; consists of
strings accepted in non-e¢ states, so it is a finite union of these finite sets, and
therefore M, is regular.

Observe that K is prefix-free and no string in K is a proper prefix of another
string in L. Therefore if M is a MPFS, it must contain all the strings in K which
do not have a proper prefix in M;. Thus we have M = M; U (K \ (M - £%)).
Since both M; and K are regular, M must be regular as well. a

3.1 A Maximal Prefix-Free Subset Cgs for a Set of Integers S

In this section we describe a method of obtaining MPFS of a regular language
with particular properties. Given a regular language L with the property P and
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a set of non-negative integers S C Ny, we want to create a MPFS of L. We want
this method to create different MPFS when starting with two different sets S.
Let L be a regular language with the property P accepted by a minimal DFA
A=(Q,%,,s,F). Let ¢; be a final non-e-state reachable from a cycle in A, and
letpeQ, e F,veX* uv,yc Xt besuchthat p-u=p, p-v=gq, and u
and v differ in the first symbol; finally s-x = p and ¢; -y = g2. The string = must
exist since A is minimal and therefore p is reachable from s, and y must exist
because ¢; is a non-e-state. (See Fig. 1 for an illustration.) Let S C Ng. Then:

e L\ [z] is a regular language. Let Cy be a regular MPFS of this language given
by Proposition 1.

e L.\ [u] is a regular language. Both v and vy belong to this language, since u
and v differ in the first symbol. Let C; be a regular MPFS of this language
containing v, and let Co be a regular MPFS of this language containing vy.
These can be obtained by Proposition 2.

o Let

Cs=CoU|J@@u'-Cr)U ] (zu'-Cy)

€S i€Np\S

Lemma 5. Let L be a regular language with the property P, and let S C Ny.
Then the set C's obtained as above is a maximal prefiz-free subset of L. Further-
more, if T C Ny and S # T, then Cg # Cr.

Proof. (1) Cs is a subset of L: Cy C L. Next, for i > 0 we have s-au’ = p = s-x,
and both C; and Cj are subsets of L,. Therefore zu?-C; C L and zu’-Cy C L.
So CS - L.

(2) Cs is prefiz-free: Cy is prefix-free. Cjy does not contain any string from
[#], thus all strings from zu® - C; (resp. Co) are incomparable with all strings in
Cy. For a given i > 0, both zu’ - C; and zu® - Cy are prefix-free, since C; and Cj
are prefix-free and do not contain any string from [u]. Given i < j, w; = zu'c;,
and w; = zulc;, wi,w; € Cg, and ¢;,¢; in Cy or Cy as needed, we have ¢; ¢ [u]
and w; = zu'uz, thus w; and w; are incomparable. Therefore C is prefix-free.

(3) Cs is mazimal: Consider a string w € L. There are four possible cases:

w ¢ [z]. Then there is a w’ comparable with w in Cp, since Cy is a MPFS.

o w <, z. Then w <, zv and w <, xvy. One of these is in Cg, which one
depends on whether 0 € S.

o w=zxu'z,i>0,z <p u. Then w <, xul
Cgs depending on whether i +1 € S.

e w=uau'z,i>0,z¢ [u]. We have s - zu’ = p = s - x, therefore z € L,. Since

C1 and Cy are MPFS, there is a 2z’ comparable with z in either C; or Cs,

depending on whether i € S. Then w = zu’z is comparable with zu’z’ € Cs.

1o, resp. zu*t vy, one of which is in

In every case we can find a string in Cs comparable with w, so C's is a MPFS
of L.

(4) Cs # Cp. Without loss of generality, let ¢ € S, ¢ ¢ T. Then we have
ru'v € Cg and zulvy € Cr. Since Cy is prefix-free, zu‘vy ¢ Cg, therefore
Cs # Cp. This concludes the proof of the lemma. O
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Corollary 6. Since there are uncountably many sets of integers, Lemma 5 gives
us uncountably many MPFS of L. Therefore, if L has the property P, for any
countable class of languages (such as regular, context-free, recursively enumer-
able, etc.) there must exist a MPFS of L which does not belong in this class.

We can now prove the main goal of this section:

Theorem 7. A reqular language L has a non-reqular maximal prefiz free subset
if and only if L has the property P.

Proof. Immediate from Lemma 4 and Corollary 6. O

4 Maximal Prefix-Free Subsets and Chomsky Hierarchy

In this section we further investigate non-regular maximal prefix-free subsets of
regular languages. We have already shown that if a language has the property P,
then it has uncountably many MPFS. However, it might be possible that all of
these MPFS are incredibly complex, maybe not even recursively enumerable. In
this section we show that we can always find MPFS of “reasonable” complexity,
specifically those belonging to certain levels of the Chomsky hierarchy.

Let Reg,CF,CS,Rec, and RE denote the classes of regular, context-free,
context-sensitive, recursive, and recursively enumerable languages, respectively.
Recall that these classes are recognized by regular automata, context-free gram-
mars, linear bounded automata, Turing machines that halt on every input, and
Turing machines, respectively.

4.1 MPFS in CS\ CF, Rec \ CS, and Not in RE

We use the method given in Lemma 5 to find MPFS which are context-sensitive
but not context-free, and recursive but not context-sensitive.

Theorem 8. Let L be a regular language with the property P. Then L has a
mazximal prefix-free subset which is context-sensitive, but not context-free.

Proof. We continue using the notation of Lemma 5 with S = {2* | k£ > 0}. We
shall show that Cg is context-sensitive, but not context-free.

Since the sets Cy, C1, and C5 are regular languages over X, there exist regular
grammars G; = (N;,%,S;, P;) such that L(G;) = C; for i = 0,1,2. Next, the
language K = {a2k | E > 0} over a unary alphabet {a} is context-sensitive, and
its complement K€ is context-sensitive as well. Hence there are context-sensitive
grammars G3 = (N3, {a},Ss3, P3) and G4 = (N4, {a}, Sy, Py) with L(G3) = K
and L(G4) = K°.

We can assume that the sets of non-terminals N; (0 < ¢ < 4) are disjoint.
Let A and S be new non-terminals which are not in any N;. In G3 and Gy,
we replace all the occurrences of the terminal a with the non-terminal A, and
denote the corresponding set of new productions by P; and Pj. Define a grammar
G = (Z\/EELSZP)7 WheI’eN:N0UN1UN2UN3UN4U{A7S}; P:PQUP1U
P, U P{UP;U P’ where P’ contains the following productions:
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S — SQ;

S — x53571;

S — x5455; and
A — u.

Then L(G) = Cg, and since u # ¢, the grammar G is context-sensitive. Hence
the set Cg is context-sensitive.

Now we prove that Cg is not context-free. Assume for a contradiction that
Cys is context-free. Recall that v ¢ Cs and w and v differ in the first symbol.
Therefore we have Cis N {zu‘v | £ > 0} = {qukv | £ > 0}. Since CF is closed
under intersection with regular languages, the latter set should be context-free.
However, the pumping lemma for context-free languages gives a pumping con-

. . . . P p+1 . .
stant p and a string w in this language with |zu? v| < |w| < [2u®"" v|, which is
a contradiction. O

Theorem 9. Let L be a regular language with the property P. Then L has a
maximal prefix-free subset which is recursive, but not contexrt-sensitive.

Proof. Let ¥ be an alphabet with || > 2 and a € X. Let Ay, Ay, As,... be
the list of halting Turing machines for context-sensitive languages over ¥; cf. [5,
Theorem9.8]. Using the notation of Lemma 5, now let S = {k >0 | a* ¢ L(Ay)}.
Then the set {a* | k € S} is accepted by the Turing decider Ts described by
Algorithm 1:

Algorithm 1. Turing decider Ty for {a* | k € S}
1if w ¢ a" then REJECT

2 else

3 k — |w|

4 simulate A on w

5 if A on w accepts then REJECT
6 else ACCEPT

Next, Cg is accepted by the Turing decider described by Algorithm 2:

Algorithm 2. Turing decider for Cg
1 if w € Cyp then ACCEPT
2 if there is no k > 0 with w = zu*w’ and u £, w' then REJECT
3 else execute Ty on a”
4 if Ts accepts a® then
if w' € C; then ACCEPT
else REJECT
else
if w' € C, then ACCEPT
else REJECT

© 00 ~NO O
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Now we prove that Cs is not context-sensitive. Assume for a contradiction
that Cs is context-sensitive. Recall that v ¢ Cy and u and v differ in the first
symbol. Therefore we have Cs N {zu‘v | £ > 0} = {zuFv | k € S}. Since CS is
closed under intersection with regular languages, the latter set should also be
context-sensitive. Let T be a linear bounded automaton for {zu*v | k € S}. We
can describe a linear bounded automaton 7" for {a* | k € S}:

Algorithm 3. Linear bounded automaton 7" for {a* | k € S}

1 if v ¢ a* then REJECT

2 else

3 write the string  on the work tape

for every a on input, write the string u on the work tape
write the string v on the work tape

execute the linear bounded automaton 7' on the string zu*v
if T accepts then ACCEPT

else REJECT

0 ~NO O b

Since z, u, and v are constant strings, the length of zu*v is linear in k. Next,
the automaton T is linear bounded, so it uses space linear in |zu¥v|. It follows
that 7" is linear bounded. Therefore there is some i such that L(T') = L(A;). If
A; rejects a’, then i € S, so a’ should be accepted by T". If A; accepts a’, then
i ¢ S, and T’ should not accept a’. In either case we arrive at a contradiction
with L(T") = L(4;). It follows that the set C's is not context-sensitive. O

Theorem 10. Let L be a reqular language with the property P. Then L has a
mazximal prefix-free subset which is not recursively enumerable.

Proof. Immediate from Corollary 6. O

4.2 MPFS in RE \ Rec

In this subsection we prove that no regular language has a maximal prefix-free
subset which is recursively enumerable but not recursive.

Theorem 11. Let L be a reqular language. Let M be a recursively enumerable
mazimal prefiz-free subset of L. Then M is recursive.t

Proof. We describe an algorithm for a Turing decider which accepts strings w
such that w € M.

First, if w ¢ L, we immediately REJECT. Now let w € L. Since M is
recursively enumerable, we can enumerate all strings u of M until we find a
string with v <, w or w <, u. Such a string u must exist, since w € L and M
is a MPFS of L. Therefore the computation halts after a finite time.

Then if u = w we have w € M, otherwise w ¢ M since M is prefix-free. O

! In the special case of L = ¥*, this corresponds to Lemma 10 of [1].



Non-regular Maximal Prefix-Free Subsets of Regular Languages 237

4.3 MPFS in CF \ Reg

Finally, we investigate maximal prefix-free subsets belonging to CF \ Reg. We
show that a regular language with the property P may or may not have a MPFS
in this class. We give a sufficient and necessary condition for a language to have
such a MPFS. This condition can be decided by examining the minimal DFA
for the language.

Ezample 12. The regular language a*b* has a MPFS {a®b’ | i > 1}. This set is
context-free, but not regular. However, it can be shown that the language given
by the regular expression a*(b + bb) has the property P, but does not have any
MPFS in CF \ Reg. The proof can be obtained using Lemma 18 below.

Let us define a new property Ps.

Definition 13. A DFA A = (Q, X%, , s, F) has the property P», if there exist
p,q€Q, v €Y, u,y,v €XT, such that all of the following holds:

¢S T=p,pu=p,pyYy=9q,q9-v=9g
o u and y differ in the first symbol
e either q is a final state, or Ly \ [v] is not prefiz-free.

We say that a regular language L has the property P, if the minimal DFA
accepting L has the property Ps.

See Fig. 2 for an illustration.

Fig. 2. Sketch of a DFA for a language with the property P»

In the following we show that a regular language L has a MPFS which is
context-free, but not regular, if and only if L has the property Ps.

Lemma 14. Let L be a reqular language with the property P,. Then L has a
maximal prefix-free subset which is context-free, but not regular.

Proof. Let A,p,q,z,v,y, and u be as in Definition 13. Define the following:

e Let Cy be a regular MPFS of L\ [z].
e Let C4 be a regular MPFS of (L, \ [u]) \ [y].
o (Case 1) g e F

o Let Cy be a regular MPFS of L, \ [v].

o Let

C=CoU{zu'|i>0}-CU{zulyv’ | i >0} U {zulyr? |0<j<i}-Cy
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o (Case 2) q ¢ F, therefore L, \ [v] is not prefix-free.
o Let 2z, 2’ be two strings in L, \ [v] such that z is a proper prefix of z’.
o Let Cy be a regular MPFS of L, \ [v] containing z, and let C5 be a regular
MPFS of Ly \ [v] containing z’.
o Let

C=CoU{zu'|i>0}-CyU{zu'yv’ |i>0} CoU{zu'yv? |4,5 > 0;i#5}-Cs

We can obtain all the required MPFS using Propositions 1 and 2.

The proof that C' is a MPFS of L is very similar to the proof of Lemma 5,
thus we omit it here. See Appendix for the full proof. Here we show that C' is in
CF \ Reg.

C is obtained as a combination of unions and concatenations of context-free
languages, thus C' is in CF.

Let us show that C is not regular.

(Case 1) Consider the set C' N {xu'yv’ | i,j > 0}. We have ¢ ¢ Cy, so this
set is equal to {zu'yv® | i > 0}, which is not regular.

(Case 2) Consider the set C' N {xulyviz | i,j > 0}. We have z ¢ Cs, so this
set is equal to {xu‘yv'z | i > 0}, which is not regular.

In both cases we have an intersection of C' and a regular language. Since
regular languages are closed under intersection, C' is not regular. g

Lemma 15. Let L be a regular language with a mazimal prefiz-free subset which
is context-free, but not reqular. Then L has the property Ps.

Proof. For the entirety of this proof, let L be accepted by the minimal DFA
A=(Q,%, s, F), and let M be a MPFS of L in CF \ Reg. For a contradiction,
assume that L does not have the property Ps.

If A has a final e-state, let this state be g.. Let K = {w € ¥* | s - w = ¢.}
(the language of strings accepted by A in the state ¢.). Further let M; = M\ K
and M, = M N K. Note that M is a disjoint union of M; and Ms, and both M,
and M, are context-free. If A does not have a final e-state, let M, = M.

First let us prove that M is regular.

Let w € M; and let the computation of A on w = aqas---ag;a; € X, be
S=q0 < 1 > qa o 5 g qr € F\ {ge}

Then we can prove the following:

Lemma 16. For every state q;,0 < 1 < k, there is at most one non-empty string

Sq; such that q; - sq, = q;, and the computation g; S, q; does not pass through
q; except for the first and last state.

Lemma 17. Let AC(qy) = {w’ € ¥* | s-w' = qx, and the computation s ~— qy
does not contain any state more than once}. Let £ be the first index such that
qe occurs in the computation on w more than once, if such a state exists. Then
w = rsfut, where r,t € X*, i >0, and rt € AC(qy,).?

2 AC for acyclic. The computation does not contain a cycle.
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Lemma 18. Let R, S, and T be finite languages. Let L C {rs't | r € R,s €
S,t € T,i >0} be a context-free language. Then L is reqular.

See Appendix for a proof of these three lemmas.

Now we are ready to show that M; is regular. Let w € M;. If w € AC(qs),
let r =¢,t = w,i = 0. Otherwise there is a state in the computation on w that
occurs more than once, and let r, sg,,%,7 be as in Lemma 17. Every w € M; can
therefore be written as rs;t such that rt € AC(q) for some p,q € Q. Since AC(q)
is finite for every state ¢, there can only be finitely many distinct strings r and
t used among all w € M;. Since s, is unique for every state p, there can be only
finitely many distinct strings s, used among all w € M;. We know that M; is
context-free, and thus it fulfills all the conditions for Lemma 18. Therefore M;
is regular. We can show that M is also regular in the same way as in Lemma 4.

We have arrived at a contradiction with the fact that M € CF \ Reg, and
therefore L must have the property Ps. O

Theorem 19. Let L be a regular language. Then L has a mazximal prefiz-free
subset which is context-free, but not reqular, if and only if L has the property Ps.

Proof. Immediate from Lemmas 14 and 15. O

5 Conclusions

We have investigated the existence of non-regular maximal prefix-free subsets
of regular languages. We have defined a property P: The minimal DFA for the
reqular language L has a final non-e-state which is reachable from a cycle. We
have shown that if a language L does not have the property P, then L has only
regular MPFS. On the other hand, if L has the property P, then it always has
all of the following:

A MPFS in the class CS\ CF.

A MPFS in the class Rec \ CS.

A MPFS which is not recursively enumerable.
Uncountably many MPFS.

In the first two cases we have given a description of such MPFS as a context-
sensitive grammar, resp. Turing decider.

Further we have shown that no regular language has a MPFS in the class
RE \ Rec.

Finally, for languages which have the property P, we have defined a second
property Ps, such that a language has the property P» if and only if it has a
MPFS in the class CF \ Reg.

Both properties P and P, can be determined by examining the minimal DFA
for the language.
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Appendix

Lemma 14. Let L be a regular language with the property P,. Then L has a
maximal prefix-free subset which is context-free, but not regular.

Proof. Here we show that the set C' obtained as described in Lemma 14 is a
MPFS of L. The proof of the lemma in the article shows that C' € CF \ Reg.

Let D1 = {xu’ | i > 0} - Cy. In Case 1, let Dy = {au‘yv’ | i > 0}, D3 =
{zutyv? | i > 1,0 < j < i} - Co. In Case 2, let Dy = {zulyv® | i > 0} - Oy,
Dy = {zu'yv? | 4,5 > 0;i # j} - Cs.

(1) C C L: Cy C L. We have s - zu’ = p, and C; C L,. Next, s - zu'yv’ = ¢
for 4,7 > 0. In Case 1, ¢ € F' and Cy C L. In Case 2, C3,C3 C Ly. Therefore
C C L.

(2) C is prefiz-free: Cy is prefix-free. Cjy does not contain any string in [z],
therefore strings in Cy are incomparable with any string in Dy U Dy U Ds.

Since C is prefix-free and does not contain any strings in [u], D; is prefix-
free as well. Cy does not contain any string in [u] or [y], so strings in D; are
incomparable with any string in Dy U Ds.

Since Cy and Cj are prefix-free and do not contain any string in [v], for a
given 7,5 > 0 the languages zu'yv’ - Cy and zuiv? - Cy are also prefix-free. Let
i1 < ip. Then xu'yv and ru'2yv are incomparable, since u and y differ in the first
symbol. Let j; < jo. Then any string in uz’yv?* - Co, resp. C3 is incomparable
with any string in uz’yv?2 - Cy, resp. Cs, since no string in Cy, resp. Cs is in [v].

(3) C is mazximal. Let w € L. Consider the following cases:

w ¢ [z]. Then w is comparable to a string in Cp.

w <p x. Then in Case 1 w <, xy € Dy, in Case 2 w <, 2yz € D».

w = xulwy,i > 0,w; ¢ [u] U[y]. Then w; is comparable to a string w} in C;

and w is comparable to zuw] € Dy.

o w = zu'wy,i > 0,w; <, u. Then in Case 1 w <, zuTlyv*™! € Dy, in Case 2
w <, zutlyvtlz € Do,

o w = zulwy,i > 0,w; <p y. Then in Case 1 w <, zulyv’ € Dy, in Case 2
w <, xuiyviz € Ds.

o w = zulyviwsy,i,j > 0,ws & [v].

e Case 1: If j > i, then w >, zu'yv’ € Dy. Otherwise wy is comparable to
a wh € Cy and w is comparable to zu'yviwh € Dj.

e Case 2: If j = i, then ws is comparable to a w) € Cy and w is comparable
to zulyviwl € Dy. Otherwise wq is comparable to a w) € C3 and w is
comparable to zu'yv/wl € Ds.

o w=au'yviws,i,j > 0,ws <pv.
e Case 1: If j >4, then w >, zutyv® € Dy. Otherwise w <p zutyv® € Da.
o Case 2: w <, zulyv™I+1z € Ds.

Therefore for any w € L there is a w’ € C such that w is comparable to w'.
Then C' is a MPFS. a
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In the following, we use the notation introduced in Lemma 15.
Lemma 16. For every state ¢;,0 <1 < k, there is at most one non-empty string

54, such that g; - s4, = ¢;, and the computation g; S, q; does not pass through
q; except for the first and last state.

Proof. For a contradiction, let ¢; - s1 = ¢; and ¢; - so = ¢; for non-empty s1 # sa,
where the computations on s; and sy do not pass through ¢;. Then s; and so
are not comparable, and we have s1 = s'as)] and s2 = s§'bs), for s,s],s5 € E*
and a,b€ X,a#b. Let qo-2' = ¢q; and ¢; - 2’ = qx.

Let p=gq=gq;-§,x=12's,, u=v=as|s, y=bshs'. Then L has the
property P since either ¢ = ¢; is a final state if i = k (Case 1), or L, \ [v] is not
prefix-free, since ¢ - bsys'z’ = gy and ¢y is a final non-¢ state (Case 2).

Lemma 17. Let AC(g;,) = {w’ € ¥* | s-w’ = q1, and the computation s ~— g,
does not contain any state more than once}. Let £ be the first index such that
q¢ occurs in the computation on w more than once, if such a state exists. Then
w = rsl,t, where r,t € ¥*, i > 0, and rt € AC(qr).

Proof. Let gy be the first and g, be the last occurrence of the state g, in the com-
putation on w. By Lemma 16, the only possible string that can be read between
two consecutive passes through g, must be sq,. The computation therefore looks
like this:

ay az ap Sqp Sqp Sqy Ayl 41 Qpryo ak
do — q1 yo > qe > qe 7o > qe > qer+1 ro > ik

Let r = ajag - --a; and t = agy1ap 42 - - - ag. Let us show that rt € AC(gy); that
is, the states qo,q1,-..,qe—1,q¢'+1, - - -, qx are all distinct.

We know that gy is the first state which occurs in the computation more than
once, therefore if two states ¢; and ¢; for ¢ < j among the above are equivalent,
it must be that ¢/ <i < j <k.

Thus the computation goes through a cycle gy Ju, q¢, potentially several

times. After that, the computation goes through the cycle g; 2, ¢;- This cycle
does not contain gy, since g is the last occurrence of this state and ¢/ < . The
computation must therefore “leave” the g, cycle at some point. Let ¢, be the
last state in the computation that follows this cycle. Without further technical
details, let us observe that we have p = q,, ¢ = q;, * = a1a2---ap, u = g,
Y = Qpt1Gp42 - - A3, UV = S84, and L has the property P since either ¢ = ¢; = gi
is final, or the final non-¢ state g, is reachable from ¢; and thus L, is not
prefix-free.

This is a contradiction with the initial assumption that the language L does
not have the property P. a

Lemma 18. Let R, S, and T be finite languages. Let L C {rs't | r € R,s €
S,t € T,i > 0} be a context-free language. Then L is regular.
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Proof. 1t holds that:
L= U {rs't | rs't € L},
reR
et
that is, L is a union of finitely many languages of the form {rs‘t | rs't € L}
for some specific r, s,t. For each of these languages we have {rs't | rsit € L} =
r-{s'|rsite L}-t =r-(r\L/t)-t, where \ and / are the left and right quotient
operation, respectively. This set is context-free, since L is context-free and CF
is closed under concatenation and left and right quotients by regular languages.
It follows that r\{rs‘t | rs't € L}/t = {s' | rs't € L} is also context-free,
and since CF is closed under inverse homomorphism, the set {a’ | rs't € L}
is context-free as well. However, the latter language is unary, and every unary
context-free language is also regular. Therefore every language {rs‘t | rs‘t €
L} =r-{s"|rs't € L} -t is regular as well, and L is a union of finitely many
regular languages. Hence L is regular. O
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Abstract. A nondeterministic finite automaton is unambiguous if it has
at most one accepting computation on every input string. We investigate
the complexity of basic regular operations on languages represented by
unambiguous finite automata. We get tight upper bounds for intersection
(mn), left and right quotients (2" — 1), positive closure (3 - 2" — 1), star
(2 .2"), shuffle (2" — 1), and concatenation (2 - 2™*" —1). To prove
tightness, we use a binary alphabet for intersection and left and right quo-
tients, a ternary alphabet for star and positive closure, a five-letter alpha-
bet for shuffle, and a seven-letter alphabet for concatenation. We also get
some partial results for union and complementation.

1 Introduction

A nondeterministic machine is unambiguous if it has at most one accepting
computation on every input string. Ambiguity was studied intensively mainly
in connection with context-free languages and it is well known that the classes
of ambiguous, unambiguous, and deterministic context-free languages are all
different. Ambiguity in finite automata was first considered by Schmidt [21] in his
unpublished thesis, where he obtained a lower bound 22(vV™ on the conversion
of unambiguous finite automata into deterministic finite automata, as well as
for the conversion of nondeterministic finite automata into unambiguous finite
automata. He also developed an interesting lower bound method for the size of
unambiguous automata based on the rank of certain matrices.

Stearns and Hunt [23] provided polynomial-time algorithms for the equiva-
lence and containment problems for unambiguous finite automata (UFAs), and
they extended them to ambiguity bounded by a fixed integer k. Chan and Ibarra
[5] provided a polynomial space algorithm to decide, given a nondeterministic
finite automaton (NFA), whether it is finitely ambiguous. They also showed that
it is PSPACE-complete to decide, given an NFA M and an integer k, whether
M is k-ambiguous.
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Ibarra and Ravikumar [12] defined the ambiguity function ap(n): N — N
of an NFA M such that aps(n) is the maximum number of distinct accepting
computations of M on any string of length n, and they proved that the exponen-
tial ambiguity problem is decidable for NFAs. Weber and Seidl [24] showed that
if an n-state NFA is finitely ambiguous, then it is at most 5"/2n™-ambiguous.
Allauzen et al. [1] considered e-NFAs, and they showed that, given a trim e-cycle-
free NFA A, it is decidable in time that is cubic in the number of transitions of
A, whether A is finitely, polynomially, or exponentially ambiguous.

Ravikumar and Ibarra [20] considered the relationship between different
types of ambiguity of NFAs to the succinctness of their representations, and
they provided a complete picture for unary and bounded languages. Exponen-
tially and polynomially ambiguous NFAs were separated by Leung [15] by pro-
viding, for every n, an exponentially ambiguous n-state NFA such that every
equivalent polynomially ambiguous NFA requires 2™ — 1 states.

The UFA-to-DFA tradeoff was improved to the optimal bound 2" by
Leung [16]. He described, for every n, a binary n-state UFA with a unique initial
state whose equivalent DFA requires 2" states. A similar binary example with
multiple initial states was given by Leiss [14], and a ternary one was presented
already by Lupanov [17]; note that the reverse of Lupanov’s ternary witness for
NFA-to-DFA conversion is deterministic. Leung [16] elaborated Schmidt’s lower
bound method for the number of states in a UFA. He considered, for a lan-
guage L, a matrix whose rows are indexed by strings z; and columns by strings
¥i, and the entry in row x; and column y; is 1 if z;y; € L and it is 0 otherwise. He
showed that the rank of such a matrix provides a lower bound on the number of
states in any UFA for L. Using this method, he was able to describe for every n
an n-state finitely ambiguous NFA | whose equivalent UFA requires 2" — 1 states.

A lower bound method was further elaborated by Hromkovi¢ et al. [11]. They
used communication complexity to show that so-called exact cover of all 1’s with
monochromatic sub-matrices in a communication matrix of a language provides
a lower bound on the size of any UFA for the language. This allowed them to
simplify proofs presented in [21,23]. Using communication complexity methods,
Hromkovi¢é and Schnitger [10] showed a separation of finitely and polynomially
ambiguous NFAs, and even proved a hierarchy for polynomial ambiguity.

A survey paper on unambiguity in automata theory was presented by Col-
combet [6], where he considered word automata, tropical automata, infinite tree
automata, and register automata. He showed that the notion of unambiguity
is not well understood so far, and that some challenging problems, including
complementation of UFAs, remain open.

Unary unambiguous automata were examined by Okhotin [19], who proved
that the tight upper bound for UFA-to-DFA conversion in the unary case is given
by a function in e®( V/n(in ™) while the trade-off for NFA-to-UFA conversion is
eVnnn(l+o(1))  He also considered the operations of star, concatenation, and
complementation on unary UFA languages, and obtained the tight upper bound
(n—1)2+41 for star, an upper bound mn for concatenation which is tight if m, n
are relatively prime, and a lower bound n?~¢ for complementation.
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In this paper, we continue this research and study the complexity of basic
regular operations on languages represented by unambiguous finite automata.
First, we restate the lower bound method from [16,21]. Using the notions of
reachable and so-called co-reachable states in an NFA N, we assign a matrix
My to the NFA N in such a way that the rank of My provides a lower bound
on the number of states in any UFA for the language L(N). We use this to
get all our lower bounds. To get upper bounds, we first construct an NFA for
the language resulting from an operation, and then we apply the (incomplete)
subset construction to this NFA to get an incomplete DFA, so also UFA, for the
resulting language.

2 Preliminaries

We assume that the reader is familiar with basic notions in formal languages
and automata theory. For details, the reader may refer to [22].

A nondeterministic finite automaton (NFA) is a 5-tuple N = (Q, X, A, I, F),
where () is a finite nonempty set of states, Y is a finite nonempty input alphabet,
A C Q x XY x (@ is the transition relation, I C @ is the set of initial states,
and F' C @ is the set of final states. Each element (p,a,q) of A is called a
transition of N. A computation of N on an input string a; - - - a, is a sequence
of transitions (qo, a1, ¢1)(¢1,a2,92) - (¢n—1,0n,qn) € A*. The computation is
accepting if qo € I and g, € F; in such a case we say that the string a;---a,
is accepted by N. The language accepted by the NFA N is the set of strings
L(N) ={w € X* | w is accepted by N}.

An NFA N = (Q, X, A, I, F) is unambiguous (UFA) if it has at most one
accepting computation on every input string, and it is deterministic (DFA) if
|I| = 1 and for each state p in @ and each symbol a in X, there is at most one
state ¢ in @ such that (p,a,q) is a transition of N. Let us emphasize that we
allow NFAs to have multiple initial states, and DFAs to be incomplete.

The transition relation A may be viewed as a function from Q x X to 2%,
which can be extended to the domain 2% x X* in the natural way. We denote
this function by -. Using this notation we get L(N) = {w € X* | I -wN F # 0}.

Every NFA N = (@, X,-, I, F) can be converted to an equivalent incomplete
DFA N’ = (29\{0}, 2,1, F"), where F' = {R € 2@9\{0} | RN F # ()}, and for
each R in 2@\{0} and each a in X, the partial transition function - is defined
as follows: R a=R-aif R-a # () and R a is undefined otherwise. We call
the DFA N’ the incomplete subset automaton of NFA N. Since every incomplete
DFA is a UFA, we get the following observation.

Proposition 1. If a language L is accepted by an n-state NFA, then L is
accepted by a UFA of at most 2™ — 1 states. O

The reverse w!t of a string w is defined by £ = ¢ and (va)® = av’ where

a € X and v € X*. The reverse of a language L is the language LT defined by
L = {wf | w € L}. The reverse of an automaton N = (Q,X,-, I, F) is the
NFA NZ% obtained from N by swapping the role of initial and final states and
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by reversing all the transitions. Formally, we have N¥ = (Q, X, -, F, I), where
qg-a={peQ|qecp-a} for each state ¢ in Q and each symbol a in X. The
NFA N% accepts the reverse of the language L(N).

Let N = (Q,%,-,1,F) be an NFA. We say that a set S is reachable in N
if there is a string w in X* such that S = I - w. Next, we say that a set T is
co-reachable in N if T is reachable in N2. In what follows we are interested in
non-empty reachable and co-reachable sets, and we use the following notation:

R ={SC Q]S isreachable in N and S # 0}, (1)
C={T CQ|S is coreachable in N and T # 0}. (2)

The next observation uses the notions of reachable and co-reachable sets in
an NFA to get a characterization of unambiguous automata.

Proposition 2. Let R and C be the families of non-empty reachable and co-
reachable sets in an NFA N. Then N is unambiguous if and only if |SNT| < 1
for each S in R and each T in C. O

If N® is deterministic, then each co-reachable set in NV is of size one, and we
get the following result.

Corollary 3. Let N be an NFA. If NF is deterministic, then N is unambiguous.

Recall that the state complezity of a regular language L,sc(L), is the small-
est number of states in any complete DFA accepting the language L. The state
complexity of a regular operation is the maximal state complexity of languages
resulting from the operation, considered as the function of state complexities of
the arguments. The nondeterministic state complezity of languages and opera-
tions is defined analogously using NFA representation of languages. We define
the unambiguous state complezity of a regular language L, usc(L), as the smallest
number of states in any UFA for L.

To prove that a DFA is minimal, we only need to show that all its states are
reachable from the initial state, and that no two distinct states are equivalent. To
prove minimality of NFAs, a fooling set lower bound method may be used [2,8].
To prove a lower bound for the size of a UFA, a method based on ranks of certain
matrices was developed by Schmidt [21, Theorem 3.9], Leung [16, Theorem 2] and
Hromkovi¢ et al. [11]. We use it in the following statement.

Proposition 4 ([11,16,21]). Let L be accepted by an NFA N. Let R and C
be the families of non-empty reachable and co-reachable sets in N, respectively.
Let My be the matriz in which the rows are indexed by sets in R, the columns
are indexed by sets in C, and in the entry (S,T), we have 0/1 if S and T are/are
not disjoint. Then usc(L) > rank(My). O

Proof. Let A be a minimal UFA accepting L. Consider a matrix M/, in which
rows are indexed by the states of A and columns are indexed by strings generating
the co-reachable sets in C. The entry (g, w) is 1 if w’? is accepted by A from ¢, and
it is 0 otherwise. Then every row of My is a sum of the rows of M/, corresponding
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to the states in .S: Notice that since A is a UFA, for every column there is at most
one such row that contains a 1. Thus every row of My is a linear combination
of rows in M/, and therefore rank(Mpy) < rank(M) < usc(L). O

Throughout our paper, we use the following observation from [15] and its
corollary stated in the proposition below.

Lemma 5 ([15, Lemma 3]). Let |Q| =n and M,, be a 2" —1 x 2™ — 1 matriz
over the field with characteristic 2 with rows and columns indexed by a non-
empty subsets of Q such that M, (S,T) =14 SNT # O and M,(S,T) =0
otherwise. Then the rank of M, is 2™ — 1. a

Proposition 6. Let L be accepted by an NFA N. Let R be the family of all
non-empty reachable sets in N. If each non-empty set is co-reachable in NFA N,
then usc(L) > |R]. O

Proof. Let N = (Q,X,-,I,F) be an NFA for L with |@Q| = n. Consider the
matrix My given by Proposition4. Notice that My contains |R| rows of the
matrix M, given in Lemma5. By Lemma 5, the rank of M, is 2" —1, so the rows
of M,, are linearly independent. Therefore all the rows of My must be linearly
independent, and we have rank(My) = |R|. Hence usc(L) > rank(My) = |R|
by Proposition 4. O

3 Operations on Unambiguous Finite Automata

We start with the reversal and intersection operations. Then we continue with
left and right quotients. Notice that if an NFA N is unambiguous then N7 is
also unambiguous. Hence we get the following result.

Theorem 7 (Reversal). Let L be a reqular language. Then usc(L) = usc(L).

Theorem 8 (Intersection). Let K and L be languages over X with usc(K)=
m and usc(L) = n. Then usc(K N L) < mn, and the bound is tight if | X| > 2.

The left quotient of a language L by a string w is w\L = {& | wz € L},
and the left quotient of a language L by a language K is the language K\L =
Uwer w\L. The state complexity of the left quotient operation is 2™ — 1 [25],
and its nondeterministic state complexity is n+1 [13]. In both cases, the witness
languages are defined over a binary alphabet. Our next result shows that the
tight upper bound for UFAs is 2" —1. To prove tightness we use a binary alphabet.

The right quotient of a language L by a string w is L/w = {« | zw € L},
and the right quotient of a language L by a language K is L/K = (J,cx L/w.
If a language L is accepted by an n-state DFA or NFA A, then the language
L/K is accepted by an automaton that is exactly the same as A, except for the
set of final states that consists of all states of A, from which some string in K is
accepted by A [25]. Thus sc(L/K) < n and nsc(L/K) < n. The tightness of the
first upper bound has been shown using binary languages in [25]. The second
upper bound is met by unary languages a=™~! and a="~!. Our next aim is to
show that the tight upper bound for unambiguous finite automata is 2" — 1, with
witnesses defined over a binary alphabet.
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Theorem 9 (Left and Right Quotient). Let K,L C X*, usc(K) = m, and
usc(L) =n. Then

(a) usc(K \ L) < 2™ — 1, and the bound is tight if |X| > 2;

(b) usc(L / K) < 2™ — 1, and the bound is tight if | X| > 2.

Proof. (a) To get an upper bound, let A be an n-state UFA for L. Construct an n-
state NFA N for K \ L from A by making initial all states of A that are reachable
from the initial set by some string in K. By Proposition 1, usc(K \ L) < 2" — 1.

b b

b
a
Fig. 1. The UFA of a language L with usc(K \ L) = 2" — 1, where K = a=™ "%,

For tightness, let K = {a* | Kk > m — 1} and L be the language accepted
by the n-state DFA A = ({0,1,...,n—1},{a,b},{0},{0,1,...,n—1}) shown in
Fig. 1. Notice that each state of A is reachable by some string in K. Construct
an n-state NFA N for K\ L from A by making all the states initial. Hence the
initial set of N is {0, 1,...,n—1}. Next, we can shift every reachable subset right
by one (modulo n) by reading a, and we can remove the state n from any subset
containing state n by reading b. Therefore each non-empty set is reachable in V.

To construct N2, we only need to reverse the transitions on a in N. The initial
subset of N is {0,1,...,n — 1}, and we can again shift any subset and remove
one state as before. It follows that every non-empty set is reachable in N ¥, that
is, co-reachable in NFA N. By Proposition 6, we have usc(K \ L) > 2™ — 1.

(b) To get an upper bound, let A be an n-state UFA for L. Construct an
n-state NFA for L / K as described above. By Proposition 1, usc(L / K) < 2" —1.

b b b

Fig. 2. The UFA of a language L with usc(L / K) = 2" — 1, where K = a=™ "%,

To prove tightness, let K = {a* | k > m—1} and L be the language accepted
by the n-state NFA A = ({0,1,...,n—1},{a,b},{0,1,...,n—1},{n—1}) shown
in Fig. 2. Since the automaton A% is deterministic, the NFA A is unambiguous
by Corollary 3. Since a string in K is accepted by A from each state of A, we
construct an NFA N for L / K from A by making all the states of A final. Notice
that we obtain the same NFA as in the proof of the previous lemma, thus by the
same arguments usc(L / K) > 2" — 1. O
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Now let us continue with the shuffle and concatenation operations. The
shuffle of two strings v and v over an alphabet X' is defined as the set of strings
U v = {Ugvy - URVE | U= UL U, U = U1 Uk, ULy e ey Uy Uy e, U € X5 F
The shuffle of languages K and L over X' is defined by K i L = UueK’veL w .
The state complexity of the shuffle operation on languages represented by incom-
plete deterministic automata was studied by CaAmpeanu et al. [3]. They proved
that 2™™ — 1 is a tight upper bound for that case. Here we show that the same
upper bound is tight also for UFAs, and to prove tightness, we use almost the
same languages as in [3, Theorem 1]. To the best of our knowledge, the problem
is still open for complete deterministic automata.

Theorem 10 (Shuffle). Let K,L C X*, usc(K) = m, and usc(L) = n. Then
usc(L w K) < 2™ — 1, and the bound is tight if |X| > 5.

Proof. Let A = (Qa, X, 4,14, Fa) and B = (Qp, X, B,Ip,Fp) be m- and
n-state UFAs for K and L respectively. Then K w1 L is accepted by an mn-
state NFA N = (Qa x @p, X, -, 14 X Ip, Fao X Fg), where for each state (p, q) in
Q4 xQp and each symbol a in X, we have (p,q)-a = (p-aax{¢})U({p} xq-pa).
Hence usc(K w L) < 2™ — 1 by Proposition 1.

To prove tightness, let X' = {a,b,¢,d, f}. Let K and L be the regular lan-
guages accepted by DFAs A = ({0,1,...,m — 1}, X,-4,{0},{m —1}) and B =
({0,1,...,n—1}, X,-5,{0},{n—1}) shown in Fig. 3(left); notice that these DFAs
are the same as in [3, Theorem 1] up to the position of final states. Construct
an NFA N for K i L as described above. Figure 3(right) shows a sketch of the
resulting NFA. It is shown in [3] that each non-empty set is reachable in N: The
initial set {(0,0)} goes to the full set {0,1,...,m—1}x{0,1,...,n—1} by ¢™d",
and for each subset S with (i,j) € S, we have S - a™ 6" fa'b? = S\{(i, )}
Next, in N we have {(m—1,n—1)}-Fcmd® = {0,1,...,m—1}x{0,1,...,n— 1},
and S - a't’ fam~o"=7 = S\{(4, )} for each subset S with (i,7) € S. It follows
that each non-empty set is co-reachable in N, so usc(L) > 2™" — 1. a

Fig. 3. Witness UFAs for shuffle (left) and a sketch of the resulting NFA N.
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The concatenation of languages K and L is KL = {wv |u € K and v € L}.
The state complexity of concatenation is m2™ — 2"~ and its nondeterminis-
tic state complexity is m + n. In both cases, the witnesses are defined over a
binary alphabet [9,13,18,25]. In the next theorem we get a tight upper bound
for concatenation on UFAs. To prove tightness, we use a seven-letter alphabet.

Theorem 11 (Concatenation). Let K,L C X*, usc(K)=m, and usc(L)=
n, where m,n > 2. Then usc(KL) < % -2m+n 1. and the bound is tight if
BES

Proof. Let A = (Qa, X, a,1a,F4) and B = (Qp, X, 5,5, Fp) be UFAs for
languages K and L, respectively. Let |Qa| = m, |Fa| =k, |@B| = n, |Ig| = ¢
Construct an NFA N = (Qa U Qp,X,,I,Fp) for KL, where for each ¢ in
QA UQp and each a in X,

q-aa, ifgeQaand g-aanNFy =10
qg-a=1q-aaUlp, ifgeQaand q-ganFy#0;
q-'Ba, lfquBa

and [ =4 if I4NF4 =0 and I = I4 U Ig otherwise. Notice that if a set S
is reachable in the NFA N and SN Fy4 # (), then Iz C S. It follows that the
number of reachable sets is 2m~k27 + (2™ — 2m=F)2n—¢ which is maximal if
¢ = 1. In such a case, this number equals (2™ + 2™ ~%)2"~1 which is maximal if
k = 1. After excluding the empty set, we get the upper bound.

a’ﬂ?’)/?b’C?d O{,ﬂ,’y,d a’/B’/y,d a7ﬂ7’7

& a,b 6 a,b, c a, b, c a,b,c
—( qo q1 s qm—2
a

a7b7c7d7/8 a7b7c7d7,y a7b7c7d77 a7b7c7d7ﬂy

s, nt e
1 > n—2
a7ﬂ

Fig. 4. Witness UFAs for concatenation meeting the upper bound % Lomtn _q,

For tightness, we can use K and L over {a,b,c,d,«, (3,7} accepted by
automata A and B shown in Fig. 4, where Q4 = {q0,q1,.--,qm—1} and Qp =
{0,1,...,n — 1}. Notice that A" and B are deterministic. O

Now we consider the Kleene closure (star) and positive closure operations. For
a language L, the star of L is the language L* = J;5, L*, where L° = {e} and
Lt = L L. The positive closure of L is LT = Uis1 L. The state complexity of
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the star operation is % - 2" with binary witness languages [18,25]. In the unary
case, the tight upper bound is (n — 1)? + 1 [4,25]. The nondeterministic state
complexity of star is n + 1, with witnesses defined over a unary alphabet [9].

Theorem 12 (Positive Closure and Star). Let L be a language over X with
usc(L)= n, where n > 2. Then

(a) usc(LT) < 3.2" — 1, and the bound is tight if |X| > 3;

(b) usc(L*) < 2 -2", and the bound is tight if |X| > 3.

Proof. (a) To get an upper bound, let A = (Q,X,,I,F) be an n-state UFA
for L. Construct an NFA N = (Q, X, -7, I, F) for L™ where the transition func-
tion -T is defined as

n g-aUI, ifg-anF #0;
g a= .
q-a, otherwise

for each state ¢ in @ and each symbol a in X'. Notice that if a set S is reachable
in N and SNF # (), then I C S. We can show that there are at most % 2 —1
reachable non-empty subsets in N. This proves the upper bound.

To prove tightness, let L be the language accepted by the ternary DFA A
shown in Fig. 5(top). Construct the NFA N for L as described above. Notice
that the DFA A restricted to the alphabet {a, b} is the same as the witness DFA
for the star operation from [25, Theorem 3.3, Fig. 4] In particular, this means
that N has 3 - 2" — 1 non-empty reachable subsets. We can show that each

4
non-empty set is co-reachable in N.

Fig. 5. The witness UFA for positive closure meeting the upper bound % 2" —1 (top),
and the transitions on a, ¢ in the NFA N® (bottom).

(b) The upper bound follows from the case (a) since if € € L, then LT = L*,
and otherwise we only need to add one more initial and final state to the UFA
for LT to accept the empty string. The resulting automaton is unambiguous
since the new state accepts only the empty string which is not accepted by UFA
for LT. For tightness, consider the language L accepted by the UFA A shown
in Fig. 5(top). Construct an NFA N for L* from UFA A by adding a new initial
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and final state qg, and by adding the transitions on a, b from n — 2 to 0, and the
transition by ¢ from n — 1 to 0. As shown in [25, Theorem 3.3] the NFA N has
% - 2™ reachable sets: the initial set {qo,0}, all the subsets of {0,1,...,n — 1}
containing state 0, and all the non-empty subsets of {1,2,...,n — 2}. Consider
the NFA N. The initial set of N¥ is {gg,n — 1}. Next, as we have shown that
each non-empty set is reachable in N*. Now consider the % 27 x 2™ matrix My,
and show that its rank is 2 - 27 x 2", |

4 Partial Results for Complementation and Union

In this section we present partial results for the complementation and union oper-
ations on UFA languages. The complement of a language L over X' is the language
L¢ = ¥*\L. A language and its complement have the same state complexity since
to get a DFA for the complement of L, we only need to interchange the sets of final
and non-final states in a DFA for L. For NFAs, the tight upper bound for comple-
mentation is 2™ with witnesses defined over a binary alphabet [9,13]. For unary
UFAs, the problem was studied by Okhotin, who provided a lower bound n?~°(%)
for complementation of unary UFAs [19, Theorem 6]. In the next theorem we deal
with an upper bound. Then we consider union.

Theorem 13 (Complementation: Upper Bound). Let L be a regular lan-
guage with usc(L) = n, where n > 7. Then usc(L¢) < 20-79n+logn,

Proof. Let A be an n-state UFA for L and R and C be the sets of non-empty
reachable and co-reachable sets of A. First, we show that usc(L¢) < min{|R|,|C|}.
We have usc(L¢) < |R| since we can get a DFA for L¢ by applying the subset
construction to A and by interchanging the sets of final and non-final states in the
resulting DFA that has |R| reachable states. Next, we have usc(L®) < |C| since
the NFA A% is unambiguous, so usc((L?)¢) < |C| which means that usc(L¢) < |C]|
since complement and reversal commutes and the reverse of a UFA is a UFA.

Next, let kK = max{|X|| X € R}, and pick a set S in R of size k. Then each
set in R has size at most k, and each set in C may have at most one element in
S by Proposition 2. Thus

IR| < (71’) + (Z) 4ot (Z) and [C] < (k +1)27~*.

If k > n/2, then |C| < (n/2+ 1) -27/2 < 2057+ogn and the theorem follows.
Now assume that k < n/2. Then |R| < k(}) < n(%)* and |C| < n2"7*. Let
r(k) = n($)* and c(k) = n2"~*. Then r(k) increases, while c(k) decreases with
k. It follows that if we pick a ko such that kg < mn/2, then usc(L®) < r(ko)
if k& < ko, and usc(L¢) < c¢(kg) otherwise. By setting k = nz and by solving
(enynz — on=n e get g = 0.2144, ko = 0.2144n, r(ko) < 20-7856n+logn and

nr
(ko) < 20-785629n+logn  This completes our proof. O
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Proposition 14 (Union). Let K and L be languages over X with usc(K) = m
and usc(L) = n, where 1 < m < n. Then

(a) usc(K U L) <m +n-usc(K¢) < m + n20-7ntlogn .

(b) the bound mn +m + n is met if | 2| > 4.

Proof. (a) The claim follows from the equality K UL = KU(L N K¢), where U
denotes a disjoint union, since we have usc(L N K€¢) < n-usc(L®) by Theorem 8,
and, moreover, the NFA for a disjoint union of UFAs is unambiguous. The second
inequality is given by Theorem 13. We can prove the lower bound in (b) using a
four-letter alphabet. a

5 Conclusions

We investigated the complexity of operations on unambiguous finite automata.
Since the reverse of an unambiguous automaton is unambiguous, a language
and its reversal have the same complexity for UFAs. Next, we got tight upper
bounds for intersection (mn), left and right quotients (2™ — 1), positive closure
(227 —1), star (3 -2"), shuffle (2™ — 1), and concatenation (2 - 2m+" —1).

To get upper bounds, we constructed an NFA for the language resulting
from an operation, and applied the (incomplete) subset construction to it. For
lower bounds, we defined witness languages in such a way that we were able to
assign a matrix to a resulting language. The rank of this matrix provided a lower
bound on the unambiguous state complexity of the resulting language. To prove
tightness, we used a binary alphabet for intersection and left and right quo-
tients, a ternary alphabet for star and positive closure, a five-letter alphabet for
shuffle, and a seven-letter alphabet for concatenation. For complementation and
union, we provided upper bounds 2079 108" and m n20-79 "8 " yegpectively.
Finally, we got a lower bound mn + m + n for union.

In the case of complementation, we tried to use a fooling set lower bound
method, but we were able to describe a fooling set for the complement of an
n-state UFA language only of size n + log n. Moreover, it seems that every such
fooling set is of size which is quadratic in n [7]. Thus the fooling set technique
cannot be used to get a larger lower bound. Neither the method based on the
rank of matrices can be used here since the matrices of a language and its
complement have the same rank, up to one. Therefore to get a larger lower
bound for complementation, some other techniques should be developed.!
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Abstract. We prove that a trace monoid embeds into the queue monoid
if and only if it embeds into the direct product of two free monoids. We
also give a decidable characterization of these trace monoids.

Keywords: Trace monoid - Queue monoid *+ Coding problem

1 Introduction

Trace monoids model the behavior of concurrent systems whose concurrency
is governed by the use of joint resources. They were introduced into computer
science by Mazurkiewicz in his study of Petri nets [9]. Since then, much work has
been invested on their structure, see [4] for comprehensive surveys. A basic fact
about trace monoids is that they can be embedded into the direct product of free
monoids [1]. Since the proof of this fact is constructive, an upper bound for the
number of factors needed in such a free product is immediate (it is the number «
of cliques needed to cover the dependence alphabet). If the dependence alphabet
is a path on n vertices, than this upper bound equals the exact number, namely
n — 1. But there are cases where the exact number is considerably smaller (the
examples are from [3]): if the independence alphabet is the disjoint union of two
copies of Cy (the cycle on four vertices), then o« = 4, but 3 factors suffice; if
the independence alphabet is the disjoint union of n copies of K}, (the complete
graph on k vertices), then a = k™, but k factors suffice.

The strongest result in this respect is due to Kunc [8]: Given a C5- and
Cy-free dependence alphabet and a natural number k, it is decidable whether
the trace monoid embeds into the direct product of k free monoids. In this paper,
we extend this positive result to all dependence alphabets (also those containing
Cs5 or Cy), but only for the case k = 2. More precisely, we give a complete and
decidable characterization of all independence alphabets whose generated trace
monoid embeds into the direct product of two free monoids.

Queue monoids, another class of monoids, have been introduced recently
[6,7]. They model the behavior of a single fifo-queue. Intuitively, the basic actions
(i.e., generators of the monoid) are the action of writing the letter a into the
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queue (denoted a) and reading the letter a from the queue (denoted a@). Sequences
of actions are equivalent if they induce the same state change on any queue. For
instance, writing a symbol into the queue and reading another symbol from the
other end of the queue are two actions that can be permuted without chang-
ing the overall behavior, symbolically: ab = ba. But there are also more com-
plex equivalences that can be understood as “conditional commutativity”, e.g.,
abb = abb. The unconditional commutations allow to embed the direct product
of two free monoids into the queue monoid [7]. In [7], it is conjectured that
the monoid N3 cannot be embedded into the queue monoid. Note that these
two monoids are special trace monoids and that any trace monoid embedding
into the direct product of two free monoids consequently embeds into the queue
monoid. In this paper, we prove the conjecture from [7] and characterize, more
generally, the class of trace monoids that embed into the queue monoid.

In summary, this paper characterizes two classes of trace monoids defined by
their embedability into {a,b}* x {¢, d}* and into the queue monoid, respectively.
As it turns out, these two classes are the same, i.e., a trace monoid embeds into
the direct product of two free monoids if and only if it embeds into the queue
monoid, and this property is decidable. Since this class is not closed under free
or direct products, it follows that the classes of submonoids of {a,b}* x {c,d}*
and of the queue monoid @ are not closed under these operations.

All missing proofs can be found in the complete version of this paper [5].

2 Preliminaries and Main Result

2.1 The Trace Monoid

Trace monoids are meant to model the behavior of concurrent systems whose
concurrency is governed by the use of joint resources. Here, we take a slightly
more abstract view and say that two actions are independent if they use disjoint
resources. More formally, an independence alphabet is a pair (I, I) consisting of
a countable (i.e., finite or of size Ry) set I' and an irreflexive and symmetric
relation I C I'? called the independence relation. By D = I'*\I, we denote the
complementary dependence relation.

An independence alphabet (I, I) induces a trace monoid as follows: Let =;
denote the least congruence on the free monoid I'* with ab =; ba for all pairs
(a,b) € I. Then the trace monoid associated with (I", ) is the quotient M(I',I) =
I'* /=, the equivalence class containing v € I'* is denoted [u];. Thus the defining
equations of the trace monoid are the equations ab =; ba for some pairs of
letters (a, b).

We only need the following very basic properties of the trace monoid from [1]:

Proposition 1. Let (I',I) be an independence alphabet.

(1) Let I' = Uy<;p, Ci with I = Fz\U0§¢<n C; xC; andn € NU{w}. Then the
trace monotd M(I, I) embeds into the direct product of n free monoids with
2 generators each.
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(2) The trace monoid M(I', 1) is cancellative, i.e., uvw =5 uv'w implies v =1 v’
for all words u,v,v',w € I'*.

In this paper, we will often use graph-theoretic terms to speak about an
independence alphabet (I, I) — where we identify I with the set of edges {a, b}
for (a,b) € I. In other words, we think of (I, I) as a symmetric and loop-free
graph. We will also take the liberty to write (C,I) for the subgraph of (I',I)
induced by C C I'. We call a connected component C of (I',I) nontrivial if it
is not an isolated vertex. The connected component C is bipartite if I N C? C
(C1 x C3) U (Cs x Cy) for some partition C; W Cy of C. It is complete bipartite
if INC?% = (Cy x C3) U (Cy x Cy). Finally, an independence alphabet (I’,1)
is Py4-free if no induced subgraph is isomorphic to Py, i.e., if there are no four
distinct vertices a, b, ¢,d with (a,b), (b, ¢), (¢,d) € I and (b,d), (d,a), (a,c) € D.

2.2 The Queue Monoid

The queue monoid models the behavior of a fifo-queue whose entries come from
a finite set A. Consequently, the state of a valid queue is an element from A*. In
order to have a defined result even if a read action fails, we add the error state L.
The basic actions are writing of the symbol a € A into the queue (denoted a) and
reading the symbol a € A from the queue (denoted @). Formally, A is a disjoint
copy of A whose elements are denoted @. Furthermore, we set X = AU A. Hence,
the free monoid X* is the set of sequences of basic actions and it acts on the set
A*U{L} by way of the function: (A*U{L})x X* — A*U{L}, which is defined,
for g € A*, a € A, and u € X*, as follows:

! f — /
¢ a=aq Lau=1
1 otherwise

q.c =4q q.au = qa.u qg.au = {
Definition 2. Two words u,v € X* are equivalent if q.u = q.v for all queues
q € A*. In that case, we write u = v. The equivalence class wrt. = containing
the word u is denoted [u].

Since = is a congruence on the free monoid X*, we can define the quotient
monoid Qo = X* /= that is called the queue monoid.

Note that two queue monoids are not isomorphic if the generating sets have
different size. But, for any finite generating set A, the queue monoid @ 4 embeds
into Qqpy [7, Corollary 5.5]. Since this paper is concerned with submonoids of
Q 4, the concrete size of A does not matter (as long as it is finite and at least 2).
Hence we will simply write @ for @ 4, no matter what the finite non-singleton
set A is.

Theorem 3 ([7, Theorem 4.3]). The equivalence relation = is the least con-
gruence on the free monoid X* satisfying the following for all a,b,c € A:

ab=ba ifa #b; abc=bac; abc = ach



The Trace Monoids in the Queue Monoid and in the Direct Product 259

The second and third of these equations generalize nicely to words (we write
aias - .. a, for the word ayaz ... a, for any ay,...,a, € A):

Lemma 4 ([7, Corollary 3.6]). Let u,v,w € A*.

= If lu| < |w|, then vtw = Tuw.
= If lu| > |w]|, then wvw = vwv.

Let m: X* — A* be the homomorphism defined by n(a) =a and n(a) =¢
for all a € A. Similarly, define the homomorphism 7: X* — A* by 7(a) = € and
m(a) = a for all a € A. Then, from Theorem 3, we immediately get

u=v = 7(u) =n(v) and T(u) = 7(v)

for all words uw,v € X*. Hence the homomorphisms 7m and 7 define homomor-
phisms from @ to A* by [u] — 7(u) and [u] — 7T(u). The words 7(u) and 7(u)
are called the positive and negative projection of u (or [u]).

Applying Lemma 4 iteratively to prefixes of uv, one gets

Corollary 5. Let u € A* and v € X* with |u] > [7(v)|. Then uwv = uw(v)w(v).

Ordering the equations from Theorem 3 from left to right, we obtain a semi-
Thue system. This semi-Thue system is confluent and terminating. Hence any
equivalence class of = has a unique normal form. To describe these normal
forms, we write <a1a2 Gy, b1bgy .. E> for aibiashs . ..anb, (where n € N and
a;,b; € Afor all 1 <i <mn). Then a word u € X* is in normal form iff there are
three words uy, us, uz € A* with u = uy (ug, Uz)us. We write nf (u) for the unique
word from the equivalence class [u] in normal form. Furthermore, the mixed or
central part of the word nf(u), i.e., the word us with nf(u) = @y (us, uz)us is
denoted p(u). The importance of this word p(w) is described by the following
observation: Let u,v € X*. Then the following are equivalent:

(Du=v (2)nf(u) =nf(v) (3) w(u) =7(v), T(u) =7 (v), and p(u) = u(v)

Next, we describe the normal form of the product of two words. For this, we
need the concept of the overlap of two words: Let u,v € A*. Then the overlap
of u and v is the longest word x that is both, a suffix of v and a prefix of v. We
write ol(u, v) for this overlap.

Theorem 6. ([7, Theorem 5.5]). Let u,v € X*. Then p(uww) =
ol(p(u)m(v), m(u)u(v)).

With s,t € A* such that sp(uv) = T(wv) and p(uv)t = w(uv), we therefore
have nf (uv) = 3(p(uv), p(uv))t.

In the following lemma we describe the normal form of the n-th power of an
element of the queue monoid . Its inductive proof uses Theorem 6 as well as
some tedious arguments about suffixes and prefixes of words.

Lemma 7. Let u € A*. Then for every n > 1 we have

(™) = ol(u(w)m(w)™ " ()" u(w)).
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2.3 The Main Result

The results of this paper are summarised in the following theorem. It character-
izes those trace monoids that can be embedded into the queue monoid as well
as those that embed into the direct product of two free monoids. In particular,
these two classes of trace monoids are the same. And, in addition, given a finite
independence alphabet, it is decidable whether the generated trace monoid falls
into this class.

Theorem 8. The following are equivalent for any independence alphabet (I, I):

(1) The trace monoid M(I,I) embeds into the queue monoid Q.
(2) The trace monoid M(I',I) embeds into the direct product {a,b}* x {c,d}* of
two free monoids.
(3) One of the following conditions hold:
(8.a) All nodes in (I',I) have degree <1.
(3.b) The independence alphabet (I',I) has only one non-trivial connected
component and this component is complete bipartite.

The implication “(2) implies (1)” follows immediately from [6, Proposi-
tion 8.2] since there, we showed that {a,b}* x {c,d}* embeds into the queue
monoid Q. In the following section, we present embeddings of M(I, I') whenever
(I, I) satisfies condition (3). The main work here is concerned with independence
alphabets satisfying (3.a). The subsequent section shows that any trace monoid
that embeds into the queue monoid satisfies condition (3).

Remark 9. From this technically rather hard proof of the implication (1)=-(3),
one can extract a direct proof of the implication (2)=-(3).

If a trace monoid M(I, I) embeds into the direct product of two free monoids,
then there is a “weak coding”, i.e., an embedding with certain additional proper-
ties, of M(I, I) into a direct product of two free monoids [8, Proposition 5.5]. As
proposed by one of the reviewers, starting from this weak coding might simplify
the extracted proof even further, but we do not see whether this is possible.

3 (3) Implies (2) in Theorem 8

Let (I',I) be an independence alphabet satisfying (3.a) or (3.b) of Theorem 8.
We will prove that M(I, I) embeds into the direct product of two free monoids.

Lemma 10. Let (I, I) be an independence alphabet such that all nodes in (I, I)
have degree <1. Then M(I,I) embeds into the direct product of two countably
infinite free monoids.

Proof (sketch). Consider the independence alphabet (X, I) with X' = {a;,b; | i €
N} and I = {(as,b;), (bi,a;) | ¢ € N}. Then (I, I) can be seen as a sub-alphabet
of (X, I) so that M(I,I) embeds into M(X, I).

We embed M(X, I) into the direct product M = {¢; | i € N} x {d; | i € N}.
In this monoid (¢;, d;) and (¢;, d;d;) commute. Hence there is a homomorphism
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n: M(X,I) - M with n(a;) = (¢;,d;) and n(b;) = (¢;,d;d;) for all ¢ € N. Using
lexicographic normal forms we can show that this homomorphism is injective.
Hence n embeds M(X, I) into M and we get M(I',I) — M(X,I) — M. O

Theorem 11. Let (I, I) be an independence alphabet such that one of the fol-
lowing conditions holds:

1. all nodes in (I',I) have degree <1 or
2. (I,I) has only one non-trivial connected component and this component is
complete bipartite

Then M(I',I) embeds into {a,b}* x {c,d}*.

Proof. Let (I',I) be such that the first condition holds. Then by Lemma 10 there
is an embedding of M (I',I) into a direct product of two countably infinite free
monoids.

Now let (I, I) be such that the second condition holds. Then the correspond-
ing dependence alphabet (I, D) can be covered by two cliques. Consequently,
[2, Corollary 1.4.5 (General Embedding Theorem), p. 26] implies that M (I, 1)
is a submonoid of a direct product of two countably infinite free monoids.

Note that the countably infinite free monoid {a; | i € N}* embeds into {a,b}*
via a; — a'b. Hence, in any case, M(I',I) embeds into {a,b}* x {c,d}*. O

4 (1) Implies (3) in Theorem 8

Definition 12. Let (I,I) be an independence alphabet and n: M(I,I) — Q
be an embedding. We partition I' into sets I'y, I'_, and I'y according to the
emptiness of the projections of n(a):
—a eIy iff t(n(a)) # e and T(n(a)) =€ (i.e., n(a) has no negative projection,).
—a €l iff t(n(a)) =e and T(n(a)) # e (i.e., n(a) has no positive projection,).
—ae€ly iff t(n(a)) #¢e and T(n(a)) # € (i.e., n(a) has both projections).

We will prove the following:

- (I'y UT_,I) is complete bipartite (Proposition 13).

— Every node a € I'y has degree <1 (Corollary 22 which is the most difficult
part of the proof).

— Any letter from I'y U I'_ is connected to any edge (Proposition 15).

— The graph (I',I) is Py-free (Proposition 24).

At the end of this section, we infer that the independence alphabet (I',T) has
the required property from Theorem 8(3).

4.1 (I'y uI_,I)Is Complete Bipartite

Proposition 13. Let (I',I) be an independence alphabet, let n: M(I',I) — Q be
an embedding. Then (I'y,I) and (I'_,I) are discrete and (I't UL, I) is complete
bipartite.
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Proof. We first show that (I, I) is discrete.

Towards a contradiction, suppose there are a,b € I'y with (a,b) € I. Consider
the non-empty words u = nf(n(a)) and v = nf(n(b)). Since won: M(I,I) — A*
is a homomorphism and since [ab]; = [ba|;, we get uv = vu. Hence v and v have
a common root, i.e., there is a word p and there are 7,5 > 0 with v = p® and
v = p’. Hence

n(a)! = =" =(b)".
Since 7 is injective, this implies a/ =; b’ and therefore a = b, contradicting
(a,b) € I. Hence, there are no a,b € I'y with (a,b) € I, i.e., (I'1,I) is discrete.

Symmetrically, also (I, I) is discrete.

It remains to be shown that (a,b) € I for any a € I'y and b € I'_. There are
words u, v € A* with n(a) = [u] and n(b) = [7] (note that u and v are nonempty
since 7 is an injection). We have the following:

n(abb!!) = [uwo!]
= [ouz'] by the dual form of Corollary 5since |u| < |v

= 1(bab™!)

Iu\|

Since 7 is injective, this implies abbl*! =; babl*! and therefore ab =; ba. Now
(a,b) € I follows from a # b. O

4.2 Nodes from I'y U I_ Are Connected to Any Edge

Lemma 14. Let u,v,w € X7 such that T(u) = €, vw = wv and v # w. Then
there exist vectors T = (Ty, Ty, Tw) and Y = (Yu, Yu, Yw) in N* such that z, +
Ty # 0 and

uitu, ,U:E'u uwfw = uyu wyw uvyu . (1)

Proof (sketch). First note that since vw = wwv, there exist primitive words p
and ¢ and natural numbers a,, @y, by, b, satisfying 7(v) = p®, w(v) = ¢,
7(w) = p*, and T(w) = ¢>. Since v, w # &, we get a, + by, # 0 # ay + by.

The crucial step (to be found in the complete version [5] of this paper) is to
show that there are natural numbers @, ., Y, Y (n0t all zero) that satisfy the
following system of linear equations.

AyTy = AyYw
Oy Loy = Ayl (2)
bvxv + waw = bwyw + b'uyv

Furthermore, let z,, = y,, € N such that |7(v"*vw™)| < |u| - , = |u®|. Then
we have the following:

uTr T uw™ = ut T(vTvuw® ) (v uw™) by Corollary 5

Ty =0y Ty +bwTw

)
=P g Py

Ay Ly

— Y qbwyw“rbuyv pwYuyptee
= u¥ T (wYe uvy» ) (w¥ uv?)

= uY w¥r uov by Corollary 5
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Thus, we found 7,y € N satisfying Eq. (1) with x,, + x,, # 0. O

Proposition 15. Let (I',I) be an independence alphabet and let n: M(I',I) —
Q be an embedding. Let a € I'y UT'_ and b,c € I" with (b,¢) € 1. Then (a,b) € I
or (a,c) € 1.

Proof. If a € {b,c}, we get (a,b) € I or (a,c) € I from (b,c) € I. So assume
a ¢ {b,c}. Let u = nf(n(a)), v = nf(n(b)), and w = nf(n(c)). Since (b,c) € I,
we get [vw] = n(bc) = n(cb) = [wv] and therefore vw = wv. Furthermore,
[v] = n(b) # n(c) = [w] since 7 is injective and since b # ¢ follows from (b, ¢) € I.
Hence in particular v # w.

We first consider the case a € I'y, i.e., ﬁ(u) = . From Lemma 14, we find
natural numbers x,, T, Tw, Yu, Yo, Y With u?=v"yw® = v wY»wv¥> and z, +
T + Yo + Yw # 0. Consequently,

T](a/mu, bmv acfrw ) [uxu fumv uwzw }
— [uyu wyw uvyu ]

= n(a¥* Vv ab¥v).

Since 7 is injective, this implies a®b*vac*™ =r a¥*c¥»ab¥~.

If ¢, # 0, then (a,b) € I. Similarly, if z,, # 0, then (a,c) € I. This settles
the case T(u) = e.

Now let m(u) = e. By duality, Lemma 14 yields natural numbers ., y, %,
Yus Yo, Y With T, + Ty + Yo + Yo # 0 and v*vuw> u® = wY»uv¥vu¥=. Then
we can derive (a,b) € I or (a,c) € I as above. O

4.3 Nodes from I'y Have Degree <1

Let a € I'y. Then there are nonempty primitive words p and ¢ with m(n(a)) € p™*
and 7(n(a)) € ¢T, i.e., p and g are the primitive roots of the two projections
of n(a). The proof of the fact that a has at most one neighbor in (I',I) dis-
tinguishes two cases: first, we handle the case that p and ¢ are not conjugated
(recall that p and q are conjugated if there are words g € A* and h € A" with
p = gh and g = hg). The second case, namely that p and ¢ are conjugated, turns
out to be far more difficult.

Non-conjugated Roots.

Proposition 16. Let (I',I) be an independence alphabet and let n: M(I,I) —
Q be an embedding. Let furthermore b € I' and p,q € AT be primitive and not
conjugated such that

m(n(b)) € p* and T(n(b)) € ¢*.

Then there is at most one letter a € I" with (a,b) € I
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Proof (sketch). By contradiction, let a,c¢ € I' be distinct with (a,b), (b,c) € I.
Choose u = nf(n([ab];)), v = nf(n(b)), and w = nf (n([bc];)). First, one constructs
a nontrivial solution to the equation

x u

u ,Uiv ’U}Iw = uyu vyu wyw (3)

in natural numbers as follows. Length conditions on the positive and negative
projections yield the following system of linear equations

AuToy + ATy + ATy = Yy + QYo + QY (4)
buTy + byTy 4 byTw = byYu + boYy + byl

Since this system consists of two equations in the unknowns x, — vy, T, — ¥, and
Ty — Yw, it has an integer solution that can be increased by arbitrary natural
numbers, i.e., there is a “sufficiently large” solution that makes the positive
(and negative) projections of u®*v®*w* and u¥*v¥*w¥* equal. Using that this
solution is “sufficiently large” and that p and ¢ are not conjugated, we employ
some combinatorics on words to prove that also the mixed parts of the normal
forms of these two words are equal. Consequently, the normal forms of these
two words coincide. Hence they are equivalent, i.e., as required, we found a non-
trivial solution @', ¥ of Eq.(3). Injectivity of n implies a®+b%s+®vHTwcte =,
a¥ubYutyvtye cvw | Since the letters a, b, and ¢ are mutually distinct, this implies

— — sl
T = ¥y, a contradiction. O

Conjugated Roots. We now want to prove a similar result in case p and
q are conjugated. The proof, although technically more involved, will proceed
similarly, i.e., we will determine and use a non-trivial solution of Eq. (3). But
the use of the solution of (4) is more involved since words that are suffixes of ¢™
and prefixes of p™ can be arbitrary long. First, Lemma 19 describes the mixed
part of the normal form of u®*v*»w*». Then, Lemma 20 determines a nontrival
solution to (some rotation of) Eq. (3), before, finally, Proposition 21 proves the
analogue to Proposition 16 for conjugated roots.

The combinatorial lemma below describes words that are prefixes of some
power of p and, at the same time, suffixes of some power of ¢ (where p and ¢ are
conjugated).

Lemma 17. Let g € A*, h € A" such that p = gh and ¢ = hg are both
primitive words. Let furthermore y be some suffiz of ¢¢ and some prefiz of p? for

some i,j > 1 such that |y| > |q|. Then y = g¢* = p*g where k = U%H

Using this combinatorial lemma, we can often determine the overlap of two
words via the following corollary:

Corollary 18. Let g € A*, h € A" such that p = gh and ¢ = hg are both
primitive words. Furthermore, let p’ be a suffiz of p with |p’| < |p| and let ¢’ be
a prefiz of ¢ with |¢'| < |q|.

Then for every i, € N we have ol(p'gq’, p’ 9q’) = gq

min(i.)
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The following two lemmas are, technically, the centre of our proof of
Proposition 21. The first one can be shown by straightforward but tedious cal-
culations using Lemma 17 and Corollary 18.

Lemma 19. Let g € A*, h € A" such that p = gh and q = hg are primitive. Let
u,v,w € Q such that the following holds for some ay, Gy, Gy, by, by, by € N\{0}
and ¢y, Cy, Cy € L

b {—1 if lp(u)] <lg|
, s

(u)IJ otherwise

-1 if [p(v)| <lgl
w(v) = p™ 7(v) = ¢* Cy = .
w)=p (w)=q {{“(q)J otherwise
-1 if |u(w)] <lg|
m(w) = p*» 7(w) = ¢" Cw = w
(w) =p (w) =g {{ul(tzl)J otherwise
Let @ = (2y4,%y,Ty) € N® with x,,7,, 7, > 2. Then p(u® v w®) =
9q¢X7 = pX7 g where X+ is the minimum of the three numbers
min(ay, by, )z, + by Xy+ bwTw+ ¢y —min(ay,by,),
Ay Ty + min(a,, by ), + byTw+ ¢, —min(a,,b,), and
Oy T+ Ay T+ MIN(Aay,y by )Tyt Cp — MIN(Gy, byy).

Lemma 20. Let g € A*, h € A" such that p = gh and q = hg are primitive.
Let v/, o', w' € X1 with 7(v'), 7(v"), 7(w’) € p* and 7(v'), 7(v'),7(w') € qT.
Then there exist a rotation (u,v,w) of (u',v’',w')* and distinct vectors of
. . — —
non-negative integers T = (Ty, Ty, Tw) and Y = (Yu, Yo, Yw) Such that

UEH T T = Y ¥ Y | (5)

Proof (sketch). We choose the rotation (u,v,w) such that one of the following
three conditions holds:

L |m(w)| = [T (u)], |w(v)| = [7(v)|, and |7 (w)| = [m(w)| or
2. |7(u)| > |7(uw)| or
3. |m(w)| < [T(w)].

Given this rotation, we define the natural numbers a,,, a,, @, by, by, b, Cu, Coy Coo
as in Lemma 19 and find a nontrival integer solution to the system of linear equa-
tions (4). Increasing all entries in this solution by the minimal entry plus 2 yields
a nontrivial solution # = (a),, 2, x!,) and ? = (Y., Y, y.,) With ;},? e N3
and i,z @l Y., yn,ys, > 2. From this solution by Lemma19 we then con-
struct a nontrivial solution 7', 3 that, in addition, satisfies X5 = X+ . This is
done by considering the three possible cases for the rotation (u, v, w) separately.
We finally show that the two words u*»v®»w® and u¥+v¥ wY» agree in their
projections and their normal forms agree in their mixed part. Hence they are
equivalent, i.e., as required, we found a non-trivial solution 7, ¥ of Eq. (5). O

Yie., (u,v,w) is one of the triples (v/,v",w’), (v',w’,u") and (w’,u’,v).
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Using Lemma 20, we can now infer for conjugated roots a result similar to
Proposition 16 for non-conjugated roots.

Proposition 21. Let (I',I) be an independence alphabet and let n: M(I,I) —
Q be an embedding. Let furthermore b € I' and p,q € AT be primitive and
conjugated such that

m(n(b)) € p* and T(n(b)) € ¢*.
Then there is at most one letter a € I' with (a,b) € I.

Proof (sketch). The proof is basically the same as the proof of Proposition 16.
Towards a contradiction, suppose there are distinct letters a and ¢ in I' with
(a,b),(b,c) € I. Let v = nf(n([ad];)), v =nf(n()), and w’ = nf(n([bc]r)).

The crucial point in the proof is that by Lemma 20 there exists a rotation
(u,v,w) of (u',v',w') and distinct vectors @', ¥ € N3 satisfying Eq. (5). We
consider the three possible rotations separately. We obtain that in all cases injec-
tivity of n and commutation of b with a and with c¢ yields

cmv bzu‘i‘mv“"-’tur amw =7 cyv byu‘i‘yv‘i‘yw ayw .

From the distinctness of a, b and ¢, we get © = 3 which contradicts our choice
of these two vectors as distinct. Thus there are no two distinct letters a and ¢
with (a,b), (b,c) € I. O

The following corollary is the main result of this section. Its proof is an
immediate consequence of Propositions 16 and 21 (depending on whether the
roots of the two projections of n(a) are conjugated or not).

Corollary 22. Let (I'I) be an independence alphabet, let n: M(I,I) — Q be
an embedding, and let a € I'. If m1(n(a)) # € and T(n(b)) # €, then the degree of
a s <1.

4.4 (I,I) Is Py-free

The proof of the next lemma is structurally similar to the proof of Lemma 14,
but uses also Corollary 22.

Lemma 23. Let t,u,v,w € X7 such that T(u) = ¢, n(v) = ¢, vw = wv, and
tu = ut. Then there ezists o tuple T = (T4, Togy s Ty, Ty Tuy) Of natural numbers
with x4, x4, # 0 and

uPrr P wtTtwr utee =yt wurr wt ettt (6)

The following proposition is a consequence of Lemma 23. Its proof is similar
to the proof of Proposition 15.

Proposition 24. Let (I',I) be an independence alphabet and let n: M(I,I) —
Q be an embedding. Then (I',1) is Py-free.
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4.5 Proof of the Implication (1)=-(3) in Theorem 8

Theorem 25. Let (I',I) be an independence alphabet and n: M(I',I) — Q be
an embedding. Then one of the following conditions holds:

1. all nodes in (I',I) have degree <1 or
2. (ILI) has only one non-trivial connected component and this component is
complete bipartite.

Proof. Suppose (I, I) contains a node a of degree >2. Then, by Corollary 22,
a € It UT'_. From Proposition 15, we obtain that a is connected to any edge,
i.e., it belongs to the only nontrivial connected component C' of (I',I). Now
Proposition 15 implies I’y U I~ C C. Note that all nodes in C\(I'y U I'_) have
degree 1 by Corollary 22. Hence, by Proposition 13, the connected graph (C,I)
is a complete bipartite graph together with some additional nodes of degree 1. It
follows that (C,I) is bipartite. By Proposition 24, it is a connected and Py-free
graph. Hence its complementary graph (C, D) is not connected [10]. But this
implies that (C,I) is complete bipartite. O
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Abstract. It is known that the deterministic ordered restarting automa-
ton accepts exactly the regular languages, while its nondeterministic vari-
ant accepts some languages that are not even growing context-sensitive.
Here we study an extension of the ordered restarting automaton, the so-
called ORRWW-automaton, which is obtained from the previous model
by separating the restart operation from the rewrite operation. First we
show that the deterministic ORRW W-automaton still characterizes just
the regular languages. Then we prove that this also holds for the stateless
variant of the nondeterministic ORRW W-automaton, which is obtained
by splitting the transition relation into two parts, where the first part
is used until a rewrite operation is performed, and the second part is
used thereafter. Finally, we show that the nondeterministic ORRWW-
automaton is even more expressive than the nondeterministic ordered
restarting automaton.

Keywords: Restarting automaton - Ordered rewriting - Language
class - Closure property

1 Introduction

The restarting automaton was introduced in [3] as a formal model for the linguis-
tic technique of analysis by reduction, and since then many variants of restarting
automata have been considered (see, e.g., [12]). Essentially, there are two main
variants: those restarting automata that must restart immediately after perform-
ing a rewrite operation (denoted as RWW-automata), and those that have sep-
arate rewrite and restart operations and which therefore may continue scanning
the tape after executing a rewrite operation (denoted as RRWW-automata).
Under various restrictions, e.g., determinism and/or monotonicity, these two
types of automata are equivalent [4,11], but it is still open whether (unrestricted)
RRWW-automata are more expressive than RWW-automata. Here we address
this question in the setting of ordered restarting automata.

The deterministic ordered restarting automaton (or det-ORWW-automaton)
was introduced in [10] in the setting of picture languages. It is a very restricted
form of the shrinking restarting automaton that was studied in [6]. In a shrink-
ing restarting automaton, each rewrite operation is weight-reducing with respect
to some predefined weight function, and it has been shown that for shrink-
ing restarting automata, the RWW-variant is again equivalent to the RRWW-
variant, both in the deterministic as well as in the nondeterministic case.

© Springer-Verlag Berlin Heidelberg 2016
S. Brlek and C. Reutenauer (Eds.): DLT 2016, LNCS 9840, pp. 268-279, 2016.
DOI: 10.1007/978-3-662-53132-7_22
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An ordered restarting automaton (or ORWW-automaton) has a finite-state
control, a tape with end markers that initially contains the input, and a window
of size three. Based on its state and the content of its window, the automaton
can execute three types of operations: a move-right step, which shifts the window
one position to the right and changes the state, a combined rewrite/restart step,
which replaces the letter in the middle of the window by a letter that is strictly
smaller with respect to a predefined ordering on the tape alphabet, moves the
window back to the left end of the tape, and resets the automaton to its initial
state, or an accept step, which causes the automaton to halt and accept. While
the nondeterministic variant of this type of automaton accepts some languages
that are not even growing context-sensitive [9], the deterministic variant accepts
exactly the regular languages [10]. In addition, each det-ORWW-automaton can
be simulated by an automaton of the same type that has only a single state, which
means that for these automata, states are actually not needed. Accordingly,
such an automaton is called a stateless det-ORWW-automaton (stl-det-ORWW-
automaton). For such an automaton, the size of its tape alphabet can be taken
as a complexity measure, and it has been shown [13] that these automata are
polynomially related in size to the weight-reducing Hennie machines studied by
Prusa in [14] and that there is an exponential trade-off for converting a stl-det-
ORWW-automaton into an NFA [8].

Here we introduce and study the ordered RRWW-automaton (ORRWW-
automaton). It is obtained from the ORWW-automaton by looking at rewrite
and restart operations as two separate operations, where, however, we still
require that exactly one rewrite step is executed before the first and between any
two successive restart operations. We will see that the det-ORRW W-automaton
accepts exactly the regular languages, and so it is equivalent to the det-ORWW-
automaton. We also consider the stateless variant of the ORRWW-automaton.
However, here a problem arises, as an ORRW W-automaton must execute exactly
one rewrite operation in each cycle of each computation. As in [7] we could either
declare all computations that contain a cycle with none or with several rewrite
steps as illegal, or we could clearly distinguish between the two phases of a cycle:
the phase up to the rewrite step, and the phase after the rewrite step. Here we
take the latter approach in studying stateless ORRW W-automata. Surprisingly,
these automata still characterize the regular languages, both in the deterministic
as well as in the nondeterministic case. Finally, we study the expressive power
of the nondeterministic ORRW W-automaton with states. The class of languages
that it accepts forms an abstract family of languages that properly contains the
context-free languages. As the ORWW-automaton does not even accept all linear
languages, this implies that the ORRWW-automaton is strictly more expressive
than the ORWW-automaton. In fact, while the emptiness problem is decid-
able for ORWW-automata [9], it turns out that for ORRWW-automata, it is
undecidable.

This paper is structured as follows. In the next section we present the defin-
ition of the ORRWW-automaton and study its deterministic variant. In Sect. 3
we consider the stateless variants of the ORRW W-automaton, and in Sect. 4 we
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study the class of languages that are accepted by nondeterministic ORRWW-
automata. The paper closes with a short summary and some open problems.

2 Ordered RRWW-Automata

An ordered RRWW-automaton (ORRWW-automaton) is a one-tape machine
that is described by an 8-tuple M = (@, X, I',t>, <, qo, 0, >), where @Q is a finite
set of states, X' is a finite input alphabet, I" is a finite tape alphabet such that
X C T, the letters >, < & I serve as markers for the left and right border of the
work space, respectively, qo € @ is the initial state, > is a strict partial ordering
on I', and

§:(@Q@x (Pu{mh=-r-(ru{<}))) U {(e,><)}
N 2(Q><({MVR}UF))U{Restart,Accept}

is the transition relation, which describes four different types of transition steps:

(1) A move-right step has the form (¢, MVR) € §(q,a1az2a3), where ¢,q¢ €
Q,a1 € TTU{>} and ag,a3 € I'. Tt causes M to shift the window one
position to the right and to change to state ¢’. Observe that no move-right
step is possible, if the window contains the right delimiter <.

(2) A rewrite step has the form (¢’,b) € d(q,a1aza3), where q,¢' € Q,a; €
I'u{>}, ag,b e I', and ag € I' U {<Q} such that az > b holds. It causes M
to replace the letter as in the middle of its window by the letter b, to move
the window one position to the right, and to change to state ¢'.

(3) A restart step has the form Restart € §(q, ajasasz), where ¢ € Q,ay,a2 € I,
and ag € I'U {<}, or a1 € Iyag = <, and a3 = A (the empty word). It
causes M to restart, that is, the window is moved back to the left end of the
tape, and M is reset to the initial state qq.

(4) An accept step has the form Accept € d(q, a1azas), where ay € I'U{>},as €
I'Nand ag € T'U{<}, or ay € I', aa = <, and az = \. It causes M to halt
and accept. In addition, we allow an accept step of the form §(go, ><1) =
{Accept}.

If 6(q,u) = 0 for some pair (q,u), then M halts, when it is in state g with
u in its window, and we say that M rejects in this situation. If |6(g,u)| < 1 for
all pairs (g, u), then M is a deterministic ORRWW-automaton (det-ORRWW-
automaton). Further, the letters in I" \. X are called auziliary letters.

Observe that for general RRWW-automata, a rewrite operation (¢’,v) €
d(g,u) replaces the factor u by the word v, changes the state to ¢/, and moves
the window immediately to the right of v. In our case this would mean that a
rewrite operation (¢’',b) € (g, abc) should move the window three steps to the
right, as it rewrites the factor abc into the word ab’c. However, for the stateless
variant (that is, go is the only state) this would mean that after a rewrite no
information on the new letter would be available to the automaton, and therefore
we have chosen the above interpretation for the rewrite step.
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A configuration of an ORRWW-automaton M is a word of the form agf,
where g € @) is a state, and o € {>}-I'*-{<1} such that | 3] > 2, and either a = A
and € {>}-I't-{<}oraec{>} -I'*and B € I'" - {<}; here af is the current
content of the tape, and it is understood that the window contains the first three
letters of § or all of 3, if | 3] < 3 . In addition, we admit the configuration gg > <.
A restarting configuration has the form go>w<i; if w € X*, then gy>w< is also
called an initial configuration. Further, we use Accept to denote the accepting
configurations, which are those configurations that M reaches by an accept step.
A configuration of the form agf such that é(q,31) = 0, where 3, is the current
content of the window, is a rejecting configuration. A halting configuration is
either an accepting or a rejecting configuration. By F,; we denote the single-
step computation relation that M induces on the set of configurations, and the
computation relation 3, of M is the reflexive and transitive closure of ;.

Any computation of an ORRWW-automaton M consists of certain phases.
A phase, called a cycle, starts in a restarting configuration, the head is moved
along the tape by MVR steps until a rewrite step is performed, which replaces a
letter by a smaller one. After that further MVR steps may follow until, finally,
a restart step is executed and thus, a new restarting configuration is reached. If
no further restart operation is performed, any computation necessarily finishes
in a halting configuration — such a phase is called a tail. It is required that each
cycle contains exactly one rewrite step, and a tail may contain at most a single
rewrite step. By 5, we denote the execution of a complete cycle, and }—f\} is the
reflexive transitive closure of this relation. It can be seen as the rewrite relation
that is realized by M on the set of restarting configurations.

An input w € X* is accepted by M, if there is a computation of M which
starts with the initial configuration ¢o>w<1 and ends with an accept step. By
L(M) we denote the language L(M) = {w € X* | go>w< 3}, Accept}.

As each cycle contains a rewrite operation, which replaces a letter a by a
letter b that is strictly smaller than a with respect to the given ordering >,
we see that each computation of M on an input of length n consists of at most
(II') = 1) -n many cycles. Thus, M can be simulated by a nondeterministic single-
tape Turing machine in time O(n?). The following example illustrates the way
in which the ORRWW-automaton works.

Ezample 1. For m > 1, let Ly, be the following language:
Len,m = {wiws . ..w, € {a,b}" | n > 2m and wy, = Wpt1—m = Wa},

that is, a word w of length n > 2m belongs to this language iff the m-th
letter and the m-th last letter both coincide with the last letter of w. We
define a det-ORRWW-automaton M = (Q, X, I',>, <, qo,0,>) by taking Q =
{q0,q1, -y Gm—1,9a, > qr }, ¥ = {a,b} and I' = Y U {ay,b1,22,23,.. ., Tm—1},
by defining the partial ordering > through a > a1 > z; and b > b; > x; for
all § = 2,3,...,m — 1, and by specifying the transition function through the
following table, where ¢, d, e, f € X

6(q0a \>dC) = (QI7 MVR)a 6(Ql7 dce) = (qi-‘rla MVR)7 1 < 1 <m-— 27
5(qm_1,dC€) = (qCa MVR)7 5((107 de.f) = (qc, MVR)7
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0(qe, de<) = (qr,e1),  0(qe,defr) = (qr, x2)

0(qr, x2c1 Q) = Restart, (g, dex;) = (¢r,xi+1),2 <i<m—2,
3(qe, dex,—1) = (g, MVR), 6(ge, Tit22i417i) = (¢e; MVR),2 < i <m — 3,
0(qes cTm—1Tm—2) = (g, MVR) 6(qe, x322¢1) = (ge; MVR),

0(ge; z201<1) = Accept,  0(qr, Tit2Tit17;) = (¢-,MVR),2 <i <m — 3,
5(qr, x3x20]) = (g, MVR), §(¢y, 1<) = Restart.

Using its states M counts from left to right until it sees the m-th letter, say c,
which it then remembers in its state. Then it rewrites the last m — 1 letters
from right to left, rewriting the last letter, say w, = d, into d;, and the let-
ters Wp—1,Wn—2,...,Wnt2—m iNt0 Ta,Ts,...,Tm—1. Finally, it checks whether
Wp+1—m, which is the letter immediately before z,,_1, coincides with w,, = c.
In the affirmative, M moves to the right, where it compare w,, = wy4+1-m = ¢
to the last letter d (or rather its encoding dy). If a positive result is returned,
then M accepts. It is easily seen that L(M) = Lep,m holds.

The ORWW-automaton studied in [8,9] differs from the ORRWW-
automaton in that the rewrite and restart operations are combined into a joint
operation. Obviously, (deterministic) ORWW-automata can be simulated by
(deterministic) ORRWW-automata. Thus, it follows that all regular languages
are accepted by det-ORRW W-automata. However, also the converse holds.

Theorem 2. L(det-ORRWW) = REG.

Proof. Let M = (Q,X,I,1>,<,qo,d,>) be a det-ORRWW-automaton, and
let L = L(M). Without loss of generality we can assume that M performs
restart and accept operations only at the right delimiter <. We present a det-
ORWW-automaton M’ = (Q', X, I",>,<,qo,d’,>") that simulates M. Then
L(M') = L(M) = L, which implies that L is a regular language. Each cycle of
a computation of M is of the following form, where u,v € I'*,a,b,b',c,d,e € I',
and q1, 2,43 € Q:

go>uabcvde< Fllvl\‘,%l >ugiabevde<d FRrewrite >uageb’ cvde<t

I—M\g >uab’cvgzde<d Frestart qo > uab’cvde<,

and in the next cycle M moves its window at least until it contains the newly
written letter b’ before the next rewrite step can be executed. In order for the
det-ORWW-automaton M’ to be able to correctly simulate the above cycle,
M’ must ensure (or verify) in some way that after the above rewrite operation
M will eventually perform a restart. For this we let M’ perform some kind of
preprocessing during which it encodes certain additional information on its tape.

For each word w € I't, |w| > 2, and each letter a € I', we define two sets

(@) (w) and Qf) (w) as follows, where w = wbe for b, c € I':

Qﬁ;‘) (w) ={p € Q | >paw< ! \‘,R >aw;p'be< FRestart qo>aw<1} and

Q(f) (w) ={p € Q | >paw< '_L/[\‘/R >awqp'be<d FAccept Accept}.
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Now if the det-ORWW-automaton M’ is to simulate the above cycle of M,

then from the fact that go € QES/) (cvde) it sees that M will actually restart at the
right end of the tape, and hence, it can safely perform the same rewrite operation
and restart. Accordingly, we define a precomputation for M’ that assigns, from
right to left, the collection of sets ( Eg)(z), (f)(z))aep with the first letter z;
of each suffix z of the given input w. Thus, we define

' = 2U{(A4,Q",Q5)wer) | A€ 1,1, Q% C @},

take Q" = Q U {qc}, define >’ by taking A >’ (A, ( §a), Qéa))ae[’) forall Ac Il
and all Q1”, Q% € Q and (4, (Q'”, QY acr) > (B, (P\™, P\ yer) if A > B.

The transition function can now be defined in such a way that M’ first
encodes the information on the sets (Qrs, @+ )acr proceeding from right to left
until it detects the position, say ¢, at which the next rewrite operation of M is to
be simulated. Based on the information from the encoded sets of states, it then
simulates this rewrite step, updating also the information on the stored sets of
states of M at the current position. For this, it can extract the information on
the corresponding sets from the symbol stored at position ¢ + 1. Observe that in
the next cycle, M cannot execute a rewrite step until it has the newly written
symbol in its window, that is, not to the left of position ¢ — 1. It can be shown
that in this way M’ can simulate M correctly, implying that L(M') = L(M).
Thus, £(det-ORRWW) = L£(det-ORWW), which implies that £(det-ORRWW)
coincides with the class REG of regular languages. a

3 On Stateless ORRWW-Automata

For restarting automata in general, each RR-variant is at least as powerful as
the corresponding R-variant, but for stateless automata the situation is not that
obvious. The feature of continuing to read the tape after a rewrite step has been
executed is problematic for these automata, as they cannot distinguish between
the phase of a cycle before the rewrite step and the phase after the rewrite step.
Clearly, this distinction is important, since no rewrite steps may appear in the
latter phase. For general restarting automata, this is avoided by using states,
but how to deal with this situation for stateless RR-automata?

In [7] this problem has been addressed, and two options for dealing with it
have been proposed. First, one can interpret any additional rewrite step within
a cycle as a reject. However, this approach amounts to an external supervisor
that aborts the computation in an unwanted situation. Here we rather follow
the second option presented in [7] in which two phases of each cycle are distin-
guished: the first phase, which ends with the execution of a rewrite operation,
and the second phase, which starts after the execution of a rewrite operation
and ends with either a restart or an accept step. These two phases are realized
by providing two separate transition functions. In [7] the corresponding state-
less restarting automata are called two-phase restarting automata, but as we will
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only deal with this type of stateless ORRW W-automata, we just call them state-
less ORRWW-automata (st-ORRWW-automata). Formally these automata are
defined as follows.

Definition 3. A stl-ORRWW-automaton is described by a 7-tuple M =
(X, I,1>,<,01,02,>), where X, 1>, <, and > are defined as for ORRWW-
automata, and

61 : ((F U {D}) A (F U {<]})) U {><]} — 2FU{MVR,ACCept}

and
62 . (FSQ . (F U {<]})) _ 2{MVR,Restart,Accept}

are the transition relations. Here it is required that b > b’ holds for each rewrite
instruction b’ € 01 (abc).

A configuration of M is written as a pair («, 3), where a3 is the current con-
tent of the tape and the window contains the prefix of 3. Given a word w € X+
as input, the computation starts with the initial configuration (A, >w<). First,
the transition relation §; is used until either an accept instruction is reached, a
rewrite instruction b’ € I" is reached, or the window contains a word for which
61 is undefined. In the first case, M accepts, in the second case the letter in the
middle of the window is replaced by the letter ¥’, the window is moved one step
to the right, and the computation is continued by using the transition relation do.
Finally, in the third case M simply halts without accepting. The transition rela-
tion do, which is used in the second phase of a cycle after the execution of a
rewrite step, shifts the window to the right until either an accept instruction
is executed, and then M accepts, until a restart instruction is executed, which
resets the window to the left end of the tape and starts the next cycle, or until a
window content is reached for which d is undefined. In the latter case M halts
without accepting. For w = A, there either is no applicable operation for the
configuration (A, ><1), or §1(><1) = {Accept}.

Theorem 4. L(stl-det-ORRWW) = L(stl-ORRWW) = REG.

Proof. If L is a regular language, then there exists a stl-det-ORW W-automaton
M= (X, I1>,<,8,>) for L. From M we obtain an equivalent stl-det-ORRWW-
automaton M’ = (X, TI,>,<,d1,0d2,>) by defining §; = § and d2(abc) = MVR
and 0o(de<t) = Restart for all a,b,c € I' and de € I'S2. Hence, REG C
£ (stl-det-ORRWW) C £(st-ORRWW) follows.

Conversely, let M = (X, I',1>, <, 01, 62, >) be a st-ORRWW-automaton. We
will prove that L(M) is a regular language by showing that the Nerode relation
~ of L(M) has finite index (see, e.g., [2]). For doing so, we proceed as follows.

Let w € L(M), let m be an integer such that 1 < m < |w|, and let C be an
accepting computation of M on input w. During this computation M executes
certain operations at position m, that is, when position m is in the middle of the
window of M. These operations may include rewrite steps b’ € 01 (abc), move-
right steps MVR € §1(abec) or MVR € d3(abce), restart steps Restart € d2(abe),
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and accept steps Accept € d1(abe) or Accept € d2(abc). As by a rewrite step, the
letter in the middle of the window is replaced by a smaller letter with respect
to >, the rewrite steps that occur at position m are obviously ordered. Before
the first rewrite step, and between two successive rewrite steps, a sequence of
move-right steps may occur at position m. Here again an ordering is induced by
>, if one of the letters at position m — 1 or m+ 1 is rewritten during this part of
the computation. It remains the case that a sequence of move-right steps occurs
at position m that are all applied to the same window content abc. Some of
them may be d;-steps, while others may be d2-steps. By associating the number
1 with a positive number of §;-steps and the number 2 with a positive number
of do-steps, we can assign a type t € (1-(2-1)* - {2,A\})U(2-(1-2)*-{1,A}) to
this sequence. By rearranging the corresponding cycles of the computation C,
this computation can be transformed into a computation C” for which the type
of any sequence of move-right steps with the same window content at position
m is from the set T'={1,2,1-2,2-1,1-2-1,2-1-2}. Additionally, we require
that all cycles associated to the same number 1 appear uninterrupted within the
computation. We call such a computation normalized.

Now let {2 be the following extended set of operations of M, where a €
'u{e}, bt eI’ and ce I'U{«}:

2 ={(a,b,c,b) |V € d1(abec)} U{(a,b,c,t) |t €T} U
{(a,b,c,—) | Restart € dz(abc)} U {(a,b,c,+;) | i = 1,2, Accept € §;(abc)}.

Then the sequence of operations that are executed by M during the compu-
tation C’ at position m can be described by a word A (w) € £2*. In fact, as at
most |I"| — 1 rewrite steps can occur in this sequence, AS, (w) is of length O(|I|).

With each word w € X7, we now associate two sets S1(w) and So(w):

S1(w) = {Aﬁu\ (wz) | z € X* and C is a normalized computation of M for wz
that accepts at a position < |wl|},

Sa(w) = {A|Cw\ (wz) | z € ¥* and C is a normalized computation of M for wz
that accepts at a position > |w|}.

We will show that there are no distinguishing extensions for x,y € Xt if
Si(x) = S;(y) for i = 1,2. Accordingly, let z € X* such that zz € L(M). Then
there exists a number i € {1,2} and a normalized accepting computation C,., of
M such that AIC;IIZ (xz) = A € Si(x). As Si(y) = Si(x), there exists a word u € X*

and a normalized accepting computation Cy,, of M such that Alc;l’“ (yu) = A.
We claim that there is also an accepting computation C’ of M for the word yz.
We consider the sequences of cycles of Cy, and C,. as working lists for con-
structing the cycles of C’ that have their rewrite operations in the y-part and
the z-part, respectively. We construct the computation C’ for the word yz as
follows. We divide the cycles into groups according to the different types of
MVR-patterns. All consecutive cycles that contribute to the same number 1 in
one pattern form a group of type 1. All consecutive cycles that contribute to
the same number 2 belong to a group of type 2. Note that such a group may
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include short cycles that do not include a move-right step of 5 at the border.
Additionally, each cycle that executes a rewrite at the border forms a rewrite
group. We see that we have the same groups in Cy, and Cp.

We now consider the group of cycles of Cy, one after the other. If we have
a short cycle, we just append it to C’ as the u-part is not involved. If we have
a cycle of a rewrite group, we take the cycle up to position |y| and complement
it with the second part of the corresponding cycle of C,.. If we have a group
of type 1, we take the part up to position |y| — 1 of the first cycle and call
it ¢o. Then, we take all last parts starting at position |z| of the cycles of the
corresponding group of C,, and call them cq,...,c,. Finally, we append the
cycles cocy, . . ., cocg to C’. The computation C’ stays valid, as these new cycles
do not make any changes in the y-part. Therefore, it is possible to execute
coC1, - - -, Cock in this order. If we have a group of type 2, we take the last part of
the last cycle of the corresponding group of C,, starting at position |z| and call
it ¢;. Then, we replace the last part of each cycle of the current group of Cy,
starting at position |y| by ¢; if the cycle has length > |y|. Finally, we append all
these cycles to C’.

This construction ends as soon as an accepting tail is encountered, which
happens eventually as the computations C,, and Cy, either both accept in the
z- and u-parts, respectively, or they both accept to the left of these parts.

As there are only finitely many words Ag (w) € 2% that can occur as descrip-
tions of sequences of operations of M, there are only finitely many different sets
S1(z) and Sa(x). Hence, the Nerode relation ~ of L(M) has finite index, which
means that L(M) is indeed a regular language. O

4 On Nondeterministic ORRWW-Automata

The class L(ORWW) of languages accepted by ORWW-automata is an abstract
family of languages (see, e.g., [2]) that is closed under intersection, but that
is not closed under reversal and complementation [9]. In addition, it contains a
language that is not growing context-sensitive, while it does not even contain the
deterministic linear language {a™b" | n > 1}. Thus, this class is incomparable
to the (deterministic) linear, the (deterministic) context-free, and the growing
context-sensitive languages. However, the inclusion £L(ORWW) C L£(ORRWW)
obviously holds. Actually, this inclusion is proper, as all context-free languages
are accepted by ORRWW-automata.

Theorem 5. CFL C L(ORRWW).

Proof. Let L C YT be a context-free language that does not contain the empty
word. Then there exists a grammar G = (N, X, P,S) in quadratic Greibach
normal form that generates L (see, e.g., [1]), that is, each production of P is of
the form A — a, A — aB, or A — aBC, where a € X and A,B,C € N.

The language L is accepted by the ORRWW-automaton M that works as
follows. Given an input w € YT, M guesses a leftmost derivation of w in G.
In each step of this derivation the next symbol a of w must be produced by
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applying a corresponding production. Thus, the symbol a must be marked as
having been read, and the nonterminals produced by that step are written in
reverse order on the tape, where the rightmost of these nonterminals is marked
as being ‘active.” Now in each phase a production A — aT is chosen that has the
active nonterminal A as its left-hand side and that produces the next symbol
a of w on its right-hand side. Then the symbol a is replaced by an encoding
of T%, which is tagged. After that the marked nonterminal is deleted, the tag is
removed, and the rightmost of the remaining nonterminals is marked as ‘active.’

Formally the automaton M is defined as follows We take the tape alphabet
I = YU{ } [B], [BC] B], [BC’],[)\] [ 1, [BC’]|B C € N} with the partial
ordering a > [CB] [C] > [ ] > [CB] > [CB] > [C] > [C] > [\]. The set of
states Q and the transition relation § are defined in such a way that, in each
cycle, M scans its tape from left to right and executes one of the following steps

depending on the form of the word on the tape. In the following we have a € X,
B,C,D,E € N, and we use R to denote the set R = {[)], [A],[AB] | A,B € N}:

1. If the word « on the tape is of the form {a} - X*, then M can replace a by
[A], if there is a production S — a, by [B], if there is a production S — aB,
or by [C'B], if there is a production S — aBC.

2. If the word a is of the form R*-{[B],[CB]}-{[A]}* - X*, then M replaces [B]
(or [CB)) by [B] (or [CB)). -

3. If the word « is of the form R* - {[B],[CB]} - {[\ ]} -{a} - X*, then M can
replace a by [)\] if there is a production B — a, by D, if there is a production
B — aD, or by ED7 if there is a production B — aDE

4. If the word a is of the form R*-{[B],[CB]}-{[\]}* {[ I, [ 1, [ED]} X*, then
M replaces [B] (or [CB]) by [A] (or [C]). -
5. If the word o is of the form/_]\?/*- {I\}* {[ 1, [ |, [ED]} - X*, then M removes

the tilde from m, [D], or [ED].
6. Finally, M halts and accepts, if the tape contains a word from {[A]}*.

It can easily be seen that L(M) = L, as the transitions of M are in close
correspondence to the productions of G.

If the language L contains the empty word, we apply the above construction
to the language L \ {\} and then add the transition d(qo,><1) = {Accept}. O

Corollary 6. £L(ORWW) U CFL C £(ORRWW).

In [9] it is shown that £(ORWW) is an abstract family of languages that is
closed under intersection. The same proof can be used to show the following.

Theorem 7. L(ORRWW) is closed under union, intersection, product, Kleene
star, inverse morphisms, and non-erasing morphisms.

However, in contrast to the situation for ORWW-automata, the class
L(ORRWW) is closed under the operation of reversal, as the proof for general
RRWW-automata also applies here [5].
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Proposition 8. For each ORRWW-automaton M, there exists an ORRWW-
automaton M’ such that L(M') = L(M)%.

Finally, the following result shows that ORRW W-automata can even accept
some unary languages that are not context-free.

Proposition 9. The unary language L = {a™ | 3p,q > 1:n = p-q} is accepted
by an ORRWW-automaton.

Proof. The languages L1 = {a"b™ | n > 1}, Ly = {b"a™ | n > 1}, L = {a™ | n >
1}, and Ly = {b" | n > 1} are all context-free and, therefore, they are accepted
by ORRWW-automata. Now let ¢ : {a,b}* — {a}* denote the morphism that
is defined by ¢(a) = ¢(b) = a. It is easily seen that

L=¢((L7ULT-L3)N(Ls-LyULs- L5 Ly)).
Hence, by Theorem 7, L is accepted by an ORRW W-automaton. a

We complete this section by briefly looking at some decision problems for
ORRWW-automata. It has been shown in [9] that the emptiness problem
is decidable for ORWW-automata. However, as each context-free language is
accepted by an ORRWW-automaton, and as the language class L(ORRWW) is
closed under intersection, we obtain the following undecidabiliy result from the
undecidability of the intersection-emptiness problem for context-free languages.

Corollary 10. The emptiness problem for ORRW W-automata is undecidable.

From an ORRWW-automaton M, we can construct an ORRW W-automaton
M’ for the language L(M)-X as the proof of Theorem 7 is actually constructive.
Now L(M') is finite, iff L(M) is empty. Thus, from the undecidability of the
emptiness problem, we immediately get the following.

Corollary 11. The finiteness problem for ORRW W-automata is undecidable.

Finally, from the corresponding results for context-free languages, it follows
that for ORRWW-automata, also universality, regularity, inclusion, and equiva-
lence are all undecidable.

5 Conclusion

We have introduced and studied the ORRWW-automaton, which is obtained
from the ORWW-automaton by splitting the rewrite/restart operation of the
latter into two separate operations, where, however, we still require that in any
cycle of any computation, exactly one rewrite step is to be executed. We have
seen that in the deterministic case, this change does not influence the expressive
power of the model, and the same is true for the stateless variants. However,
in the nondeterministic setting, the separation of the restart operation from the
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rewrite operation has quite a large impact. We still get an abstract family of lan-
guages that is closed under intersection, but in addition, we have closure under
reversal. Furthermore, the class of languages that are accepted by ORRWW-
automata extends the class of languages that are accepted by ORW W-automata
substantially, as ORRWW-automata accept all context-free languages. Unfortu-
nately, this entails that in this setting already the emptiness problem becomes
undecidable. However, it remains open whether the language class L(ORRWW)
is closed under the operation of complementation.
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Abstract. We study the bispecial factors in the S-adic system asso-
ciated with the Brun Multidimensional Continued Fraction algorithm.
More precisely, by describing how strong and weak bispecial words can
appear, we get a sub-language of the Brun language for which all bispe-
cial words are neutral.

Keywords: Substitutions - Brun - Factor complexity - Bispecial

1 Introduction

Sturmian sequences [14] are infinite sequences on a binary alphabet in which
appear exactly n + 1 distinct finite subsequences of consecutive n letters for
each n € N. It is known that the symbolic dynamical system associated with a
sturmian sequence (with the shift transformation) is minimal and is measure-
theoretically isomorphic to an irrational rotation on the unit circle Ty. The
result was extended to higher dimensions when Rauzy proved in [15] that the
symbolic dynamical system associated with the fixed point of the Tribonacci
substitution o : 1 — 12,2 + 13,3 +— 1, which has p(n) = 2n + 1 factors of
length n, is measure-theoretically isomorphic to an irrational translation on the
torus Ts. Proving that Rauzy’s result holds in a more general setting is still
an open question known as the Pisot conjecture [1] in the case of all Pisot uni-
modular substitutions. However substitutive dynamical systems obtained from
the iteration of one substitution is quite limited (frequencies of letters must be
algebraic) and do not form a satisfactory generalization to larger alphabets of
sturmian systems (achieving all irrational frequencies of letters).

A generalization of the Pisot conjecture was proposed in [7] in the case of
S-adic symbolic dynamical systems. These shift spaces are obtained by iterating
substitutions from a set S, generalizing the substitutive case where Card S = 1.
Like it is the case for sturmian words, the sequence of substitutions is obtained
from the continued fractions algorithm or some multidimensional version of it
[8,17]. They proved using results from [3,4,10] that almost all S-adic shifts based
on Brun’s Multidimensional Continued Fraction Algorithm [9] are measurably
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conjugate to a translation on the torus Ty. They also proved that these shifts
provide a natural coding of almost all rotations on Ty providing a reverent
generalization of sturmian systems to a three-letter alphabet.

One statement about Brun S-adic systems has remained unproved: the factor
complexity. As mentioned in [7], it is believed that any Brun S-adic shift has
a linear factor complexity and this is the subject of this contribution. In this
work, we initiate a study of bispecial factors in the Brun S-adic systems pushing
further methods already used in [6,12] and also in [5] where it was proved that
p(n) < gn + 1 for Arnoux-Rauzy-Poincaré S-adic system. In the Brun system,
it appears that left extensions of length 1 are not enough to study the evolution
of bispecial factors. Also, some neutral bispecial factors can split into a pair of
strong and weak bispecial factors which can later on merge again into a neutral
bispecial factor. These phenomena are not possible in the case of the Arnoux-
Rauzy-Poincaré algorithm and these are reasons why the linearity of the factor
complexity for Brun S-adic systems has shown to be harder to prove.

2 Brun’s Algorithm

Brun’s algorithm [9] is a Multidimensional Continued Fraction Algorithm [8,17]
which subtracts the second largest entry to the largest entry of a nonnegative
vector in Ri. In the most often used version of Brun’s algorithm, the entries
are sorted after each iteration. Keeping the entries sorted has the advantage of
reducing the number of branches of the algorithm at each step but the disad-
vantage of losing the symmetry between them. In this work, we prefer to keep
the symmetry and present below the unsorted version of Brun’s algorithm which
has 6 branches when d = 3. On A = Ri, the unsorted Brun’s algorithm is the
map F(zq, 22, x3) = (2}, 2}, 24) defined by

/ !/ !
Tr1 = Trl, Tro = Tq2, Ly = Tx3 — Tx2

where m € S3 is the permutation of {1,2,3} such that 1 < Zz2 < Zr3. Equiv-
alently, the map F' on A can be defined as a linear application Fx = M (x) " 'x
with M (x) = M, if and only if x € A, where A, = {(z1,22,23) € A | 1 <
Zro < ZTy3} defines a partition of the positive cone A = Ures, A, up to a set of
Lebesgue measure zero and M, are the following elementary matrices:

100 100 100
Mz = (010, Mizs=[011], Myz={010],
011 001 101
101 100 110
M231: 010 ,M312: 110 ,M321: 010
001 001 001

The algorithm F' defines a cocycle M,, : A — SL(d,Z)

My(x) =1 and M,(x) = M(x)M(Fx)--- M(F" 'x)
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with the cocycle property M, 4, (x) = M, (x) M, (F™x). Since Brun’s algorithm
is strongly convergent almost everywhere when d = 3 [13] (also when d = 4 [16]),
the columns of M, (x) are good rational approximations of x. Indeed, an MCF
algorithm is strongly convergent at x € A with ||x|| = 1 if for all ¢ with 1 <14 < d,
we have

lim M, (x)e; — | M, (x)e;||x = 0. (1)

n—oo

3 Brun S-Adic System

3.1 S-Adic Words

Let S be a set of substitutions. A word w € AN is said to be S-adic if there is
a sequence (o, : A% 1 — A% )nen € SV and a sequence of letters (a, € Ay,)nen
such that Ag = A and

w= lim ogo1--op(ani1).
n—-—+o0o

For all r € N we define the S-adic word

w() = lim OrOrt1 - Optn(Arint1)-
n—-+oo
In our setting we will consider the alphabet A = {1,2,3} and we usually use the
set {7, 7, k} to represent A.

A directive sequence of substitutions (o, : A} 1 — A} )nen is primitive if for
all » € N, there exists s > r such that for all a € A, and all b € Az 4, the letter
a occurs in o, ---og(b). Primitiveness of a directive sequence of substitutions
implies the uniform recurrence of the associated S-adic word [11].

3.2 Brun Substitutions and Brun Words

For every totally irrational x € A, Brun’s algorithm F' defines a sequence of
substitutions (o(F"x))nen, where o(x) = B if and only if x € A;;, and B :
i +— i,j — jk,k — k is a substitution called Brun substitution. Note that the
incidence matrix of B;1, is My for all ¢jk € Ss.

One can see that the allowed product of two consecutive Brun substitutions
is restricted among the possibilities. One can show that after each (3;; only three
of the six substitutions are allowed:

{o(x)o(Fx) | x € A} = {Bi;Bij, BiiBji, BijBri | ijk € S3}.
Writing Sg = {f;; | ijk € Ss3}, the Brun language is:
Lp = {o(x)o(Fx)---o(F" 'x)|x € A,n € N}
= S5 \ S {84 Bik, Bij Bjks BijBrj | ijk € Sz} Sp.

It is a regular language accepted by the automaton represented in Fig. 1 where
the label of an edge is 3;; whenever the edge goes to the state ij.
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Fig. 1. The Brun language L3 is regular.

If x € A is totally irrational, then there are infinitely many n € N such
that o(F"x)o(F"1x) € {80k, | ijk € Ss}. This is equivalent to say that for
all ijk € Ss, Card({n € N | o(F"x) € {Bij,Bik}) = +oo. This implies that
limy, s 4 oo Min;e 4 [o(x)0(Fx) - - 0(F"x)(i)] = +o00. As all Brun substitutions
are prolongable on every letter, this allows us to define the S-adic infinite word

lim o(x)o(Fx)---o(F" 'x)(1)

n—-+o0o
whose letter frequencies exist and are proportional to x by (1).

Definition 1 (Brun word). A word w € AV is a Brun word if it is an Sg-
adic word whose directive sequence (0p)nen € SE 1s such that for all n € N,
00010y € L and for all ijk € Ss, Card({n € N | 0, € {8, Bir}) = +o0.

Proposition 2. Ifs = (o,)nen € SE is the directive sequence of a Brun word
w, then (on)nen is primitive. In particular, w is uniformly recurrent.

3.3 Relations with Arnoux-Rauzy and Poincaré Substitutions

The Brun substitutions share some relations with other well-known substitu-
tions. For all {3, j,k} = A, we let a; denote the Arnouz-Rauzy substitution [2]
and m;; denote the Poincaré substitution [5):

;i 1,5 g, ko ki, T 1= 04,5 — J k— kij. (2)

These are products of Brun substitutions. More precisely, for all ijk € S, we
have m;; = 3;; 8k and a; = B;iBri = Brilbji-

Note that a Poincaré substitution can appear as a product of two consecutive
Brun substitutions in the Brun S-adic system, but not an Arnoux-Rauzy one.
We let S 4 and Sp respectively denote the set of Arnoux-Rauzy substitutions and
the set of Poincaré substitutions: S4 = {a1, as, a3} and Sp = {m;; | ijk € S3}.

Now we show that Poincaré substitutions appear infinitely often as products
of two consecutive Brun substitutions. This will be useful to study the extension
type (defined in Sect.4.1) of the empty word in Brun words.

Lemma 3. Let w be a Brun word with directive sequence (0y)nen € Sg. There
exist infinitely many integers n € N such that 0,0,41 € Sp. Moreover, if o, =
Bij, then the smallest integer £ > r such that o¢oe1 € Sp satisfies op0¢41 €
{mij, m;i}. Finally, if cpop41 = gy with zy € {ij, ji}, then (0yn)n>e € Lay where

L:Ey = 7"-wyﬁykrsll\; U Wwy{ﬁwk)y ﬁkm}*{ﬂ-xka Wkw}sg (3)
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3.4 Other Substitutions Used for Brun’s Algorithm
in the Litterature

In Jolivet’s thesis or also in [4], they proposed the following substitutions for
Brun’s algorithm in its sorted version. Note that it was in the purpose of gen-
erating discrete planes. Therefore, their incidence matrix is dual to the matrix
associated with the execution of the sorted Brun algorithm:

1—1,2+— 2,3+ 32, 1—1,2— 3,3 +— 23, 1—2,2—3,3— 13.

In [10], they use the reversal of the above three substitutions for the sorted
algorithm. For the unsorted one, they propose the six Brun substitutions:

Yij i j gt L ke k for each ijk € Ss,
with a language of allowed words of length two: {~;;vi;, Vi; Vi, VijVjk | tjk € Ss}.
More recently, in [7], they present the Brun’s algorithm in its sorted version using
the following substitutions:
1— 1,2+ 23,3+ 3, 1—1,2+ 3,3 — 23, 1—3,2+— 1,3+ 23.
One observes that any S-adic word obtained by the above substitutions of sorted

Brun algorithm can be obtained as a Brun word with the unsorted algorithm.

4 Bispecial Factors Under Brun Substitutions

In this section we define the extension type of a word. We also describe the

extensions of a word under the application of a Brun substitution.

4.1 Special Factors and Extension Type

Let w be a (infinite) word over A. We let Fac(w) denote the set of factors of w:
Fac(w) ={u€ A" | J € N:w; - Wiy -1 = u}.

Let u € Fac(w) and ¢ € N. The (-extension set of u is the set E;(u,w) =
{(a,b) € A® x A | aub € Fac(w)}. We represent it by a tabular of the form

where a symbol x in position (v;, j) means that (v;, 7) belongs to Ey(u, w). When
the context is clear we omit the information on w and simply write Fy(u). In
this paper we will only work with ¢ € {1,2}.
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Two extension sets Ey(u) and Eg(v) are said to be equivalent if one can be
obtained from the other by a permutation of the alphabet. The equivalent class
of an extension set is called an extension type.

Given an extension set E;(u,w), we consider the corresponding set of left
extensions E; (u,w) = m(E;(u,w)) (resp. of right extensions E/(u,w) =
7o (E¢(u,w))), where 71 (resp. ma) represents the projection on the first (resp.
second) component. We assume that the reader is familiar with the notion of
left, right and bispecial words. For definitions, see [6, Chap. 4].

4.2 Antecedents, Extended Images and Their Extension Types

The next lemma allows to define the antecedents of a word under 3;;. It directly
follows from the fact that the set {ij, j, k} forms a prefix code.

Lemma 4 (Synchronization lemma). Leti, j, k such that {i,j,k} = A. Con-
sider a word uw € A* and let w be a factor of (;;(u).

(i) If w is empty or belongs to {i, k}A*, there exists a unique word v € A* and
a unique s € {e,i} such that w = B3;;(v) - s. We say that v is the antecedent
of w under (3;;.

(i1) If w € jA*, there is a unique word v € A* and a unique s € {e,i} such that
w=7j-0;(v)-s=06i;(jv)-s. We say that v and jv are the two antecedents
of w under (3;;.

Definition 5. Suppose that v is an antecedent of w under o as in Lemma 4. In
this case, we say that w is an extended image of v. In particular, if w is a left
special (resp. right special, bispecial) factor in o(u), then we say that it is a left
special (resp. right special, bispecial) extended image of v under o.

The next lemma provides the link between the extensions of a word and those
of its extended images.

Lemma 6 (Extensions). Let i, j, k such that {i,j,k} = A. Let u € A* and
v be a factor of u. We assume that for all (a,b) € Ey1(v), there exists a letter e
such that eavb is also a factor of w. The extensions of v in u are related to the
extensions of B;;(v) and jB;;(v) considered as factors of B;j(u) as follows:

(,b) € E1(v) > (J,0) € E1(Bij(v)) and (i,b) € E1(jBij(v)),
(15,6) or (4j,b) € Ea(v) <= (j;b) € E1(Bij(v)) and (5,b) € E1(jBij(v)),
(K3, b) € Ea(v) = (J;b) € E1(Bij(v)) and (k,b) € E1(jBi;(v)),
(k’ b) € b (v) = (k,b) € E1(Bi;(v)),

(i

Lemma 7 (Extended images). Consider the same hypothesis as in Lemma 6.

~

If v is right special in u, then B3;;(v) is a right special factor of B;;(u).

2. If v is left special in u, then v has at least one left special extended image in
Bij(u).

3. If v is bispecial factor of u such that (3;;(v) is not a left special factor of B;;(u),

then j3;;(v) is a right special factor of B;;(u).
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Therefore, if v is a bispecial factor of u, then it has one or two bispecial extended
images under §;; in B;;(u); they are B;;(v) or j - Bi;(v).

Lemma 8 (Antecedents). Let i, j, k such that {i,j, k} = A. Consider a word
u € A* and w a bispecial factor of B;;(w). Then at least one antecedent of w
under 3;; is a bispecial factor of u. We call it a bispecial antecedent of w.

5 Bispecial Words in the Brun System

In this section we study the set of bispecial words in a Brun word. We first show
that any bispecial factor can be canonically desubstituted until the empty word
is reached. We then define the descendants of a bispecial word and describe those
of the empty word. At the end of the section, we give an example that illustrates
some of the results that we obtained (see Fig. 2).

General Assumption. In all what follows, we assume that w is a Brun word
with directive sequence (0p)nen-

5.1 Desubstitution of Bispecial Words

Definition 9 ( nth-antecedent). Let u be a bispecial factor of w. Let u(®) =
and w1 be the shortest bispecial antecedent of uY) under o; fori > 0. We say
that u(™ is the n-th antecedent of u. Observe that u™ is a factor of w(™.

With Brun substitutions, as opposed to the Arnoux-Rauzy-Poincaré substi-
tutions (2), we are unable to prove |v| < |w| for any antecedent v of a bispecial
word w # e. This is not a problem since it holds for the n-th antecedent of w,
for some n > 1, under the hypothesis that w is a factor of an S-adic Brun word.

Lemma 10. Ifu # ¢ is a bispecial word of w, there is s > 1 such that u(® = ¢.

Definition 11 (Descendants). Let u be a bispecial factor of w'®) for some
s € N. A bispecial factor v of w\"), r < s, is called a descendant of u if there
exists a sequence (Up,Upyt, ..., Us) such that u, = v, us = u and each uy,
r < { < s is a bispecial extended image of ugy1. We let desc(u) denote the set
of descendants of w and, for r < s, we let desc,(u) denote the set of bispecial
factors of w™) that are descendants of u.

5.2 Extension Type of the Empty Word

The aim of this paper is to study bispecial words in w. Since any such bispecial
is a descendant of the empty word in some w(*), the first step is to study the
possible extension types of the empty word. The next result in particular ensures
that the empty word is always a neutral bispecial factor. In the next section
we will show that the extension type of a bispecial word essentially governs
the extension type of any of its bispecial extended image. However, as seen in
Lemma 6, we sometimes need to consider left extensions of length 2 to be able to
describe those of a bispecial extended image. In the next result, we thus describe
the 2-extension types of the empty word.
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Theorem 12 For all s € N, the empty word is a neutral bispecial factor of
w(®) . More precisely, if o, = Bij and s = (0,)r>s for some {i,j,k} = A, then
the 2-extension type of the empty word is

Erifs € My, Eyifs € (BijBji{ 01 B5i} " Lji) U Bij Lji,
Esifs € (8ij8ij1Bij, Bji }* Lij) U Bij Lij,
where L;; as defined in Eq. (3) and L;; = M;; U N;; with

M;; = ﬂ-ij{ﬁika ﬂki}*ﬂ'kisg U mjﬁjksg’,

Nij = mi;{Bik, Bri } 7Sy,

and Eq, Fs, E3, E4 and FEs are as follows:

gt X Ji X Ji X Ji X Ji X

ki| X ki| x ki| x 17 | X X X ij X

ij |x x x’ ij | X x x’ ] x 77 1% ’ JjIx x x’
77 X 77 |x 37 Ix x x kj |x kj|x

gk | % gk |x gk | % Jk| X gkl x

5.3 Left Extensions of Length 2 Are Sufficient

As already stated and as seen in Lemma 6, we sometimes need to consider left
extensions of length 2 to be able to determine the left extensions of the longer
extended images. In this section, we show that considering 2-extensions is suf-
ficient to recover 2-extensions of any descendant. For a word u and an integer
r > 1, we let uj_, denote the suffix of length z of u.

Definition 13. Assume that i,j,k are such that A = {i,j,k}. We define the
function p;j : A> — A% and the partial function v;; : A> — A? by

(jﬁzj( ) )[72:] Zf ﬁij(x) € A*j,

undefined otherwise.

ij(x) = (Bij (2))—21  and  Py(z) = {

Proposition 14. Let s € N and assume that o, = B;; and that u is a factor of
(s+1)
w .

1. By (jBi(u), w')) = {(43(a),) | (a,b) € Ea(u,w™), Bi;(a) € A*j}.
2. By(Bij(u), wl) = Alpij(a).b) | (a,b) € Ey(u, wtD)} if u € {i,k}A" or
u = ju’ for some u' € A* which is not left special.

Note that if u = ju’ for some left special u' € A*, then the equation in item 2.
above does not hold but the equation B;;(u) = jB;;(uv') allows to use item 1.
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5.4 First Descendants of the Empty Word

In this section we show that the first descendants of the empty word are
always neutral bispecial words. We also show that if the empty word of w(*)
has no descendant which has 3 left extensions of length 1 and 3 left exten-
sions of length 2, then all its descendants are neutral bispecial. Below, we
denote the left valence of a factor v by d, (v) = Card(E, (v)) for £ € {1,2}.
Given a bispecial word u of w(®), for all £ < s we consider the multiset

De(u) = {(dy (v),d5 (v)) | v € desce(u)}.

Theorem 15. Let s > 1 and consider € as a bispecial factor of w(®). One of the
following occurs.

1. Forallr < s, (3,3) ¢ D,(¢) and all bispecial words in desc(e) are neutral.
2. There exists r < s such that (3,3) € D,(g) and one of the following occurs:

(a) D(e) ={(3,3)}. Furthermore, the bispecial word v such that desc,(g) =
{v} is neutral.

(b) D.(g) ={(2,2),(3,3)}. Furthermore, if v1 and vy are the bispecial words
such that desc,(e) = {v1,v2}, with di (v1) = 3 and dj (v2) = 3, then vy
is neutral, va is ordinary and the longest proper suffiz of vy is not left
special.

Finally, if r is the greatest such integer, then all bispecial words in the set

U, <ocs desce(e) are neutral.

Proposition 16. Let s > 1 and assume that u is a non-empty bispecial factor
of w'®) such that dy (u) = 2 and whose longest proper suffiz is not left special.
Then for all r < s, desc,.(u) contains a unique bispecial word and this word has
the same bispecial multiplicity as u.

5.5 Descendance of Bispecial Factors u with d, (u) = dj (u) =3

By Theorem 15 and Proposition 16, strong and weak bispecial words can only
occur as descendant of a neutral bispecial words w with d; (u) = dj (u) = 3. In
this section we show that such a word u can have a descendant with the same
property and we describe the sub-language of Lz that makes this happen.

Definition 17. Forijk € S3, we define the regular language I';j, = ﬁkjﬁ;;cﬁij-

By definition of £z, we have I',,.0;; C Lp if and only if zyz € {ijk, jik, jki}.
Furthermore, if 0¢---0s-18;; € Lp, then there exists r < s such that oy}, ) =
oy - 0s—1 is a suffix of a word in I, U Iy, U L. The next result concerns
the descendance of a bispecial word with left valence 3 under the application of
a product of substitution in some I,..

Theorem 18. We assume that o5 = 35 for some s > 1 and that w is o neutral
bispecial factor of w'*) such that dj (u) = dy (u) = 3. We also suppose that there
erists 7 < s such that o, s € Iijk U Lk U Iy We have the following.
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1. desc,(u) = {v}, where v is a neutral bispecial factor of w) such that dy (v) =
dy (v) = 3. In particular, v is ordinary in w(") if and only if u is ordinary in
(s)
wis),
2. for all £ such that r < ¢ < s, Card(desce(u)) € {1,2} and all bispecial words
in desce(u) have left valence 2. Furthermore, if Card(desce(u)) = 2, then one
is the longest proper suffix of the other.

The previous result describes what happens for the descendants of a bispecial
factor u of w®) with dj (u) = d; (u) = 3 and o, = (3;; when some product of
substitution oy, ) belongs to I U i U Ik To describe what happens when
this is not the case, we need the following notation: given a language L, Suff(L)
is the set of suffixes of words in L. For a bispecial word v, we also let m(v) denote
its bispecial multiplicity.

Proposition 19. We assume that o5 = (i; for some s € N and that u is a
neutral bispecial factor of w(®) such that dj (u) = dy (u) = 3. We also assume
that there exists r < s — 1 such that o}, 5 € Suff(Iije U i U jrs) and
Ofr,s) & Suff (g U i, U jgi). Then for all £ < s, we have the equality of
multisets

{m(v) | v € desce(u)} = {m(v) | v € descs_1(u)}.

5.6 Occurrences of Strong and Weak Bispecial Factors

Let u be a neutral bispecial factor of w(*) such that dj (v) = d; (u) = 3. By
Theorem 18 and Proposition 19, the bispecial multiplicity of the descendants
of u is completely determined by what happens between two occurrences of a
bispecial word v with di (v) = d5 (v) = 3 in the sequence (desc,(u))o<r<s. The
first result of this section shows that strong and weak bispecial words can only
appear when u is not ordinary.

Proposition 20. Assume that u is an ordinary bispecial factor of w'®) such
that di (u) = dy (u) = 3. All bispecial words in desc(u) are ordinary.

If u is a neutral bispecial, then strong and weak bispecial words can appear
in desc(u) depending on which letter a € A is such that d*(au) = 3 and on
which Suff(I7,.) the product o}, ) of Proposition 19 belongs to. This can be
explained using Proposition 14 as follows. When we apply a Brun morphism g,
on w(®, the lines L, = E*(zu) and L, = E*(yu) are merged to one line in
the extension set of (., (u). For the other bispecial extended image vy, (u), its
extension set has two lines that are copies of L, and L,. Depending one whether
a=zorac{x,y}, we get a pair of strong and weak bispecial words or we get
ordinary bispecial words.

Proposition 21. Assume that o5 = ;5 for some s > 1 and that u is a neutral
non-ordinary bispecial factor of w'®) such that dy (u) = dy (u) = 3. Let also
a € A such that d*(au) = 3. Let finally r < s such that oy, 5y € Suff(I,.) with
xyz € {ijk, jik, jki}. One of the following occurs:
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Ew) 1 2 3
Ew) 1 2 3 Ew) 1 2 3 21 X
21 X X X 12 X X X 31 X
32 x — 32 X ~— 12 X X X
23 x B2 23 x B2 22 x
m(w) = 0, neutral m(w) = 0, ord. 23 X
m(w) = 0, neutral
B31
B3
Ew) 1 2 3 Ew) 1 2 3 Ew) 1 2 3
31 X X X 31 x X X 31 X X X
23 X 13 X 13 X
33 x 23 x 23 x Eg;‘) i i i
m(w) = 1, strong Bs1 m(w) = 1, strong Ba1 m(w) = 1, strong Bs 3 .
. E . \ 13 X
h§;> ! i hg;” >1< 3 hl(lll) >1< 3 m(w) = 0, neutral
23 x 12 x 12 X Bis
m(w) = —1, weak m(w) = —1, weak m(w) = —1, weak o
Ew) 1 2 3 Ew) 1 2 3 Ew) 1 2 3 O
11 X X X 21 X 21 X
21 X 31 X X X 31 X X X - P .
13 x 13 x 13 x Eg‘l’) i i :
m(w) = 0, ord. b m(w) =0, ord. Bz m(w) = 0, ord. Bs1 12 Y
13 X
2(w 2 3 2 (w : 2 (w E
Eéll) >1< ; : Eg;‘ ) 12 i Eg;) L2 i m(w) = 0, neutral
32 x 13 x X X 33 X X X
m(w) =0, ord. m(w) =0, ord. m(w) =0, ord.

Fig. 2. Neutral bispecial words with left valence 3 can split either into two neutral
bispecial words or, into a pair of a strong one and a weak one. Above (332023 is applied
on . Then we can apply morphisms in I's21 U I531 U I'213. The figure illustrates 513 =
ﬁ31ﬂf}3521 and [531 = 513/33’1523 where strong and weak bispecial factors are created.

1. a € {z,y} and all bispecial words in descs_1(u) are ordinary;
2. a = z and descs_1(u) = {v1,v2}, where m(vy) = +1 and m(ve) = —1. In
particular, we have v1 = Bay(u) and va = yfaqy(u).

We now give an example that illustrates all results that we obtained (see
Fig.2). In that example, we describe the first elements of the sequence

(descy(e), descs—1(g), descs—a(e), ... ),

where ¢ is considered as a bispecial of w(*) whose 2-extension set corresponds to F;
in Theorem 12. In this example, the extension set on the top left is the one of a bis-
pecial word u with d5 (u) = dy (u) = 3. We illustrate the fact that the multiplicity
of its descendants depends on which I, the product oy, 5 belongs to.

6 Further Work

The results of the paper allow to understand how can appear strong and weak
bispecial factors in a Brun word. These are preliminary results to perfectly under-
stand the factor complexity of a Brun word. The missing information to com-
plete this knowledge concerns the length of bispecial words. To ensure a linear
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complexity, we need to prove that strong and weak bispecial factors are “well
distributed” in the sequence of bispecial factors ordered by length. Experimen-
tally, strong and weak bispecial factors come by pairs and alternate. This is
supported by Proposition 21 where we show that when they appear, the strong
one is a suffix of the weak one. However this property is not preserved under the
application of Brun morphisms so more work needs to be done. If strong and
weak bispecial words indeed alternate, then the factor complexity of any Brun
word is always between 2n + 1 and 3n + 1. Like in the Arnoux-Rauzy-Poincaré
system, the upper bound should be improvable to gn + 1.
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Abstract. Compositions of well-known tree-to-tree translation mod-
els used in statistical machine translation are investigated. Synchro-
nous context-free grammars are closed under composition in both the
unweighted as well as the weighted case. In addition, it is demonstrated
that there is a close connection between compositions of synchronous
tree-substitution grammars and compositions of certain tree transduc-
ers because the intermediate trees can encode finite-state information.
Utilizing these close ties, the composition closure of synchronous tree-
substitution grammars is identified in the unweighted and weighted case.
In particular, in the weighted case, these results build on a novel lifting
strategy that will prove useful also in other setups.

1 Introduction

Several different translation models are nowadays used in syntax-based sta-
tistical machine translation [17]. The translation model is the main compo-
nent responsible for the transformation of the input into the translated out-
put, and thus the expressive power of the translation model limits the possi-
ble translations. For example, the framework ‘Moses’ [18] provides implemen-
tations of synchronous context-free grammars (SCFGs) [1] and several vari-
ants of synchronous tree-substitution grammars (STSGs) [6]. The expressive
power of SCFGs and STSGs is reasonably well-understood, and in particular,
knowledge of the limitations of the models has helped many authors to pre-
process [5,20,26] or post-process [4,25] their data and to achieve better transla-
tion results. Together with pre- or post-processing steps, the translation model is
no longer solely responsible for the transformation process, but we rather obtain
a composition of several models or simply a composition chain [23]. Occasion-
ally, composition chains also appear because they ideally support a modular
development of components for specific translation tasks [3] (e.g., translating
numerals or geographic locations). However, it is often difficult to evaluate such
composition chains efficiently especially when the pre- or post-processing steps
are nondeterministic.
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In the string-to-string setting the phrase-based models are essentially finite-
state transducers and chains of them can be collapsed into a single transducer [24]
because they are closed under composition. However, this is not true for several
tree-to-tree models. Efficient on-the-fly evaluations for composition chains are
presented in [23] along with the observation that the straightforward sequential
evaluation of composition chains is terribly inefficient. Even in the on-the-fly
evaluation the chains should be as short as possible. In this contribution, we will
investigate the expressive power of composition chains of the established tree-to-
tree translation models. The symmetric tree-to-tree setting, although typically
worse in terms of translation quality than the string-to-tree or tree-to-string
setting, is particularly convenient since it allows a clean notion of composition.

We first demonstrate that (unweighted and weighted) composition chains of
SCFGs can always be reduced to just a single SCFG. In addition, we demon-
strate how to utilize results for unweighted extended tree transducers [22] to
obtain results for STSGs. The main insight in this part is that even local models
like STSGs obtain a finite-state behavior in composition chains. Thus, a com-
position of two STSGs is as powerful as a composition of two corresponding
tree transducers. This close connection allows us to show that two STSGs are
necessary and sufficient for arbitrary composition chains of certain simple, yet
commonly used STSGs. These results hold in the absence of weights. However,
all translation models used in statistical machine translation are weighted, so as
a second contribution we demonstrate how to lift the unweighted results into the
weighted setting. Our novel lifting procedure, which we believe will be useful also
in other setups, relies on a separation of the weights and several normalization
procedures. Overall, we achieve the same results also in the weighted setting,
which essentially shows that short chains of certain STSGs sulffice.

2 Preliminaries

Let us start with some basic notions for trees, which we depict graphically when-
ever possible. Formally, our trees use a finite set N of internal labels and a
finite set L of leaf labels. The internal labels can label any non-leaf node of the
tree and such labeled nodes can have any positive number of children, whereas
leaf labels only label leaves; i.e., nodes without children. Thus, our trees are
inductively defined to be the smallest set T (L) such that (i) every leaf node
labeled ¢ € L is a tree ¢ € Ty(L) and (ii) n(t1,...,tx) € Ty(L) is a tree con-
sisting of a root node labeled n and k direct subtrees for any given positive
integer k, internal label n € N, and trees t1,...,t, € Tn(L). A tree ¢ that con-
sists only of a (non-leaf) root node and leaf nodes is shallow, so a shallow tree
is of the form n(¢y,...,¢) for some n € N, k> 1, and {1, ..., ¢ € L. To easily
access information in a tree, we use the following notation. For each node v in
a tree t € T(L) we write ¢t(v) for the label of the node v. Occasionally, we
are interested in the leaf nodes that are labeled by certain leaf labels Q C L.
Consequently, the set of all nodes that are leaves and labeled by an element of @
is denoted by leavesg(t), and the elements of leavesg(t) are called anchors for
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S
NP/ \VP \ RN

» but NP VP S
\ /N / \ / N\ 1IN
EX VBP NP DT NN VBZ VP He likes ¢

There are DT NNS the sun is  VBG

some  clouds shining

Fig. 1. The left tree ¢ is not shallow, whereas the right tree u is. If @ = {q¢}, then
leavesqg(t) = @ and leavesg(u) = {v}, where v is the g-labeled node in u. Obviously,
its label is u(v) = q. Moreover, u[v < her] = S(He, likes, her). Note that the g-labeled
node vanishes in the substitution.

substitution. Moreover, given another tree u € T (L) and a leaf v € leavesg(¢),
we write t[v < wu] for the tree obtained from ¢ by replacing the leaf v by the
tree u. These notations are illustrated in Fig. 1, and we refer to [12,13] for an
in-depth exposition.

Our weights will be taken from commutative semirings [14,16], which are
algebraic structures (A, +,-,0,1) such that (A4,+,0) and (4,-,1) are commu-
tative monoids and (Zle a;) - a = Ele(ai - a) for all non-negative integers
k and a,aq,...,a; € A. Typical examples of such semirings include the Boolean
semiring ({0, 1}, max, min, 0, 1), the Viterbi semiring ([0, 1], max,-,0,1) on the
unit interval [0, 1], and the semiring (Q,+,-,0,1) of rational numbers. In the
following, let (A4, +,-,0,1) be an arbitrary commutative semiring. Similarly, we
fix the finite sets V and L of default internal labels and leaf labels, respectively.

A weighted (linear, nondeleting extended top-down) tree transducer [9,15]
is a tuple T = (Q, X, (q1,92), R, wt) consisting of (i) a finite set @ of states,
(ii) a finite set X' of internal labels for the trees generated, (iii) designated initial

states q1,q2 € @, (iv) a finite set R of rules of the form (g,t) . (¢',t") con-
sisting of states ¢,q' € @, input and output tree fragments ¢, € T (L U Q),*
and a bijective alignment ¢: leavesg(t) — leavesg(t'), and (v) a rule weight
assignment wt: R — A. The transducer T is a synchronous tree-substitution
grammar (STSG) [6] if Q = ¥ and in each rule (¢,t) ~ (¢/,#') € R the root
labels of t and ¢’ are ¢ and ¢, respectively.?2 Roughly speaking, an STSG replaces
the “hidden” finite-state behavior by locality tests because the root labels (i.e.,
the states of a rule) are visible in the input and output tree fragments. Finally,
T is a synchronous context-free grammar (SCFG) [1] if it is an STSG and in

each rule (q,t) R (¢',t'") € R the trees t and t' are shallow. In an SCFG, the
input and the output tree are assembled like derivation trees of a context-free
grammar (i.e., one level at a time). We recall two restrictions on tree transducer

rules. A rule (g,t) R (¢’,t") is an e-rule if ¢ € Q. Similarly, it is a non-strict rule

! For technical reasons we disallow that {t,¢'} C Q.
2 Note that in an STSG the elements of X can label internal nodes and leaves.
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Fig. 2. Example rules of a tree transducer [top left], an STSG [top right], and an
SCFG [bottom]

if ' € Q. The tree transducer T is e-free if it does not contain any e-rules in R,
and it is strict provided that it has no non-strict rules in R. Finally, simple tree
transducers are both e-free and strict. Note that an SCFG is always simple. We
show a few example rules of each type in Fig. 2.

Let us recall the derivation semantics [10] of a weighted tree transducer
T =(Q, X, (q1,q2), R, wt). The derivations are defined over rule-like triples of
the form (u,1,u’) consisting of a (partial) input tree u € Tx (L U Q), a bijec-
tive alignment 1 : leavesg(u) — leavesg(u') linking synchronous states, and a
(partial) output tree ' € Tx(L U Q). Note that the derivation forms are thus
essentially rules without the states. Given two such forms (u, 1, v') and (s, ¢’, ")
and a rule p = (q,t) R (¢',t') € R, we say that (u,,u’) derlves (s,9,8)
via p, written (u,¢,u’) =% (s,7’,s') if the least element v € leavesg(u) with
respect to some arbitrary linear order on nodes is such that (i) the node v is
labeled u(v) = g, (ii) its synchronized node % (v) in «’ has label v/ (¢(v)) = ¢/,
(iii) s = u[v < t] is obtained from wu by replacing v by t, (iv) s’ = v/'[{(v) «— t']
is obtained from w’ by replacing ¥ (v) by t/, and (v) the synchronization 1’
is given for every v/ € leavesg(s) by ¢'(V') = (V') if /' € leavesg(t) and
Y'(V') = (V') otherwise. In other words, we keep the old synchronized states
(except the replaced ones) and add the synchronized states of the rule p.* We
illustrate a derivation step in Fig. 3. The derivation process starts with the initial
form & = (q1, %0, g2), in which the root nodes v and v of the trees ¢; and go,
respectively, are synchronized (i.e., ¥o(v1) = vo). Given trees t,t' € Tx;(L), the
transducer T assigns the weight

T(t,t') = Z (H wi(pi )
Co=>ht e =02 =0m (1,0,t)

to the pair (¢,¢). We note that this sum always remains finite. Intuitively, we
sum up the weights of all derivations of the tree pair (¢,t'), where the weight of
the derivation is obtained by multiplying the rule weights used in the derivation.
In this manner, the transducer T' computes a mapping T': Tx;(L) x Ts(L) — A.

3 For simplicity, we assume that nodes in different trees are disjoint.



Compositions of Tree-to-Tree Translation Models 297

A W\ o
NP VP

Np/ \VP NP VN ¢ \ / \ NP VN NP

\ /\ — | \ = PRP @ NP — | |/ \
PRP @1 @ cr q | | CI ¢ D NC
| | I NNS \ \ \
I J | J les fleurs

flowers

Fig. 3. The rule p: (g2, NP(NNS(flowers))) L (g5, NP(D(les), NC(fleurs))) used in a
derivation step, in which the states g2 and g5 completely disappear

Finally, let us formally introduce compositions of weighted tree-to-tree trans-
lations. For all alphabets X and A, a mapping 7: T (L) x Ta(L) — A is fini-
tary, if for every ¢t € Tx;(L) there exist only finitely many u € TA(L) such that
T(t,u) # 0. Similarly, it is co-finitary, if for every u € Ta(L) there exist only
finitely many ¢ € T';(L) such that 7(¢,u) # 0. Now let 7: Ts(L) x Ta(L) — A
and 7": Ta(L) x Tr(L) — A be such that 7 is finitary or 7/ is co-finitary. Then
the composition 7 followed by 7/, written 7 ; 7/, is defined for every ¢ € T (L)
and s € Tr(L) by

(r;7)(¢t,s) = Z T(t,u) - 7' (u, s).

u€TA (L)

Note that this sum is well-defined because of the finitary or co-finitary restric-
tion, which yields that only finitely many choices of u yield non-zero products.
Roughly speaking, we sum over all potential intermediate trees u and take the
product of the weights for the translation from ¢ to u and the translation from
to s, which shows that composition corresponds to executing the second trans-
ducer on the output of the first transducer. Composition extends to classes C
of weighted translations in the usual manner, and we use C" for the composi-
tion C ;- --; C containing the class C exactly n times.

3 Unweighted Compositions

Let us first collect what is known about the unweighted case, which is obtained
using the Boolean semiring ({0, 1}, max, min,0,1) as weight structure. In this
setting, tree-to-tree translations are essentially relations on trees. It is evident
from the formal definitions that each SCFG is a special STSG, which in turn is a
special tree transducer, so the expressive power increases from SCFGs to STSGs
to tree transducers (TTs). Using the abbreviations as denotations for the classes
of tree relations that can be generated by the corresponding translation model,
we thus have SCFG C STSG C TT. Moreover, the key property that separates
SCFGs and STSGs was identified in [6]. The relations computed by SCFGs only
contain pairs of isomorphic trees (disregarding the labels and the order of the
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children). Tt is also easy to show that STSGs and TTs can be separated, so we
obtain the strict hierarchy

SCFG C STSG C TT. (1)

Composition essentially corresponds to running two translations consecutively,
where the first translation translates the input into intermediate results and the
second translation translates those intermediate results into the final results.
Compositions of tree translations have been extensively investigated (see [11] for
a survey). To avoid a careful distinction between transducers and their trans-
lations, we will conflate the class of models with the class of translations com-
putable by it. Since all classes discussed here contain the identity relation, com-
positions of our classes C form a natural hierarchy; i.e., C C C2 C C3 C ---
This hierarchy collapses at level n if C" = C™*'. We also say that the composi-
tion closure is obtained at level n provided that n is the least integer, for which
the hierarchy collapses. Intuitively, if the closure is obtained at level n, then
compositions of n translations of C are necessary and sufficient to generate any
translation computable by any composition of C. Provided that the composition
closure for C is n, we thus have C C --- C C" = C"*! = ... We use oo to indicate
that the hierarchy never collapses. We summarize the known results [2,7,8] on
the composition closure in Table 1.

Table 1. Known results on composition closures.

Model Composition closure | Reference
Top-down tree transducer | 1 [7]
Simple tree transducer 2 2]
Other tree transducer 00 8]

We start our investigation with SCFGs. Given two SCFGs T; and Ty we
can simply “join” rules of T and T5 that coincide on the intermediate tree. We
illustrate this approach in Fig. 4. Such rules can certainly be executed consecu-
tively in the on-the-fly approach [23]. A refined version of this approach taking
the finite-state information and the non-shallow output into account is used to
prove that (our linear and nondeleting) top-down tree transducers are closed
under composition [7].

Theorem 1. The composition closure of unweighted and weighted SCFGs is
achieved at the first level.

Proof. We prove the statement for arbitrary weighted SCFGs. Let
T=(X,X%,(51,52), R,wt) and T = (3,5 (8],5%), R, wt')

be weighted SCFGs. If Sy # 57, then the composition T ; 7" is the constant 0
mapping, which can easily be computed by a single SCFG. Now suppose that
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Matching original rules Newly constructed rule
NP NP NP NP NP
e N T Nl BN A Nl
a” ADJ NN une NC A en ADJA NN a” ADJ NN ein ADJA NN

Fig. 4. Rule matching and joining in the composition of SCFGs. The left and middle
part form a rule of 77 and the middle and right part form a rule of T5. The newly
constructed rule will simply avoid the intermediate tree fragment.

Sy = S1. We construct the weighted SCFG T" = (X", X", (51,5%), R", wt"),
where X" = ¥ U X’ and the rules R” and their weights wt” are obtained as

follows: For every rule p = (o,s) . (8,t) of R and rule p/ = (6,1) id (v, u)

of R’ we construct the rule p” = (o,s) i (v,u) of R” and set wt”(p") =
wt(p) - wt'(p’). No other rules are in R”. The correctness of this construction is
straightforward. O

Next, we will show that the composition closure for simple STSGs
can be obtained from the known results via a small insight. Recall that
SCFGs and STSGs are both local, so they are missing the hidden finite-state
behavior of general tree transducers. However, we can simulate the hidden finite-
state behavior for both models in compositions with the help of the unknown
(hidden) intermediate trees. Namely, we can annotate the desired finite-state
information on the intermediate trees in the spirit of the representation of a reg-
ular tree language as the image of a local tree language under a relabeling [13].
We illustrate the approach in Fig. 5. Note that the first STSG encodes the states
in its output (i.e., the intermediate tree), whereas the second STSG encodes
them in its input (i.e., also the intermediate tree).

Lemma 2. For alln > 2, compositions of n simple STSGs are as expressive as
compositions of n simple tree transducers.

Proof. We only provide the argument for compositions T'; 7" of 2 simple STSGs

T and T’. Assume that (q,t) . (¢’,t') is a rule of the first simple tree trans-
ducer T' = (Q, X, (¢1,¢2), R, wt). Since T is strict, we have t' = (¢}, ...,t}) for
some internal symbol 6 € X' and subtrees t/,...,t,.. We will adjust the internal
symbols to X' = YU (X x Q X Q), which allows us to use combinations of internal
symbols together with two states. For every state-labeled node v € leavesg(t')

in ¢’ we additionally guess two internal symbols o,,0, € X. Then we construct

the rule (o, u) Ra ((6,4.4),(8,q,4")(ul, ..., u})), where o is the root label of ¢,

u=tlp7 (v) « o, | v € leavesg ()], and the subtrees u},...,u}, are obtained
from the subtrees t{,...,t} by replacing each leaf node v € leavesg(t') by the
state-annotated variant (d,,t(o~1(v)),#(v)). In other words, we guess the inter-
nal symbols that will replace a state leaf in the input and output fragment ¢ and '
and replace the state leaf by the guessed internal symbol in the input fragment
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Fig. 5. Illustration of the state annotation on the intermediate tree. The left part shows
the original tree transducer rule and the right STSG rule shows how the state anno-
tation is performed on the output tree using the guessed nonterminal pairs (VBP, V)
and (NP,NP) for (q1,q}) and (g2, g3), respectively.

and the triple containing the guessed internal symbol and the two synchronized
states. We construct a new rule for each original rule and all possible guesses.
Similarly, we need to annotate the finite-state information of the second tree
transducer T” in its input fragments, which works in essentially the same man-
ner using the input fragments instead of the output fragments. This also shows
that we actually need to annotate up to 4 states to each symbol in the interme-
diate tree, and we additionally need to guess the finite-state information (that
can also occur in internal symbols) of the other tree transducer. We omit the
technical details. a

Theorem 3. The composition closure of simple STSGSs is obtained at the second
level.

Proof. Simple tree transducers achieve the composition closure at level 2 [2].
Since the second levels of the composition hierarchy for simple tree transducers
and simple STSGs coincide by Lemma2 and simple STSGs are less expressive
by (1), the composition closure of simple STSGs is achieved at level 2 as well. O

Finally, we examine the composition hierarchy of the remaining cases (non-
strict STSGs and STSGs with e-rules). In both cases, the corresponding hierar-
chy for tree transducers is infinite. Moreover, re-examining the counterexample
translation 7 provided in [8, Example 43], we can easily see that it does not uti-
lize its finitely many states and can be generated by a non-strict STSG as well.
Hence for every n > 1 we also obtain a translation 77*! that can be computed by
(n+1) STSGs, but not by n tree transducers according to [8, Lemma 44]. Since
by (1) we have STSG C TT, it follows that STSG™ C TT" and thus n STSGs
also cannot implement 77!, The analogous arguments using the inverse trans-
lation 7~ ! can be used to prove the infiniteness of the composition hierarchy for
STSGs with e-rules. We summarize the results in Table 2.

Theorem 4. The composition hierarchy of strict STSGs, e-free STSGs, and
general STSGs is infinite.
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Table 2. Composition closure results for unweighted and weighted SCFGs and STSGs.
They mirror the corresponding results for tree transducers.

Model Unweighted /weighted composition closure | Results

SCFGs 1 Theorem 1
Simple STSGs | 2 Theorems 3 and 7
Other STSGs | oo Theorems 4 and 8

4 Weighted Compositions

In the weighted setting, which is more relevant in statistical machine translation,
the models assign a weight to each rule. During derivations the weights of the
participating rules are multiplied, and if there are several ways to achieve the
same input- and output-tree pair, then the derivation weights are summed up.
To avoid infinite summations, we restrict ourselves to e-free or strict models.

The goal of this section is to lift the unweighted results of the previous section
into the weighted setting. In Theorem 1 we already proved that SCFGs are closed
under composition also in the weighted case. Moreover, the result of Lemma 2
also holds in the weighted case, so the composition closure of simple weighted
STSGs and that of simple weighted tree transducers again coincide. It only
remains to establish the composition closure for simple weighted tree transduc-
ers. Roughly speaking, we will reduce the weighted problem to the unweighted
setting by removing the weights from the tree transducer and moving them into
a particularly simple type of translation, called weighted relabeling. For the ease
of presentation we assume that no rule consists only of a leaf in the input or out-
put tree fragment (i.e., t ¢ L and ¢’ ¢ L for all considered rules (q,t) — (¢/,t')).
This is realistic in statistical machine translation since the parsers usually attach
at least a part-of-speech tag to each lexical item. Moreover, we can easily adjust
our approach and relabel leaf symbols as well.

For a given alphabet X', a weighted relabeling is a mapping x: X x X — A.
In other words, it is a weighted association between symbols. It extends to pairs
of trees such that it assigns weight 0 to all pairs of trees of different shape. For
trees of the same shape, it simply takes the product of the symbol-to-symbol
weights given by k for all corresponding nodes in the two trees. Formally, each
such relabeling k extends to a weighted tree translation §: T (L) x Tx(L) — A
inductively by (i) ®(¢,¢) = 1 for every £ € L; i.e., we do not relabel leaf symbols,
and (ii) for every k > 1, symbols 0,6 € X, subtrees t1,...,tg, u1,...,u; € T (L)

k
Ro(te, ... th), 0(ui,. .., up)) = K(0,0) - HE(ti,ui).

We relabel trees with an internal symbol as root by charging the weight for
relabeling the root symbol to another symbol and then multiply the product
of the weights of recursively relabeling the subtrees. In all remaining cases,
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®(...,...) = 0. We use wREL for the class of all weighted translations com-
putable by weighted relabelings and s-wT'T for the corresponding class com-
puted by simple weighted tree transducers. Since most devices in this section
are weighted, we will drop the explicit mention that they are weighted and sim-
ply say ‘relabeling’ or ‘simple tree transducer’.

Lemma 5. For every composition of a simple tree transducer and a relabeling
i either order, we can present an equivalent simple tree transducer.

s-wTT; wREL C s-wTT and wREL; s-wTT C s-wTT

Proof. The first statement is obtained by combining the decomposition of [9,
Lemma4.1] and the composition results of [19, Theorem 2.4]. Moreover, since
all the involved models are symmetric, we also immediately obtain the second
statement. O

The next lemma shows that we can separate the weights from a simple tree
transducer leaving a composition of an essentially unweighted (i.e., unambigu-
ous and Boolean?) simple tree transducer 7" and a relabeling. Moreover, the
tree relation computed by T’ will be injective.® Unambiguous means that for
each (successful) translation (¢,u) containing an input and an output tree there
exists exactly one derivation yielding (¢,u). We use su-TTiy; for the injective
translations computed by simple unambiguous tree transducers. Note that these
weighted translations are essentially the characteristic functions of the trans-
lations of the corresponding unweighted tree transducers, which motivates the
chosen abbreviation.

Lemma 6. Fvery simple tree transducer T can be equivalently represented by a
composition of a simple unambiguous Boolean tree transducer T’ computing an
injective translation followed by a relabeling k.

s-wI'T C su-TTi,;; wWREL

Proof. Let T = (Q, X, (¢1,¢2), R, wt). For every rule p = (¢, t) . (¢',t') of R, we

havet' = o(t},...,t},) for some integer k, symbol o € X, and subtrees ¢}, ...t} €

Ts(L U Q) because T is strict. For this rule p, we construct the rule (g,t) —
(¢, (o,p)(t},...,t;)) of T", which essentially records the rule application in the
root of the output tree fragment. The weight of this new rule is 1 in 7”. Finally,
the relabeling & is such that k(o,0) = 1 and k((o, p), o) = wt(p) for all o € ¥ and
p € R, and 0 otherwise. In other words, the relabeling removes the annotation
and charges the weight of the annotated rule. Obviously, the constructed tree
transducer is Boolean. In addition, since the derivation is completely visible in
the output, the tree transducer 7" is unambiguous. a

4 Using only the weights 0 and 1.
5 A tree translation 7: T (L) x Ts(L) — A is injective if for every output tree u €
Tx (L) there exists at most one input tree ¢t € T's;(L) such that 7(¢,u) # 0.
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Using Lemmas 5 and 6 we can now separate the weights from a composition
chain because

swTT;s-wTT? C su-TTi,j; wREL ; s-wTT? (Lemma 6)
C su-TTyyj ; s-wTT? C su-TT,; ; WREL ; s-wTT (Lemmas 5 and 6)
C su-TTH; ;s-wIT Csu-TTj,;; wREL. (Lemmas 5 and 6)

Now we can apply the result of [2] on the unweighted composition closure of s-TT.
Note that the composition of injective translations is naturally again injective.
su-TTj,; ; WREL C s-TT? ; wREL,

—

injective

where s-TT is the class of translations computed by simple unweighted tree trans-
ducers. We cannot simply simulate those unweighted tree transducers directly by
weighted tree transducers. We first use standard techniques (regular restrictions;
see [22]) to make both unweighted translations injective. Moreover each injective
translation can be made unambiguous using essentially the same techniques, so
we obtain

sTT? ; wREL C su-TTj,; ; WREL C s-wTT?,

injective

where the last step uses Lemma 5. Note that unambiguous unweighted tree trans-
ducers can easily be simulated by the corresponding weighted tree transducers.
Thus, we derived the difficult part of the composition closure.

Theorem 7. The composition closure of weighted simple STSGSs is achieved at
the second level.

Proof. We showed that s-wTT? C s-wTT?, so the composition hierarchy of the
class s-=wTT collapses at level 2. Moreover using the linking arguments of [21]
we can also conclude that sswTT C ssWTT?. O

Finally, for the remaining classes (i.e., strict STSGs and e-free STSGs), we
can essentially import the infinite composition hierarchy from the unweighted
case using the linking technique of [21]. We omit the details.

Theorem 8. The composition hierarchy of strict weighted STSGs and e-free
weighted STSGSs is infinite.

5 Conclusion

We have investigated the expressive power of compositions of the well-established
tree-to-tree translation models: SCFGs, STSGs, and tree transducers. In the
unweighted case, the results for the local devices [i.e., SCFGs and STSGs] closely
mirror the known composition results for tree transducers due to the fact that
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we can encode the finite-state information in the intermediate trees of a com-
position. The same picture presents itself in the weighted setting, for which we
showed how to lift the corresponding results from the unweighted setting to the
weighted setting. This uses a novel decomposition separating the weights from
simple tree transducers and then constructions for the obtained unambiguous
and injective tree transducers. Overall, we demonstrated that in the relevant
cases, short (length 1 or 2) composition chains are necessary and sufficient to
simulate arbitrarily long composition chains.
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Abstract. We investigate the complexity of the solvability problem for
restricted classes of word equations with and without regular constraints.
For general word equations, the solvability problem remains NP-hard,
even if the variables on both sides are ordered, and for word equations
with regular constraints, the solvability problems remains NP-hard for
variable disjoint (i.e., the two sides share no variables) equations with
two variables, only one of which is repeated. On the other hand, word
equations with only one repeated variable (but an arbitrary number of
variables) and at least one non-repeated variable on each side, can be
solved in polynomial-time.

Keywords: Word equations + Regular constraints - NP-hardness

1 Introduction

A word equation is an equation o = 3, such that « and § are words over an alpha-
bet X U X, where X' is a finite alphabet of constants and X = {1, 22, 23,...}
is an enumerable set of wvariables. A solution to a word equation = (3 is a
morphism h : (XU X)* — X* that satisfies h(«a) = h(8) and h(b) = b for
every b € Y. For example, zaby = byzxa is a word equation with variables
x,y, constants a,b and h with h(z) = bab, h(y) = aba is a solution, since
h(zaby) = babababa = h(byza).

The solvability problem for word equations, i.e., to decide whether or not a
given word equation has a solution, has a long history with the most prominent
landmark being Makanin’s algorithm [11] from 1977, which showed the solvabil-
ity problem to be decidable (see Chapter 12 of [10] for a survey). While the
complexity of Makanin’s original algorithm was very high, it is nowadays known
that the solvability problem is in PSPACE (see [8,12]) and NP-hard (in fact, it
is even believed to be in NP). Word equations with only a single variable can be
solved in linear time [7] and equations with two variables can be solved in time
O(n®) [2]; it is not known whether there exist polynomial-time algorithms for
solving word equations with at most k& variables, for some k& > 3.

© Springer-Verlag Berlin Heidelberg 2016
S. Brlek and C. Reutenauer (Eds.): DLT 2016, LNCS 9840, pp. 306-318, 2016.
DOI: 10.1007/978-3-662-53132-7_25
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If we require 8 € X*, i.e., only one side of the equation is allowed to contain
variables, then we obtain the pattern matching problem with variables (or simply
matching problem, for short), where the term pattern refers to the part o that can
contain variables. The matching problem is NP-complete and, compared to the
solvability problem for word equations, many more tractability and intractability
results are known (see [4,5,13]). More precisely, while restrictions of numerical
parameters (e. g., number of variables, number of occurrences per variable, length
of substitution words, alphabet size, etc.) make the problem either polynomial-
time solvable in a trivial way (e.g., if the number of variables is bounded by a
constant) or result in strongly restricted, but still NP-complete variants (see [4]),
structural restrictions of the pattern (e. g., of the order of the variables) are more
promising and can yield rich classes of patterns for which the matching problem
can be solved in polynomial-time (see [13]). For example, the matching problem
remains NP-complete if | X'| = 2, every variable has at most two occurrences in «
and every variable can only be replaced by the empty word or a single symbol (or
instead by non-empty words of size at most 3). On the other hand, non-trivial
and efficient polynomial-time algorithms exist (see [3]), if the patterns are regular
(i. e., every variable has at most one occurrence), the patterns are non-cross (i. e.,
between any two occurrences of the same variable x no other variable different
from x occurs) or the patterns have a bounded scope coincidence degree (i.e.,
the maximum number of scopes of variables that overlap is bounded, where the
scope of a variable is the interval in the pattern where it occurs).

Technically, all these results can be seen as tractability and intractability
results for restricted variants of the solvability problem (in fact, as it seems, all
NP-hardness lower bounds for restricted variants of the solvability problem in
the literature are actually NP-hardness lower bounds for the matching problem).
However, these results are disappointing in terms of how much they provide us
with a better understanding of the complexity of word equations, since in the
matching problem the most crucial feature of word equations is missing, which
is the possibility of having variables on both sides.

The aim of this paper is to transfer the knowledge and respective techniques
of the matching problem to variants of the solvability problem for word equations
that are mot just variants of the matching problem. In particular, we investigate
whether the structural restrictions mentioned above, which are beneficial for
the matching problem, can be extended, with a comparable positive impact,
to classes of word equations that have variables on both sides. We pay special
attention to regqular constraints, i.e., each variable x is accompanied by a regular
language L, from which h(x) must be selected in a solution h. While Makanin’s
algorithm still works in the presence of regular constraints, it turns out that
for more restricted classes of equations, the addition of regular constraints can
drastically increase the complexity of the solvability problem.

2 Definitions

Let X be a finite alphabet of constants and let X = {x1,23,23,...} be an
enumerable set of wariables. For any word w € (YU X)* and z € Y U X,
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we denote by |w|, the number of occurrences of z in w, by var(w) the set of
variables occurring in w and, for every i, 1 < i < |w|, w[i] denotes the symbol at
position ¢ in w. A morphism h: (XU X)* — X* with h(a) = a for every a € X
is called a substitution. A word equation is a tuple (a, f) € (FUX)T x (YUX)T
(for the sake of convenience, we also write « = ) and a solution to a word
equation («, ) is a substitution h with h(a) = h(5), where h(«) is the solution
word (of h). A word equation is solvable if there exists a solution for it and the
solvability problem is to decide for a given word equation whether or not it is
solvable.

Let o € (YUX)*. We say that « is regular?, if, for every z € var(a), |al, = 1;
e.g., aribarscrsbcarjarsbb is regular. The word « is non-cross if between any
two occurrences of the same variable  no other variable different from = occurs,
e.g., ar1bar roarsxox3x3bxy is non-cross, whereas r1bxxobarsrsrirsbcas is
not. A word equation («, ) is regular or non-cross, if both a and § are regular or
both o and [ are non-cross, respectively. An equation (¢, ) is variable disjoint
if var(a) Nvar(B) = 0.

For a word equation a = 3 and an x € var(af3), a regular constraint (for x) is
a regular language L, and a solution h for a = (8 satisfies the regular constraint
L, if h(z) € L,. The solvability problem for word equations with regular con-
straints is to decide on whether an equation a = 3 with regular constraints L.,
x € var(af), given as NFA, has a solution that satisfies all regular constraints.
The size of the regular constraints is the sum of the number of states of the
NFA. If the regular constraints are all of the form I'*, for some I" C X, then we
call them word equations with individual alphabets.

A word equation a = ( along with an m € N is a bounded word equation.
The problem of solving a bounded word equation is then to decide on whether
there exists a solution h for oo = 3 with |h(x)| < m for every = € var(af).

For an a € (¥ U X)*, L(a) = {h() | h is a substitution} is the pattern
language of a.

3 Regular and Non-cross Word Equations

For the matching problem, the restriction of regularity implies that every variable
has only one occurrence in the equation, which makes the solvability problem
trivial (in fact, it boils down to the membership problem for a very simple regular
language). However, word equations in which both sides are regular can still have
repeated variables, although the maximum number of occurrences per variable is
2 (i.e., regular equations are restricted variants of quadratic equations (see, e. g.,
[14])) and these two occurrences must occur on different sides. Unfortunately, we
are neither able to show NP-hardness nor to find a polynomial-time algorithm
for the solvability problem of regular word equations.

! The use of the term regular in this context has historical reasons: the matching
problem has been first investigated in terms of so-called pattern languages, i.e., the
set of all words that match a given pattern a € (YUX)*, which are regular languages
if « is regular.
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Open Problem 1. Can regular word equations be solved in polynomial-time?

As we shall see later, solving a system of two regular equations is NP-hard
(Corollary 6), solving regular equations with regular constraints is even PSPACE-
complete (Theorem 7), and solving bounded regular equations or regular equa-
tions with individual alphabets is NP-hard (Corollaries 17 and 19, respectively),
as well.

On the positive side, it can be easily shown that regular word equations can
be solved in polynomial-time, if we additional require them to be variable disjoint
(which simply means that no variable is repeated in the whole equation). More
precisely, in this case, we only have to check emptiness for the intersection of the
pattern languages described by the two sides of the equations (which are regular
languages).

Next, we show the stronger result that polynomial-time solvability is still
possible if at most one variable is repeated, and each side contains at least one
of the non-repeating variables.

Theorem 2. Word equations with only one repeated variable, and each side
containing at least one non-repeating variable, can be solved in polynomial time.

If we allow an arbitrary number of occurrences of each variable, but require
them to be sorted on both sides on the equation, where the sorting order might
be different on the two sides, then we arrive at the class of non-cross word
equations. As for the class of regular patterns, also for non-cross patterns the
matching problem can be solved efficiently. However, as we shall see next, for
non-cross equations, the solvability problem becomes NP-hard.

Theorem 3. Solving non-cross word equations is NP-hard.

We prove this theorem by a reduction? from a graph problem, for which we
first need the following definition.

Let G = (V,E) be a graph with V. = {t1,ta,...,t}. A vertex s is the
neighbour of a vertex t if {t,s} € E and the set Ng[t] = {s | {t,s} € E} U {t}
is called the (closed) neighbourhood of t. If, for some k € N, every vertex of G
has exactly k neighbours, then G is k-reqular. A perfect code for G is a subset
C C V with the property that, for every t € V', |[Ng[t] N C| = 1. Next, we define
the problem to decide whether or not a given 3-regular graph has a perfect code,
which is NP-complete (see [9]):

3-REGULAR PERFECT CODE (3RPERCODE)
Instance: A 3-regular graph G.
Question: Does G contain a perfect code?

We now define a reduction from 3RPERCODE. To this end, let G = (V, E) be
a 3-regular graph with V' = {t1,ts,...,t,} and, for every i, 1 < i < n, NN;
is the neighbourhood of t;. Since the neighbourhoods play a central role, we
shall define them in a more convenient way. For every r, 1 < r < 4, we use

2 We will also use minor modifications later on of this reduction in order to conclude
corollaries of Theorem 3.
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a mapping p, : {1,2...,n} — {1,2...,n} that maps an i € {1,2...,n} to
the index of the 7" vertex of neighbourhood Nj, i.e., for every i, 1 < i < n,
Ni = {te, (i) Lo (i) tos (i) toa () }- Obviously, the mappings g, 1 <7 <4, imply a
certain order on the vertices in the neighbourhoods, but, since our constructions
are independent of this actual order, any order is fine.

We transform G into a word equation with variables {z; ; | 1 < 4,5 < n} U
{yi,y; | 1 < i < n} and constants from X = {%,0,3,©,#,a}. For every i,7,
1 < 4,5 < n, the variable x; ; represents ¢; € N;. For every i, 1 < ¢ < n, we
define

8
Qi = T (i)yi - Lpa(d),is o = #a##,

Bi = a, Bi =y # (@i () - (Ti00 () # Ui
and
U= . x ... ok oa, * O S o o ... o a,
= B * ... * By x © T B o ... o .

Proposition 4. The words u and v are non-cross and can be constructed from
G in polynomial time.

Lemma 5. The graph G has a perfect code if and only if (u,v) has a solution.

Proof. For the sake of convenience, let u = u; ®us and v = v; ®vy. We start
with the only if direction. For a perfect code C' of G, we construct a substitution
h with h(u) = h(v) in the following way. For every i, 1 < i < n, we define
h(zig. @) =a 1 <r < 4,if t; € C, and h(w;, ;) = €, otherwise. Thus,
for every i, 1 < i < n, h((xiym(i))z e (xi,m(i))z) € {a% ¢}, which implies that
h(y;) and h(y;) can be defined such that h(5;) = h(a}). Consequently, h(vy) =
h(usg). Since C' is a perfect code, for every i, 1 < ¢ < n, there is an r, 1 <
r < 4, such that ¢, ;) € C and t,, ;) ¢ C, 1 < " < 4, r # r'. Therefore,
h(zpl(i),ixpg(i),ing(i),ix@;(i),i) = h(gjpr(i),i) = a, which means that h(a,-) =
h(3;). Since this particularly implies h(u;) = h(v1), we can conclude h(u) = h(v).

In order to prove the if direction, we assume that there exists a solution h.

Claim: Tf h(u1) = h(v1) and h(ug) = h(ve), then G has a perfect code.

Proof of Claim: From h(u;) = h(vi), we can directly conclude that, for every
i, 1 < i < n, h(oy) = B, which means that exactly one of the variables
T (i)i> Lo (),i> L (i),is Tpa (i), 15 mapped to a, while the others are mapped to
e. From h(vy) = h(uz) it follows that, for every i, 1 < ¢ < n, h(B]) = of.
Next, we observe that, for every ¢, 1 < ¢ < n, due to the symbols # in
B; and of, h((x;0,1))? - (Tip,i))?) € {a® e} Since each of the variables
T 01 (i) Ti, 2 (i) T3 (i) Ti,pa (i) are mapped to either a or e, this implies that
either all of these variables are erased or all of them are mapped to a. Let C' be the
set of exactly the vertices ¢; € V for which h(z; o, (5)) = h(24,0,(5)) = M(T4,05:)) =
h(z;,:)) = a. For every meighbourhood V; = {t,, ;) te.()sLes(i)stes(s) }s
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1 < j <, M@y,0),5 Tps(i)i Tos(5).j Teals),;) 15 mapped to a, which implies
that for some r, 1 < r < 4, h(w, (j);) = a thus, t, ;) € C. Furthermore,
h(ze,,(yy) =& 1 <1 <4, r# ', which means that ¢, ;) ¢ C, 1 <7’ < 4,
r # r’. Consequently, C' is a perfect code. (Claim) O

It remains to show that a solution h necessarily satisfies h(u;) = h(vy) and
h(ug) = h(ve). Let w be the solution word of h. We first recall that, since
v, uy € X*, h(v1) = v; and h(uz) = wue, which particularly means that vy ® is
a prefix and ®usg is a suffix of w. If |w|g = 1, then w = v ®uy and therefore
h(u1) = h(v1) and h(uz) = h(ve). If; on the other hand, |w|s > 2, then w =
11 OYQug. If v = ¢, then w = v; ® ®usy, which is a contradiction, since w
must contain the factor * ®3. From h(us) = us and h(vy) = vy it follows that
h(u1) = v1 @y = and h(vy) = v ®us. The factor vy starts with an occurrence
of & and since 7 is a non-empty prefix of h(vq), this means that |y|s = k > 1.
Moreover, v is also a suffix of h(u;) and since |u;|sz = 0, this implies that there
are variables z1,29,...,2¢ € var(uy), 1 < ¢ < k, with Ele |h(zi)]s > k. Since
each of these variables z;, 1 < i </, is repeated twice in vy and since |vs|s = 1,
we can conclude that |h(ve)|s > 2k + 1. In the suffix ® us of h(vs), there is only
one occurrence of &, which implies that |y|s > 2k. Since k > 1, this is clearly a
contradiction to |y|s = k. O

The equation obtained by the reduction from above has the form u; ©us =
v1 @ v, where in a solution h, h(u;) = h(v1) and h(ug) = h(ve). In order to
achieve this synchronisation between the two left parts and between the two
right parts, we need to repeat variables in vo. However, we can as well represent
u; ®ug = v ® vy as a system of two equations u; = v and us = ve and, since
the synchronisation of the left parts and the right parts is now enforced by
the fact that we regard them as two separate equations, we can get rid of the
repeated variables in vy, which makes the two equations regular.

Corollary 6. The problem of checking solvability of a system of 2 reqular word
equations ay = 1, as = B with B1, Ps € X* is NP-hard.

We conclude this section by stressing the fact that the non-cross equation
from the reduction above is “almost regular”, i.e., one side is regular, while
for the other the maximum number of occurrences per variable is 2. However,
we were not able to get rid of these repeated variables, which suggests that a
hardness reduction for the regular case needs to be substantially different or
regular word equations can be solved in polynomial-time.

4 Word Equations with Regular Constraints

In practical scenarios, it seems rather artificial that we only want to find just any
solution for a word equation and we are fine with whatever sequence of symbols
the variables will be substituted with. It is often more realistic that the variables
have a well-defined domain from which we want the solution to select the words.
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This motivates the addition of regular constraints to word equations, as defined
in Sect. 2, for which we investigate the solvability problem in this section.

As mentioned in Sect. 1, regular constraints can be easily incorporated into
algorithms for the general solvability problem. However, while it is open whether
solving general word equations is hard for PSPACE, for word equations with
regular constraints, this can be easily shown, even for regular equations.

Theorem 7. Solving word equations with regular constraints is PSPACE-
complete, even for reqular equations.

Proof. We can reduce the PSPACE-hard intersection emptiness problem for NFA|
i.e., deciding for given NFA M;, 1 < i < n, whether or not (;__; L(M;) = 0. To
this end, let My, ..., M, be NFA over some alphabet X with # ¢ Y. We define
a = r1H#Hro# ... Hxy_1 and [ = xoHr3# ... #Hx,, and we define the regular
constraints L;, = L(M;). We note that the equation oo = 3 is regular.

If there exists a word w € (., L(M;), then h with h(z;) = w, 1 < i < n,
is a solution for a = 3, since h(a) = (w#)" 2w = h(B), and, furthermore,
h satisfies the regular constraints. Let h be a solution for a = 3 that satis-
fies the regular constraints. This implies that h(xi)#h(ze)# ... #h(zn_1) =
h(z2)#h(x3)# ... #h(zy,) and, since |h(z;)|x =0, 1 < i < n, h(z1) = h(z2) =
... = h(xy) follows. Thus, h(z1) € (i, L(M;). 0

Recall that we mentioned in Sect.3 that word equations without repeated
variables can be solved in polynomial time. This also holds for word equations
with regular constraints.

Theorem 8. Solving word equations with regular constraints and without
repeated variables can be done in polynomial time.

Word equations with only one variable can be solved in linear time (see
Jez [7]). If we add regular constraints to equations with only one variable, then
the solvability problem is still in P.

Theorem 9. Solving word equations with reqular constraints and with only one
variable can be domne in polynomial time.

Word equations with two variables can be solved in polynomial-time (see [2]).
We shall see next that for word equations with regular constraints this is no
longer the case (assuming P # NP). More precisely, solving equations with two
variables and regular constraints is NP-hard, even if only one variable is repeated
and the equations are variable disjoint. Moreover, we can show that the existence
of an algorithm solving word equations with two variables and with regular
constraints in time 2°("*™) (where n is the length of the equation and m is
the size of the regular constraints) is very unlikely, since it would refute the
well-known ezponential-time hypothesis (ETH, for short).



Solvability Problem for Restricted Classes of Word Equations 313

We conduct a linear reduction from 3-SAT to the problem of solving word
equations with regular constraints.® Let C = {c1,¢2,...,¢n} be a Boolean for-
mula in conjunctive normal form (CNF) with 3 literals per clause over the vari-
ables {vy,va,...,v,}. We first transform C into a CNF C” such that C is sat-
isfiable if and only if C’ has an assignment that satisfies exactly one literal per
clause (in the following, we call such an assignment a 1-in-3 assignment). For
every i, 1 < i < m, we replace ¢; = {y1,¥2,y3} by 5 new clauses

{yh 21, 22}, {92,22, 23}, {Zh 23,24}7 {227 25, 26}, {ys,zs} ,

where z;, 1 <1 < 6, are new variables.* We note that C’ has 5m clauses and
n + 6m variables. Next, we obtain C” from C’ by adding, for every i, 1 < ¢ < n,
a new clause {v;,7;}, where ¥; is a new variable, and we replace all occurrences
of T; (i.e., the variable v; in negated form) by ;.

The following proposition can be easily verified.

Proposition 10. There is a satisfying assignment for C if and only if C" has
a 1-in-3 assignment. Furthermore, C" has no negated variables, C" has 5m +n
clauses and 2n + 6m variables.

For the sake of convenience, we set n’ = 2n + 6m, m’ = 5m +n, C" =
{c,ch,...,ch} and let {v],v5,..., v} be the variables of C". Furthermore,
for every 4, 1 <14 <n/, let k; be the number of occurrences of variable v} in C”.

Next, we transform C” into a word equation with regular constraints as
follows. Let X = {v{,v5,...,v},,#} and let the equation @ = [ be defined

by a = (z1 #)”/’1 x1 and B = x5. For the variables 1 and x5, we define the
following regular constraints over X'

Ly ={w| |w] :m/7w[i] EC’/i?l Sigm,}’

Ly, = {uidtusdt .. #fup | ui € (I\{#D)*, s

v € ki, 0}, 1< i <n'}.

Proposition 11. There are DFA M,, and M,, accepting the languages L,
and L., , respectively, with 5m +n + 2 and 21m + 5n + 1 states, respectively.

By definition, only NFA are required to represent the regular constraints, but
our use of DFA here points out that the following hardness result (and the ETH
lower bound) also holds for the case that we require the regular constraints to
be represented by DFA. So the hardness of the problem does not result from the
fact that NFA can be exponentially smaller than DFA.

Lemma 12. The Boolean formula C” has a 1-in-3 assignment if and only if
a = 3 has a solution that satisfies the reqular constraints Ly, and L, .

3 In order to prove NP-hardness, a simpler production would suffice, but we need a
linear reduction in order to obtain the ETH lower bound.

* Note that this is just the reduction used by Schaefer [15] in order to reduce 3-SAT
to 1-IN-3 3-SAT. We recall it here to observe that this reduction is linear.
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Proof. We start with the only if direction. To this end, let 7 : {v], v}, ..., v, } —
{0,1} be a 1-in-3 assignment for C”, where, for every i, 1 < i < m’, y; is the
unique variable with y; € ¢, and 7(y;) = 1. Let h be a substitution defined by
h(z1) = y1y2 . .. Y and h(z2) = (h(z1) #)"~ h(z1). Obviously, h is a solution
for & = 8, h(z1) € L,, and, since every v} has either 0 occurrences in h(x1) (in
case that 7(v]) = 0) or k; occurrences (in case that m(v)) = 1), also h(x2) € L,,.

For the if direction, let i be a solution for « = 3 that satisfies the regular
constraints. Consequently, h(x1) = y1y2 ... Yms, where y; € ¢;, 1 <1 < m/, and,
furthermore, for every i, 1 <i <n, |h(x2)[,; € {k;,0}. This directly implies that
7 {vy, vy, ..., v} — {0,1}, defined by h(v;) = 1 if |h(z2)],, = ki and h(v) =0
if |h(22)],, = 0, is a 1-in-3 assignment for C". ' O

The exponential-time hypothesis, mentioned above, roughly states that 3-
SAT cannot be solved in subexponential-time. For more informations on the
ETH, the reader is referred to Chapter 14 of the textbook [1]. For our application
of the ETH, it is sufficient to recall the following result.

Theorem 13 (Impagliazzo et al. [6]). Unless ETH fails, 3-SAT cannot be
solved in time 2°+™) where n is the number of variables and m is the number
of clauses.

The reduction from above implies that a subexponential algorithm for solv-
ing word equations with two variables and regular constraints can be easily
turned into a subexponential algorithm for 3-SAT; thus, the existence of such an
algorithm contradicts ETH.

Theorem 14. Solving word equations with two variables and with regular con-
straints is NP-hard, even if only one variable is repeated and the equations are
variable disjoint. Furthermore, unless ETH fails, such word equations cannot be
solved in time 2°(+m) (where n is the length of the equation and m is the size
of the regular constraints).

4.1 Bounded Word Equations

We first note that bounded word equations can be considered as a special case of
word equations with regular constraints, since the bound m functions as regular
constraints of the form {w € X* | jw| < m} for every variable. However, there
is an important difference: the length of a binary encoding of m is logarithmic
in the size of an NFA for {w € X* | |w| < m}; thus, NP-hardness of a class
of bounded word equations does not necessarily carry over to word equations
with regular constraints. As usual, we call the solvability problem for a class of
bounded word equations NP-hard in the strong sense, if the NP-hardness remains
if the bound m is given in unary.

Theorem 15. Solving bounded word equations is NP-hard (in the strong sense),
even for equations o = (3 satisfying |var(a)| = 1, var(a) Nvar(8) = 0 and 3 is
reqular.
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Proof. We reduce from the shortest common superstring problem, i. e., deciding
for given k € N and strings vy, vs,...,v, € X* whether there is a string u with
|u| < k that contains each v; as a factor. Let vy, va,...,v, € X* k € N be an
instance of the shortest common superstring problem. Furthermore, let # be a
new symbol, i.e., # ¢ X. We construct a word equation «« = 3, where

« = x # x # . # x,
&) = yl'Ulyll i yzvzyé - cee i ynvny% :

Furthermore, we let k£ be the upper bound on the substitution word lengths.

If there exists a word w € X* with |w| < k and, for every i, 1 < i < n,
w = wu;v;ul, then we define a substitution h by h(xz) = w, h(y;) = u; and
h(yi) = u}, 1 <4 < n. Obviously, h satisfies the length bound and, for every 4,
1 <i<mn,h(z) = h(yvy.); thus, h(a) = h(F).

Let h be a solution for @ = (3 that satisfies the length bound. We observe
that since k() contains every v; as a factor, also h(«) = h(z)#h(z)# ... #h(z)
contains every v; as a factor and, furthermore, since |v;|x =0, 1 < i <n, every
v; is also a factor of h(x). Consequently, |h(x)| < k and h(x) contains every v;,
1 <i < n, as a factor.

For the shortest common superstring problem, we can assume that k <
>y |vil, since otherwise vjvs...v, would also be a solution. Consequently,
we can assume that k is given in unary, which means that solving bounded word
equations of the form mentioned in the statement of the theorem is NP-hard in
the strong sense.

Due to the strong NP-hardness in Theorem 15, we can conclude the following.

Corollary 16. Solving word equations with reqular constraints is NP-hard, even
for equations o = (3 satisfying | var(a)| = 1, var(a) Nvar(8) = 0 and (3 is regular.

By using 1 as the bound on the substitution words and by a minor modifi-
cation of the reduction for Theorem 3, we can obtain a hardness reduction for
bounded regular word equations.

Corollary 17. Solving bounded regular word equations is NP-hard.

4.2 Individual Alphabets

The least restrictive regular constraints are probably constraint languages of the
form I'* for some I" C X, i.e., word equations with individual alphabets, which
we shall investigate in this section.

We first note that if | X| = 1, then general word equations and word equations
with individual alphabets coincide and, furthermore, the solvability problem for
word equations can be solved in polynomial-time, if | X| = 1.

Theorem 18. Solving word equations can be done in polynomial time if | X| = 1.
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However, if X' = {a,b} and {a} is used as individual alphabet for all vari-
ables, then solving word equations becomes NP-hard again, simply because the
matching problem is already NP-hard for this case (as can be easily concluded
from the reduction of Lemma 5 in [5]).

By using individual alphabets, the reduction for Theorem 3 can be easily
transformed to a hardness reduction for the solvability problem of regular equa-
tions with individual alphabets.

Corollary 19. Solving reqular word equations with individual alphabets is NP-
hard.

5 Conclusions

We conclude this work by summarising our main results and by suggesting some
further research directions.

First of all, the polynomial-time decidability of the matching problem for
non-cross patterns does not carry over to non-cross equations (which also means
that the concept of the scope coincidence degree, briefly mentioned in Sect. 1,
will not help, since it is a generalisation of the non-cross concept), while for
regular equations, this is still open (see Open Problem 1), which constitutes the
most important question left open in this work.

As soon as we allow regular constraints, it is possible to prove hardness
results for strongly restricted variants of the solvability problem, often including
the regular case. More precisely, for general regular constraints, the solvabil-
ity problem is PSPACE-complete, even for regular equations (Theorem 7), and
NP-hard for variable disjoint equations with only one repeated variable and
two variables in total (Theorem 14). Especially this latter result, for which we
can also obtain an ETH lower bound, points out a drastic difference in terms
of complexity between general word equations and equations with regular con-
straints: both the tractable cases of equations with only two variables or with
only one repeated variable and at least one non-repeated variable on both sides
(Theorem 2) become NP-hard if we allow regular constraints.” Moreover, the
case with only one repeated variable remains intractable, even if the constraints
are only bounding the length of the substitution words (Theorem 15). In par-
ticular, even if it turns out that, for some k, k > 3, or even for all constant k,
general word equations with at most k variables can be solved in polynomial-
time, Theorem 14 severely limits their practical application, since it shows that
these polynomial-time algorithms cannot cope with regular constraints (unless
P = NP).

As for regular equations, allowing a system of only two equations (and no
further constraints), allowing bounds on the substitution words or allowing indi-
vidual alphabets is enough to make the solvability problem NP-hard.

Our choice of restrictions for word equations is motivated by polynomial-
time solvable cases of the matching problem. In order to obtain tractable classes

5 For the latter case, note that in the reduction of Theorem 14, we can add a non-
repeated variable with regular constraint () to the left side.
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of word equations, it might be worthwhile to strengthen the concept of non-
cross and regularity by requiring a8 to be regular or non-cross, instead of only
requiring this for a and § separately. Another possible further restriction would
be to require the order of the variables on the left and on the right side to be
the same (e. g., x1abxracxs = x1cxs is ordered regular, while z1abzacxs = x3cma
is not). In this regard, it is interesting to note that the patterns produced by
the reduction of Theorem 3 are not ordered non-cross (and not ordered regular
for the corresponding corollaries), while Theorem 7, the PSPACE-completeness
of solving word equations with regular constraints, also holds for ordered regular
equations. Additionally requiring var(«) = var(3) for ordered regular equations
would be a further restriction that might be useful.
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Abstract. A non-deterministic automaton on infinite trees is unambigu-
ous if it has at most one accepting run on every tree. For a given unam-
biguous parity automaton A of index (4,2j) we construct an alternating
automaton TRANSFORMATION(A) which accepts the same language, but
is simpler in terms of alternating hierarchy of automata. If A is a Biichi
automaton (¢ = 0,7 = 1), then TRANSFORMATION(A) is a weak alter-
nating automaton. In general, TRANSFORMATION(.A) belongs to the class
Comp(i + 1,2j), in particular it is simultaneously of alternating index
(,27) and of the dual index (i+1,2j+1). The main theorem of this paper
is a correctness proof of the algorithm TRANSFORMATION. The trans-
formation algorithm is based on a separation algorithm of Arnold and
Santocanale (2005) and extends results of Finkel and Simonnet (2009).

Keywords: Infinite trees - Unambiguity + Rabin-Mostowski index

1 Introduction

Determinising a given computation typically leads to an additional cost. Pres-
ence of such cost inspires investigation of intermediate models of computations.
Here we focus on unambiguity, that is the requirement that there are no two dis-
tinct accepting computations on the same input. In the case of finite and infinite
words a given automaton can be determinised at an exponential cost, but in the
case of infinite trees there are automata which cannot be determinised at all.
Moreover, there are automata for which one cannot find an equivalent unam-
biguous automaton [13] (see also [4]). Also, there exist unambiguous automata
which cannot be simulated by deterministic ones [9] (see Fig.1).

Most questions about automata on finite or infinite words are decidable.
However, in the case of automata on infinite trees many fundamental decid-
ability problems are open, unless we limit attention to deterministic automata.
Then it is decidable whether a given language is recognisable by a determinis-
tic automaton [16], the non-deterministic index problem is decidable [14,15], as
well as it is possible to locate the language in the Wadge hierarchy [12]. Moving
beyond deterministic automata is a topic of an on-going research [6,7] and the
study of unambiguous automata is a part of this effort. Admittedly, problems for
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this class seem to be much harder than for deterministic automata, in particular
one can decide if a given automaton is unambiguous, but it is an open problem,
whether a given regular language is unambiguous. Additionally, there are no
upper bounds on the descriptive complexity (e.g. the parity index) or topologi-
cal complexity of unambiguous languages among all regular tree languages.

In this work we focus on descriptive complexity and a fortiori also on topolog-
ical complexity of languages defined by unambigous automata. The most canon-
ical measure of descriptive complexity of regular tree languages is the parity
index. A parity automaton A has index (4, j) if the priorities of the states of the
automaton belong to the set {é,i41,...,j}. In particular, the Biichi acceptance
condition corresponds to the index (1,2). By Comp(s,j) we denote the class of
alternating automata where each strongly-connected component is of index (i, 7)
or (i+ 1,74 1), see p. x. It was shown in [1,3] that some languages require big
indices: for every pair (i, ) there exists a regular language of infinite trees that is
of index (4, j) and cannot be recognised by any alternating nor non-deterministic
automaton of a lower index. It means that the non-deterministic and alternating
index hierarchies are strict.

We will show that the fact that a given automaton is unambiguous allows to
effectively find another equivalent automaton with a simpler acceptance condi-
tion. More precisely, in Sect. 4 we propose an algorithm TRANSFORMATION with
the following properties:

Theorem 1. For an unambiguous Biichi automaton A, TRANSFORMATION(.A)
s a weak alternating automaton recognising the same language. More generally,
if A is an unambiguous automaton of index (i,2j) then TRANSFORMATION(.A)
accepts the same language as A and belongs to the class Comp(i + 1,2j), in
particular it is simultaneously of alternating index (i,2j) and of the dual index
(i+1,2j4+1).

Additionally, the number of states of TRANSFORMATION(A) is polynomial in
the number of states of A.

This theorem implies in particular that there is no unambiguous Biichi
automaton which is strictly of index (1,2). Since a language accepted by an
unambiguous Biichi automaton is also accepted by a weak alternating automa-
ton, topologically such languages must be located at a finite level of the Borel
hierarchy. One should note that in the above theorem and in the algorithm
TRANSFORMATION, the automaton must be simultaneously unambiguous and
of appropriate index. It is still possible for a regular tree language to be both:
recognised by some unambiguous automaton and by some other Biichi automa-
ton. An example of such a language is the H-language proposed in [9]: “there
exists a branch containing only a’s and turning infinitely many times right”, see
Fig. 1.

1.1 Related Work

There exist two estimates on descriptive complexity of unambiguous languages.
Firstly, a result of Hummel [9] shows that unambiguous languages are topologi-
cally harder than deterministic ones, see Fig. 1. Secondly, Finkel and Simonnet [8]
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proved using the Lusin-Souslin Theorem [10, Theorem 15.1], that any language
recognised by an unambiguous Biichi automaton must be Borel.

Our theorem involves not only a
set-theoretical argument but also an
automata construction encapsulated by
the algorithm TRANSFORMATION. Our
result also gives a stronger informa-
tion about the descriptive complexity,
since (1) it is an open problem whether
for a given regular Borel language of
infinite trees does exist a weak alter-
nating automaton accepting this lan-
guage, (2) our TRANSFORMATION algo-
rithm works for arbitrary parities and it
is not clear how to generalize the set-
theoretical method of Finkel and Simon-
net [8] beyond Biichi automata.

Fig.1. A tree from the language H— The Lusin-Souslin Theorem that is
the tree is labelled by letters a and b, yged in [8] says that if f: X — Y is
the dotted region contains vertices reach- injective and Borel then the image f[X]
able from the root by a-vertices. The s Byre] in V. The proof of this theo-
blue thick branch is a branch consisting . . .
of a-vertices that turns r infinitely many rem is based on the Lusin Separation
times. (Color figure online) Theorem [10, Theorem 14.7]. These the-

orems are set-theoretical in nature and
the result in this work can be considered as an automata-theoretic counterpart
of the former. As a sub-procedure in the algorithm TRANSFORMATION we use
an algorithm SEPARATION from [2], which itself is an automata-theoretic coun-
terpart of the Lusin Separation Theorem.

To the authors’ best knowledge this is the first work where it is shown how
to use the fact that a given automaton is unambiguous to derive upper bounds
on the parity index of the recognised language. Therefore, this work should be
treated as a first step towards descriptive complexity bounds for unambiguous
languages, and generally better understanding of this class of automata.

1.2 Outline of the Paper Y

We first prove Lemma3 which
states that if an automaton is

unambiguous then the transi- (\_/\
tions of the automaton corre- ‘ R
spond to disjoint languages. In N
the algorithm PARTITION we ~
use an algorithm of Arnold mx (R)
and Santocanale and show that
these disjoint languages can be
separated by Comp(i + 1,2j)
languages (Fig. 2).

Fig. 2. An illustration of Lusin-Souslin Theorem.
A relation R C X x Y is Borel and uniformised.
The theorem implies that mx (R) C X is Borel as
well.
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In Sect. 4 we provide a construction of the automaton TRANSFORMATION(.A)
and in Sect.b.1 we conclude the proof of Theorem 1 by proving correctness of
this construction.

2 Basic Notions

In this section we introduce basic notions used in the rest of the paper.
A good survey of the relations between deterministic, unambiguous, and non-
deterministic automata is [5]. A general background on automata and logic over
infinite trees can be found in [18].

Our models are infinite, labelled, full binary trees. The labels come from a
non-empty finite set A called alphabet. A tree t is a function ¢: {L,r}* — A.
The set of all such trees is Tr4. Vertices of a tree are denoted u,v,w € {L,r}*.
The prefix-order on vertices is <, the minimal element of this order is the root
€ € {r,r}*. The label of a tree t € Try in a vertex u € {r,r}* is t(u) € A. t],.
stands for the subtree of a tree ¢ rooted in a vertex w. Infinite branches of a tree
are denoted as a, 8 € {r,r}*. We extend the prefix order to them, thus v < « if
u is a prefix of . For an infinite branch a € {L,r}* and k € w by af; we denote
the prefix of « of length k (e.g. af, = ¢).

A non-deterministic tree automaton A is a tuple (Q, A, qo, A, 2) where: @ is
a finite set of states; A is an alphabet; ¢ € Q is an initial state; A C QX AXQXQ
is a transition relation; 2: Q@ — N is a priority function.

If the automaton A is not known from the context we explicitly put it in the
superscript, i.e. Q# is the set of states of A.

A run of an automaton A on a tree t is a tree p € T'rg such that for every
vertex u we have (p(u),t(u), p(ur), p(ur)) € A. A run p is parity-accepting if on
every branch « of the tree we have

limsup 2(p(al,)) =0 mod 2. (D)

n—oo

We say that a run p starts from the state p(e). A run p is accepting if it is parity-
accepting and starts from gq;. The language recognised by A (denoted L(A)) is
the set of all trees ¢t such that there is an accepting run p of A on t.

A non-deterministic automaton A is unambiguous if for every tree t there is
at most one accepting run of A on t.

An alternating tree automaton C is a tuple (Q, A, Q3, Qv, qo, 4, 2) where: Q
is a finite set of states; A is an alphabet; Q3 U Qv is a partition of Q) into sets of
positions of the players 3 and V; qr € @ is an initial state; A C Qx Ax{e,L,r} xQ
is a transition relation; 2: Q@ — N is a priority function. For technical reasons
we assume that for every ¢ € @ and a € A there is at least one transition
(g,a,d,q") € A for some ¢’ € Q and d € {¢,L,r}.

An alternating tree automaton C induces, for every tree t € T'ry, a parity
game G(C,t). The positions of this game are of the form (u,q) € {L,r}* x Q.
The initial position is (e, g1). A position (u,q) belongs to the player 3 if ¢ € Q3,
otherwise (u,q) belongs to V. The priority of a position (u,q) is §2(g). There is
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an edge between (u,q) and (ud, ¢’') whenever (q,t(u),d,q’) € 6. An infinite play
m in G(C,t) is winning for 3 if the highest priority occurring infinitely often on
m is even, as in condition (A).

We say that an alternating tree automaton C accepts a tree t if the player 3
has a winning strategy in G(C,t). The language of trees accepted by C is denoted
by £(C). A non-deterministic or alternating automaton A has index (i, j) if the
priorities of A are among {i,7+1,...,7}. An automaton of index (1,2) is called
a Biichi automaton. Every alternating tree automaton can be naturally seen as
a graph — the set of nodes is @ and there is an edge (q,¢’) if (¢,a,d,q’") € A for
some a € A and d € {e,L,r}. We say that an alternating tree automaton D is a
Comp(4, j) automaton if every strongly-connected component of the graph of D
is of index (i,7) or (i + 1,7 + 1), see [2].

Note that an alternating automaton C is Comp(0,0) if and only if C is a
weak alternating automaton in the meaning of [11]. The following fact gives
a connection between these automata and weak MSO (the variant of monadic
second-order logic where set quantifiers are restricted to finite sets).

Theorem 2 (Rabin [17], also Kupferman Vardi [11]). If C is an alter-
nating Comp(0,0) automaton then L(C) is definable in weak MSO. Similarly, if
L C Trya is definable in weak MSO then there exists a Comp(0,0) automaton
recognising L.

The crucial technical tool in our proof is the SEPARATION algorithm by Arnold
and Santocanale [2]. A particular case of this algorithm for i = j = 1 is the
classical Rabin separation construction (see [17]): if L, Lo are two disjoint lan-
guages recognisable by Biichi alternating tree automata then one can effectively
construct a weak MsO-definable language Lg that separates them.

Algorithm 1. SEPARATION

Input: Two non-deterministic automata Ai, Az of index (¢, 25) such that
L(A1)NL(A2) = 0.
Output: An alternating Comp(i+1,27) automaton S such that

L(A) CL(S) and L(A2)NL(S) = 0.

3 Partition Property

In this section we will prove Lemma 3 stating that if an automaton A4 is unam-
biguous then the transitions of 4 need to induce disjoint languages. This will be
important in the algorithm PARTITION which for a given unambiguous automa-
ton of index (,27), constructs a family of Comp(i + 1,25) automata that split
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the set of all trees into disjoint sets corresponding to the respective transitions
of A. PARTITION will be used in TRANSFORMATION.

Let us fix an unambiguous automaton A of index (i,25). Let @ be the set
of states of A and A be its working alphabet. We say that a transition § =
(¢,a,qu,qn) of A starts from (g, a); let A, , be the set of such transitions.

A pair (¢,a) € Q x A is productive if it appears in some accepting run: there
exists a tree t € T'ry and an accepting run p of A on t such that for some vertex
u we have p(u) = ¢ and ¢(u) = a. This definition combines two requirements:
that there exists an accepting run that leads to the pair (¢,a) and that some
tree can be parity-accepted starting from (g, a). Note that if (¢, a) is productive
then there exists at least one transition starting from (g, a). Without changing
the language £(A) we can assume that if a pair is not productive then there is
no transition starting from this pair.

For every transition § = (q,a,q.,qs) of A we define Ls as the language of
trees such that there exists a run p of A on ¢ that is parity-accepting and uses
d in the root of t p(e) = q, t(e) = a, p(t) = qu, and p(r) = gz. Clearly the
language Ls can be recognised by an unambiguous automaton of index (2, 2j).
If (¢, a) is not productive then L 4 ¢ ¢p) = (. The following lemma is a simple
consequence of unambiguity of the given automaton A.

Lemma 3. If §; # 02 are two transitions starting from the same pair (q,a) then
the languages Ls,, Ls, are disjoint.

Proof. First, if (¢,a) is not productive then by our assumption Ls, = Ls, = 0.
Assume contrary that (g, a) is productive and there exists a tree r € Ls, N L,
with two respective parity-accepting runs p;, p2. Since (g, a) is productive so
there exists a tree t and an accepting run p on ¢ such that p(u) = ¢ and t(u) = a
for some vertex u. Consider the tree ¢ = t[u < r] — the tree obtained from ¢
by substituting r as the subtree under u. Since p(u) = ¢ and both p1, pa start
from (g, a), we can construct two accepting runs p[u < p1] and plu < ps] on ¢'.
Since these runs differ on the transition used in u, we obtain a contradiction to
the fact that A is unambiguous. O

The above lemma will be important in the algorithm PARTITION, because it uses
the SEPERATION algorithm which in turn requires disjointness of the languages.

The following lemma summarizes properties of the algorithm PARTITION.

Lemma 4. Assume that A is an unambiguous automaton of index (i,25) and
let (q,a) € Q x A. Take the automata (C‘S)éeA constructed by PARITION(A).
0.

Then the languages L(Cs) for § € A, , are pairwise disjoint and Ls C L(Cs).

A proof of this lemma follows directly from the definition of the respective
automata, see Fig. 3 for an illustration of this construction.

4 Construction of the Automaton

In this and the following section we will describe the algorithm TRANSFOR-
MATION and prove Theorem 1 which states correctness and properties of this
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Algorithm 2. PARTITION

Input: An unambiguous automaton A of index (4,27)

Output: for every § € A an automaton Cs

1 foreach (q,a) € Q X A, productive do

2 foreach § € A;,, do

3 Es — non-det. (i,2j) automaton recognising Ls

4 L Fs — non-det. (,2j) automaton recognising UneAq,a,n;éé L,

foreach § € A;,, do
L Ds < SEPARATION(Ej, Fs)

5

6

7 foreach § € A, do

8 L Cs < Comp(i+1,25) automaton recognising L(Ds) \ U,,.5 £(Dy)-

9 Bg,o < Comp(i+1,25) automaton recognising Tra \ UéGAq,u L(Ds).

10 foreach § = (q,a,qu, r) € Aq,a with (g, a) non-productive do
11 L Cs «— Comp(0,0) automaton recognising the empty language.

Tra

Fig. 3. An illustration of the output of the algorithm PARTITION. The three circles are
the languages Ls, for the transitions starting in a fixed pair (g, a). Each straight line
represents the language L£(Ds,) that separates the respective language Ls, from the
others. Our construction provides the automata Cs; recognising the dotted regions.

algorithm. Given an automaton A of index (4, 2j), the algorithm TRANSFORMA-
TION constructs an alternating Comp(i + 1,2j) automaton R recognising £(.A).
It will consist of two sub-automata running in parallel:

1. In the first sub-automaton the role of 3 will be to propose a partial run
p: {L,r}* — @ on a given tree ¢t. She will be forced to propose certain unique
run p; that depends only on the tree t, see Definition 6. At any moment ¥V
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can challenge the currently proposed transition and check if it agrees with
the definition of p; (namely Condition (¢)).

2. In the second sub-automaton the role of V will be to prove that the partial
run p; is not parity-accepting. That is, he will find a leaf in p; or an infinite
branch of p; that does not satisfy the parity condition. Since the run p; is
unique, V can declare in advance what will be the odd priority n that is the
limes superior (i.e. limsup) of priorities of p; on the selected branch.

The automaton R consists of an initial component Z and of the union of the
automata Cs constructed by the procedure PARTITION.

The idea of the automaton R is to simulate the following behaviour. Assume
that the label of the current vertex is a and the current state is (¢,n) € Qz 3

— if n # x and £24(g) > n then V loses, see line 9;

— J declares a transition § = (q, a, qv, qr) of A, see line 11;

— V can decide to challenge this transition, see line 13;

— if n 2 % then V chooses a direction and the game proceeds, see line 15;
— if n = * then V chooses a direction and a new value n’ € N, see line 17.

Figure 4 depicts the structure of the automaton R. The initial component 7
is split into two parts: Zy where n = x and Z; where n # *.

We will now proceed with proving properties of the procedure TRANSFOR-
MATION.

7o of index (0,0) {

7, of index (0,1)
((0,0) if i + 1 = 2j)

Comp(i+1,2j5) automata {

Fig. 4. The structure of the automaton R.

Lemma 5. If A is unambiguous and of indez (i,2j) then R is in Comp(i+1, 27).

Proof. We first argue that if i + 1 < 2j then R is a Comp(i + 1,25) automaton.
Note every strongly-connected component in the graph of R is either a com-
ponent of Ty, Z;, or of Cs for § € AA. Recall that all the components Ay are
by the construction Comp(i 4 1,2j)-automata. By the definition, Zy and Z; are
Comp(1,2)-automata, so the whole automaton R is also Comp(i + 1,2n).
Consider the opposite case: ¢ + 1 = 2j. By shifting all the priorities we can
assume that ¢ = j = 1 (i.e. A is Biichi). Observe that the only possible odd value
n between i and 25 is n = 1. It means that if V declares a value n # x then always
£2(q) > n holds. It means that there are no states in Z; with priority 1. Therefore,
both Zy and Z; are Comp(0, 0) automata and R is a Comp(0, 0) automaton.
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Algorithm 3. TRANSFORMATION

© 00N O Uk W N

[
= o

12
13
14
15

16
17

18
19
20
21
22
23
24
25

26
27

28
29
30
31
32

33
34

Input: An unambiguous automaton A of index (4,27)
Output: An automaton R
N —{x}u{ne{i...,2j} | nisodd}
Qz3— QA x NU{L,T}
Qv — A X N
Az — {(J_,cue,J_)7 (T,a,6,T) |a € AA}
g — (ai*,%)
(Ds) 5 o — PARTITION(A)
foreach a € A, g € Q*, n e N do
if n# * and 2°(¢) > n then
‘ Az — Az U{((¢,n),a,¢,T)}
else
| Az —aru{(@n)ae6m)5e A,

foreach a € A, § = (¢,a,q.,qz) € A*, n € N do
Ar — Az U {((5,&,6,(]165)} /* such a transition is a challenge
if n # x then
L Az — Az U {(5,0,, d, (qd,n)) ‘ de {L,R}}
else
L Az — Az U{(6,a,d,(qa,n")) | d € {r,r},n' € N}

QF « Qr3Ullsenn Q5
Q? — QzyvU I_lgeAA QS{S
AR — Az U s pa A
foreach ¢ € Q* do
2%(g,%x) =0
foreach n € N\ {x} do
if 2%(¢) > n then
L 2%(g,n) =1
else
L 2%(g,n) =0

foreach 6 = (¢,a,q, z) € Q™ do
Q%(6,%)=0
foreach n € N \ {x} do
if 24(q) > n then
L N2R,n) =1
else
| 2%(@6,n)=0

*/
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5 Correctness of the Construction

In this section we prove that the automaton R constructed by the algorithm
TRANSFORMATION recognises the same language as the given unambiguous
automaton A. Let A be an unambiguous automaton of index (%, 27).

Definition 6. Lett € Tr 4 be a tree. We define p; as the unique maximal partial
run p; of A on t, i.e. a partial function p;: {r,r}* — Q* such that:

= pi(e) = QIA;
— if u € dom(p;) and t[,, € L(Cs) for some § € A* then®

d= (pt (u)7 t(u)v Pt (UL)v Pt (UR)); (())
— if u € dom(p;) and t[, & L(Cs) for any § € AA then ur, ur ¢ dom(p;).
Lemma 7. t € L(A) if and only if p; is total and accepting.

Proof. If p; is accepting then it is a witness that ¢ € £(A). Let p be an accepting
run of A on t. We inductively prove that p = p;. Take a node u of ¢t and define
qg = p(u), a = t(u), g = pe(ur), and gz = ps(ur). Observe that p is a witness
that (g, a) is productive and for § = (g, a, q1, gz) we have

t € Ls C L(Cy).

Therefore, p;(ur) = p(ur) and pi(ur) = p(ur). O

51 L(A=L(R)
Lemma 8. Ift € L(A) thent € L(R).

Proof. Assume that t € L(A). By Lemma 7 we know that p; is the unique
accepting run of A on ¢. Consider the following strategy o3 for 3 in the initial
component Z of the automaton R: always declare § consistent with p;. Extend
it to the winning strategies in Cs whenever they exist. That is, if the current
vertex is u and the state of R is of the form (¢,n) € Z then move to the state
(6,n) for & = (pe(u), t(u), pe(ur), pt(ur)). Whenever the game moves from the
initial component Z into one of the automata Cs in a vertex u, fix some winning
strategy in G(Cs, t],,) (if exists) and play according to this strategy; if there is no
such strategy, play using any strategy. Take a play consistent with o3 in G(R, ).
There are the following cases:

— V loses in a finite time according to the transition from line 9 in the algorithm
TRANSFORMATION.

— V stays forever in the initial component Z never changing the value of n = x
and loses by the parity criterion.

! By Lemma 4 there is at most one such 6.
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— In some vertex u of the tree V challenges the transition ¢ given by 3 and the
game proceeds to the state qICE. In that case t],, € Ls by the definition of
Ls (the run p;[, is a witness) and therefore t[, € £(Cs). So 3 has a winning
strategy in G(Cs,t],) and 3 wins the rest of the game.

— V declares a value n # x at some point and then never challenges 3. In that
case the game follows an infinite branch a of t. Since p; is accepting so we

know that k %' lim sup; oo 24(pie(al;)) is even. If k > n then V loses at some
point according to the transition from line 9. Otherwise k < n and from some
point on all the states of R visited during the game have priority 0, thus V
loses by the parity criterion in Z;.

Lemma 9. Ift ¢ L(A) thent ¢ L(R).

Proof. We assume that t ¢ £(A) and define a winning strategy for V in the game
G(R,t). Let us fix the run p; as in Definition 6.

Note that either p; is a partial run: there is a vertex u such that ps(u) = ¢
and (g,t(u)) is not productive; or p; is a total run. Since t ¢ L(A), p; cannot be
a total accepting run. Let a be a finite or infinite branch: either « € {v,r}* and

a is a leaf of p; or « is an infinite branch such that k 2 )im sup; o 24(pe(al;))
is odd. If « is finite let us put any odd value between i and 2j as k. Consider
the following strategy for V:

— V keeps n = % until there are no more states of priority greater than k along
« in p;. Then he declares n’ = k.

— YV challenges a transition ¢ given by 3 in a vertex w if and only if [, ¢ Cs.

— V always follows a: in a vertex u € {r,r}* he chooses the direction d in such a
way that ud < a.

As in the proof of Lemma 8, we extend this strategy to strategies in the
components Cs whenever such strategies exist: if the game moves from the com-
ponent Z into one of the component Cs in a vertex u then V uses some winning
strategy in the game G(Cs, t[,,) (if it exists); if there is no such strategy, V plays
using any strategy.

Consider any play 7 consistent with oy. Note that if « is a finite word and
the play 7 reaches the vertex « in a state (§,n) in Z then by the definition of
p+ we know that t[,, ¢ Cs and thus V challenges this transition and wins in the
game G(Cs,t[,). By the definition of the strategy oy, V never loses according to
the transition from line 9 in the algorithm TRANSFORMATION — if V declared
n # x then the play will never reach a state of priority greater than n.

Let us consider the remaining cases. First assume that at some vertex u
player V challenged a transition ¢ declared by 3. It means that ¢t], ¢ £(Cs) and
¥ has a winning strategy in G(Cs,t[,) and wins in that case.

The last case is that V did not challenge any transition declared by 3 and the
play followed the branch «. Then, for every i € N the game reached the vertex
al; in a state (g, n) satisfying ¢ = p(af;). In that case there is some vertex u
along o where V declared n = k. Therefore, infinitely many times 2(¢g) = n in 7
so V wins that play by the parity criterion. O
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6 Conclusion

We presented a new algorithm TRANSFORMATION which for a given unambigu-
ous automaton A of index (4,2j5) outputs an automaton TRANSFORMATION(.A)
which accepts the same language and belongs to the class Comp(i+1, 25). In par-
ticular, if A is an unambiguous Biichi automaton, then TRANSFORMATION(.A)
is a weak alternating automaton. This can be considered an automata-theoretic
counterpart of the Lusin-Souslin Theorem [10, Theorem 15.1].

Further Work. This paper is a part of a broader project intended to understand
better the descriptive complexity of unambiguous languages of infinite trees.
In our view the crucial question is whether unambiguous automata can reach
arbitrarily high levels in the alternating index hierarchy.

Conjecture. There exists a pair (4, j) such that if A is an unambiguous automaton
on infinite trees then the language recognised by A can be recognised by an
alternating automaton of index (3, j).
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Abstract. We prove connections between one-unknown word equations
and three-unknown constant-free word equations, and use them to prove
that the number of equations in an independent system of three-unknown
constant-free equations is at most logarithmic with respect to the length
of the shortest equation in the system. We also study two well-known
conjectures. The first conjecture claims that there is a constant ¢ such
that every one-unknown equation has either infinitely many solutions or
at most c¢. The second conjecture claims that there is a constant ¢ such
that every independent system of three-unknown constant-free equations
with a nonperiodic solution is of size at most c. We prove that the first
conjecture implies the second one, possibly for a different constant.
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1 Introduction

One of the most important open problems in combinatorics on words is the
following question: For a given n, what is the maximal size of an independent
system of constant-free word equations on n unknowns? It is known that every
system of word equations is equivalent to a finite subsystem and, consequently,
every independent system is finite. This is known as Fhrenfeucht’s compactness
property. It was conjectured by Ehrenfeucht in a language theoretic setting,
formulated in terms of word equations by Culik and Karhuméki [3], and proved
by Albert and Lawrence [1] and independently by Guba [6]. If n > 2, no finite
upper bound for the size of independent systems is known. The largest known
independent systems have size ©(n*) [10]. Some related results and variations
of the problem are discussed in [11].
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The difference between the best known lower and upper bounds is particularly
striking in the case of three unknowns: The largest known independent systems
consist of just three equations, but it is not even known whether there exists a
constant ¢ such that every independent system has size ¢ or less. When studying
independent systems, it is often additionally required that the system has a
nonperiodic solution; then the largest known example consists of two equations.

There have been some recent advances regarding this topic. The first nontriv-
ial upper bound was proved by Saarela [14]: The size of an independent system
on three unknowns is at most quadratic with respect to the length of the shortest
equation in the system. This bound was improved to a linear one by Holub and
Zemlicka [8]; this is currently the best known result.

Another well-known but less central open problem on word equations is the
following question: If a one-unknown word equation with constants has only
finitely many solutions, then what is the maximal number of solutions it can
have? The answer is at least two, and it has been conjectured that it is exactly
two. The best known upper bound, proved by Laine and Plandowski [12], is
logarithmic with respect to the number of occurrences of the unknown in the
equation. Similar but slightly weaker results were proved in [4,5].

In this article we establish a connection between three-unknown constant-free
equations and one-unknown equations with constants. This is done by using an
old result by Budkina and Markov [2], or a similar result by Spehner [16]. We
use this connection to prove two main results.

The first main result is that the size of an independent system of three-
unknown equations is logarithmic with respect to the length of the shortest
equation in the system. This result is based on the logarithmic bound for the
number of solutions of one-unknown equations.

The second main result is an explicit link between two existing conjectures:
If there exists a constant ¢ such that the number of solutions of a one-unknown
equation is either infinite or at most ¢, then there exists a constant ¢’ such that
the size of an independent system of three-unknown constant-free equations with
a nonperiodic solution is at most ¢. Furthermore, if ¢ = 2, then we can let
¢’ = 17. The number 17 here is very unlikely to be optimal, and we expect that
the result could be improved by a more careful analysis.

2 Preliminaries

Let = be an alphabet of unknowns and X' an alphabet of constants. A constant-
free word equation is a pair (u,v) € Z* x Z*, and the solutions of this equation
are the morphisms h : &% — X* such that h(u) = h(v). A word equation with
constants is a pair (u,v) € (EUX)* x (EUX)*, and the solutions of this equation
are the constant-preserving morphisms h : (EUX)* — X* such that h(u) = h(v).
We will state many definitions that work for both types of equations.

A solution h is periodic if h(pq) = h(gp) for all words p,q in the domain of
h, and nonperiodic otherwise.

Usually we assume that the alphabet of constants is X' = {a, b}. The case of a
unary alphabet is not interesting, and if there are more than two constant letters,
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they can be encoded using a binary alphabet. We are specifically interested in
equations with constants on one unknown z, and in constant-free equations
on three unknowns z,y,z. We use the notation [u,v,w| for the morphism h :
{z,y,z}* — X* defined by (h(x), h(y), h(z)) = (u,v,w), and the notation [u] for
the constant-preserving morphism h : ({z} U X)* — X* defined by h(z) = u. If
U is a set of words, we use the notation [U] = {[u] | u € U}.

Example 1. The equation (zab, baz) has infinitely many solutions [(ab)?], where
i > 0. The equation (zaxbab,abazbz) has exactly two solutions, [¢] and [ab].
The constant-free equation (zyz, zyz) has solutions [(pq)'p, (qp)’q, (pq)*p], where
p,q € X* and 4,7,k > 0. It has no other nonperiodic solutions.

A set of equations is a system of equations. A system {Fy,...,E,} is often
written without the braces as E1, ..., F,. A morphism is a solution of this system
if it is a solution of every E;.

The set of all solutions of an equation E is denoted by Sol(E). Two equations
E, and Ey are equivalent if Sol(Ey) = Sol(Fs). These notions can naturally be
extended to systems of equations.

The set of all equations satisfied by a solution h is denoted by Eq(h). Two
solutions hi and hy are equivalent if Eq(h1) = Eq(he).

A system of equations E1, ..., F, is independent if it is not equivalent to any
of its proper subsystems. Another equivalent definition would be that Eq, ..., E,
is independent if there are solutions hs, ..., hy such that h; € Sol(E;) if and only
if ¢ # j. The sequence (hy,...,hy) is then called an independence certificate. (A
system is a set, so the order of the equations is not formally specified, but
whenever talking about certificates, it is to be understood that the order of the
solutions corresponds to the order in which the equations have been written.)

If an independent system has a nonperiodic solution h, it is called strictly
independent. If (hy,...,hy,) is its independence certificate, then (hy,..., hy,,h)
is a strict independence certificate.

The above definitions can also be stated for infinite systems. However, by
Ehrenfeucht’s compactness property, every system of word equations is equiva-
lent to a finite subsystem. We will consider only finite systems in this article.

Ezample 2. The pair of constant-free equations (xyz,zyz), (zyyz, zyyx) is
strictly independent. It has a strict independence certificate ([a,b,abbal,
[a, b, aba), [a, b, a]). The system of constant-free equations (x,¢), (y,¢), (z,¢) is
independent, but not strictly independent. It has an independence certificate
([a,e,€], [, a, €], [e, €, a)).

The length of an equation F = (u,v) is |uv| and it is denoted by |E|. If his a
morphism, we use the notation h(E) = (h(u), h(v)). The equation E is reduced if
u and v do not have a common nonempty prefix or suffix. We can always replace
an equation with an equivalent reduced equation.

3 Main Questions

The following question is one of the biggest open problems on word equations:
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Question 3. Let S be a strictly independent system of constant-free equations
on three unknowns. How large can S be?

The largest known examples are of size two, and it has been conjectured that
these examples are optimal. Even the following weaker conjecture is open:

Conjecture 4. There exists a number ¢ such that every strictly independent sys-
tem of constant-free equations on three unknowns is of size c¢ or less.

We will refer to this conjecture as SIND-XYZ, or as SIND-XYZ(c) for a
specific value of ¢. Currently, the best known result is the following [8]:

Theorem 5. Every strictly independent system of constant-free equations on
three unknowns is of size O(n), where n is the length of the shortest equation.

Another well-known open problem is the following:

Question 6. Let E be a one-unknown equation with only finitely many solutions.
How many solutions can F have?

The best known examples have two solutions, and it has been conjectured
that these examples are optimal. Even the following weaker conjecture is open:

Conjecture 7. There exists a number ¢ such that every one-unknown equation
has either infinitely many solutions or at most c.

We will refer to this conjecture as SOL-XAB, or as SOL-XAB(¢) for a specific
value of ¢. Currently, the best known result is the following [12]:

Theorem 8. The solution set of a nontrivial one-unknown equation is either of
the form [(pq)*p], where pq is primitive, or a finite set of size at most 8logn +
O(1), where n is the number of occurrences of the unknown.

As a question between Questions 3 and 6, we can state the following problem
and conjecture (we are not aware of any previous research on this problem):

Question 9. Let S be a strictly independent system of one-unknown equations.
How large can S be?

Conjecture 10. There exists a number ¢ such that every strictly independent
system of one-unknown equations is of size ¢ or less.

We will refer to this conjecture as SIND-XAB, or as SIND-XAB(c) for a
specific value of c.
We will prove the following implications between the three conjectures:

SOL-XAB = SIND-XAB < SIND-XYZ,
or more specifically,

& SIND-XYZ(c)

SOL-XAB(c) = SIND-XAB(c) {j SIND-XYZ(5¢+ )

Using the same ideas, we will turn Theorem 8 into a result on constant-free
equations on three unknowns.
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4 One-Unknown Equations with Constants

In this section we prove that Conjectures SIND-XYZ and SOL-XAB imply Con-
jecture SIND-XAB. The next lemma is from [5].

Lemma 11. Let E be a one-unknown equation and let pq be primitive. The set
Sol(E) N [(pq)Tp| is either [(pg)Tp] or has at most one element.

Lemma 12. Let N > 3 and let E1, ..., ENx be a strictly independent system of
one-unknown equations. All of these equations have at least N solutions, and at
most one of them has infinitely many solutions. If N > 4, then none of them
has infinitely many solutions.

Proof. If (hy,...,hy11) is a strict independence certificate, then E; has solutions
h; for all j # 1. Thus every equation has at least IV solutions.

Let one of the equations, say FE7, have infinitely many solutions. By
Theorem 8, Sol(F1) = [(pg)*p] for a primitive word pq.

Let another of the equations, say Fs, have infinitely many solutions, so
Sol(FEs) = [(p'q")*p'] for a primitive word p’q’. The equations E; and Fy have at
least two common solutions ks, hy, so (pq)'p = (p'¢')" p’ and (pg)ip = (p'¢' ) p'
for some i < j and i’ < j'. Then (pq)i~" = (p'q’)?'~". By primitivity, pg = p'¢,
and then p = p’ and q = ¢/, so E; and E5 are equivalent, which is a contradiction.
This proves that FEs, ..., Ex have only finitely many solutions.

If N > 4, then Sol(F1, Es) = Sol(E2) N [(pg)*p)] is finite but contains at least
three solutions hg, hy, hs, which contradicts Lemma 11, so none of the equations
can have infinitely many solutions in this case. a

Theorem 13. FEvery strictly independent system of one-unknown equations is
of size at most 8logn + O(1), where n is the length of the shortest equation.
Furthermore, Conjecture SOL-XAB(c) implies Conjecture SIND-XAB(c).

Proof. Follows from Theorem 8 and Lemma 12. O
Lemma 14. Let ¥ = {ay,...,ax} be the alphabet of constants and
a:({z}u X)) — {x,y,2}", alz) =z, ala) =vy'z

be a morphism. Let E1, ..., En be a strictly independent system of equations on
{z}. The system a(E1),...,a(EyN) of three-unknown constant-free equations is
strictly independent.

Proof. Let

85" = {a,b}", fla) = ab
be a morphism. A constant-preserving morphism h : ({z} U X)* — X* is a
solution of FE; if and only if the nonperiodic morphism

9h - {x,y,z}* - {avb}*v gh(x) = ﬂ(h’(x))’ gh(y) = a, gh(z) =b

is a solution of «(E;) (this follows from the fact that g, o @« = 8 o h and
the injectivity of 3). So if (hy,...,An+1) is a strict independence certificate
for Ei,...,En, then (gn,,...,9ny,,) is a strict independence certificate for
Oé(El),...,(X(EN). O
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Theorem 15. Conjecture SIND-XYZ(c) implies Conjecture SIND-XAB(c).

Proof. Follows from Lemma 14. a

5 Classification of Solutions

We are interested in strictly independent systems and their certificates. Every
morphism in a certificate can be replaced by an equivalent morphism, so it would
be beneficial for us if there was a simple subclass of morphisms containing a
representative of every equivalence class. In the three-unknown case, this kind
of a result follows from a characterization of three-generator subsemigroups of
a free semigroup by Budkina and Markov [2], or alternatively from a similar
result by Spehner [15,16]. A comparison of these two results can be found in [7].
The result we present here in Theorem 16 is a simplified version that is perhaps
slightly weaker, but sufficiently strong for our purposes and easier to work with.
We define classes of morphisms {z,y, z}* — {a,b, c}*:

A= {[a,b,d},
B ={[a",a’,a"] | i,j,k >0},
Cay-(4,7) = {[a,a’ba? ,w] | w € {a,b}* A (i =0V w € b{a,b}*)
AN(GF=0Vwe {a,b}"b)},
Cwyz - U Ca:yZ(Z.aj)a
1,5>0
nyz(i7j, ka la m,p, Q) = {[a‘v aib(amb)paj7 akb(amb)qal}}7
Dmyz - UDmyz(ivj, ka l7 m,p, q)a

where the last union is taken over all 4,7, k,[,m > 0 and p,q > 1 such that
tk=jl=0and ged(p+1,¢+ 1) = 1. If (X,Y,Z) is a permutation of (x,y, z),
then Cxyz(i,7), Cxvz, Dxvz(i,j,k,l,m,p,q) and Dxyz are defined similarly,
with the images of the unknowns permuted in a corresponding way. For example,
in the case of Cxyz(i,j), X maps to a, Y to a’ba’, and Z to w. Then we also
define

C= Czyz U Cyza: U Cza:y U Czyw U szy U Cya:z,
D = D,y. UDyou UD.uy.

For A and B, we do not need to consider different permutations of the unknowns
because the images of the unknowns are symmetric. For D, we need only three
of the six permutations, because the images of the latter two unknowns are
symmetric.

Theorem 16. Every morphism {z,y,z}* — {a,b,c}* is equivalent to a mor-
phism in AUBUCUD.
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Proof. Follows from the characterization of Budkina and Markov [2], or alterna-
tively from the characterization of Spehner [16]. O

By the following lemma, we can concentrate on solutions in classes C and D.

Lemma 17. A strictly independent system of N > 2 constant-free equations on
{x,y, 2} has a strict independence certificate in (CUD)N+L

Proof. Every solution in a certificate can be replaced by an equivalent solution,
so the system has a certificate in (AU BUC UD)N*! by Theorem 16.

The morphism in A is a solution of only the trivial equations (u,u), and these
equations cannot be part of any independent system, so none of the solutions in
the certificate can be in A.

It was proved by Harju and Nowotka [7] that if an independent pair of equa-
tions has a nonperiodic solution, then both of the equations are balanced, that
is, every unknown appears on the left-hand side as often as on the right-hand
side. Every morphism in B is periodic and thus a solution of every balanced
equation, so none of the solutions in the certificate can be in B. g

Ezample 18. The nonperiodic solutions of the equation (xyz,zyz) are of the
form [(pq)ip, q(pq)’, (pq)*p]. For example, we have the following solutions:

~ [a,b, (ab)ka] € Cyy-(0,0) and [b, a, (ba)*b] € Cyy.-(0,0) (these are equivalent),
[a, (ab)J aba) € Cy.y(1,1),
[a ( ) ( ) ] € DIUZ(O’Oa
[(ba)’b, a, (ba)*b] € Dyza(1, 1,

)1717j)k
L1k

) )

1 - 1) (k—=1=1,ged(j + 1,k) = 1),
1 1) (1, k > 1, gcd(erl E+1)=1).

)

6 Class C

In this section we study morphisms in class C. This leads to a natural connec-
tion between three-unknown constant-free equations and one-unknown equations
with constants.

Lemma 19. Let E be a nontrivial constant-free equation on {x,y, z}. There is
at most one pair (i,7) such that E has a solution in Cqy,(i,j). For this pair,
i+j<|El—1.

Proof. Let E = (u,v) and h € Sol(E) N Cyy:(i,7). We can assume that one of
the following is true:

v=E¢.

w=2%, k> 1, and v begins with y.

u begins with ¥y, k > 1, and v begins with y.
u begins with 2%z, k > 1, and v begins with y.
u begins with  and v begins with z.

u begins with y and v begins with z.

S T o=

In all cases, we get either a contradiction or a single possible value for i as follows:
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1. u # ¢, so at least one of h(x), h(y), h(z) is €. The only possibility is h(z) = €,
and then ¢ = j = 0.

2. h(u) = a* and h(v) contains the letter b, which is a contradiction.

(u) begins with a**%b and h(v) begins with a’b, which is a contradiction.

(y) must begin with a and thus h(z) must begin with b, so h(u) begins with

kb

(

> >

a®b and h(v) begins with a’b. Thus i = k.

5. h(z) cannot begin with b and thus h(y) must begin with b, so i = 0.

6. It is not possible that h(y) would begin with a and h(z) with b, so h(y) must
begin with b and i = 0.

By looking at the suffixes of u and v, we will similarly see that j is uniquely
determined. Moreover, i + j < |E| — 1. O

Lemma 20. Let S = {F1,...,En} be a system of constant-free equations on
{2,y,2}. Let S have a strict independence certificate (hi,...,hny1) € CHEL.
There is a strictly independent system Ef,...,El of one-unknown equations

such that |E!| < |E,|? for all n.

Proof. The case N < 2 is trivial, so let NV > 2. Let ¢,j be such that hAny4q1 €
Cuy=(i,j). By Lemma19, (h1,...,hn) € Cuy=(i,5)". Let

a:{z,y,2}* — {a,b, 2}, a(z) =a, aly) = a'bd, a(z) =2
be a morphism and let
hl, :{a,b, 2} — {a,b}*, hl,(2) = hp(2)

be a constant-preserving morphism. For every n, h,, = h!, o« and «(FE,,) is a one-
unknown equation with constants. Then (R}, ..., ) is a strict independence
certificate of the system a(E}),...,a(Ey). The length of a(E,) is at most (i +
j + 1)|E,|, which is at most |E,|? by Lemma 19. O

7 Class D

In this section we study morphisms in class D. This class looks more complicated
than class C, but actually there is a lot of structure in the morphisms in D, which
allows us to prove stronger results than for C.

Lemma 21. Let E be a nontrivial constant-free equation on {z,y, z}. There are
1,73,k 1,m,p',q" such that SOl(E) N Dy, is either &, Dyy. (1,7, k,l,m,p',q), or
the union of Dyy. (1,7, k, 1, m, p,q) over all p,q > 1 such that ged(p+1,g+1) = 1.

Proof. Let E = (u,v). If u = ¢ or v = ¢, then Sol(E) N Dy, = &, so let
u # € # v. We can assume that F is reduced and write it as

(%Y 2t -y, b0z b -zsa:bs),
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where y1,...,Yr,21,...,2s € {y,2z}. We can also assume that r,s > 2. Let h €
Sol(E) N D,y and

h(z) = a, h(ys) = a"b(a™b)" a’*, h(z) = a*b(a™b)"a',

. . (Zajvp) lfyt =Y, (7/,]717) ith =Y,
b ) = k 7l ) =
(it 3o pr) {(k,l,q) ify; = 2, (kt, &, 02) (k,l,q) ifz = 2.

The left-hand side h(u) begins with a®*%p and the right-hand side h(v)
begins with abﬁklb, S0 ag + i1 = by + k1. If y1 = 21, then iy = kq, ag = by,
and F is not reduced, a contradiction. Thus y; # z; and i1k = ik = 0. From
ag +1i1 = by + k1, i1k1 = 0, agbg = 0 it then follows that k4 = ag and i; = bg.
Similarly, by looking at the suffixes of h(u) and h(v) we find out that y, # z,
ls = ay, and j,. = bs. Thus 4, j, k,[ are uniquely determined by the equation E.

It must be {p1,q1} = {p,q}, and ged(p+1,¢+1) = 1,50 p1 # 1. If p1 < 1,
then h(u) and h(v) begin with

qoti b(amb)m girtaitizg a4 ab0+k1 b(a7‘flb)il71-i-l7

respectively, so ji + a1 + io = m. Similarly, if py > ¢q1, then Iy + by + ko = m.
Thus m € {j1 + a1 + 42,11 + b1 + ko}. If j1 + a1 +is = m # 11 + by + ko, then
there are n # m, A > 1, B > 0 such that h(u) and h(v) begin with

gt b(amb)A(pl +D)+B(a+1)=1,np apnd gbotk b(a"”b)‘h alrtbrtke b,

respectively. It must be A(p; + 1) + B(q1 +1) = ¢1 + 1. But then B > 0 would
be a contradiction, and B = 0 would contradict ged(p + 1,¢ + 1) = 1. Similarly,
j1+ a1 +is #m =1y + by + k2 would lead to a contradiction. Thus it must be
j1+a1 +’LQ :m:l1+bl+k2.

We can write

h(u) = aCOb(amb)Al(p+1)+cl(q+1)*1aclb, .. b(amb)AR(p+1)+CR(q+1)71aCR’

h(’l)) — adob(amb)B1(;0+1)+D1(q+1)—1ad1b . b(amb)Bs(I)-‘rl)-‘rDs(q-i-l)—lads7

where ¢q,...,cg_1,d1,...,ds_1 # m. It must be R=5, ¢; = d;, and
Afp+1)+Ci(qg+1) = Bi(p+ 1)+ Dy(qg+ 1)

for all t. Moreover, all values p,q that satisfy these linear relations lead to a
solution of the equation. If there are two linearly independent relations, there
are no solutions. If there is one nontrivial relation A(p + 1) = C(¢ + 1), then
there is exactly one solution with ged(p+1,¢+1) = 1. If all relations are trivial,
all values of p, ¢ satisfy them. This concludes the proof. a

The next lemma is a special case of Theorem 5.3 in [14]. Here, the length type
of a solution h is the vector (|h(z)l,|R(y)|, |h(2)])-

Lemma 22. The length types of nonperiodic solutions of an independent pair
of constant-free equations on three unknowns are covered by a finite union of
two-dimensional subspaces of Q3.
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Lemma 23. Let Ei,Es, E3,E4 be a system of constant-free equations on
{z,y, 2} with a strict independence certificate (hy,ha, hs, ha, hs). At most one
of the h; can be in Dyy..

Proof. Let hy,hs € Dyy,, 7 # 5. Without loss of generality, let 7, s > 3. Then
hy,hs € Sol(Ey, E2) N Dy, so the third option of Lemma 21 must be true for
this set. We will show that the length types of solutions of E;, E5 cannot be
covered by finitely many two-dimensional spaces, which contradicts Lemma 22.
The length type of [a, a’b(a™b)Pa’, akb(a™b)a!] € Sol(E1, E2) N Dyy» is

(Li+1+(m+p+j,k+1+(m+1)g+1).

Here i, 7, k,l,m are fixed, but p,q can be arbitrary positive integers such that
ged(p+1,g+ 1) = 1. For every p, there are infinitely many possible values of g,
giving infinitely many length types on the line

Ly={(1i+1+(m+1)p+j,2)| Z€Q}.

The only way to cover these with a finite number of two-dimensional spaces is
to have one of them be the unique two-dimensional space containing the whole
line. This is true for any p, and different values of p give different spaces, so all
length types cannot be covered by finitely many two-dimensional spaces. a

8 Main Results

Putting our results together gives the following theorem, which improves the
linear bound of Theorem 5 to a logarithmic one.

Theorem 24. A strictly independent system of constant-free equations on three
unknowns has at most O(logn) equations, where n is the length of the shortest
equation.

Proof. Let the system be Ei,...,EyN, where E; is the shortest equation. By
Lemma 17, it has a strict independence certificate (hy,...,hys1) € (CUD)NFL.
By Lemma 23, at most three of the h; can be in D. Let k of the solutions be
in Cgy.. If hy is one of them, we get a system of size k — 1, for which we can
use Lemma 20, and then Theorem 13 to conclude that k = O(logn). Otherwise,
we can still use the arguments in the proof of Lemma 20 to turn F; into a one-
unknown equation E} with k solutions. Then, by Theorem 13, either & = O(logn)
or Ff has infinitely many solutions, but the latter leads to a contradiction like
in the proof of Lemma 12. Similarly, we can prove that the number of 7 such that
hi € Cxyz is O(logn) for all permutations (X,Y, Z) of (z,y, 2). O

We say that two words begin in the same way if they begin with the same
letter or are both empty. We say that equations (u1,v1) and (ug,ve) begin in the
same way if either u; and us begin in the same way and v; and vs begin in the
same way, or u1 and ve begin in the same way and v; and us begin in the same
way. Equations ending the same way is defined analogously.
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Lemma 25. Let N > 3 and let E1, ..., En be a strictly independent system of
reduced constant-free equations on {x,y, z}. All of the equations begin and end
in the same way.

Proof. Assume that all of the equations do not begin and end in the same way.
Without loss of generality, we can assume that F; and Es do not begin in the
same way and that they are of the form (zu,yv) and (azu’, 2v"), respectively. By
the well-known graph lemma about word equations, every common solution of
these two equations is periodic or maps one of the unknowns to the empty word.
The equations F¢ and E5 have two nonequivalent nonperiodic solutions, and
these solutions must map = to the empty word. But all nonperiodic solutions
mapping x to the empty word are equivalent, which is a contradiction. a

By Theorem 13, Conjecture SIND-XAB could be replaced by Conjecture
SOL-XAB in the next theorem. The constants are probably not optimal.

Theorem 26. Conjecture SIND-XAB(c) implies Conjecture SIND-XYZ(5¢ +
7). In particular, if SIND-XAB(2) is true, then a strictly independent system of
constant-free equations on {x,y,z} has at most 17 equations.

Proof. Let Eq,...,En be a system of reduced constant-free equations on
{z,y, 2z} with a strict independence certificate (hq,...,hn41). For an equation
E,, = (u,v), at least one of the unknowns appears both at the beginning of u or
v and at the end of u or v. By Lemma 25, this unknown does not depend on m.
Without loss of generality, we can assume it is z. By Lemma 17, we can assume
that h, € CUD for all n. Because Cgy.(0,0) and Cy,-(0,0) are the same up to
swapping a and b, we can assume that h,, ¢ Cy..(0,0) for all n.

By Lemma20 and the assumption about Conjecture SIND-XAB, at most
¢+ 1 of the solutions h,, can be in Cy,., and the same is true for the other five
permutations of the unknowns. By the assumption about z and the proof of
Lemma 19, Sol(Er,) NCyz> € Cyzz(0,0) for all m, so h,, ¢ Cys for all n. Thus at
most 5¢ + 5 of the solutions h,, can be in C.

By Lemma 23, at most one of the solutions h,, can be in D, ., and the same
is true for D, ., and D.,,. Thus at most three of the solutions h,, can be in D.

This proves that the total number of the solutions h,,, which is N + 1, cannot
be more than 5c¢ + 8. a

9 Conclusion

We can mention several further research goals. Two obvious ones are improving
the constants in Theorem 26, ideally so that Conjecture SIND-XAB(c) implies
Conjecture SIND-XYZ(c), and proving Conjecture SOL-XAB or Conjecture
SIND-XAB (ideally SOL-XAB(2)), and thus also Conjecture SIND-XYZ. Prov-
ing similar results for chains of equations instead of independent systems might
be possible (see [11] for definitions).

A different topic would be to study the complexity of determining whether a
three-unknown constant-free equation has a nonperiodic solution. This decision
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problem is known to be in NP [13]. Based on the connection to one-unknown
equations, a better result could probably be obtained, because one-unknown
equations can be solved efficiently, even in linear time, as proved by Jez [9].

Finally, Question 3 could be studied for more than three unknowns. This is

of course a big question, and our techniques do not help here, because they are
specific to the three-unknown case.
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Abstract. In combinatorics on words, a word w over an alphabet X is
said to avoid a pattern p over an alphabet A of variables if there is no
factor f of w such that f = h(p) where h: A* — X* is a non-erasing
morphism. A pattern p is said to be k-avoidable if there exists an infinite
word over a k-letter alphabet that avoids p. We consider the patterns
such that at most two variables appear at least twice, or equivalently, the
formulas with at most two variables. For each such formula, we determine
whether it is 2-avoidable.

Keywords: Word - Pattern avoidance

1 Introduction

A pattern p is a non-empty finite word over an alphabet A = {A,B,C,...}
of capital letters called wvariables. An occurrence of p in a word w is a non-
erasing morphism h : A* — X* such that h(p) is a factor of w. The avoidability
index A(p) of a pattern p is the size of the smallest alphabet X' such that there
exists an infinite word over X’ containing no occurrence of p. Bean, Ehrenfeucht,
and McNulty [3] and Zimin [11] characterized unavoidable patterns, i.e., such
that A(p) = oo. We say that a pattern p is t-avoidable if A(p) < t. For more
informations on pattern avoidability, we refer to Chapter 3 of Lothaire’s book [6].

A variable that appears only once in a pattern is said to be isolated. Following
Cassaigne [4], we associate to a pattern p the formula f obtained by replacing
every isolated variable in p by a dot. The factors between the dots are called
fragments.

An occurrence of f in a word w is a non-erasing morphism h : A* — X* such
that the h-image of every fragment of f is a factor of w. As for patterns, the
avoidability index A(f) of a formula f is the size of the smallest alphabet allowing
an infinite word containing no occurrence of p. Clearly, every word avoiding f
also avoids p, so A(p) < A(f). Recall that an infinite word is recurrent if every
finite factor appears infinitely many times. If there exists an infinite word over X'
avoiding p, then there exists an infinite recurrent word over X avoiding p. This
recurrent word also avoids f, so that A(p) = A(f). Without loss of generality, a
formula is such that no variable is isolated and no fragment is a factor of another
fragment.

© Springer-Verlag Berlin Heidelberg 2016
S. Brlek and C. Reutenauer (Eds.): DLT 2016, LNCS 9840, pp. 344-354, 2016.
DOI: 10.1007/978-3-662-53132-7_28
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Cassaigne [4] began and Ochem [7] finished the determination of the avoid-
ability index of every pattern with at most 3 variables. A doubled pattern con-
tains every variable at least twice. Thus, a doubled pattern is a formula with
exactly one fragment. Every doubled pattern is 3-avoidable [9]. A formula is
said to be binary if it has at most 2 variables. In this paper, we determine the
avoidability index of every binary formula.

We say that a formula f is divisible by a formula f’ if f does not avoid f”,
that is, there is a non-erasing morphism such that the image of any fragment of
f' by h is a factor of a fragment of f. If f is divisible by f’, then every word
avoiding f’ also avoids f and thus A(f) < A(f’). For example, the fact that
ABA.AABB is 2-avoidable implies that ABAABB and ABAB.BBAA are 2-
avoidable. Moreover, the reverse ff of a formula f satisfies A(f%) = A(f). See
Cassaigne [4] and Clark [5] for more information on formulas and divisibility.

First, we check that every avoidable binary formula is 3-avoidable. Since
AAA) = 3, every formula containing a square is 3-avoidable. Then, the only
square free avoidable binary formula is ABA.BAB with avoidability index 3 [4].
Thus, we have to distinguish between avoidable binary formulas with avoidability
index 2 and 3. A binary formula is minimally 2-avoidable if it is 2-avoidable and
is not divisible by any other 2-avoidable binary formula. A binary formula f is
maximally 2-unavoidable if it is 2-unavoidable and every other binary formula
that is divisible by f is 2-avoidable.

Theorem 1. Up to symmetry, the mazimally 2-unavoidable binary formulas
are:

- AAB.ABA.ABB.BBA.BAB.BAA
- AAB.ABBA

- AAB.BBAB

- AAB.BBAA

- AAB.BABB

- AAB.BABAA

- ABA.ABBA

- AABA.BAAB

Up to symmetry, the minimally 2-avoidable binary formulas are:

- AAABA.ABBA
- ABA.AABB

- AABA.ABB.BBA
- AAABA.BABB
- AAABB.BBAB
- AAABAB.BB

- AAABBA.BAB
- AAB.ABB.BBAA
- AAB.ABBA.BAA
- AABB.ABBA

- ABAB.BABA

- AABA.BABA

- AAA
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- ABA.BAAB.BAB

- AABA.ABAA.BAB
- AABA.ABAA.BAAB
- ABAAB

To obtain the 2-unavoidability of the formulas in the first part of Theorem 1,
we use a standard backtracking algorithm. In the rest of the paper, we consider
the 2-avoidable formulas in the second part of Theorem 1. Figure 1 gives the max-
imal length and number of binary words avoiding each maximally 2-unavoidable
formula.

We show in Sect. 3 that the first three of these formulas are avoided by poly-
nomially many binary words only. The proof uses a technical lemma given in
Sect.2. Then we show in Sect.4 that the other formulas are avoided by expo-
nentially many binary words.

Maximal length of a [Number of binary
Formula binary word avoiding| words avoiding
this formula this formula
AAB.BBAA 22 1428
AAB.ABA.ABB.BBA.BAB.BAA 23 810
AAB.BBAB 23 1662
AABA.BAAB 26 2124
AAB.ABBA 30 1684
AAB.BABAA 42 71002
AAB.BABB 69 9252
ABA.ABBA 90 31572

Fig. 1. The number and maximal length of binary words avoiding the maximally 2-
unavoidable formulas.

2 The Useful Lemma

Let us define the following words:

— by is the fixed point of 0 — 01, 1 — 10.

— b3 is the fixed point of 0 — 012, 1 +— 02, 2 — 1.

by is the fixed point of 0 — 01, 1 +— 03, 2 — 21, 3 +— 23.

— by is the fixed point of 0 +— 01, 1 — 23, 2+— 4, 3— 21, 4+— 0.

Let w and w’ be infinite (right infinite or bi-infinite) words. We say that w
and w’ are equivalent if they have the same set of finite factors. We write w ~ w’
if w and w’ are equivalent. A famous result of Thue [10] can be stated as follows:

Theorem 2 [10]. Every bi-infinite ternary word avoiding 010, 212, and squares
is equivalent to b3.
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Given an alphabet X' and forbidden structures S, we say that a finite set W
of infinite words over X' essentially avoids S if every word in W avoids S and
every bi-infinite words over X' avoiding S is equivalent to one of the words in S.
If W contains only one word w, we denote the set W by w instead of {w}. Then
we can restate Theorem 2: b essentially avoids 010, 212, and squares

The results in the next section involve bs3. We have tried without success to
prove them by using Theorem 2. We need the following stronger property of bs:

Lemma 3 b3 essentially avoids 010, 212, X X with 1 < |X| < 3, and 2YY with
Y] >4

Proof We start by checking by computer that by has the same set of factors
of length 100 as every bi-infinite ternary word avoiding 010, 212, XX with
1 < |X| €3, and 2YY with |Y| > 4. The set of the forbidden factors of b3 of
length at most 4 is F = {00, 11, 22,010,212, 0202, 2020, 1021, 1201}. To finish
the proof, we use Theorem 2 and we suppose for contradiction that w is a bi-
infinite ternary word that contains a large square M M and avoids both F' and
large factors of the form 2YY.

— Case M = ON. Then w contains MM = ONON. Since 00 € F and 2YY is
forbidden, w contains 10NON. Since {11,010} C F, w contains 210NON. If
N = P1, then w contains 210P10P1, which contains 2Y'Y with Y = 10P. So
N = P2 and w contains 210P20P2. If P = @1, then w contains 210Q120Q12.
Since {11,212} C F, the factor Q12 implies that ¢ = RO and w contains
210R0120R012. Moreover, since {00,1201} C F, the factor 120R implies that
R = 25 and w contains 21025012025012. Then there is no possible prefix
letter for S: 0 gives 2020, 1 gives 1021, and 2 gives 22. This rules out the case
P =Q1. So P = Q0 and w contains 210Q0020()02. The factor (Q020( implies
that @ = 1R1, so that w contains 2101 R10201R102. Since {11,010} C F,
the factor 01 R implies that R = 25, so that w contains 2101251020125102.
The only possible right extension with respect to F' of 102 is 102012. So w
contains 2101251020125102012, which contains 2YY with Y = 5§102012.

— Case M = 1N. Then w contains MM = 1N1N. In order to avoid 11 and
2YY, w must contain 01N1N. If N = PO, then w contains 01 P01P0. So w
contains the large square 01P01P and this case is covered by the previous
item. So N = P2 and w contains 01 P21 P2. Then there is no possible prefix
letter for P: 0 gives 010, 1 gives 11, and 2 gives 212.

— Case M = 2N. Then w contains MM = 2N2N. If N = P1, then w contains
2P12P1. This factor cannot extend to 2P12P12, since this is 2Y'Y with Y =
P12. So w contains 2P12P10. Then there is no possible suffix letter for P: 0
gives 010, 1 gives 11, and 2 gives 212. This rules out the case N = P1. So
N = PO and w contains 2P02P0. This factor cannot extend to 02P02P0, since
this contains the large square 02 P02 P and this case is covered by the first item.
Thus w contains 12P02P0. If P = @1, then w contains 12Q102Q)10. Since
{22,1021} C F, the factor 102@Q) implies that @ = OR, so that w contains
120R1020R10. Then there is no possible prefix letter for R: 0 gives 00, 1
gives 1201, and 2 gives 0202. This rules out the case P = Q1. So P = Q2
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and w contains 12Q202@Q20. The factor Q202 implies that = R1 and w
contains 12R1202R120. Since {00,1201} C F, w contains 12R1202R1202,
which contains 2YY with Y = R1202.

3 Formulas Avoided by Few Binary Words

The first three 2-avoidable formulas in Theorem 1 are not avoided by exponen-
tially many binary words:

— {92(b3), gy(b3), g-(b3), gz(bs) } essentially avoids AA.ABA.ABBA.
— {92(b3), g:(b3)} essentially avoids ABA.AABB.
— g.(b3) essentially avoids AABA.ABB.BBA.

The words avoiding these formulas are morphic images of b3 by the morphisms
given below. Let w denote the word obtained from the (finite or bi-infinite)
binary word w by exchanging 0 and 1. Obviously, if w avoids a given formula,
then so does w. A (bi-infinite) binary word w is self-complementary if w ~ w.
The words g;(bs), gy(bs), and g;(bs) are self-complementary. Since the frequency
of 0 in g,(bs) is 8, g-(b3) is not self-complementary. Then gz is obtained from

g- by exchanging 0 and 1, so that gz(bs) = g.(bs).

g-(0) = 01110,  g,(0) =0111,  ¢.(0) = 0001, ¢;(0) = 01011011010,
g=(1) = 0110, gy(1) =01, g-(1) =001,  g,(1) = 01011010,
g:(2) = 0. gy(2) = 00. g-(2) = 11. g:(2) = 010.

To prove the avoidability, we have implemented Cassaigne’s algorithm that
decides, under mild assumptions, whether a morphic word avoids a formula [4].
For the first two formulas, we have to explain how the long enough binary words
split into 4 or 2 distinct incompatible types. A similar phenomenon has been
described for AABB.ABBA [8].

First, consider any infinite binary word w avoiding AA.ABA.ABBA. A com-
puter check shows by backtracking that w must contain the factor 01110001110.
In particular, w contains 00. Thus, w cannot contain both 010 and 0110, since it
would produce an occurrence of AA.ABA.ABBA. Moreover, a computer check
shows by backtracking that w cannot avoid both 010 and 0110. So, w must con-
tain either 010 or 0110 (this is an exclusive or). Similarly, w must contain either
101 or 1001. There are thus at most 4 possibilities for w, depending on which
subset of {010,0110,101,1001} appears among the factors of w, see Fig. 2a.

Now, consider any infinite binary word w avoiding ABA.AABB. Notice that
w cannot contain both 010 and 0011. Also, a computer check shows by back-
tracking that w cannot avoid both 010 and 1100. By symmetry, there are thus at
most 2 possibilities for w, depending on which subset of {010,0011,101,1100}
appears among the factors of w, see Fig. 2b.

Let us first prove that g,(bs) essentially avoids AA.ABA.ABBA, 0110, and
1001. We check that the set of prolongable binary words of length 100 avoiding
AA.ABA.ABBA, 0110, and 1001 is exactly the set of factors of length 100 of
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gl/(b3> I(b3> gl‘<b3> g:r<b3>
gz(b.?)
010 0110 010 0011
101 1001 101 1100
g=(bs
(a) The four bi-infinite binary (b) The two bi-infinite binary words avoid-
words avoiding AA.ABA.ABBA. ing ABA.AABB.

Fig. 2. The different possibilities for words avoiding AA.ABA.ABBA or ABA.AABB.

gy(bs). Using Cassaigne’s notion of circular morphism [4], this is sufficient to
prove that every bi-infinite binary word of this type is the g,-image of some bi-
infinite ternary word ws. It also ensures that ws and b3 have the same set of small
factors. Suppose for contradiction that ws # b3. By Lemma 3, w3 contains 2Y'Y'.
Then w3 contains 2Y'Ya with a € Y5. Notice that 0 is a prefix of the g,-image
of every letter. So g,(ws3) contains g,(2YYa) = 000U0UOV with U,V € X,
which contains an occurrence of AA.ABA.ABBA with A = 0 and B = 0U. This
shows that ws ~ bs, and thus g,(ws) ~ g4(bs). Thus g,(b3) essentially avoids
AA.ABA.ABBA, 0110, and 1001. The argument is similar for the other types
and we only detail the final contradiction:

— Since 1 is a suffix of the g,-image of every letter, ¢g.(2YY) = 11U1U1 contains
an occurrence of AA.ABA.ABBA with A=1and B=1U.

— Since 010 is a prefix and a suffix of the g;-image of every letter, g,(u2YY) =
010V0100100100010010U010 contains an occurrence of ABA.AABB with
A =010 and B = 010U010.

— Since 0 is a prefix and a suffix of the g,-image of every letter, g,(u2YYa) =
V000UOOUOOW contains an occurrence of AABA.AABBA with A = 0 and
B = 0U0. Therefore, g, (u2Y'Ya) contains an occurrence of AA. ABA.ABBA,
ABA.AABB, and AABA.ABB.BBA.

4 Formulas Avoided by Exponentially Many Binary
Words

The other 2-avoidable formulas in Theorem 1 are avoided by exponentially many
binary words. For every such formula f, we give below a uniform morphism g that
maps every ternary square free word to a binary word avoiding f. If possible, we
simultaneously avoid the reverse formula f of f. We also avoid large squares.
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Let SQ: denote the pattern corresponding to squares of period at least ¢, that
is, SQ1 = AA, SQ2: = ABAB, SQ3 = ABCABC, and so on. The morphism g
produces words avoiding S@; with ¢ as small as possible.

— AA.ABA.BABB is avoided with its reverse by the following 22-uniform mor-
phism which also avoids SQg:

0+ 0001101101110011100011
1+~ 0001101101110001100011
2+ 0001101101100011100111

Notice that {AA.ABA.BABB,AA.ABA.BBAB,SQs} is 2-unavoidable.
However, {AA.ABA.BABB, S5Q,} is 2-avoidable:

0+ 00010010011000111001001100010011100100100111
1+~ 00010010011000100111001001100011100100100111
2+ 00010010011000100111001001001100011100100111

— AA.ABB.BBAB is avoided with its reverse, 60-uniform morphism, avoids
SQ11:

0+ 000110011100011001110011000111000110011100011100110001110011
1+~ 000110011100011001110001110011000111000110011100110001110011
2+ 000110011100011001110001100111000111001100011100110001110011

Notice that {AA.ABB.BBAB, SQ1o} is 2-unavoidable.
— AA.ABAB.BB is self-reverse, 11-uniform morphism, avoids SQy:

0+~ 00100110111
1+ 00100110001
2+ 00100011011

— AA.ABBA.BAB is self-reverse, 30-uniform morphism, avoids SQg:

0+ 000110001110011000110011100111
1+ 000110001100111001100011100111
2+ 000110001100011001110011100111

— AAB.ABB.BBAA is self-reverse, 30-uniform morphism, avoids S@s:

0+ 000100101110100010110111011101
1+ 000100101101110100010111011101
2+ 000100010001011101110111010001

— AAB.ABBA.BAA is self-reverse, 38-uniform morphism, avoids SQs:

0+ 00010001000101110111010001011100011101
1+ 00010001000101110100011100010111011101
2+ 00010001000101110001110100010111011101
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— AABB.ABBA is unavoidable with its reverse, 193-uniform morphism, avoids
SQ16:

0+ 00010001011011101100010110111000101101110111000101100010001011
011101100010110111011100010110111011000101101110001011011101110001
01100010001011011100010110111011100010110111011000101101110001011
1+ 00010001011011101100010110111000101101110111000101100010001011
011100010110111011100010110111011000101101110001011011101110001011
00010001011011101100010110111011100010110111011000101101110001011
2+ 00010001011011100010110111011100010110001000101101110110001011
011101110001011011101100010110111000101101110111000101100010001011
01110110001011011100010110111011100010110111011000101101110001011

Previous papers [7,8] have considered a 102-uniform morphism to avoid
AABB.ABBA and SQ27. No infinite binary word avoids AABB.ABBA and

SQ1s.
— ABAB.BABA is self-reverse, 50-uniform morphism, avoids SQs, see [7]:

0+ 00011001011000111001011001110001011100101100010111
1+ 00011001011000101110010110011100010110001110010111
2+ 00011001011000101110010110001110010111000101100111

Notice that a binary word avoiding ABAB.BABA and SQ3 contains only the
squares 00, 11, and 0101 (or 00, 11, and 1010).

— AABA.BABA: A case analysis of the small factors shows that a recurrent
binary word avoids AABA.BABA, ABAA.ABAB, and SQs if and only if it
contains only the squares 00, 11, and 0101 (or 00, 11, and 1010). We thus
obtain the same morphism as for ABAB.BABA.

— AAA is self-reverse, 32-uniform morphism, avoids SQy4:

0+ 00101001101101001011001001101011
1+ 00101001101100101101001001101011
2+ 00100101101001001101101001011011

— ABA.BAAB.BAB is self-reverse, 10-uniform morphism, avoids SQs:

0+~ 0001110101
1+ 0001011101
2+ 0001010111

— AABA.ABAA.BAB is self-reverse, 57-uniform morphism, avoids SQg:

0+ 000101011100010110010101100010111001011000101011100101011
1+ 000101011100010110010101100010101110010110001011100101011
2+ 000101011100010110010101100010101110010101100010111001011

— AABA.ABAA.BAAB is self-reverse, 30-uniform morphism, avoids SQs:

0+ 000101110001110101000101011101
1+ 000101110001110100010101110101
2+ 000101110001010111010100011101
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— ABAAB is avoided with its reverse, 10-uniform morphism, avoids SQs, see [7]:

0 +— 0001110101
1+ 0000111101
2 +— 0000101111

For every g-uniform morphism g above, we say that a binary word is an
sqf-g-image if it is the g-image of a ternary square free word. Let us show that
for every minimally 2-avoidable formula f and corresponding morphism g, every
sqf-g-image avoids f.

We start by checking that every morphism is synchronizing, that is, for every
letters a, b, ¢ € X3, the factor g(a) only appears as a prefix or a suffix in g(bc).

For every morphism g, the sqf-g-images are claimed to avoid SQ; with 2t < q.
Let us prove that SQ; is avoided. We first check exhaustively that the sqf-g-
images contain no square wu such that ¢t < |u] < 2¢ — 1. Now suppose for
contradiction that an sqf-g-image contains a square wu with |u| > 2¢ — 1. The
condition |u| > 2¢ — 1 implies that u contains a factor g(a) with a € X3. This
factor g(a) only appears as the g-image of the letter a because g is synchronizing.
Thus the distance between any two factors u in an sqf-g-image is a multiple
of ¢. Since uw is a factor of an sqf-g-image, we have ¢ | |u|. Also, the center
of the square wu cannot lie between the g-images of two consecutive letters,
since otherwise there would be a square in the pre-image. The only remaining
possibility is that the ternary square free word contains a factor aXbXc with
a,b,c € Y3 and X € Zgr such that g(aXbXc) = bsYpsY pe contains the square
uu = sYpsYp, where g(X) =Y, g(a) = bs, g(b) = ps, g(c) = pe. Then, we also
have a # b and b # ¢ since aXbXc is square free. Then abc is square free and
g(abc) = bspspe contains a square with period |s| 4+ |p| = |g(a)| = ¢. This is a
contradiction since the sqf-g-images contain no square with period q.

Notice that f is not square free, since the only avoidable square free binary
formula is ABA.BAB, which is not 2-avoidable. Now, we distinguish two kinds
of formula. A formula is easy if every appearing variable is contained in at least
one square. Every potential occurrence of an easy formula then satisfies |A| < ¢
and |B| < t since SQ; is avoided. The longest fragment of every easy formula
has length 4. So, to check that the sqf-g-images avoids an easy formula, it is
sufficient to consider the set of factors of the sqf-g-images with length at most
4(t - 1).

A tough formula is such that one of the variables is not contained in any
square. The tough formulas have been named so that this variable is B. The
tough formulas are ABA.BAAB.BAB, ABAAB, AABA.ABAA.BAAB, and
AABA.ABAA.BAB. As before, every potential occurrence of a tough formula
satisfies |A| < t since SQ; is avoided. Suppose for contradiction that |B| > 2¢—1.
By previous discussion, the distance between any two occurrences of B in an
sqf-g-image is a multiple of ¢q. The case of ABA.BAAB.BAB can be settled as
follows. The factor BAAB implies that ¢ | |[BAA| and the factor BAB implies
that ¢ | |[BA|. This implies that ¢ | |A|, which contradicts |A| < ¢. For the
other formulas, only one fragment contains B twice. This fragment is said to
be important. Since |A| < ¢, the important fragment is a repetition which is
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“almost” a square. The important fragment is BAB for AABA.ABAA.BAB,
BAAB for AABA.ABAA.BAAB, and ABAAB for ABAAB. Informally, this
almost square implies a factor aXbXc in the ternary pre-image, such that |a| =
lc] =1and 1 < |b] < 2. If | X| is small, then | B| is small and we check exhaustively
that there exists no small occurrence of f. If | X| is large, there would exist a
ternary square free factor aYbY ¢ with |Y| small, such that g(aYbY¢) contains
the important fragment of an occurrence of f if and only if g(aXbX¢) contains
the important fragment of a smaller occurrence of f.

5 Concluding Remarks

From our results, every minimally 2-avoidable binary formula, and thus every
2-avoidable binary formula, is avoided by some morphic image of bs.

What can we forbid so that there exists only few infinite avoiding words?
The known examples from the literature [1,2,10] are:

— one pattern and two factors:
e b3 essentially avoids AA, 010, and 212.
e A morphic image of b5 essentially avoids AA, 010, and 020.
e A morphic image of b5 essentially avoids AA, 121, and 212.
e by essentially avoids ABABA, 000, and 111.
— two patterns: by essentially avoids ABABA and AAA.
— one formula over three variables: by and two words from b4 obtained by letter
permutation essentially avoid AB.AC.BA.BC.C'A.

Now we can extend this list:

— one formula over two variables:

e g.(bs) essentially avoids AAB.BAA.BBAB.

o {g.(b3),9:(b3)} essentially avoids ABA.AABB.

o {g2(b3),9y(b3), gy(b3), 9:(b3), gz(b3)} essentially avoids AA. ABA.ABBA.
— one pattern over three variables: ABACAABB (same as ABA.AABB).
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Abstract. We show that the equivalence of linear top-down tree-to-
word transducers is decidable in polynomial time. Linear tree-to-word
transducers are non-copying but not necessarily order-preserving and can
be used to express XML and other document transformations. The result
is based on a partial normal form that provides a basic characterization
of the languages produced by linear tree-to-word transducers.

Keywords: Tree transducer - Deciding equivalence : Partial normal
form

1 Introduction

Tree transformations are widely used in functional programming and document
processing. Tree transducers are a general model for transforming structured
data like a database in a structured or even unstructured way. Consider the
following internal representation of a client database that should be transformed
to a table in HTML.

<table>
<tr> <th> name <\th>
{{ <th> surname <\th>
name: "Alexander" <th> nickname <\th>
surname: "Walker" <th> title <\th>
nickname: "Alex" <th> salutation <\th> <\tr>
title: "Prof." o <tr> <td> Alexander <\td>
salutation: "Mr." <td> Walker <\td>
} <td> Alex <\td>
. <td> Prof. <\td>
} <td> Mr. <\td> <\tr>
<\table>
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Deterministic top-down tree transducers can be seen as functional programs
that transform trees from the root to the leaves with finite memory. Transfor-
mations where the output is not produced in a structured way or where, for
example, the output is a string, can be modeled by tree-to-word transducers.

In this paper, we study deterministic linear tree-to-word transducers (LTWS),
a subset of deterministic tree-to-word transducers that are non-copying, but not
necessarily order-preserving. Processing the subtrees in an arbitrary order is
important to avoid reordering of the internal data for different use cases. In the
example of the client database the names may be needed in different formats, e.g.

<salutation > <name> <surname>
<surname >, <name>

<title > <surname>

<title > <surname>, <name>

The equivalence of unrestricted tree-to-word transducers was a long standing
open problem that was recently shown to be decidable [12]. The algorithm by [12]
provides an co-randomized polynomial algorithm for linear transducers. We show
that the equivalence of LTWs is decidable in polynomial time and provide a
partial normal form.

To decide equivalence of LTWs, we start in Sect.3 by extending the meth-
ods used for sequential (linear and order-preserving) tree-to-word transducers
(sTws), discussed in [13]. The equivalence for these transducers is decidable in
polynomial time [13]. Moreover a normal form for sequential and linear tree-to-
word transducers, computable in exponential time, is known [1,7]. Two equiva-
lent LTWs do not necessarily transform their trees in the same order. However,
the differences that can occur are quite specific and characterized in [1]. We
show how they can be identified. We use the notion of earliest states, inspired
by the existing notion of earliest sequential transducers [7]. In this earliest form,
two equivalent STWs can transform subtrees in different orders only if they fulfill
specific properties pertaining to the periodicity of the words they create. Com-
puting this normal form is exponential in complexity as the number of states may
increase exponentially. To avoid this size increase we do not compute these earli-
est transducers fully, but rather locally. This means we transform two LTWs with
different orders to a partial normal form in polynomial time (see Sect.4) where
the order of their transformation of the different subtrees are the same. LTWs
that transform the subtrees of the input in the same order can be reduced to
sequential tree-to-word transducers as the input trees can be reordered according
to the order in the transformation.

Due to space constraints some proofs are omitted. The full version of the
paper can be found at http://arxiv.org/abs/1606.03758.

Related Work. Different other classes of transducers, such as tree-to-tree
transducers [5], macro tree transducers [6] or nested-word-to-word transduc-
ers [13] have been studied. Many results for tree-to-tree transducers are known,
e.g. deciding equivalence [10], minimization algorithms [10] and Gold-style learn-
ing algorithms [8]. In contrast, transformations where the output is not gener-
ated in a structured way like a tree are not that well understood. In macro-tree
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transducers, the decidability of equivalence is a well-known and long-standing
question [2]. However, the equivalence of linear size increase macro-tree trans-
ducers that are equivalent to MSO definable transducers is decidable [3,4].

2 Preliminaries

Let X be a ranked alphabet with X(™) the symbols of rank n. Trees on ¥ (7x)
are defined inductively: if f € X and t,...,t, € Tx, then f(t1,....t,) € Ty
is a tree. Let A be an alphabet. An element w € A* is a word. For two words
u, v we denote the concatenation of these two words by wv. The length of a word
w is denoted by |w|. We call e the empty word. We denote a~! the inverse of
a symbol a where aa™! g = e. The inverse of a word w = wuy...u, is
w =t uph

A context-free grammar (CFQG) is defined as a tuple (A, N, S, P), where A is
the alphabet of G, N is a finite set of non-terminal symbols, S € N is the initial
non-terminal of G, P is a finite set of rules of form A — w, where A € N and
w € (AUN)*. A CFG is deterministic if each non-terminal has at most one rule.

We define the language Lg(A) of a non-terminal A recursively: if A —
ugAruy...Apu, is a rule of P, with uw; words of A* and A; non-terminals of
N, and w; a word of Lg(A;), then ugwiuy...wpuy, is a word of Lg(A). We define
the context-free language Lg of a context-free grammar G as Lg(.S).

A straight-line program (SLP) is a deterministic CFG that produces exactly
one word. The word produced by an SLP (A, N, S, P) is called wg.

We denote the longest common prefiz of all words of a language L by lcp(L).
Tts longest common suffiz is lcs(L).

A word wu is said to be periodic of period w if w is the smallest word such
that u € w*. A language L is said to be periodic of period w if w is the smallest
word such that L C w*.

A language L is quasi-periodic on the left (resp. on the right) of handle u
and period w if w is the smallest word such that L C ww* (resp. if L C w*u).
A language is quasi-periodic if it is quasi-periodic on the right or left. If L is a
singleton or empty, it is periodic of period . Iff L is periodic, it is quasi-periodic
on the left and the right of handle e. If L is quasi-periodic on the left (resp.
right) then lcp(L) (resp. les(L)) is the shortest word of L.

= a

3 Linear Tree-to-Word Transducers

A linear tree-to-word transducer (LTW) is a tuple M = (X, A, Q, ax, §) where

— X is a ranked alphabet,

— A is an alphabet of output symbols,

— @ is a finite set of states,

— the axiom ax is of the form woq(z)u1, where ¢ € Q and ug,u; € A*,

— § is a set of rules of the form ¢, f — wuoq1(Zy1))-- - Gn(To(n))un Where
¢ q,---qn € Q, f € X of rank n, ug,...,u, € A* and o is a permuta-
tion from {1,...,n} to {1,...,n}. There is at most one rule per pair g, f.
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The partial function [M], of a state ¢ on an input tree f(¢1,...,t,) is defined
inductively as

- UO[[MHCH (tU(l)) s [[MHQn (ta(n))unv if q, f — Upq1 (za(l)) v qn(xa(n))un €d
— undefined, if ¢, f is not defined in 0.

The partial function [M] of an LTw M with axiom wgg(x)u; on an input tree ¢
is defined as [M](t) = uo[M]q(t)us.

Two LTws M and M’ are equivalent if [M] = [M'].

A sequential tree-to-word transducer (STW) is an LTW where for each rule of
the form ¢, f — 10q1 (1)1 - - - @n(To(n))tn, o is the identity on 1...n.

We define accessibility of states as the transitive and reflexive closure of
appearance in a rule. This means state ¢ is accessible from itself, and if ¢, f —
10q1(Z5(1)) - - - Gn(To(n))Un, and q is accessible from ¢, then all states ¢;, 1 <i <
n, are accessible from ¢’.

We denote by dom(M) (resp. dom(g)) the domain of an LTW M (resp. a
state ¢), i.e. all trees t € Ty such that [M](¢) is defined (resp. [M],(t)). We
only consider LTWs with non-empty domains and assume w.l.o.g. that no state
q in an LTW has an empty domain by eliminating transitions using states with
empty domain.

We denote by Las (resp. L,) the range of [M] (resp. [M],), i.e. the set of all
images [M](t) (resp. [M]4(¢)). The languages Lys and L, for each ¢ € Q are all
context-free languages. We call a state ¢ (quasi- )periodic if L, is (quasi-)periodic.

Note that a word u in a rule of an LTW can be represented by an SLP
without changing the semantics of the LTW. Therefore a set of SLPs is added
to the transducer and a word on the right-hand side of a rule is represented by
an SLPs. The decidability of equivalence of STWs in polynomial time still holds
true with the use of SLPs.

The results of this paper require SLP compression to avoid exponential blow-
up. SLPs are used to prevent exponential blow-up in [11], where morphism equiv-
alence on context-free languages is decided in polynomial time.

The equivalence problem for sequential tree-to-word transducer can be
reduced to the morphism equivalence problem for context-free languages [13].
This reduction relies on the fact that STWs transform their subtrees in the
same order. As LTWs do not necessarily transform their subtrees in the same
order the result cannot be applied on LTWs in general. However, if two LTWs
transform their subtrees in the same order, then the same reduction can be
applied. To formalize that two LTWs transform their subtrees in the same order
we introduce the notion of state co-reachability. Two states ¢q; and go of LTWs
M, M, respectively, are co-reachable if there is an input tree such that the two
states are assigned to the same node of the input tree in the translations of My,
M, respectively.

Two LTWs are same-ordered if for each pair of co-reachable states qi, g2
and for each symbol f € X, neither ¢; nor ¢o have a rule for f, or if ¢1, f —
UGy (Toy (1)) - - G (Toy (n))n a0d G2, [ — v0q) (T55(1)) - - - G (Toy(n))Un are rules
of g1 and g3, then o7 = 0s.
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If two LTWs are same-ordered the input trees can be reordered according to
the order in the transformations. Therefore for each LTW a tree-to-tree transducer
is constructed that transforms the input tree according to the transformation in
the LTW. Then all permutations ¢ in the LTWs are replaced by the identity. Thus
the LTWs can be handled as sSTWs and therefore the equivalence is decidable in
polynomial time [13].

Theorem 1. The equivalence of same-ordered LTWS is decidable in polynomial
time.

3.1 Linear Earliest Normal Form

In this section we introduce the two key properties that are used to build a
normal form for linear tree-to-word transducers, namely the earliest and erase-
ordered properties. The earliest property means that the output is produced as
early as possible, i.e. the longest common prefix (resp. suffix) of L, is produced
in the rule in which ¢ occurs, and as left as possible. The erase-ordered property
means that all states that produce no output are ordered according to the input
tree and pushed to the right in the rules.
An LTW is in earliest form if

— each state ¢ is earliest, i.e. lcp(Ly) = les(Ly) = ¢,
— and for each rule ¢, f — w0q1(To(1)) - - Gn(Zo(n))tn, for each i,1 < i < n,
lep(Lg,ui) = €.

In [1, Lemma9] it is shown that for each LTW M an equivalent earliest LTW
M’ can be constructed in exponential time. Intuitively, if lcp(L,) = v # € (resp.
les(Ly) = v # €) then ¢ is constructed with L, = v™'L, (resp. Ly = Lyv™1)
and ¢(z) is replaced by vq'(x) (resp. ¢'(x)v). If lcp(Lqu) = v # € and v is a prefix
of w = vv’ then we push v through L, by constructing ¢’ with Ly = v~!L,v and
replace q(z)u by vq'(z)v'.

Note that the construction to build the earliest form M’ of an LTW M creates
a same-ordered M’. Furthermore, if a state ¢ of M and a state ¢’ of M’ are co-
reachable, then ¢’ is an “earliest” version of g, where some word u was pushed
out of the production of ¢ to make it earliest, and some word v was pushed
through the production of ¢ to ensure that the rules have the right property:
there exists u, v € A* such that for all t € dom(q), [M'],(t) = v u" [M],(t)v.

Theorem 2. For each LTW an equivalent same-ordered and earliest LTW can
be constructed in exponential time.

The exponential time complexity is caused by a potential exponential size
increase in the number of states as it is shown in [7, Example 5].

We call a state ¢ that produces only the empty word, i.e. L, = {e}, an erasing
state. As erasing states do not change the transformation and can occur at any
position in a rule we need to fix their position for a normal form.

An LTW M is erase-ordered if for each rule ¢, f — u0q1(T5(1)) - - - @n(Tom))tn
in M, if ¢; is erasing then for all j > i, g; is erasing, o(i) < o(j) and u; = e.
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We test whether L, = {¢} in polynomial time and then reorder a rule accord-
ing to the erase-ordered property. If an LTW is earliest it is still earliest after the
reordering.

Lemma 3 (extended from [1, Lemma18]). For each (earliest) LTW an
equivalent (earliest) erase-ordered LTW can be constructed in polynomial time.

Ezample 4. Consider the rule qo, f — q1(24)q2(23)q1(22)qs(x1) where gy trans-
lates trees of the form f"(g),n > 0 to (abc)™, g4 translates trees of the form
f™(g9),n > 0 to (abc)®™, q; translates trees of the form f"(g),n > 0 to e. Thus
the rule is not erase-ordered. We reorder the rule to the equivalent and erase-

ordered rule qo, f — 112(%)!]4(551)(11 (»’52)(]1(394)'

If two equivalent LTWs are earliest and erase-ordered, then they are not nec-
essarily same-ordered. For example, the rule q, f — q4(21)g2(23)q1(22)q1(24) is
equivalent to the rule in the above example but the two rules are not same-
ordered. However, in earliest and erase-ordered LTWs, we can characterize the
differences in the orders of equivalent rules: Just as two words u, v satisfy the
equation uv = vu if and only if there is a word w such that v € w* and v € w*,
the only way for equivalent earliest and erase-ordered LTWs to not be same-
ordered is to switch periodic states.

Theorem 5 [1]. Let M and M’ be two equivalent erase-ordered and earli-

est LTWs and q, q' be two co-reachable states in M, M', respectively. Let

¢ f = w1 (T 1)) - @n(Toy (n))un and ¢, f — V041 (Toy(1)) - - - @ (Toy(n))vn be

two rules for q, ¢'. Then

— for k <l such that o1(k) = 02(l), all ¢;, k < i <, are periodic of the same
period and all u; =€, k < 5 <,

= for k,l such that o1(k) = o2(l), [M]q, = [M']y-

As the subtrees that are not same-ordered in two equivalent earliest and
erase-ordered states are periodic of the same period the order of these can be
changed without changing the semantics. Therefore the order of these subtrees
can be fixed such that equivalent earliest and erase-ordered LTWs are same-
ordered. Then the equivalence is decidable in polynomial time, see Theorem 1.
However, building the earliest form of an LTW is in exponential time.

To circumvent this difficulty, we will show that the first part of Theorem 5
still holds even on a partial normal form, where only quasi-periodic states are
earliest and the longest common prefix of parts of rules ¢(x)u with L,u being
quasi-periodic is the empty word.

Theorem 6. Let M and M’ be two equivalent erase-ordered LTWs such that
— all quasi-periodic states q are earliest, i.e. lcp(q) = les(q) = ¢
— for each part q(z)u of a rule where Lyu is quasi-periodic, lcp(Lqu) = €

Let q, ¢’ be two co-reachable states in M, M’, respectively and

q, f — Uoq1 (mal(l)) s Qn(xal (n))un and q/v f - voqll(xoz(l)) s q;(mag(n))vn
be two rules for q, ¢'. Then for k <1 such that o1(k) = o2(1), all ¢;, k <i <1,
are periodic of the same period and all u; =€, k < j <.
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4 Partial Normal Form

In this section we introduce a partial normal form for LTWs that does not suffer
from the exponential blow-up of the earliest form. Inspired by Theorem 6, we
wish to solve order differences by switching adjacent periodic states of the same
period. Remember that the earliest form of a state ¢ is constructed by removing
the longest common prefix (suffix) of L, to produce this prefix (suffix) earlier.
It follows that all non-earliest states from which ¢ can be constructed following
the earliest form are quasi-periodic.

We show that building the earliest form of a quasi-periodic state or a part
of a rule ¢(z)u with L,u being quasi-periodic is in polynomial time. Therefore
building the following partial normal form is in polynomial time.

Definition 7. A linear tree-to-word transducer is in partial normal form if

1. all quasi-periodic states are earliest,

2. it is erase-ordered and

3. for each rule q, f — u0q1(To(1)) - - - Gn(To(n))Un if Lg,uily,., is quasi-periodic
then qi(2q(i))uiGit1(To(iv1)) s earliest and o (i) < o(i+1).

4.1 Eliminating Non-Earliest Quasi-Periodic States

In this part, we show a polynomial time algorithm to build an earliest form
of a quasi-periodic state. From which an equivalent LTW can be constructed in
polynomial time such that any quasi-periodic state is earliest, i.e. lcp(L,) =
les(Ly) = €. Additionally, we show that the presented algorithm can be adjusted
to test if a state is quasi-periodic in polynomial time.

As quasi-periodicity on the left and on the right are symmetric properties we
only consider quasi-periodic states of the form uw* (quasi-periodic on the left).
The proofs in the case w*u are symmetric and therefore omitted here. In the end
of this section we shortly discuss the introduced algorithms for the symmetric
case w*u.

To build the earliest form of a quasi-periodic state we use the property that
each state accessible from a quasi-periodic state is as well quasi-periodic. How-
ever, the periods can be shifted as the following example shows.

Ezample 8. Consider states ¢, ¢1 and g2 with rules ¢, f — agi(x1)e, 1, f —
aaqa(x1)adb, go, f — qo(x1)abe, qa,9 — abe. State ¢ accepts trees of the form
f™(g), n > 2, and produces the language aaa(abc)™, i.e. g is quasi-periodic of
period abc. State ¢ accepts trees of the form f™(g), n > 1, and produces the
language aa(abe)™ab, i.e. g1 is quasi-periodic of period cab. State go accepts
trees of the form f"(g), n > 0 and produces the language (abc)"1, ie. qo is
(quasi-)periodic of period abe.

We introduce two definitions to measure the shift of periods. We denote by
pn [u] the from right-to-left shifted word of w of shift n, n < |u|, i.e. py[u] =
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o' ~luu’ where u’ is the prefix of u of size n. If n > |u| then p,[u] = py,[u] with
m=n mod |ul.

For two quasi-periodic states ¢1, g2 of period u = ujus and v’ = wusuq,
respectively, we denote the shift in their period by s(q1,q2) = |ui|.

The size of the periods of a quasi-periodic state and the states accessible from
this state can be computed from the size of the shortest words of the languages
produced by these states.

Lemma 9. If q is quasi-periodic on the left with period w, and q' accessible
from q, then ¢’ is quasi-periodic with period € or a shift of w. Moreover we can
calculate the shift s(q,q’) in polynomial time.

We now use these shifts to build, for a state g in M that is quasi-periodic on
the left, a transducer M? equivalent to M where each occurrence of g is replaced
by its equivalent earliest form, i.e. a periodic state and the corresponding prefix.

Algorithm 1. Let q be a state in M that is quasi-periodic on the left. M9 starts
with the same states, axiom, and rules as M.

— For each state p accessible from q, we add a copy p© to MY.

— For each rule p,f — u0q1(Zs(1)) - @n(To(n))un in M with p accessible
from q, we add a rule p°, f — upq{(2s(1))05(Ta(2)) - - - @5 (To(n)) with u, =
Ps(q.p) [Icp(p)_luolcp(ql) . Icp(qn)un] in M4Y.

— We delete state q in M? and replace any occurrence of q(x) in a rule or the
aziom of M9 by lcp(q)q®(x).

Note that lcp(p) ~tuglep(qi) - - - lep(gn )uy, is equivalent to deleting the prefix of
size |lcp(p)| from the word uglep(q1) - . - lep(gn ) un.-

Intuitively, to build the earliest form of a state ¢ that is quasi-periodic on
the left we need to push all words and all longest common prefixes of states
on the right-hand side of a rule of ¢ to the left. Pushing a word to the left
through a state needs to shift the language produced by this state. We explain
the algorithm in detail on state g from Example 8.

Ezample 10. Remember that ¢ produces the language aaa(abc)™,n > 2 and ¢y,
q2 accessible from ¢ produce languages aa(abc)"ab,n > 1 and (abc)" 1, n > 0,
respectively. Therefore lcp(q) = aaaabcabe, lcp(q1) = aaabcab and lcp(ga) = abe.
We start with state ¢. As there is only one rule for ¢ the longest common prefix
of ¢ and the longest common prefix of this rule are the same and therefore
eliminated.

0, f = Psa.qllep(q) alep(qr)clqf (1)
— ps(q. [(aaaabeabe) ™' aaaabeabe]q (1)
— q¢i(21)
As there is only one rule for ¢; the argumentation is the same and we get

qf, f — ¢5. For the rule ¢q, f we calculate the longest common prefix of the
right-hand side lcp(g2)abe = abeabe that is larger than the longest common prefix
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of g2. Therefore we need to calculate the shift s(q,q2) = s(¢,q1) + s(q1,q2) =
lc| + |ab] = 3 as ¢ is accessible from ¢ in rule ¢, f and g» is accessible from ¢; in
rule ¢, f. This leads to the following rule.

@5, f = Ps(aan)llcp(q2) ' lep(g2)abe]gs (21)
— p3[(abc) " tabeabe]qs(x1)
— abeqs (1)

As the longest common prefix of g9 is the same as the longest common pre-
fix of the right-hand side of rule ¢2,9 we get ¢5,9 — €. The axiom of MY is
lep(q)q©(x1) = aaaabeabeq®(xq).

Lemma 11. Let M be an LTW and q be a state in M that is quasi-periodic on
the left. Let M7 be constructed by Algorithm 1 and p¢ be a state in MY accessible
from q¢. Then M and M? are equivalent and p© is earliest.

To replace all quasi-periodic states by their equivalent earliest form we need
to know which states are quasi-periodic. Algorithm 1 can be modified to test
an arbitrary state for quasi-periodicity on the left in polynomial time. The only
difference to Algorithm1 is that we do not know how to compute lcp(p) in
polynomial time and s(g,p) does not exist. We therefore substitute lcp(p) by
some smallest word of L, and we define a mock-shift s’'(g, p) as follows

- 8'(q,q) = 0 for all g,

—ifq, f — uOQl(xa(l)) . ~~qn(xa(n))una we say S/(Q»Qi) = |uiwqi+1 -+ Wq,, Un |,
where w,, is a shortest word of L,

— if s'(q1,¢2) = n and (g2, q3) = m then s'(q1,q3) =n +m.

If several definitions of s'(q, p) exist, we use the smallest. If p is accessible from
a quasi-periodic g, then s'(q, p) = s(q,p).

Algorithm 2. Let M = (X, A, Q, ax, §) be an LTW and q be a state in M. We
build an LTW T as follows.

— For each state p accessible from q, we add a copy p© to T1.

— The aziom is wqq®(z) where wy is a shortest word of L.

— For each rule p, f — uoq1(To1)) - - @n(Ton))Un in M with p accessible from
q, we add a rule

P, f = upqi (25(1))5(To2)) - - - @5 (To(n))

in TY9, where uy, is constructed as follows.
o We define u = upwi ... wpuy,, where w; is a shortest word of L, .
e Then we remove from u its prefiz of size |w'|, where w' is a shortest word
of L,. We obtain a word u’.
o Finally, we set up, = py(qp[u'].

As the construction of Algorithms 1 and 2 are the same if the state ¢ is quasi-
periodic, [M], and [T9] are equivalent if ¢ is quasi-periodic. Moreover, ¢ is
quasi-periodic if [M], and [T'7] are equivalent.
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Lemma 12. Let q be a state of an LTW M and T be constructed by Algorithm 2.

Then M and TY are same-ordered and q is quasi-periodic on the left if and only
if [M]q = [T and ¢° is periodic.

As M and TY? are same-ordered we can test the equivalence in polynomial
time, cf. Theorem 1. Moreover testing a CFG for periodicity is in polynomial
time and therefore testing a state for quasi-periodicity is in polynomial time.

Algorithm 2 can be applied to a part g(x)u of a rule to test L,u for quasi-
periodicity on the left. In this case for each rule ¢, f — uoq1(T5(1)) - - - @n(Ton))tn
arule ¢, f — w1 (To1)) - - @n(Ton))unu is added to M and each occurrence
of the part ¢(z)u in a rule of M is replaced by §(z). We then apply the above
algorithm to ¢ and test [M]4 and [T9] for equivalence and ¢° for periodicity.

We introduced algorithms to test states for quasi-periodicity on the left and
to build the earliest form for such states. These two algorithms can be adapted
for states that are quasi-periodic on the right. There are two main differences.
First, as the handle is on the right the shortest word of a language L that is
quasi-periodic on the right is lcs(L). Second, instead of pushing words through a
periodic language to the left we need to push words through a periodic language
to the right.

Hence, we can test each state ¢ of an LTW M for quasi-periodicity on the
left and right. If the state is quasi-periodic we replace ¢ by its earliest form.
Algorithms 1 and 2 run in polynomial time if SLPs are used. This is crucial as
the shortest word of a CFG can be of exponential size. However, the operations
that are needed in the algorithms, namely constructing the shortest word of a
CFG and removing the prefix or suffix of a word, are in polynomial time using
SLPs, cf. [9].

Theorem 13. Let M be an LTW. Then an equivalent LTW M’ where all quasi-
periodic states are earliest can be constructed in polynomial time.

4.2 Switching Periodic States

In this part we obtain the partial normal form by ordering periodic states of an
erase-ordered transducer where all quasi-periodic states are earliest. Ordering
means that if the order of the subtrees in the translation can differ, we choose
the one similar to the input, i.e. if g(z3)q'(x1) and ¢'(x1)q(x3) are equivalent,
we choose the second order. We already showed how we can build a transducer
where each quasi-periodic state is earliest and therefore periodic. However, we
need to make parts of rules earliest such that periodic states can be switched as
the following example shows.

Ezample 1. Consider the rule ¢, h — q1(x2)bga(x1) where ¢1, g2 have the rules
q1, [ — beabeagi(x), q1,9 — €, q2, f — cabgz(x), q2,9 — €. States q; and g2
are earliest and periodic but not of the same period as a subword is produced
in between. We replace the non-earliest and quasi-periodic part g1 (x2)b by their
earliest form. This leads to g,h — bg§(x2)ga(z1) with ¢f, f — cabcabgs(z),
qf,9 — €. Hence, ¢f and ¢o are earliest and periodic of the same period and can
be switched in the rule.
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To build the earliest form of a quasi-periodic part of a rule ¢(z)u each
occurrence of this part is replaced by a state §(z) and for each rule ¢, f —
Uoq1 (xa(l)) s qn(xa(n))un a rule ¢, f — uoq (xa(l)) s qn(xa(n))unu is added.
Then we apply Algorithm 1 on § to replace ¢ and therefore g(x)u by their earli-
est form. Iteratively this leads to the following theorem.

Theorem 15. For each LTW M where all quasi-periodic states are earliest we
can build in polynomial time an equivalent LTW M’ such that each part q(x)u of
a rule in M where Lgu is quasi-periodic is earliest.

In Theorem 6 we showed that order differences in equivalent erase-ordered
LTws where all quasi-periodic states are earliest and all parts of rules g(z)u are
earliest are caused by adjacent periodic states. As these states are periodic of the
same period and no words are produced in between these states can be reordered
without changing the semantics of the LTWs.

Lemma 16. Let M be an LTW such that

— M 1is erase-ordered,
— all quasi-periodic states in M are earliest and
— each qi(x,(;))u; in a rule of M that is quasi-periodic is earliest.

Then we can reorder adjacent periodic states qi(2q(;))qi+1(To(it1)) of the same
period in the rules of M such that o (i) < o(j) in polynomial time. The reordering
does not change the transformation of M.

We showed before how to construct a transducer with the preconditions
needed in Lemma 16 in polynomial time. Note that replacing a quasi-periodic
state by its earliest form can break the erase-ordered property. Thus we need
to replace all quasi-periodic states by its earliest form before building the erase-
ordered form of a transducer. Then Lemma 16 is the last step to obtain the
partial normal form for an LTW.

Theorem 17. For each LTW we can construct an equivalent LTW that is in
partial normal form in polynomial time.

4.3 Testing Equivalence in Polynomial Time

It remains to show that the equivalence problem of LTWs in partial normal form
is decidable in polynomial time. The key idea is that two equivalent LTWs in
partial normal form are same-ordered.

Consider two equivalent LTws M7, M, where all quasi-periodic states and
all parts of rules ¢(z)u with Lyu is quasi-periodic are earliest. In Theorem 6 we
showed if the orders o1, o9 of two co-reachable states g1, go of My, My, respec-
tively, for the same input differ then the states causing this order differences
are periodic with the same period. The partial normal form solves this order
differences such that the transducers are same-ordered.
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Lemma 18. If M and M’ are equivalent and in partial normal form then they
are same-ordered.

As the equivalence of same-ordered LTWs is decidable in polynomial time (cf.
Theorem 1) we conclude the following.

Corollary 19. The equivalence problem for LTWs in partial normal form is
decidable in polynomial time.

To summarize, the following steps run in polynomial time and transform a
LTW M into its partial normal form.

1. Test each state for quasi-periodicity. If it is quasi-periodic replace the state
by its earliest form.

2. Build the equivalent erase-ordered transducer.

3. Test each part g(z)u in each rule from right to left for quasi-periodicity on
the left. If it is quasi-periodic replace the part by its earliest form.

4. Order adjacent periodic states of the same period according to the input
order.

This leads to our main theorem.

Theorem 20. The equivalence of LTWs is decidable in polynomial time.

Acknowledgement. We would like to thank the reviewers for their very helpful
comments.
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Abstract. We consider finite and polynomial ambiguity of weighted tree
automata. Concerning finite ambiguity, we show that a finitely ambigu-
ous weighted tree automaton can be decomposed into a sum of unam-
biguous automata. For polynomial ambiguity, we show how to decompose
a polynomially ambiguous weighted tree automaton into simpler poly-
nomially ambiguous automata and then analyze the structure of these
simpler automata. We also outline how these results can be used to cap-
ture the ambiguity of weighted tree automata with weighted logics.

Keywords: Weighted tree automata - Quantitative tree automata -
Finite ambiguity - Polynomial ambiguity - Weighted logics

1 Introduction

Weighted automata, a generalization of non-deterministic finite automata
(NFA), have first been investigated by Schiitzenberger [22]. Since then, a large
amount of further research has been conducted on them, cf. [3,9,18,21]. When
considering complexity and decidability problems for these automata, the con-
cept of ambiguity plays a large role. For instance, in [13] the equivalence problem
for finitely ambiguous automata over the max-plus semiring is shown to be decid-
able, whereas for general non-deterministic automata over the max-plus semiring
this problem is undecidable [17]. The ambiguity of an automaton is a measure
for the maximum number of accepting runs on a given input. For example, if
the number of accepting paths is bounded by a global constant for every word,
we say that the automaton is finitely ambiguous. In the case that the number
of accepting paths is bounded polynomially in the word length, we speak of
polynomial ambiguity.

In this paper, we investigate these two types of ambiguity for weighted tree
automata (WTA), a weighted automata model with trees as input. Our main
results are the following:

e A finitely ambiguous WTA can be decomposed into a sum of several unam-
biguous WTA.
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e A polynomially ambiguous WTA can be decomposed into a sum of “simpler”
polynomially ambiguous WTA. Here, for each of these simpler automata we
can identify a set of transitions such that, intuitively speaking, in every run
on any tree each of these transitions occurs at exactly one position of the tree.
Furthermore, the possible number of runs on any tree is bounded if we specify
the position of each of these transitions. The bound does not depend on the
given tree.

e To each of the classes of unambiguous, finitely ambiguous and polynomially
ambiguous WTA, we relate a class of sentences from a weighted MSO logic
expressively equivalent to it.

Weighted tree automata have been considered by a number of researchers
[2,4,19], see [12] for a survey. Likewise, the ambiguity of finite automata has been
studied numerous times. For example, [1,23,24] present criteria for ambiguity
and algorithms to determine the ambiguity of automata. For weighted automata
on words (WA), it has also been shown that expressive power increases with
growing degree of ambiguity. It is shown in [15] that the inclusions deterministic
WA C unambiguous WA C finitely ambiguous WA are strict and in [14] it is
shown that the inclusion finitely ambiguous WA C polynomially ambiguous WA
is strict.

Our first two results give a deeper insight into the structure of WTA and
generalize results by Seidl and Weber [24] and Klimann et al. [15] from words
to trees. As trees do not have the linear structure of words, however, the cor-
responding proofs from the word case can not be adapted to the tree case in a
trivial way. Both results are new even for WTA over the boolean semiring, i.e.
for tree automata without weights.

The initial motivation for our investigations lies with logics and the third
result. Weighted logics can be used to describe weighted automata over words
and trees, as was shown by Droste, Gastin and Vogler [8,10]. Kreutzer and
Riveros [16] later showed that weighted logics can even be used to characterize
different degrees of ambiguity of weighted automata over words. With the help of
the first two results, we can generalize Kreutzer’s and Riveros’s result to WTA.
For polynomial ambiguity, we even obtain a stronger result, as we are able to
capture the polynomial degree of a WTA not only in the boolean semiring, but
in any commutative semiring.

2 Weighted Tree Automata

Let N = {0,1,2,...}. A ranked alphabet is a pair (I',rkr), often abbreviated
by I', where I' is a finite set and rkp:I" — N. For every m > 0 we define
'™ = rk;'(m) as the set of all symbols of rank m. The rank rk(I") of I'
is defined as max{rkr(a)|a € I'}. The set of (finite, labeled and ordered) I'-
trees, denoted by T, is the smallest subset T of (I"U {(,)} U {, })* such that
if a € I with m > 0 and s1,...,s, € T, then a(sy,...,s,) € T. In case
m = 0, we identify a() with a.
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We define the set of positions in a tree by means of the mapping pos: T —
P(N*) inductively as follows: (i) if t € I'®) then pos(t) = {e}, and (i) if
t = a(s1,...,5y,) where a € '™, m > 1 and sy,...,s, € Tr, then pos(t) =
{e} U{iv]|1 <i<m, v € pos(s;)}. Note that pos(t) is partially ordered by the
prefix relation <, and totally ordered with respect to the lexicographic ordering
<;. We also refer to the elements of pos(t) as nodes, to € as the root of t and to
prefix-maximal nodes as leaves.

Now let t,s € T, w € pos(t) and t = a(sy,...,S,,) for some a € I'™) with
m > 0and s1,...,8y, € Tr. The label of t at w and the subtree of t at w, denoted
by t(w) and t|,, respectively, are defined inductively as follows: t(¢) = a and
tle =t, and if w =iv and 1 <7 < m, then t(w) = 5;(v) and t|, = S;lv.

A commutative semiring is a tuple (K,®,®,0,1), abbreviated by K, with
operations sum @ and product ® and constants 0 and 1 such that (K, ®,0) and
(K, ®, 1) are commutative monoids, multiplication distributes over addition, and
k®0 =00k =0 for every k € K. In this paper, we only consider commutative
semirings. Important examples of semirings are

— the boolean semiring B = ({0,1},V,A,0,1) with disjunction V and
conjunction A

— the semiring of natural numbers (N,+,-,0,1), abbreviated by N, with the
usual addition and multiplication

— the tropical semiring Trop = (N U {oc}, min, +, 00,0) where the sum and the
product operations are min and +, respectively, extended to NU {oo} in the
usual way.

A (formal) tree series is a mapping S: Tr — K. The set of all tree series
(over I and K) is denoted by K{Tr)). For two tree series S,T € K(Tr)) and
k € K, the sum S® T, the Hadamard product S ® T, and the product £k ® S are
each defined pointwise.

Let (K,®,®,0,1) be a commutative semiring. A weighted bottom-up finite
state tree automaton (short: WTA) over K and I' is a tuple A = (Q, I 11,7)
where @) is a finite set (of states), I" is a ranked alphabet (of input symbols),

e U;’:il(;) Q™ x I'™ x Q@ — K (the weight function) and v: Q — K (the
function of final weights). We set A4 = U;fg(;) QM xI'™ xQ. A tuple (7, a,q) €
Ay is called a transition and (P, a, q) is called wvalid if u(p,a,q) # 0. The state
q is referred to as the parent state of the transition and the states from p are
referred to as the child states of the transition. A state q € @Q is called final if
v(q) # 0.

A mapping 7: pos(t) — @Q is called a quasi-run of A on t. For t € Tr, a
quasi-run 7 and w € pos(t) with t(w) = a € '™ the tuple

t(r,w) = (r(wl),...,r(wm),a,r(w))

is called the transition with base point w or transition at w. The quasi-run 7 is
called a (valid) run if for every w € pos(t) the transition t(r,w) is valid with
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respect to A. We call a run r accepting if r(¢) is final. If r(¢) = ¢ then a run r
is also called a g-run. By Run4(t), Run4 ¢(t), Run4 r(t) we denote the sets of
all runs, all ¢g-runs and all accepting runs of A on t, respectively.

For r € Run4(t) the weight of r is defined by

wia(t,r)= (O ple(r,w)).

wepos(t)

The tree series accepted by A, denoted by [A] € K{Tr)), is the tree series
defined for every ¢ € T by [AJ(t) = D, crun, +(r) Wta(t; 1) © ¥(r(e)) where the
sum over the empty set is 0 by convention.

An automaton A is called trim if (i) for every ¢ € Q there exist t € Tr,
r € Run 4 r(t) and w € pos(t) such that ¢ = r(w) and (ii) for every valid d € Ay
there exist t € T, r € Rungr(t) and w € pos(t) such that d = t(r, w). The
trim part of A is the automaton obtained by removing all states ¢ € () which
do not satisfy (i) and setting u(d) = 0 for all valid d € A 4 which do not satisfy
(ii). This process obviously has no influence on [.A].

An automaton A is called deterministic if for every m >0, a € '™ and j €
Q™ there exists at most one ¢ € Q with (g, a, q) # 0. We call A (k-)polynomially
ambiguous if |Run 4 r(t)| < P(|pos(t)|) for some polynomial P (of degree k) and
every t € Tpr. If P can be chosen constant, i.e. P = m, we call A finitely
ambiguous or m-ambiguous. If we can put P = 1, we call A unambiguous.

Ezample 1. We consider the alphabet I = {a, b} where rkr(a) = 2 and rkp(b) =

0. Over the tropical semiring (N U {oo}, min, +, 00, 0) we construct a WTA A =

(Q, I, p1,y) with the following idea in mind. Given a tree ¢ € T, there should

be exactly one run of A on t for every leaf b in ¢, given by mapping all nodes

between this leaf and the root to a state ¢ and all other nodes to a filler state p.
We let @ = {p,q} and set v(¢) =0, v(p) = oo,

1= u(p,q,a,q) = plg,p, a,q)
0 = u(p,p,a,p) = p(b,p) = u(b, q)

and all other weights to co. It is easy to see that this automaton assigns to every
tree the minimum amount of a’s we have to visit to reach any leaf b starting
from the root. As there is a bijection between the runs of A on a tree ¢ and the
leaves of t, A is polynomially ambiguous, but not finitely ambiguous.

3 Finite Ambiguity
We come to our first main result, namely that a finitely ambiguous WTA can
be written as a sum of unambiguous WTA.

Theorem 2. Let A = (Q, I, u1,7) be a finitely ambiguous weighted bottom-up
finite state tree automaton. Then there exist finitely many unambiguous weighted
bottom-up finite state tree automata Ay, ..., A, satisfying

[Al =[Ai] @ ... & [A.]
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While the basic idea for the proof is taken from [15, Sect.4], we have to
follow a different line of argumentation due to the non-linear structure of trees.
In the first step, we add a deterministic coordinate to our automaton. On the
transitions of this new automaton we then define an equivalence relation. Here,
two transitions will be equivalent in the following sense. If a run r on a tree ¢
has transition d at some position w, then for every transition d’ equivalent to
d we can modify r on the subtree at w such that we obtain a new run with
transition d’ at w. It follows from this that every transition whose equivalence
class contains at least two transitions can not occur more than m times in any
single run, if A is m-ambiguous. This contrasts to the word case, where such
transitions could occur at most once per run instead of at most m times. For
two different runs on the same tree, sorting all transitions occurring in each run
first by equivalence class and then lexicographically, shows a difference for at
least one equivalence class. This property is the key to the decomposition.

For I" and m fixed, the number n is exponential in the number of states.

4 Polynomial Ambiguity

We now come to the tree series definable by polynomially ambiguous WTA.
Given a polynomially ambiguous WTA A we define the function r4 : N — N
that counts the maximum number of possible runs for all trees with a limited
number of nodes, i.e. r4(n) = max{|Runs r(¢)| |t € Tr, |pos(t)| < n}. We then
define the degree of polynomial ambiguity of A by

degree(A) = min{k € N| A is k-polynomially ambiguous}
=min{k € N|rq € O(n*)}.

This is well defined if A is polynomially ambiguous.

We will show that the runs of a polynomially ambiguous WTA have a very
characteristic structure. Consequently, this structure naturally induces a sort of
standard form for polynomially ambiguous WTA. For automata in this standard
form it is then much easier to grasp the fundamental principle of polynomial
ambiguity for tree automata. A first basic tool we will need for all of this is
a form of reachability between states. The second is the degree of a state. For
notational purposes we also need a more elaborate concept for runs.

4.1 General Definitions and Observations

For now let A = (Q,I,pu,v) be a polynomially ambiguous WTA. The sets
Run 4 (¢; W, ¢) and Run4(t; &, d) shall denote the sets of all runs of A on a tree ¢
such that at the positions wy, ..., w, we have the states q1,...,q, or transitions

di,...,dy, respectively.

Definition 3. Let t € Tr, W = (w1,...,wy,) € pos()”, §= (q1,.-.,qn) € Q™
and d = (dy,...,d,) € A%. Then we let

Run(t; 0, q) = {r € Runq(t) |r(w;) = q; foralli=1,...,n}
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=

Run(t; o, d) = {r € Runs(¢t) | t(r,w;) =d; forall i=1,...,n}.
The sets Run 4 g (¢; W, 7), Runa (¢; @, §), Run 4 p(¢; 0, cf) and Run 4 4(t; u'f,a?) for
q € @ are defined in a similar manner to these and Run (¢) and Run4 4(¢).
We define the concept of reachability through a relation <. Intuitively, ¢1 < g2
means that there is a “path” from ¢; down to ¢o.

Definition 4. We define two relations < and =~ on Q by letting

1 < ge< It eTr Jwepos(t): Runa,q (bw,q2) # 0
NG <IPeNGE .

The relation < is reflexive and transitive. Hence, the relation ~ is an equivalence
relation inducing equivalence classes [q]~ € @Q/~. One may think of the classes
as strongly connected components of states. We set €(¢) = [¢]~ and Q = Q/~
and refer to €(q) as the component of ¢ and to  as the components of Q). Then
again, = induces a partial order < on £, defined by €(¢1) < €(¢2) © @1 < ¢o.
We also need the notion of a bridge, similar to the one used in [24]. A bridge
is basically a transition which, from a top-down perspective, leaves a component

of Q.

Definition 5. A wvalid transition b = (p1,...,Pm,a,q) € A4 is called a bridge
out of €(q) if €(p;) # €(q) for alli € {1,...,m}. Notice that all valid transitions
of the form (a,q) with a € I'®) and q € Q are bridges.

We now define the degree of a state as the degree of the automaton resulting,
intuitively, from making this state the only new final state of A = (Q, I, i, ).

Definition 6. For every p € Q we define the WTA F, = (Q, I, p,p) with
Y(p) =1 and p(q) = 0 for g € Q, q # p.

The intuition is that for ¢t € T the accepting runs of the automaton F, on t are
exactly the p-runs of A on ¢, i.e. the ones that “begin” with p at the root.

Definition 7. For a state p € Q we define degree 4(p) = degree(F,) and
we define degree 4(€(p)) = degree4(p). We will simply write degree(p) and
degree(€(p)) if the automaton A considered is clear from the context.

This is well defined, as for p ~ ¢ one can show that degree 4(p) = degree 4(q).

It is now easy to show that every valid transition with a parent state ¢ of
degree greater than 0 is either (i) a bridge or (ii) exactly one child state belongs
to the component of ¢ and all other child states have degree 0. Applying this to
a given run r on a tree t € T, we see that states of degree greater than 0 follow
branches in the tree. More formally, for w € pos(t) with degree(t(w)) > 0 we
have {v € pos(t) |w <, v Ar(v) = r(w)} = {v € pos(t) |w <, v <, w'} for some
w’ € pos(t).
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However, for a given component ¢ € £ it may still be possible to find a tree
t and a run r on t where for two prefix independent positions w and w’ we have
r(w) € cand r(w’) € ¢, or where r(w) € ¢ holds for no position w. For a WTA in
polynomial standard form, both of these possibilities will be ruled out: for every
component ¢ it holds that {v € pos(t) |r(v) € ¢} = {v € pos(t) | w1 <, v <p wa}
for some w1, ws € pos(t), and this set is non-empty.

4.2 Decomposition into a Sum of Standardized Automata

Definition 8. We call a (polynomially ambiguous) WTA A = (Q, I, u,y) stan-
dardized or say it is in polynomial standard form if

(i) A is polynomially ambiguous, trim and possesses only one final state g5 € Q
and

(ii) for every p € Q with degree 4(p) > 0 there is exactly one bridge out of €(p)
and this bridge occurs exactly once in every accepting run r. Formally

{d € Ay|d is a bridge out of €(p)} = {b(p)}
for some b(p) € Ay and
YVt € Tr Vr € Runar(t) : [{w € pos(t) | t(r,w) =b(p)}| = 1.

The fundamental concept of standardized WTA is close to the notion of chain
NFAs as introduced in [24].

Theorem 9. Let A = (Q, I, u,y) be a polynomially ambiguous WTA. Then
there exist n € N and WTA Ay, ..., A, in polynomial standard form such that
degree(A;) < degree(A) for alli € {1,...,n} and

141 = D 1AL

For a fixed alphabet the number n of automata needed for this is double expo-
nential in the number of states.

Ezxample 10. The WTA from Example 1 is in polynomial standard form. There
are two components, {p} and {¢}, and the transitions (b,p) and (b,q) are the
only bridges. We have degree(p) = 0 and degree(q) = 1.

Proof. (sketch) The theorem is proved in two steps. In the first, we add an
entry containing words of bounded length over {1,...,7k(I")} to the states of
A. For any such word u and any bridge (p1,...,Pm,a,p) in A, we will then have
a transition ((p1,ul),..., (pm,um),a,(p,u)) in the new automaton A’. For the
other transitions, we do the same with the difference that the child states will
contain the same word as the parent state.

In the second step, we make copies of A" and “remove” bridges in the copies
appropriately, i.e. we leave at most one bridge out of each component and then
trim the automata. The modified copies then fulfill Theorem 9.
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4.3 Analysis of the Polynomial Standard Form

Now assume a WTA A = (Q, I, u,7) in polynomial standard form. We can
show that there exist degree(.A) many bridges in A such that, given any tree,
the number of runs on that tree is bounded by a constant if we fix the position
of these bridges. The constant does not depend on the given tree. This property
gives a rather intuitive understanding of what polynomial ambiguity means: if
our automaton has degree n, then fixing the positions of n predetermined tran-
sitions will determine every run up to a bounded number of possibilities.

We consider the set A of all bridges that leave components of non-trivial
degree, defined as follows.

Definition 11. Fiz p € Q with degree 4(p) > 0. As there is exactly one bridge
b € Ag out of €(p) we define b(C€(p)) = b and b(p) = b as this bridge. We set
A={b(q)|q € Q, degree,(q) > 0}.

The degree inherent to an automaton in standard form can now be captured
in the following way.

Theorem 12. Let p € Q with | = degree 4(p) > 0.

(I) There exists a set M(p) = {by,...,b;} C A and a constant C' > 0 such that
forallt € Tr and wy, ..., w; € pos(t) we have

|[Run4 p(¢; w1, ..., wi, by, ..., 0) < C.

(II) Furthermore there exists a sequence of trees (tn)nen in Tr and a constant
C’ > 0 such that for all n € N:
- |pos(t,)] < C"-n and
~ [Run p(t,)| > nl.

That is, we can show that if the WTA F, (cf. Definition 6) is of degree [,
then for all trees the runs of F, on those trees are determined up to a constant
C' by fixing the location of [ bridges. Furthermore, the degree of F,, is not only
an upper bound on the amount of runs for a given tree, but also a lower bound.
By considering this theorem for the only final state of A, we easily see that it is
true for the whole automaton A as well.

Ezample 13. In the WTA from Example 1 we have M(p) = ) and N(q) = {(b, ¢)}.
By choosing which leaf to “mark” with ¢, we uniquely determine a run. Therefore,
(I) clearly holds for both p and ¢ in this automaton.

For (IT) in the case of ¢ we consider the trees to = b() and tp+1 = a(t,,b)
for n > 0. We have |pos(t,)| = 2n + 1 and one run for every leaf in a tree, i.e.
[Rung q(tn)| =n+ 1.

As a corollary of Theorem 12 we also get that the ambiguity of a WTA A is
either bounded below and above by a fixed polynomial or has a lower exponential
bound. While this is a well known result for word automata [24], we could not
find a similar result for tree automata in the literature.
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Corollary 14. Let A = (Q, I, u,) be a weighted bottom-up finite state tree
automaton. Either A is polynomially ambiguous and r4 € O(n*) for k =

degree(A) or there exists a sequence of trees (tn)nen in Tr and a constant C > 0
such that for allm € N (i) |pos(ty)| < C-n and (i3) |[Runap(t,)| > 2™.

5 Application: Weighted Logics

As stated in the introduction, our investigations were part of the attempt to
characterize weighted tree automata with weighted logics. Therefore, we briefly
outline how our weighted logic works, which results we obtained with it and
what the significance of our investigations is to these results. For further details
see [8,10,20].

The standard MSO-logic for trees is given by the following grammar.

¢ = label,(z) | edge;(z,y) |z € X | ¢ | oV | Tz.p | IX.0

where a € I'; x,y are first order variables, 1 < i < rk(["), and X is a second
order variable. The set of free variables of ¢ is denoted by Free(y). Let ¢ € T be
a tree and V be a set of first order and second order variables with Free(¢) C V.
A mapping which assigns to every first order variable x € V a position w € pos(t)
and to every second order variable X € V a set of positions I C pos(t) is called a
(V,t)-assignment. For a first order variable z € V and a position w € pos(t) we
write p[z — w] to denote the (V U {z},t)-assignment given by p[z — w|(z) = w
and plr — w](y) = p(y) for all variables y # x. The assignment p[X — I],
where X is a second-order variable and I C pos(t), is defined analogously. We
write (t,p) | ¢ if (¢,p) satisfies ¢ using standard MSO-semantics. We then
have the generalization of Biichi’s and Elgot’s fundamental theorems [5,11] to
trees, namely that MSO-definable tree languages are exactly the recognizable
tree languages [7,25].

On top of the MSO-logic we construct a weighted logic, called wMSO-logic,
with the following grammar.

=@ |k|0®0|000| Vx| XX.0|IIx.0

where ¢ € MSO(I'), k € K, x is a first order variable and X is a second order
variable. The operators Xz and XX are referred to as first order sum quan-
tification and second order sum quantification, respectively, and ITx is referred
to as (first order) product quantification. Moreover, the operators X'z, XX and
ITx also bind the variables x and X, respectively. A wMSO-formula without free
variables is also called a sentence.

For a formula § € wMSO(I"), a tree t € T, a set V of first and second order
variables with Free(#) C V and a (V, t)-assignment p we define the value [0](¢, p)
inductively in the following way.

[6](t, p) = {1 ) =0 g g emso()

0 otherwise
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[F](t, p) =
[61 @ 6:2](¢, p) = [[91]](f»/)) @ [0:1(t, p)
[0 © 02] (2, p) = [6:2](¢; p) © [02] (2, p)
[Zer](t.p) = D [ ple - w])
wepos(t)
[Hzr)tp)= O [t ple — w])
wepos(t)
[EX7(tp)= P [l plX — 1))
ICpos(t)

where k € K and 601,02, 7 € wMSO(I').

Ezample 15. We consider the semiring (N, 4, -,0, 1) and the alphabet I" = {a, b}
where rkp(a) = 2 and rkp(b) = 0. The following formula outputs for every
t € Tr the amount of a’s taking two b’s as child nodes.

. (labela(a:) A Jy. (edge; (z,y) A labely () A Fy. (edges (x, y) A labelb(y))>

In order to characterize different degrees of ambiguity, we use restrictions of
above logic. The formulas given by the grammar

gb:::@‘k‘gb@0b|0b®0b

with ¢ € MSO(I') and k € K are called almost boolean and define so-called
recognizable step functions [8,10]. We call a formula unambiguous if it is almost
boolean, a product quantifier followed by an almost boolean formula or a finite
product of such formulas. A formula containing no sum quantifiers, and in which
for every subformula I71.6 the formula 6 is almost boolean, is called finitely
ambiguous. This class of formulas is actually the closure of unambiguous for-
mulas under @ and ®. Finally, a formula is called polynomially ambiguous if it
does not contain second order sum quantification and for every subformula 7.6
the formula 6 is almost boolean. We have the following theorem.

Theorem 16. The following classes of automata and sets of sentences are
expressively equivalent:

(a) unambiguous WTA and unambiguous sentences

(b) finitely ambiguous WTA and finitely ambiguous sentences

(c) polynomially ambiguous WTA of polynomial degree k and polynomially
ambiguous formulas with first order sum quantifier depth k.

Example 17. The WTA from Example 1, calculating the minimum amount of
a’s between the root and any leaf, is described by the formula

Yx.ITy. (labely(z) © (1 © (labely(y) Ay <, x)) @ —(label, (y) Ay <, x))) .

The prefix relation is MSO-definable [6, Sect. 3.3].
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A result similar to Theorem 16 has been shown by Kreutzer and Riveros
[16] to hold true for weighted automata over words. Most of their proofs can
easily be adapted to work for tree automata, but not all. To be precise, we
need the results of Sects. 3 and 4 for the translation of automata to logics in (b)
and (c). For polynomial ambiguity, we even obtain a stronger result, as we are
able to capture polynomial degree not only in the boolean semiring, but in any
commutative semiring. For this, we show by induction on the polynomial degree
that for a WTA in polynomial standard form, first order sum quantifiers can be
used to sum over all possible positions for the bridges identified in Theorem 12
(I). Having specified the positions of all these bridges, we are then essentially in
the case of finite ambiguity, and can apply (b). The number of first order sum
quantifiers needed to describe the WTA with a wMSO-formula hence equals its
polynomial degree.

6 Conclusion

As shown, our results about the structure of weighted tree automata have proven
to be useful in the context of weighted logics for trees. Two questions now arise.
First, which other problems could be tackled with the newly gained knowledge?
Decidability problems for WTA are an obvious candidate here. Second, can we
get similar results for other automata models? For example, one might intuitively
assume picture automata and graph acceptors to behave in a similar manner,
but this is in no way obvious and calls for further investigation.

Acknowledgements. I would like to thank Professor Manfred Droste, Peter Leupold
and Vitaly Perevoshchikov for helpful discussions and suggestions.
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Abstract. We present an infinite series of n-state Eulerian automata
whose reset words have length at least (n® — 3)/2. This improves the
current lower bound on the length of shortest reset words in Eulerian
automata. We conjecture that (n?> — 3)/2 also forms an upper bound
for this class and we experimentally verify it for small automata by an
exhaustive computation.

Keywords: Eulerian automaton - Reset threshold - Reset word -
Synchronizing automaton

1 Introduction

A complete deterministic finite automaton is synchronizing if there exists a word
whose action maps all states to a single one. Such words are called reset words.
Synchronizing automata find applications in various fields such as robotics, cod-
ing theory, bioinformatics, and model-based testing. Besides of these, synchro-
nizing automata are of great theoretical interest, mainly because of the famous
Cerny conjecture [9], which is one of the most long-standing open problems in
automata theory. The conjecture states that each synchronizing n-state automa-
ton has a reset word of length at most (n — 1)2. The best known general upper
bound on this length is $n® — tn — 1 for each n > 4 [21]. Surveys on the field
can be found in [16,26].

Major research directions in this field include proving the Cerny conjec-
ture for special classes of automata or showing specific upper bounds for them.
For example, the Cerny conjecture has been positively solved for the classes
of monotonic automata [11], circular automata [10], Eulerian automata [15],
aperiodic automata [25], one-cluster automata with a prime-length cycle [24],
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automata respecting intervals of a directed graph [12] (under an inductive
assumption), and automata with a letter of rank at most v/6n — 6 [6]. Moreover,
there are many improvements of upper bounds for important special classes,
for example, generalized and weakly monotonic automata [2,27], one-cluster
automata [4], quasi-Eulerian and quasi-one-cluster automata [5], and decoders
of finite prefix codes [2,6,7]. On the other hand, several lower bounds have
been established by showing extremal series of automata for particular classes
[2,7,9,13]. Still, for many classes the best known upper bound does not match
the lower bound.

In this paper we deal with the class of Eulerian automata, which is one of the
most remarkable classes due to its properties with regard to synchronization. In
particular, the lengths of shortest words extending subsets are at most n — 1 for
each n-state Eulerian automaton [15], whereas they can be quadratic in general
[19]. An upper bound (n — 1)(n — 2) + 1 on the length of the shortest reset
words for Eulerian automata was obtained by Kari [15]. Several generalizations
of Eulerian automata were proposed: the class of pseudo-Eulerian automata
[23], for which the same bound (n — 1)(n — 2) 4+ 1 was obtained, unambiguous
Eulerian automata [8] for which the Cerny bound (n — 1)? was obtained, and
quasi-Eulerian automata [5], for which a quadratic upper bound was obtained.

The best lower bound so far was in* — 2n + 2, found by Gusev [13]. A series

whose shortest reset words seem tthave length % 2 g was found by Martyugin
(unpublished), but no proof has been established. Further discussion on the
bounds for Eulerian automata can be found in the survey [16].

Here we improve the lower bound by introducing an extremal series of
Eulerian automata over a quaternary alphabet with the shortest reset words
of length %n2 — % To prove that, we use a technique of backward tracing, which
turns out to be very useful in analysis of extremal series of automata in gen-
eral. We conjecture that the new lower bound is tight for the class of Fulerian
automata. Our exhaustive search over small automata did not find any coun-
terexample.

The new series exhibits the extremal property that some of its subsets require
extending words of length exactly n — 1. This matches the upper bound, which
was used in [15] to obtain the best known upper bound (n—1)(n —2)+1 on the
length of shortest reset words. Thus, possible improvements of the upper bound
require a more subtle method.

2 Preliminaries

A deterministic finite automaton (DFA) is a triple A = (Q, X, §), where Q is a
finite non-empty set of states, X is a finite non-empty alphabet, and §: Qx X — @
is a complete transition function. We extend 6 to @ x X* and 29 x X* as
usual. When A is fixed, we write shortly ¢ - w and S - w for §(g, w) and §(S,w)
respectively. The preimage of S C @ by w € X* is defined as

s Sw)={¢eQ|q-weS}
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which is also denoted by S - w™t. If S = {q} is a singleton, we write ¢ - w™".

A word w € X* is a reset word if |@Q-w| = 1. Note that in this case Q-w = {qo}
and {qo} - w™! = Q for some ¢y € Q. A DFA is called synchronizing if it admits
a reset word. The reset threshold of a synchronizing DFA A is the length of the
shortest reset words and is denoted by rt(A).

A word w eztends a subset S C @ if |S-w™!| > |S|. In this case we say that
S is w-extensible.

A DFA A is Eulerian if the underlying digraph of A is strongly connected and
the in-degree equals the out-degree for each vertex of the underlying digraph.
Equivalently, at every vertex there must be exactly |X| incoming edges.

We say that a word w € X* is:

— permutational if Q- w = Q,
— dnvolutory if q - w? = ¢ for each q € Q,
— unitary if p - w # p holds for exactly one p € Q.

Note that each involutory word is permutational. Also, w is unitary if and only
if its action maps exactly one state to another one and fixes all the other states.
For p,r € @, we write w = (p — r) if the action of w € X* is defined as p-w =1r
and ¢ - w = q for each ¢ € Q \ {p}.

The reversal of a word w is denoted by w®.

Lemma 1. Let A = (Q,X,5) be a DFA. Let w € X* contain only involutory
letters. Then S -w™"' =S -w?® for each S C Q.

Proof. If Jw| = 0, the claim is trivial. Inductively, let w = zv for x € X. We have
S (zv) P =(S-v71) .27t = (S-vR) . 27! by the inductive assumption, which
is equal to (S - v®) - 271 22 = (9 - vR) - 2 since z is involutory. O

3 Backward Tracing

There exist several methods of proving reset thresholds of particular series of
automata. Here we discuss one of them as a general approach, which we call
backward tracing.

Definition 2. Let A be a synchronizing DFA and let u be a reset word for A
with Q - uw = {qo}. We say that u is straight if

qo - (Umus)_1 Z qo - (us)_l
for each up, Um, us € X* with upumus = u.

The following is a simple observation (cf. [17, Theorem 1]):

Proposition 3. In a synchronizing DFA each shortest reset word is straight.
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The observation above leads to a method of proving reset thresholds of particular
DFA series by analyzing subsets that are preimages of a singleton under the
action of suffixes of length i = 1,2,...,rt(A) of straight reset words. This works
well if the number of such subsets is small in every step, i.e., for each i. Note
that in general it can grow exponentially.

Interestingly, all known series of most extremal automata, such as the Cerny
automata having reset threshold (n — 1) [9], the twelve known slowly synchro-
nizing series having only slightly smaller reset thresholds [1,3,19], and DFAs
with cycles of two different lengths [14], have the property that the number of
possible subsets in each step is bounded by a constant. We call such series back-
ward tractable. It is worth mentioning that for such automata we can compute
shortest reset words in polynomial time [17].

In this paper, we apply this method to a new series of Eulerian automata,
which is backward tractable as well, and whose construction is different from the
other known extremal series; in particular, the letters act in many short cycles
instead of few large ones.

The new DFAs use only permutational and unitary letters. This property
(which also implies an upper bound 2(n — 1)? on the reset threshold [22]) allows
us to strengthen the restriction on suffixes to be considered within the backward
tracing:

Definition 4. With respect to a fized DFA A, a reset word u € X* with Q-u =
{qo} is greedy, if for each suffix v of u it holds that: if some x € X extends
qo - v~L, then yv is a suffix of u for somey € X that extends qo - v 1.

Lemma 5. If a synchronizing DFA A has only permutational and unitary let-
ters, then there exists a shortest reset word that is greedy.

Proof. Let X' = X, U X, where X, contains permutational letters and X, con-
tains unitary letters.

Suppose for a contradiction that there is no shortest reset word that is greedy.
Let u be a shortest reset word of A with the property that its shortest suffix
v violating the greediness is the longest possible. In other words, the shortest
suffix yv of u, y € X, such that some z € X extends g - v~! but y doesn’t, is
the longest possible.

For each suffix 2t of u with z = (p — q) € X, the set S = qo-t~! is necessarily
z-extensible. Indeed, if ¢ € S and p ¢ S, then S is clearly z-extensible. If ¢ ¢ S
or p € S, then S-271 C S, which contradicts Proposition 3. Since the inverse
actions of the letters from X, preserve sizes of subsets, it follows that u contains
exactly |@Q| — 1 occurrences of unitary letters.

Write u = v'v and let v/ = v'zv. Observe that u’ is also a reset word for
A: qo - (xv)~! is a (possibly proper) superset of qo - v=1; hence, we still have
qo - (V'zv)™! = Q. Since ¥’ contains |@| occurrences of letters from X, and
letters from X, do not decrease the size of a subset, at least one occurrence of
y € X, is not applied to an y-extensible subset. Moreover, this occurrence lies
within v/, because v is the shortest suffix violating the greediness. Let v be the
word obtained by removing that occurrence of y. We have u” = v"zv, [u”| = |ul,
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and the shortest suffix violating the greediness is longer than v. This yields a
contradiction with the choice of w. a

4 The Extremal Series of Eulerian Automata

Fix an arbitrary m > 1. Let N = 4m + 1 and A,, = (@, X,9), where Q =
{0,1,...,N =1}, ¥ = {o, B, wo, w1 }. The action of o and ( is defined by

g-a=(—g—1)mod N,
q-8=(-q+1)mod N,

for ¢ € @, while the action of wy,w; is defined by

wo = (1—>0),
w1 = (0—>1)

The automaton A4, is illustrated in Fig. 1. We are going to prove that

N?2-3

rt(Ap) 5

Throughout the proof we use usual operations and inequalities on integers.
Each use of modular arithmetic is described explicitly using the binary oper-
ator “mod”.

Fig. 1. The DFA A,,, loops are omitted, P = Y

We use backward tracing to show that there is a unique optimal way to
extend a singleton to ). Note that wy and w; are unitary, while a and 3 are
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involutory. The following notation will be very useful in the analysis of reset
words for A,,:
For j =0,...,N we set:

Qi={ql0<qg<j—1}, R; = Q;- B,
Q5 =Q;\{0} ={q|1<q<j}, RS =R;\{1} =Q5-5.

4.1 Construction of a Reset Word

For an odd i > 1, we define
i—1

ti=a(fa)? .
Note that:
1. |t:] =1,
2. t; is a palindrome (i.e., t; = t%).
By Lemma 1, S-t; = S-tf = S-t;l for each S C @, and we will often interchange
t;l with ¢;. It follows that qt? = qtﬂf{l = q for every q € @ and t; is involutory.

Lemma 6. Let g € Q. It holds that:

1. ¢ (Ba)" = (¢—2n) mod N for each h > 0,
2. q-ti=(—q—14) mod N for each i > 1.

Proof. The first claim follows trivially from the case of h = 1. In this case we
have (¢ 8)-a= (= (—¢+1)—1) mod N = (¢—2) mod N. For the second claim

i—1

we observe k- t; = (k-a) - (Ba) 2, which equals (—¢—1— (i — 1)) mod N =
(—=¢ —1i) mod N. O
Lemma 7. Let 2 < j < N — 2. It holds that:

1. Qj-tn—j = Q5,4 if j is even,

2. Rj -tj,Q = R?-i—l Zf] 18 Odd,

3. Qjr1-tn—j = Qjy1 if J is even,

4. Rjy1-tj—o = Rjy1 if j is odd.

Proof. For (1) and (2) we use Lemma 6(2) with ¢ = N —j and ¢ = j — 2
respectively and then substitute d = j — ¢:

Qj-tnj={i—qlqgeQ;} ={d]1<d<j}=Qf,

Rj-tjio={q Btj2]qe @i} ={(—(—¢+1)—(j—2)) mod N | g€ Q;}
={(¢g—j+1)mod N |geQ;} ={(-d+1)mod N |1 <d <}
—{d-fl1<d<j} =R,

For (3) and (4) we use (1) and (2) respectively and the fact that ty_; and
t;_o are involutory. We have:

Qjt1-tN—j =Qf 1 - tN—; U{0-txy_;} = Q; U{j} = Qj1,
Rjpr1-tjo=Rj, - tjoU{l-t; 2} = RjU{N —j+1}
=R;U{j B} =Ry 5
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Let
w =vN-1BUN_2BVN_3 ... [vs3Pv2,
where
wity—; if 7 is even,

v =

! th]‘_z lf] is odd.
In Lemma 10 below, we show that w extends Q)2 to Qx according to the following
scheme:

Qs+ Qs'—>33 R4'—>Q4 Q5'—>R5'—>R6'—>Q6'—>"'
1 1

U v
NdQN 2/3'_>RN2 5" Ry lﬂHQNlNlQNv

= QN-3
and thus the word wwy is a reset word for A,,.

Remark 8. The word w ends with «. The other occurrences of « in w are directly
followed by (.

Remark 9. A set S C Q is:

— wp-extensible if and only if SN {0,1} = {0},
— wy-extensible if and only if SN {0,1} = {1}.

We say that a set S C @ is w-extensible if it is wg-extensible or wi-extensible.
Lemma 10. Let 2 < j < N — 1. It holds that:

1. Q2+ (vjBvj-1... Bug)~! = Qj+1 if j is even,
2. Q2+ (viBvj_1. ~/5’712)71 = Rj1 if j is odd,
3. wwy is a reset word of Ap,

Proof. We prove the first two claims by induction. For j = 2, using Lemma 7(1)
we have:

Q203" = (Q2 ty,) wi'=Q% wi " =Qs.

Next, take j > 2 and suppose that both the claims hold for j — 1. We use the
induction hypothesis and, depending on the parity of j, Lemma 7(1) or Lemma
7(2) respectively. For an even j we have:

Q2 (v;Bvj_1...Bus) " =Ry (v;8) " = Q; 'Ufl =Qj - (witn—y) "
= QF41-wi = Q)1
and for an odd j we have:
Q2 (vjBvj_1...fva) " =Q; - (v;8) " =R, vt =R;- (wotj—2) "
=R}, cwy ' =Ry

The Claim (3) follows from @ - (wu)o)_1 = @, -w~! = Qu, according to the
first claim with j = N — 1. O
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It remains to calculate the length of w.

N2_5

Lemma 11. The length of w is =

Proof. The sum of |v;| with even ¢ is

2

22: 14N - 2i) = (N—1)2(1—|—N) 3 (N—1)4(1—|—N) :%(Ntl)’

and the sum of |v;| with odd 7 is

N-3
2
. (N=3)(N=-1) 1, 4
9i= W W T 2 (y2 _yN 3.
Z; 1 1 1 ( + )
Together with the N — 3 occurrences of 3, we have |w| = & 22’5. O

N2_3

Thus, we have that wwy is a reset word for A, with length |[wwy| = ==

4.2 Lower Bound on the Reset Threshold
Finally, let us show that no reset word for Ay is shorter than wwy.

Lemma 12. Ifv € X* is greedy and straight reset word with Q -v = {qo}, then
v does not contain woB nor w1 as a factor.

Proof. Suppose for a contradiction that v = v”zpu’ for & € {wp,w }. Since v is
greedy, {qo} - (u/)~! is not w-extensible, so it contains both 0 and 1 or neither of
them. Since 3 switches these states, {qo} - (8u/)~! has the same property. Then
{qo} - (Bu')™t = {qo} - (xBu’)~! and so v is not straight. O

Lemma 13. Let 2 < j < N — 1. It holds that:

1. {0,1} N (Q; - tp) =0 for 1 <h < N —j if j is even,
2. {0,1} C(R; - ty) for 1 <h < j—2if j is odd.

Proof. As tj, is involutory, it is enough to show for g € {0,1} that ¢-t; ¢ Q; or
q -ty € R; respectively.

Asfor (1), by Lemma 6(2) we have ¢g-t,, = N—g—h > j—1, thus ¢-t), € Q;. As
for (2), denoting ¢’ = q-t, we have ¢ = N—qg—h. Then ¢’-3 = (g+h+1) mod N,
and since ¢ < 1 and h < j — 2, we get ¢’ - § < j, which implies ¢’ - § € Q; and
q’ S R]

Lemma 14. For each suffic xu of w with x € {wo,w1} and u € X* it holds that

x extends Qo - u~ L.
Proof. For every suffix wiu we have Q- u~'w;* = Q%41 -wit = Q41 for some

; -1,,-1 _ po -1 _
even j, and for every suffix wou we have Q2 - u™ wy ™ = Rj,, -wy = Rj4; for

some odd j. O
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Lemma 15. The word wwy is greedy.

Proof. Let u be the shortest suffix of wwy that violates the greediness, i.e.,
suppose that Q1 - u~! is z-extensible for 2z € {wp, w1}, but zu is not a suffix of
wwy. This simplification works because Q1 - u~' cannot be both wy-extensible
and wi-extensible. Fix x € X such that zu is a suffix of w. Let u = yug with
ye X

If y € {wo,w1} then @Q; - (yus)~t is not w-extensible. If x € {wp, w1}, then
Q1 - (yus)~! is z-extensible due to Lemma 14. Thus, necessarily z,y € {a, 3}.

Assume y = 8. If Q1 - (yus) " is w-extensible, then Q - (us) ™" is w-extensible
as well due to 0-3 =1 and 1- 3 = 0, implying that ug is a shorter suffix violating
the greediness.

Assume y = «. Because w does not contain the factor ac, it follows that x =
3. According to (Sect.4.1), i.e., the definition of w, and the fact that vy_1 = «,
the factor xy = Ba occurs only within the factors vs ..., vxy_2. Thus,

yus = a (fa)' 5 (vj—1Pvj—2 ... BusPua) wo,
where « (ﬂa)i is a suffix of v;. We apply Lemma 10:

1. If j is odd, we get Q2 - (v;—18vj_2. ..ﬁvg)_l = Qj, while v; = wpt;j_» and
i < % Then

. —1
Q- (yu) ' = Q- (a(Ba) B) = Q- (tnB) " = Ryt = Ry -t

where h = 27 4+ 1. We see that 1 < h < j—2.If h = j — 2, then woty = vy,
80 & = wy. Otherwise we apply Lemma 13(2) to get {0,1} C R; - t;, which
contradicts that Qy - (yus) ™" is w-extensible.

2. If] is even, we get Q2 . (’Uj_lﬂvj_g . .ﬂvg)_l = Rj, while v = wltN_j and
i < Y221 Then

Qi+ (yue) " = Ry (a(80)'8) = By () = Qs

where h = 2i +1. We see that 1 <h < N —j. If h = N — j, then wity = vy,
so x = wy. Otherwise we apply Lemma 13(1) to get {0,1} NQ, - t5 = 0, which
contradicts that @ - (yus)_1 is w-extensible. O

Lemma 16. There exists a shortest reset word for A,, that ends with wy and
s greedy.

Proof. Lemma 5 gives a shortest reset word that is greedy. Clearly, a shortest
reset word ends with a non-permutational letter, i.e., wg or wi. In the latter
case, replacing the ending wy, with wy yields a reset word of the same length and
preserves greediness. O

Theorem 17. The word wwy is a shortest reset word for A,,.
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Proof. Using Lemma 5, let w’wg be a greedy shortest reset word of A,,. If w’ = w,
we are done, so let w’ # w and let wg be the longest common suffix of w’ and w.

If ws = w’, then w' is a proper suffix of w and so it contains at most N — 3

letters from {wg,w;}, which contradicts that wswp is a reset word. So we can
write w = wprws and w' = wyr'ws, where z,2" € ¥ and 2’ # . We will show
that each of the following cases according to z and z’ leads to a contradiction:

1.

2.

Suppose that z € {wp,w1}. Then Lemma 14 implies that Qs - wg is -
extensible, which contradicts ' # x and the greediness of w'wy.

Suppose that ' € {wg,w;1}. According to Proposition 3, w'wg is straight,
which implies that Qs - ws is x’-extensible, which contradicts ' # z and
Lemma 15, i.e., the greediness of wwy.

Suppose that = o and 2’ = 8. According to Remark 8, ws = € or ws starts
with 3. The case of wg = € contradicts the straightness of w’wg because each
' € X\ {a} satisfies Q2 - (9&')_1 = Q2. The other case implies 38 occurring
in w’ and thus also contradicts the straightness of w'wy.

Suppose that = 8 and 2’ = a. Then ws # €. If wg starts with a or 3, then
either w’ or w contains the factor ccr or 33, which contradicts the straightness
of w'wq or the definition of w. Hence, wg starts with wg or wy. Since this starts
a factor v; for some j > 2, we can write

Wg = ’Uj,BUj,1 N ﬂvgﬁvz.

We consider the following two subcases:

(a) Suppose that wg starts with w;. Note that j > 2 is even and Q- w3 ! =
Qj+1 by Lemma 10. Let wm be the longest common suffix of w2’ = wja
and ty_;. Clearly, |wm| > 1. If wm = ty—;, then from Lemma 7(3) we
have Qj11 - tn—; = Qj+1, which contradicts the straightness of w'wy.

If wy = w2, then w' starts with a or 3, which contradicts that w'wy
is a shortest reset word. It follows that we can write v’ = wp,,y" wWmws
for ¢y € X. Moreover, as w’ does not contain the factors aa and 33, we
have y' # a and y' # (3, so y' € {wp, w1 }. Due to Lemma 12, wy, cannot
start with 3, and from the construction of {y_; we have wy, = t) for
h < N — 7 —2. It holds that Qj+1 -wr_nl = Qj+1 iy = Qj -ty U {j ~th}.
Lemma 13(1) provides that {0,1}NQ; -ty = 0. Also, j-t, = N—j—h > 2.
Together, Q11 - wy' N{0,1} = 0, and thus this set is not w-extensible,
which contradicts ¥’ € {wo, w1} and the straightness of w’wy.

(b) Suppose that ws starts with wg. Note that j > 3 is odd and Qg - w3 ' =
Rj 11 by Lemma 10. Let wm be the longest common suffix of w2’ = wj«
and tj_s. Clearly, [wm| > 1. If wy, = t;_o, then from Lemma 7(4) we
have R;i1 - tj_2 = Rjy1, which contradicts the straightness of w'wy. If
wm = wpa', then w’ starts with a or #, which contradicts that w'wg is
a shortest reset word. It follows that we can write w’ = w;)py’ WmWs for
y' € X. Moreover, as w’ does not contain the factors acv and 33, we have
y # aand y # B, s0y € {wp,w:i}. Due to Lemma 12, wy, cannot start
with 3, and from construction of ¢;_s we have wy, = t5, for h < j —4.



390 M. Szykuta and V. Vorel

We have Rji1 - wy! = Rji1 - tp 2 Rj -ty Lemma 13(2) gives {0,1} C
R; - tp. Thus, {0,1} C Rj41 - wy,!', and thus this set is not w-extensible,
which contradicts ¥’ € {wo, w1} and the straightness of w’wy. O

N2-3
5.

Theorem 17 implies that rt(A,,) = |wwg| =

4.3 Extending Words

The general upper bound (n—2)(n— 1)+ 1 for reset thresholds of synchronizing
Eulerian DFAs comes from the fact that any proper and non-empty subset of Q
is extended by a word of length at most n — 1 [15], while in the general case the
minimum length of extending words can be quadratic (this was shown recently
—see [19]). In view of this, our series shows that this bound is tight for infinitely
many 7, and so the upper bound for reset thresholds for this class cannot be
improved only by reducing this particular bound. The following remark follows
from the analysis in the proof of Theorem 17:

Remark 18. The shortest extending word of {0, 1} in A,, is v = wja(Ba)N—3)/2
of length N — 1.

5 Experiments

Using the algorithm from [18,20], we have performed an exhaustive search over
small synchronizing Eulerian DFAs. We verified the bound (n? — 3)/2 for the
case of binary DFAs with n < 11 states, automata with four letters and n < 7
states, DFAs with eight letters and n < 5 states, and all DFAs with n < 4 states.

For n € {3,4,5,7} the bound (n?—3)/2 is reachable. For n = 7, up to isomor-
phism, we identified 2 ternary examples and 12 quaternary examples which also
meet the bound. It seems that our series A,, is not unique meeting the bound, as
some of the quaternary examples could be generalizable to series with the same
reset thresholds. Also, for the binary case we found that for n € {5,7,8,9,11}
the bound (n? —5)/2 is met uniquely by DFAs from the Martyugin’s series, but
it is not reachable for n € {6,10}.

Conjecture 19. For n > 3, (n? — 3)/2 is an upper bound for the reset threshold
of an n-state Eulerian synchronizing automaton. If | ¥'| = 2, then the bound can
be improved to (n? — 5)/2.
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Abstract. We present a new and simple decidability proof for the lan-
guage inclusion problem between context-free languages and languages
accepted by superdeterministic pushdown automata (SpPDAS). The lan-
guage class of SDPDAs is one of the largest language classes C for which
the inclusion L.g C L¢ is decidable for an arbitrary context-free language
Lca and arbitrary language Le¢ in C. We introduce generalized pushdown
automata and reformulate SDPDAs as a subclass of them. This reformu-
lation naturally leads to a monoid that captures SDPDAs. The monoid is
key to our simple decidability proof because we translate the inclusion
problem on SDPDAs to the corresponding monoid inclusion problem. In
addition to the decidability result, we present a new undecidability result
regarding the inclusion problem on indexed languages.

1 Introduction

A superdeterministic pushdown automaton (SDPDA) is a deterministic pushdown
automaton that is finite delay and satisfies a peculiar condition—for any state
p and word w, there is a state ¢ and z € Z such that for any configuration
(p, @), if a computation starting from (p,«) ends in (p’, 3) after consuming w,
then p’ = ¢ and |a| — |B| = z. Greibach and Friedman showed the decidability of
Incl(CFL, SDPDA), i.e., the inclusion L.y C L(M) is decidable for an arbitrary
context-free language L.g and arbitrary SDPDA M [6]. They also showed that
the language class SDPDA includes some important classes, i.e., the class of
regular languages (REG), Dyck languages (DYCK), and generalized parenthesis
languages [13]. Moreover, a language class C for which Incl(CFL,C) is decidable
and C strictly includes SDPDA is not yet known. Our aim is to obtain a simple
decidability proof for Incl(CFL,SDPDA) and extend it to a larger class. The
original proof [6], however, is elaborated by pumping arguments and it remains
unclear why Incl(CFL, SDPDA) is decidable.

We introduce generalized pushdown automata (GPDAs) and a subclass, real-
time GPDAs (RGPDAs). Each transition rule of GPDASs is of the form p % q,
which consumes an input o, pops a sequence of symbols «, and then pushes 3
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to a stack. Although usual pushdown automata require |a| = 1, GPDAs allow
|a] > 1 and pop multiple symbols in one transition. On the basis of the multiple
pop feature, we translate SDPDAs to RGPDAs that satisfy the following prop-
erty: if we have p%q and p%q’, then ¢ = ¢/, |a] = |/|, and |5] = ||
This translation simplifies our decidability proof; thus, RGPDAs with the above
condition are adequate normal forms of SDPDAs.

The formalization of RGPDAs instinctively leads to a monoid for RGPDAs
and this monoid is the basis of our decidability proof. Our approach general-
izes the monoid-based approach for Incl(CFL, REG) and Incl(CFL, DYCK) [11]
where the author applied the classical notion of language recognition by monoids
to translate inclusion problems to corresponding monoid inclusion problems. For
a finite automaton A, there is a finite monoid M, a subset U C M, and a homo-
morphism H:¥* — M that recognize L(A) as L(A) = H~1(U). This equation
translates the inclusion L(G) C L(A) to the monoid inclusion H(L(G)) C U
where G is a context-free grammar. Since M is a finite monoid, we can decide
whether H(L(G)) C U and this implies the decidability of Incl(CFL, REG). This
argument, however, cannot be directly applied to Incl(CFL, DYCK) because
a monoid that recognizes a Dyck language is infinite. In [11], to manage this
unavoidable infiniteness, the author rephrased an argument given by Berstel and
Boasson [2] for the decidability of Incl(CFL, DYCK) in terms of monoids. The
present paper generalizes their argument to accommodate Incl(CFL, SDPDA)
on the basis of our monoid for RGPDAs. Tsukada and Kobayashi gave a pro-
cedure similar to ours in a type-theoretical framework [14]. We compare our
approach with their type-theoretical approach in Sect. 6.

Recently, higher-order PDAs [10] have received much attention for their use in
higher-order program verification [8]. Hence, it is a natural attempt to extend the
decidability of Incl(CFL, SDPDA) to a class of languages accepted by higher-
order PDAs. However, unfortunately, we show that such an attempt is even
undecidable for Incl(IL, DYCK) where IL is the class of indexed languages [1,7]
accepted by second-order PDAs [10].

Context-Free Grammar and Normal Form. A context-free grammar
(CFG) is a 4-tuple G = (V,X,P,S) where V is a finite set of variables, ¥
is a finite set of terminal symbols, P C V x (V U X)* is a finite set of pro-
duction rules, and S € V is the start variable. We write X — « instead of
(X,a) € P. To denote a one-step derivation, we write X3 = a &S if there is
arule X — £ € P where o, 3, € (V UX)*. The words generated by a variable
X is L(X) := {w € ¥* : X =* w} and the language of G, L(G), is defined by
L(G) := L(9).

We primarily use the Chomsky normal form (CNF). A CFG is in CNF if
all of its production rules are of the form X — YZ, X — o, or S — ¢ where
X,Y,Z € V and o € X. By the standard translation from CFG to CNF [7],
we assume that each variable X is reachable, i.e., there exists a pair of terminal
strings (w1, we) such that S =* w; Xws.
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2 Generalized PDA and Superdeterministic PDA

First, we introduce generalized pushdown automata (GPDAs). Next, we define
realtime GPDAs (RGPDAs) and a monoid for GPDAs. Third, we define push-
down automata (PDAs) as a subclass of GPDAs and superdeterministic PDAs
(SpPDAS) by following [6]. Finally, after pointing out a problem in the formal-
ization of SDPDAs, we translate SDPDAs into RGPDAs.

Generalized PDA. A GPDA is a T-tuple M = (Q, X, T, A, ¢init, F, Z) where
() is a finite set of states, X is a finite input alphabet, T is a finite stack alphabet,
AC(Qx(ZU{e})UT™) x (Q x T'*) is a finite set of transition rules, ¢nis € Q
is the initial state, F C @ x I'* is a finite set of final configurations, and Z € T’
is the initial stack symbol. We use I'" to denote I'* \ {¢}.

A configuration c is a pair (p,a) € Q x I'* of a state p and a stack a. We
define the set of transitions T := Q x I'* x I'* x @ and write p —= a/8, q to denote a
transition (p, o, 8,¢) € T. A transition § = p == /8, q rewrites a configuration c to
another one ¢’ as ¢ < ¢ if ¢ = (p,a€), ¢’ = {(q,38), and £ € T*. We use A as a
function from X U{e} to 2T defined by A(a) := {p /8, q:((p,a,a),(q,B)) € A}

We define a single move ¢ l; ¢ if ¢ < ¢/ for some § € A(a) where a € SU{e}

and a multiple move ¢4 lﬁ Cpy1 if ¢y l; c;41 for all i € [1..n]. The language
of M, L(M), is defined as follows:

L(M) := {w € % : (gimit, Z) b (a7, €), (g5,€) € F}.

Realtime GPDA and Transition Monoid. We introduce a subclass of
GPDAsS, realtime GPDASs, and define a monoid and homomorphism to recognize
the language accepted by a realtime GPDA.

A GPDA M = (Q, X, T, A, ¢init, F, Z) is realtime (RGPDA) if there are no
e-moves; namely, A C (Q x X x T't) x (Q x T'*).

We define a composition operator ©® on T, (= T U {L}) as follows:

p L i 5y = p2LPS g and 6y = ¢ 2L 1o =1

01 ® b := p%r if 61 = p 2L5 Maqandé _qﬁﬁ/c
1 otherwise, _OLl:=1,

)

where the element | denotes a composition failure, e.g., p —— a/b, qOq ld )

because it means to push b to a stack and then try to pop ¢ but we cannot.

The operator @ : T, x T, — T, is associative; thus, the pair (T, ,®)
forms a semigroup. ThlS semigroup leads to a monoid T for the RGPDA M:
Ty = (2T, ®,1 = {q < —>q q € Q}) where the multiplication ® is defined by
extending ® to the sets of transitions:

Ty ®@Tr:={61®dy:01 € Th,02 € Tr,01 ® 62 # L}.

Since there are no e-moves in RGPDAs, we can see A as a function A : ¥ — oT
and this derives a homomorphism A : ¥* — Ty, as follows:
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Ale):=1, A(o):=A(0), Aloy...0n):=A(01)® - @ Ao,).
The homomorphism A naturally interprets moves of M as follows.

Proposition 1.

~ Ifp 22 /B, qc z(w), then (p, a&) l% (q,B¢) for any & € T*.
- If {p,a) l— (q B), then there exists £ € T such that a = &', 8 = ('€, and
p L g e Aw).

Thus, the homomorphism A recognizes the language L(M).
Lemma 2. L(M) = z_l({T : Qinit Z—/E>qf €T, (qr,§) € F}).

Note that A(w) is finite for any w € ©* because A(c) is finite for any o € .
This finiteness is important to obtain a decision procedure for inclusion problems.
Although we can show properties similar to Proposition 1 for GPDAs, we require
e-closures to build a homomorphism H and then H(w) is infinite in general. The
existence of e-moves is harmful to give a decision procedure.

PDA and Deterministic PDA. A GPDA M = (Q, X, T, A, git, F, Z) is a
pushdown automaton (PDA) if A C (Q x (XU {e}) xT') x (@ x I'*). In contrast

to GPDAs, PDAs cannot pop multiple symbols in a single move.
A PDA M is deterministic (DPDA) if M satisfies the following conditions:

— For each a € ¥ U {e}, if ¢; |7Cg and ¢ |7 c3, then ¢y = c3.
— If we have c; I?CQ, then c; |¢—03 for all o € ¥ and c3 € Q x I'*.

A configuration c is a reading configuration if c I; ¢’ for some o € . To empha-

. . . . * . *
size a move between reading configurations, we write c ”7 ¢ instead of ¢ lﬂ c
where ¢ and ¢’ are reading configurations.

Superdeterministic PDA. A DPDA M is superdeterministic (SDPDA) [6] if
M satisties the following conditions:

1. M accepts words with the empty stack: if (g, &) € F, then { = e.

2. M is finite delay, i.e., any sequence of e-moves is d-bound for some d € N:
there are no configurations ¢ such that ¢ = ¢g l? cq I? l? Ca—1 I? cy-

3. Let 0 € ¥ and (p, o) and <p, "} be reading configurations with the same state.

It (p, @) |+ (g, 8) and (p, o) |- (r, 3), then ¢ = r and |a| — || = |o/| — |8

As mentioned above, the presence of e-moves in the formalization of SDPDAs
prevents us from directly defining a homomorphism that recognizes L(M). Thus,
we remove e-moves from SDPDAs by translating them to RGPDAs.

Theorem 3. Let M = (Q,X,T,A, qinit, F,Z) be an SDPDA. There exists
RGPDA N such that (1) SL(M) = L(N) where $ ¢ ¥ and (2) ifp2LBiq e
An(o) and p L A/B e An(o), then g =r, |a| = ||, and |8] = |F'].
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Proof. We can easily translate M to an SDPDA M’ that satisfies the following:

M : <qmita Z> l% <(]f76> — MI : <qilnit7 h> l_ <Q1n1t»Zh> l_ <qf h> l? <q}76>

where (s, €) € F and the two states ¢, q} ¢ (Q are the unique initial and final
states of M’. Thus, L(M) = L(M’). We assume that M’ is d-bound and the
special symbol fj ¢ T is the stack bottom symbol of M’.

We take the e-closure of the initial configuration of M’. If (¢ ;. 1) |% (q,€),
then L(M') = 0 or L(M') = {e} and these cases are easy. We assume (¢/,;;, ) l%
(Gx, akll) where (g4, a,l) is a reading configuration. If oy ...0,0,41 € L(M’),
then we have (¢f.;;, ) l— (G, ) ”— g1, 1) ”— ”% (Gn, anll) lan*T <q},e>.

We build an RGPDA N = (QU{q¢/, qf} SU{$},TU{t i}, AN, dlli, Fn. )
as follows. Let p € @Q and o € X. Since M’ is finite delay, we can compute two sets

A={(g,0,0): (p0) |7 (g, 8), 8 # e} and B ={(¢},€1) : p, €0} [7 ¢ = (g, €))
Since M’ is an SDPDA (when A # 0) there are r € @ and k € Z such that if
(¢,a,B) € A, then ¢ = r and |a| — |B| = k. We add transitions to Ay as follows:

— Let (r,a,p) € A. Add p == LTRSS An(c) where a¢ € " and |a¢| = d.
~ Let (q).60) € B.

Case A # (: Add p €'/, An(o) where i =d —|€h| and j = (d — k) — 1.
Case A = : Add p 215 /8, qs € An (o) where i = d — |€.

This construction ensures that (i) if p /B, q,p LB g q¢ € An(0), then ¢ = ¢/,

o = ||, and |8] = 8], (ii) (qx,oub) |orss (@ns o) foogs (d}.€) in M iff

Qx Mﬂ“ € An(01...04,0,41) for some ¢ € [1..d] and r € Q.

We deﬁne AN( ) - {qlmt /a*h Gx } SO that <qi/nit? h> 01---2n,+1 <q}76> iIl M/

iff gfl L € An(01...0ng1) for some ¢ € [1..d] and 7 € Q. By defining

Fn = {{p, 41 : p € QU{q}},c < d}, we have $L(M') = L(N). 0

We call the following condition of Theorem 3 a uniformity condition that is
stronger than the third condition of SDPDAs:

prﬂq p%r € A(o), then |a| = |/|, || = |#], and g = r.

We denote RGPDASs that satisfy the uniformity condition as RGPDA+U.

The normalization through Theorem 3 and the uniformity condition are cru-
cial for the proof of our key lemma, Lemma9 of Sect.4. A construction similar
to Theorem 3 appears in [14, Theorem 10]. However, they normalized an SDPDA
to a corresponding SDPDA that satisfies a property like the uniformity condition;
thus, they did not remove e-moves in their proof.

3 Decidability of Incl(CrL, Dyck) Revisited

Before giving a decision procedure for Incl(CFL,RGPDA+U), we consider the
subcase Incl(CFL,DyYCK). We rephrase the decidability proof of Incl(CFL,
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Dvyck) given by Berstel and Boasson [2] as a constraint solving problem on
a monoid for the Dyck languages. The argument of this section will be naturally
extended to Incl(CFL,RGPDA+U) in the next section.

Dyck Language. Let ¥ be a finite alphabet ¥ = {01,...,0,}. We use ¢ and
o to denote an open and a close parenthesis labelled by o, respectively, by fol-
lowing [13]. We define the open parentheses ¥ and close parentheses ¥ obtained
from ¥ by ¥ := {61,...,6,} and ¥ := {&1,...,5,}. A word w € (N UX)* is a
Dyck word if w is well-matched. For example, da and abba are Dyck words, but
a6 and ab are not. To formally define this, we build a monoid and homomorphism
that recognize the set of Dyck words.

We define a function p : ¥ UY — T, where T, = {*} x ¥* x ¥* x {*} by
interpreting a open parenthesis 6 and close parenthesis ¢ as transitions of push
o and pop o: u(d) := * /%, 4 and w(o) = x* 2/¢, . For the sake of readability,
we write a/( to denote x =% /B,y The triple D = (T, U{L},®,1 = €/e) forms
a monoid because 6 ® /e = €¢/e ® 6 = ¢ for any § € T, U L. We call the monoid
D Dyck monoid and deal the function p as a homomorphism z : (S UX)* — D.
For example, pu(€) = p(da) = p(abba) = e/e, p(ad) = a/a, and p(ab) = L

A word w € (S UX)* is a Dyck word if i(w) = €/e; thus the Dyck language

over ¥ is defined as DYCK(X) := u~({e/e€}).
Inclusion Problem as Constraint Solving. We fix a CFG G = (V,f] U i],
P, S) and provide a procedure to decide whether L(G) C DycK(X). For this
purpose, we consider the equivalent monoid inclusion u(L(G)) C {¢/e} that is
obtained from DYCK(X) = pu~1({e/e}). We introduce a notation to solve this.

A mapping ¢ : V — 2P is a solution if it satisfies the following constraint
over the Dyck monoid D:

U eV {so(X > {u(w)} itX SweP,
NeX)Dp(Y)op(Z) X —YZeP.

~—

If ¢ is a solution, then ¢(X) D u(L(X)) holds for all variable X. Thus, it suffices
to search a solution ¢ such that ¢(S) C {e/e} to solve u(L(G)) C {e/e}.

Proposition 4. u(L(G)) C {e/e} if and only if I(¢ : solution). o(S) C {e/e}.

By this proposition, if we find a solution ¢ satisfying ¢(S) C {e/e}, we can
decide whether L(G) C DYcK(X). Unfortunately, however, we cannot find such
a solution ¢ directly in general because the Dyck monoid D is infinite and thus
the set of mappings is infinite.

A Procedure for Incl(CFL,DYCK). In order to limit the space in which we
explore solutions, we rephrase a result of Berstel and Boasson [2], which shows
the decidability of Incl(CFL, DYCK), in our framework.

For each variable X, there exists a pair of terminal strings wq,ws € (Z U E)*
such that S =* w; Xw, because each variable of CFGs is reachable. We define
K(X) := (w1, wsz) by taking such a pair of terminal strings for each variable.
Note that our argument does not depend on the choice of terminal strings. The
pair of terminal strings K(X) serves as an upper-bound for u(L(X)) as follows.
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Lemma 5 [2]. Let K(X) = (w1, w2) and w € L(X). If the following holds, then
wiwwy € L(G) \ DYCK(X):

plw)=_L or p(w)=a/B suchthat|a| > |w1| or |B] > |wal.

Proof. We use the property p(wiwews) = p(p(w)p(wse)u(ws)). By this prop-
erty, if p(wy) = L, p(w) = L, or u(ws) = L, then p(wjwws) # €/e.

By the definition of the operator ®, if a1/81 ©® aa/B2 = as/Bs, then |as| >
|oi| and |B3] > |B2]. Thus, we can assume pu(wi) = €/oy...0, and p(wy) =
01...0m/€ where n,m > 0. If not, we have pu(wjwws) # €¢/e. Moreover, by the
definition of p, we have |wi| > n and |ws| > m.

If laf > |wi| = n, then p(wiw) = of...0(,_,/B or p(wiw) = L; thus,
p(wiwws) # €/e. Similarly, if 8] > [ws| = m, then p(wwz) = a/oy ..o _,, or
w(wws) = L; thus, p(wiwws) # €/e. These arguments complete the proof. O

Lemmab states that the space in which we explore solutions is finitely
bounded and this leads to the decidability of Incl(CFL, DYCK). To formally
state this argument, we introduce bounded mappings.

A mapping ¢ is bounded by K if it satisfies the following property:

VX eV.Va/f8 € o(X). |a| < |wi] and |B] < |ws| where K(X) = (w1, ws).

We can solve the inclusion problem by searching an adequate bounded solution.

Theorem 6.
w(L(G)) C{e/e} < F(p: solution). p(S) C {e/e}
< J(¢' : bounded solution). ¢'(S) C {e/e}.

Proof. Tt suffices to show that if a solution ¢ satisfies p(S) C {e/e}, then ¢ must
be bounded. If not, then there exists w € L(X) such that |wy| > |a| or |ws| > |3
where p(w) = o/ and K(X) = (w1, ws). By Lemma 5, w;wwy ¢ DYCK(X) and
L(G) € DYck(X). However, the presence of ¢ implies L(G) C Dyck(X). O

Proposition 7. The set of bounded mappings {¢ : ¢ is bounded by K } is finite.

Since we can decide whether a given bounded mapping is a solution, Theorem 6
and Proposition 7 imply the following result.

Corollary 8 [2]. The inclusion problem Incl(CFL, DYCK) is decidable.

4 Decidability of Incl(CrL, RGPDA+U)

On the basis of the argument of the previous section, this section provides a
procedure to decide whether L(G) C L(M) where G = (V,%, P, S) is a CFG
and M = (Q, %, T, A, ¢init, F, Z) is an RGPDA+U.
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A Property Corresponding to Lemma 5. We show a crucial property that
corresponds to Lemma b and limits a space of mappings in which we explore a
solution. To state it formally, we use three constants PUSH, Pop, and H where

Voe . vp2Lllige A(o). (PusH > 8] A PoP > |al); V(gf,&) € F.H > [¢].

PusH and PopP are upper bounds of the numbers of symbols that are pushed
onto or popped from a stack in a single move. H is an upper bound of the heights
of final configurations.

Lemma 9. Assume that S =* wiXws, ¢init Mp € ﬁ(wl), and w € L(X).

If the following holds, then wiwws € L(G) \ L(M):
There is p2L5% g € A(w) such that || > PUsH-|wi| or |8'| > POP-|ws|+ H.

Proof. If M fails to consume wj, then it means wiwws ¢ L(G). Hence, we
assume M succeeds on consuming w; and have (ginit, Z) I%l (p, &) where |£] =
|3] < PUSH - |wy| by the uniformity condition of M.

First, we consider the case || > PUSH - |wy| > |¢]. By the uniformity condi-
tion, M have to pop just |@/|-symbols from the stack while reading w. However,
after consuming wy, i.e., {Ginit, Z) I%l (p, &), we have only |¢|-symbols on its stack.
Thus, M cannot pop |o/|-symbols and wywwy ¢ L(M).

Next, we consider the case |3’| > POP- |wa|+ H. We assume that M succeeds

*

on consuming wiw and (ginit; Z) fwyw (¢, ) where (| = [B|—|a/|+[8'] and |3 >
|o/|. If M succeeds on consuming wsy from (g, (), then M pops at most (Pop -

|wa])-symbols: {ginis, Z) lm (r,¢’) where [¢| > |¢| — POP - |ws|. Furthermore,
we have ¢’ > H because [¢| > |3'| > PoP - |wa| + H, and so wywws ¢ L(M). O

This lemma provides upper-bounds for states p and variables X if there exists
a pair of terminal strings (w1, ws) such that S =* w;Xwy and ginit Mp €
A(wy); in other words, we need a witness (wq,ws) to use this lemma. How-
ever, unfortunately, the following proposition says that we cannot compute
such pairs (wp,ws) in general; thus, we cannot use this lemma directly for

Incl(CFL,RGPDA+U).
Proposition 10. Let p be a state and X be a variable. It is unsolvable to decide
if there is a pair (w1, ws) such that S =* w1 Xwse and gin Mp € Awy).

To bypass this undecidability, we consider an underlying automaton of M
where properties similar to Lemma 9 and Proposition 10 hold.
Underlying Automaton. We obtain the underlying automaton of M by forget-
ting the stack contents from the transition rules of M, i.e., arule p /B, q € Ao)

is translated to p <+ ¢ in the underlying automaton. The underlying automaton
is a pair Ay = (Q, F) where @ is the set of states of M and E C Q x ¥ x @ has
an edge p = q if p /8, q € A(o) for some «, 8 € T'*. As the usual notation of
finite automata, we write p % q if w = 0102...0, and p = pg L~ p1 22 py

On

- 22 p,, = q. By the uniformity condition of M, Aj; is deterministic.
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A state ¢ is quasi-reachable to a variable X if there exists a pair (wq, w2) such

that S =* w; Xws and i — q. The next proposition says that we can deter-
mine if a given state q is quasi-reachable to X, and it means that Proposition 10 is
solvable in the underlying automaton. A similar construction to consider under-
lying automata appears in [14, Theorem 8]. It seems that in [14] they also adopted
such a construction to avoid the undecidable result of Proposition 10.

Proposition 11. There is a partial function K:Q x V — ¥* x ¥* such that:

- If K(p, X) = (w1, ws), then S =* w1 Xwy and G —>p in Ap.
— If K(p, X) is undefined, then p is not quasi-reachable to X .

Proof. For a variable X, the language Lx = {w1#ws : S =* wi Xwq, w; € X*}
is context-free. For a state p, the language L, = {w#uw’ : ginit — p, w' € I*}
is regular. Hence, the intersection Lx N L, is a context-free language. By the
decidability of the emptiness problem of context-free languages, we can decide
whether p is quasi-reachable to X and compute a witness (wq, ws). a

Furthermore, the property corresponding to Lemma9 holds.

Lemma 12. Assume that K(p, X) = (w1, wz2) and w € L(X). If the following
holds, then wiwws € L(G)\ L(M):

o' /B

There is p L2 g € A(w) such that || > PUSH- |w;| or |8'| > POP-|ws|+ H.

A Procedure for Incl(CFL,RGPDA+U). Although Lemma 12 constrains the
pairs of a state p and variable X where p is quasi-reachable to X, this lemma
does not constrain non quasi-reachable states. To avoid this problem, we redefine
bounded mappings whose codomain is bounded by K.

For a mapping ¢ : V — 2T™  we define the restriction ¢ [ K : V — 2Tu:

WIK)(X) ={TNnKx:TeuvX)}, Kx:={p~~> alB, g K(p, X) is defined}.
A mapping 1 is bound by K if 1p =1 | K and 1) satisfies the following:

a/B, la| < PusH - |wi| A || < PoOP - |we| + H
VX € V.VT € ¢(X).Vp qu[ where K(p, X) = (wy,103).

Proposition 13. The set of bounded mappings {1 : 1 is bound by K} is finite.

A mapping v is a solution if it satisfies the following constraint over the
transition monoid Ty; of M:

W(X) D {Aw)} if X —»we P,

VXV {¢(X) JY)@w(Z) X —YZeP.

where F1 J Fo if VI3 € Fp. 311 € F1. Ty C T If ¢ is a solution, then P(X) 3
A(L(X)) for all variable X.
The reason why we redefine solutions is to establish the following property.

Indeed, even if (X) 2 K(L(X)), then (¢ [ K)(X) 2 &(L(X)) in general.
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Proposition 14. If a mapping ¢ is a solution then ¢ [ K is also a solution.
This proposition is crucial to obtain our main theorem.

Theorem 15. L(G) C L(M) <
(¢ : solution). (S) C {T : qim_tz_/g)qf €T, (qr,§) € F} —
(¢ : bounded solution.). ¥ (S) € {T : qinit 215 q5 € T, (s, €) € F}.

As with Incl(CFL, DYCK), to decide if L(G) C L(M), it suffices to explore
a solution in the finite set of bounded mappings. This implies our main result.

Corollary 16. The inclusion problem Incl(CFL,RGPDA4U) is decidable.

5 Attempt at Generalization or Undecidability

We have given a decidability proof of Incl(CFL, SDPDA) where each problem
is of the form L(G) C L(M). One possible generalization is to consider the
inclusion of the form L(G) C L'(M) where L'(M) is the language defined by
L'(M) :={w : {Ginis, Z) |% (g7, ), (qr,€) € Fu,a € T'*}. However, as Friedman
and Greibach showed in [5], the above problem becomes undecidable. Indeed,
the empty-stack acceptance condition is crucial in the proof of Lemma9.

The second attempt is to replace the third condition of SDPDAs by the con-
dition: if (p, a) l% (q,0) and (p,a’) l% (r,f'), then ¢ = r but maybe |a| — |f|
# |a’| — |B’|. The relaxed condition enables us to simulate simple machines. A
realtime DPDA M is a simple machine if M has only one state and accepts words
by the empty-stack. Since simple machines are realtime DPDAs that satisfy the
above relaxed condition, the undecidability of the inclusion problem on simple
machines [4] implies the undecidability of the inclusion problem between CFGs
and the relaxed SDPDAs. A similar argument shows that the inclusion problem
also becomes undecidable if we adopt the following condition: if (p, «) ”P% (g, )
and (p,’) &= (r, '), then |a| — || = |o’| - || but maybe q # .

These results illustrate the difficulty of finding a class of languages B that
makes Incl(CFL,B) decidable with SDPDA C B. Now we consider finding a
class A such that CFL C A and Incl(A, SDPDA) is decidable. For this purpose,
we consider the class IL of indexed languages [1,7]. This class and higher-order
indexed languages [10] is known as a natural generalization of CFL and have
received attention for higher-order program verification [8]. If we could solve
Incl(IL, SDPDA), then this becomes a base for program verification. However,
unfortunately, the inclusion problem on IL is unsolvable for Incl(IL, DYCK).

An indexed grammar is a 5-tuple G = (V, X, F, S, P) where V = {A, B, ...}
is a finite set of wariables, S € V is the start variable, ¥ = {o1,09,...} is
a finite set of terminal symbols, and F' = {f,g,...} is a finite set of indices,
and P is a finite set of production rules [1,7]. Each rule in P is one of
the following: A — BC, Ay — B, A — By, A — o where A,B,C €
V, f € F, and ¢ € X. A sentential form ¢ is of the form ¢ =
a1(Ay,x1)ae(Ag,x2) ... an(Ap, Tn)anyr € (ZU(V x F*))* where o; € ¥* and
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(Aj,z;) € V x F*. Instead of (A,z) € V x F*, we write A,. Each produc-
tion rule rewrites a sentential form as follows: (1) a rule A — BC rewrites as
1Az = 1By Criba, (2) arule Ay — B rewrites as Y1 Ap, 10 = 1 Bz19, (3) a
rule A — By rewrites as ¢ Ag2 = Y1 Bz, and (4) a rule A — o rewrites
as 1Az = P101e. The language of an indexed grammar G is defined by
L(G) :={w € ¥* : S =* w}. The class of indexed languages IL is the languages
generated by indexed grammars.

To obtain the undecidability of Incl(IL, DYCK), we use an undecidability
result of DTOL-systems. A DTOL-system is a tuple G = (X, ¢1,. .., gn, @) where
Y. is a finite alphabet, g;:3* — ¥* is a homomorphism for each i € [1..n], and
the non-empty word a € X1 is the aziom of G [12]. On a DTOL G, we define
the function Fg : [1..n]* — X* recursively: Fg(e) := a and Fg(iy ... in—1in) :=
9i, (Fa(i1 ... in—1)). The following theorem is the immediate consequence of The-
orem I11.12.1 and I11.7.1 of [12] and is key to showing our undecidability result.

Theorem 17 [12]. Let G = (X,91,---,9n,«) and H = (X' hy,... hy, B)
be DTOL-systems with n-homomorphisms. It is unsolvable to decide whether
|Fa(w)| > |Fu(w)| for all w € [1..n]*.

Theorem 18. Let L be an indexed language over {a,a}. It is unsolvable to
decide whether L C DYcK({a}).

Proof (Sketch). Let G and H be DT(0L-systems with n-homomorphisms. On the

basis of the construction of [7, Theorem 14.8|, we can encode G and H into an

indexed grammar I as L(I) = { a'a’é’a’ : w € [1.n]*,i = |Fg(w)|,j = | Fu(w)]| }.
Since i > j <= 4o’/ & o' € DycK({a}), we have the following:

L(I) C Dyck({a}) < |Fg(w)| > |Fu(w)| for all w € [1..n]".

This property and Theorem 17 imply the undecidability of Incl/(IL, Dyck). O

6 Related Work

The idea of using monoids to solve inclusion problems follows previous work by
the second author [11], which restated the decidability of the inclusion prob-
lems Incl(CFL, REG) and Incl(CFL,DYCK). We have extended the previous
approach for Incl(CFL,SDPDA) by introducing RGPDAs and using a transi-
tion monoid of RGPDAs to accommodate the technique of Berstel and Boas-
son. In the paper [3], Bertoni et al. also used a monoid to solve the inclusion
problem Incl(CFL, DYCK). Unfortunately, their proof is incorrect because they
depended heavily on the incorrect assumption that Dyck monoids are cancella-
tive. A monoid M is cancellative if xy = xz implies y = z and yxr = zx implies
y = z for every x,y,z € M. However, the Dyck monoid over {a} is not cancella-
tive, i.e., p(aa®)pu(a?a?) = a®/a® = p(adé®)u(ata) but p(a?a?) # p(atat).
Tsukada and Kobayashi showed the decidability of Incl(CFL, SDPDA) by
designing a type system for DPDAs [14]. They translated an inclusion problem
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L(G) C L(M) for a CFG G and an SDPDA M into the type-theoretical problem
deciding if G is typable under a type system obtained from M. In their type
system, a typed term is of the form w:7 where a type 7 is a set of pairs of
configurations 7 = {¢ — ¢’ : ¢ l% c}. Since each type and each type environ-
ment are infinite in general, Tsukada and Kobayashi required extra notations
to represent infinite objects in a finite form; this makes their proof elaborated
overall. Conversely, as mentioned in Sect. 2, we consider the monoids obtained
from transition rules of RGPDAs and thus the set A(w) is finite for any word w.
It is worthy to note that the definition of reading configurations of their paper
differs from Greibach and Friedman [6] and us. A configuration c is a reading
configuration if ¢ is not expandable by e-moves in their definitions; thus, each
configuration with the empty stack (g, €) becomes a reading configuration in [14].
This difference is significant and their main theorems [14, Theorems 8 and 10| do
not hold in their definition; however, it seems that their proofs and result hold
in the original definition of reading configurations considered by Greibach and
Friedman.

7 Conclusion and Future Work

We have extended the decidability proof of Incl(CFL,DYCK) given by Bers-
tel and Boasson to Incl(CFL, SDPDA) by introducing RGPDAs and considering
their monoid. SDPDA strictly includes the class of languages accepted by visibly
pushdown automata with empty stack. Recently, the class of languages accepted
by Floyd automata (operator precedence languages) [9] have received attention
because it includes the class of visibly pushdown languages and enjoys many clo-
sure properties. To the best of our knowledge, the relationship between SDPDAs
and Floyd automata with empty stack and the decidability of the inclusion prob-
lem between CFGs and them have not been studied to date. We would like to
tackle these problems by extending the arguments presented in this paper.
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