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FOREWORD 

This volume contains the paper presented at the 14* DGLR/STAB-
Symposium held at the ZARM, Universitat Bremen, Germany, November, 
16 to 18, 2004. STAB is the German Aerospace Aerodynamics Associa
tion, founded towards the end of the 1970's, whereas DGLR is the German 
Society for Aeronautics and Astronautics (Deutsche Gesellschaft fiir Luft-
und Raumfahrt - Lilienthal Oberth e.V.). 

The mission of STAB is to foster development and acceptance of the dis
cipline "Aerodynamics" in Germany. One of its general guidelines is to 
concentrate resources and know-how in the involved institutions and to 
avoid duplication in research work as much as possible. Nowadays, this is 
more necessary than ever. The experience made in the past makes it easier 
now, to obtain new knowledge for solving today's and tomorrow's prob
lems. STAB unites German scientists and engineers from universities, re
search-establishments and industry doing research and project work in 
numerical and experimental fluid mechanics and aerodynamics for aero
space and other applications. This has always been the basis of numerous 
common research activities sponsored by different funding agencies. 

Since 1986 the symposium has taken place at different locations in Ger
many every two years. In between STAB workshops regularly take place at 
the DLR in Gottingen. The changing meeting places were established as 
focal points in Germany's Aerospace Fluid Mechanics Community for a 
continuous exchange of scientific results and their discussion. Moreover, 
they are a forum where new research activities can be presented, often re
sulting in new commonly organised research and technology projects. 

It is the fifths time now that the contributions to the Symposium are pub
lished after being subjected to a peer review. The material highlights the 
key items of integrated research and development based on fruitful col
laboration of industry, research establishments and universities. Some of 
the contributions still present results from the "Luftfahrtforschungspro-
gramm der Bundesregierung (German Aeronautical Research Pro
gramme)". Some of the papers report on work sponsored by the Deutsche 
Forschungsgemeinschaft (DFG, German Research Council) in some of 
their Priority Programs (Verbundschwerpunkt-Programm) as well as in 
their Collaborative Research Centres (Sonderforschungsbereiche). Other 
articles are sponsored by the European Community and are therefore re
sults of cooperation among different organisations. The main areas include 



VIII Foreword 

numerical simulation and mathematics, aeroelasticity, small and large as
pect ratio wings in the context of leading-edge vortices, wake vortices, 
high lift systems and propulsion integration, and new developments in 
wind tunnel facilities and measurement techniques. Therefore, this volume 
gives an almost complete review of the ongoing aerodynamics research 
work in Germany. The order of the papers in this book corresponds closely 
to that of the sessions of the Symposium. 

The Review-Board, partly identical with the Program-Committee, con
sisted of A. Altminus (Munchen), G. Ashcroft (Koln), J. Ballmann (Aa
chen), R. Behr (Munchen), Chr. Breitsamter (Miinchen), A. D'Alascio 
(Miinchen), J. Delfs (Braunschweig), G. Eitelberg (Emmeloord), M. 
Fischer (Bremen), R. Friedrich (Munchen), R. Grundmann (Dresden), A. 
Gulhan (Koln), H. Hansen (Bremen) , S. Haverkamp (Aachen), St. Hein 
(Gottingen), P. Hennig (UnterschleiBheim), F. Holzapfel (WeBling), H. 
Honlinger (Gottingen), G. Koppenwallner (Katlenburg-Lindau), W. 
Kordulla (Noordwijk), H. Komer (Braunschweig), E. Kramer (Stuttgart), 
H.-P. Kreplin (Gottingen), N. Kroll (Braunschweig), D. Kroner (Frei
burg), J. Longo (Braunschweig), Th. Lutz (Stuttgart), F. Menter (Otter-
fing), E. Meyer (Munchen), C. Naumann (Stuttgart), G. Neuwerth 
(Aachen), W. Nitsche (Berlin), H. Olivier (Aachen), R. Radespiel 
(Braunschweig), H.-J. Rath (Bremen), U. Rist (Stuttgart), H. Rosemann 
(Gottingen), R. Schnell (Koln), G. Schrauf (Bremen), W. Schroder 
(Aachen), D. Schwambom (Gottingen), J. Sesterhenn (Munchen), E. 
Steinhardt (Munchen), Chr. Stemmer (Dreseden), P. Thiede (Bremen), 
J. Thorbeck (Berlin), C. Tropea (Darmstadt), R. VoB (Gottingen), C. 
Wagner (Gottingen), C. Weiland (Munchen), C. Weishaupl (Munchen), 
and W. Wiirz (Stuttgart). Nevertheless, the authors sign responsible for the 
contents of their contributions. 

The editors are grateful to Prof. Dr. E. H. Hirschel as the General Editor of 
the "Notes on Numerical Fluid Mechanics and Muhidisciplinary Design" 
and to the Springer-Verlag for the opportunity to publish the results of the 
Symposium. 

H.-J. Rath, Bremen 
C. Holze, Bremen 
H.-J. Heinemann, Gottingen 
R. Henke, Bremen 
H. Honlinger, Gottingen 

October 2005 
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High Reynolds-Number Windtunnel Testing for the Design 
of Airbus High-Lift Wings 

Daniel Reckzeh', Heinz Hansen^, 
AIRBUS, Aerodynamic Design & Data Domain, 

D- 28183 Bremen, Germany 

Summaty 

Present aircraft design methods must be continuously improved. This is due to 
environmental and ftiture transport market requirements. Promising results are 
expected fi-om development of advanced high lift systems for civil transport 
aircraft. At present the validation of the numerical design of a high lift / low speed 
system is done with subscale aircraft models. The fmal performance of the new 
aircraft is derived by extrapolation. This extrapolation to a full-scale aircraft poses 
a high risk in time and money. The accurate prediction of low speed / high lift 
performance early in the design process will, therefore, be a key asset in the 
development of competitive ftiture aircraft. Consequently the Airbus approach for 
fiiture design verification concentrates on earlier design verification by the use of 
high-Re facilities, especially the ETW. The experience gained in the qualification 
and development phase of low-speed testing in ETW via R&T programmes (as 
EUROLIFT) will be exploited in fiiture m aircraft development work by early use 
of high-Re benchmark testing in close combination to the design work with 
advanced CFD-tools. 

Drivers for high-Reynolds-number windtunnel testing 
for design verification 

Within the scope of constant pressure to improve aircraft products concerning 
costs, performance, reliability and emissions, the development and production of 
advanced high lift systems for new or modified aircraft will play an important role 
in the ftiture [1]. Design methods for such high lift systems have to be continuously 
improved due to these environmental and ftiture transport market demands. A 
crucial prerequisite for the design of efficient and competitive afa-craft is a 
comprehensive understanding of the flow physics of such systems, as well as the 
ability to optimise these systems in terms of more efficient, yet simpler designs. 
This, in combination with a high accuracy of flight performance prediction in an 
early stage of development will provide a strong contribution to the 
competitiveness of European aircraft manufacturers. Accurate flight performance 
prediction is a challenging task, this is due to the fact that most of the high lift 
testing to date has been done at sub-scale conditions [2]. Field performance and 
handling qualities for the aircraft are then derived by extrapolation. Many of these 

' Head of high-lift devices group, Daniel.Reckzeh(a),airbus.com 
^ Senior research engineer, high-lift devices group, Heinz. Hansen@,airbus.com 
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scaling effects strongly depend on the Reynolds number as the characteristic 
parameter between subscale and flight conditions [2, 3, 4]. These scaling effects 
can introduce an element of risk to the aircraft programme, particularly for large 
wings, which are designed for high subsonic Mach numbers. This could possibly 
require expensive design modifications to be made during flight tests. On the other 
hand the high lift design procedure includes extensive parametric studies at the 
project design stage, where time is an important factor. Optimisation and 
refinement are required and wmd tunnel tests at reasonably high Reynolds numbers 
can result in a drastic increase in development costs, if undertaken solely in the 
wind tunnel. Therefore the combination of experimental and suitable 
computational investigations is increasingly necessary. The current situation of the 
aforementioned areas of interest can be summarised as follows: 

Many of the high lift flow phenomena, especially for 3D configurations and at 
high Re numbers are not fiilly understood [2, 8]. 
Most of the high lift testing until to date has been done at low or moderate Re 
numbers (Re<7 Mio.). 
Significant adverse scale effects can sometimes be found in flight-testing, but 
no detailed measurements are available for the detailed understanding of these 
effects. 
Only a very limited number of tests are available in Europe at flight Re 
numbers and free flight conditions. 
Scale effects on stall data depend ultimately on some details of the local 3D 
geometry and the spanwise stall behaviour can be strongly affected by the 
local Re number. 

The need for advanced complex CFD-methods in combination 
to high-Re testing 

Rapid viscous-inviscid interaction codes are a standard industrial tool in the 
development of high lift systems. However, the extremely complex high lift flows 
and the need for improved prediction accuracy have led to increased effort of 
introducing Reynolds averaged Navier-Stokes (RANS) codes as a tool for high lift 
application. For complex flows with strong separation - even in 2D- an 
improvement of accuracy for industrial applications in terms of prediction of 
maximum lift, stall behaviour and for take-off configurations the accurate drag is 
needed in addition [5]. Common research projects have provided 2D RANS codes 
for industrial applications. Verification has been accomplished for 3D pilot 
applications and is currently extended [6]. The challenge of grid generation could 
be tackled by using unstructured grid approaches, but reliable prediction of all 
involved flow phenomena requires considerable fiiture effort. The computational 
results have to be improved for cases with strong separated flows. Previous 
research activities [2, 7] have shown the importance of the accurate prediction of 
transition on the high lift elements. The accuracy of computations will have to be 
driven forward by improved modelling of the main flow phenomena and therefore 
basic research experiments with detailed flow measurements -especially in 3D- are 
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needed to provide the code developer with the necessary information. 

Contributions of tlie EUROLIFT R«&T programme 

The role of EUROLIFT [9] can be understood as a qualification phase for the 
approach to test high-lift design solutions derived from design assessment with 
complex CFD methods. The main tasks of EUROLIFT were: 
• Preparation of an experimental database with detailed flow field information 

providing numerical code developers with a comprehensive set of information 
with step-by-step increase of geometric and flow complexity. 

• Assessments of state-of-the-art European high lift codes with a clear path to 
industrial application by using this experimental database. 

• Improvement of numerical tools in fields with clear shortcomings and 
derivation of common European guidelines for the further improvement and 
development of high lift tools with respect to time effective pre-optimisation 
and the high accuracy required for industrial applications. 

• Extensive use of the unique capabilities of the European cryogenic Transonic 
Windtunnel (ETW) for high Reynolds number testing at low speed/high lift to 
bridge the gap between sub-scale testing and flight conditions. 

• Application of the improved knowledge for testing of an advanced high lift 
system up to flight Reynolds numbers and demonstration of the improvement 
potential. 

As far as possible existing resuhs and experiences of different national and 
European research activities have been used. The CFD tools developed on a 
national basis have been brought into the EUROLIFT community. A common set 
of well-defmed experiments has given the unique possibility to compare most of 
the existing high lift CFD tools within Europe. This will lead to a standardised 
European guideline for fast grid generation and accurate transition and turbulence 
modelling tools. The integration and application of these tools in the industrial high 
lift design process has been significantly accelerated. 
With the availability of the ETW test facility it is possible to achieve flight 
Reynolds numbers. Within EUROLIFT this tunnel has been used for the first time 
for low speed testing of half span models in high lift configuration up to flight 
conditions. All partners within EUROLIFT could benefit from the assessment and 
exploitation of this unique European testing facility. Each partner was involved in 
this process and gains the common knowledge about the advantages of such a 
tunnel. 

EUROLIFT ETW-High-Re verfication procedure 
of an advanced high-lift system 

Within EUROLIFT the European high Re test facility ETW and its unique 
possibility to use both - pressurized and cryogenic conditions- in combination with 
cryogenic half model test technique, it was possible for the first time to perform 3D 
low speed high lift measurements up to flight Re numbers in a wind tunnel [14]. 
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Therefore the approach taken with the KH3Y validation model was testing of 
selected configurations and high lift element settings over the complete range of Re 
numbers starting with low Re numbers typical for smaller wind tunnels up to real 
flight Re numbers. Before these tests with the validation model could be performed 
it must be assured that this new low speed high lift testing with a newly designed 
half model balance could be performed in the ETW with a high quality standard. 
Therefore a pre-testing for the verification of ETW for high lift, high Re testing 
with half span models was performed. This was an important milestone for the 
following tests in ETW. For this verification process an existing cryogenic model 
of Airbus-D ("Fig.l") was used as an example of a modem transport aircraft. This 
model has been extensively tested in the LSWT in Bremen and in the cryogenic 
non-pressurised tunnel in Cologne (KKK). Based on this information the results 
from the ETW could be cross checked in the appropriate Ma/Re limits under 
cryogenic conditions [13, 15]. By use of global flight test results of this aircraft 
(max. lift, stall behaviour) an additional comparison at flight Re numbers between 
the new ETW results and flight was possible. This comparison demonstrated a 
good agreement of the ETW results with other test facilities and the existing flight 
test results. A detailed overview about these tests has been given in [15]. After this 
verification phase corresponding to the low Re number validation test in the LSWT 
a high Re number ETW test for selected configurations has been performed and 
could provide a database for the assessment of CFD codes up to flight Re numbers. 
Several configurations have been tested in the ETW up to flight Re numbers: a 
clean configuration with and without a modified leading edge (behaviour of 
leading edge stall with Re), a take-off and landing configuration, and a landing 
configuration with different flap settings. Due to the cryogenic conditions no 
detailed flow field measurements could be performed but for selected points the 
boundary layer transition has been observed by I.R detection technique. For some 
interesting areas and conditions in addition to this the deformation of the flap and 
the wing bending as a function of the changeable stagnation pressure was measured 
by a mini CCD camera system. 

In a last step the validation model KH3Y (Fig.2) was used in a more realistic 
complex aircraft configuration as an example of an typical industrial application. 
Use was made of a so-called multifiinctional flap system (Fig.3). With this system 
an extended fowler fiap will replace the aileron. The 'fiill-span' fowler is equipped 
with a small splitflap ("Gumey-flap" or "mini-TED") or a camber tabs over the 
total fowler flap span. These tab elements can be deflected differentially in span-
wise direction and used for increased maximum lift, optimising the lift distribution 
in take-off, roll- and glide path control, as well as for the improvement of cruise 
performance. This new high lift system was developed and extensively tested by 
Airbus-D with a large fiill span model. Corresponding to the KH3Y model 
geometry at low Re numbers (Re=3 Mio.) within the national German high-lift 
technology programme HAK [12] was build by Airbus-D within EUROLIFT. In 
high lift configuration at high deflection angles of the camber tab the effectiveness 
of the tab is limited by separation at low Re numbers. Tested in the last phase of 
EUROLIFT tests in ETW the main objective therefore was the assessment of such 
a system over the complete range of Re numbers from sub-scale testing up to flight 
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Re numbers by use of the ETW test facility. These measurements helped to 
improve the understanding of scaling effects and to evaluate design criteria for 
such a system as a function of Re number. As an example of the significant impact 
of the Re number on the obtained performance the development of CL,max vs Re is 
shown in Fig.4. The development of maximum increment lift over Reynolds-
number is given for advanced different configurations (extended flap, splitflap and 
differentiated tab deflections) relative to the reference single slotted flap & aileron 
layout. The benefit from the advanced flap systems is significantly higher at high 
Re conditions and also the relation between the layout changes. This example 
mdicates very clearly that a design selection at low Re conditions could have let to 
a non-optimised solution at flight conditions. 

Experience from the A380 design worli 

The targeted approach with establishing a high-Re 'benchmark' very early m the 
design process could not yet be applied for A3 80 [16]. Nevertheless a large amount 
of tests at 'medium-to-high-Re conditions' was already conducted during the 
development work. Windtunnels as DNW-KKK, Onera Fl and Qinetiq Q5m 
provided aheady Reynolds-numbers up to Re=12 Mio. These tests revealed 
significant impact of the Reynolds-number on an optimum solution for various 
design features as the 
• Maximum lift & drag performance of various leading edge layouts (slat, 

droop-nose device, sealed slat, beret-basque-pylon) 
• Spanwise combination of slat angles and maxunum slat angles 
• Slat-setting (lift optimised for landing, drag optimised for take-off) 
• Flap-setting (lift optimised for landing, drag optimised for take-off) 
• Extension and profile of the unprotected inner wing leading edge 
• Winglet efficiency on take off drag 
Nevertheless, due to the qualification work for the ETW application for low-speed 
testing in EUROLIFT which was conducted in parallel to the A3 80 development 
process, an ETW check-out campaign for performance risk-mitigation could be 
finally included in the A3 80 development work. In this approach a cryogenic 
halfinodel with the specific wing twist of the landing configuration was 
manufactured and tested in ETW. It gave very valuable contributions concerning 
the maximum lift level and the wing separation behaviour under flight conditions, 
as well as insight in the impact of aeroelastic distortion effects on the high-lift 
performance with the help of measurements of the deformed wing shape under 
different windtuimel pressure conditions. 

Requirements to high-Re windtunnel facilities in industrial application 

From the extensive experience in windtunnel testing for design verification at 
Airbus following top-line requirements for high-Re facilities can be formulated. 
• Flexibility 

o Fast configuration changes, low testing time per configuration 
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o Suited for significantly different configurations (e.g. A3 80, A400M) 
o Engine simulation (high importance esp. for propeller-configurations) 

• Quality of results & experimental techniques 
o Good repeatability (short-term & long term) 
o Reliable online results in standardized format 
o Good flow & separation visualisation (tufts, oil, accenaphtene, PSP) 
o Transition visualisation (Infrared, TSP) 
o Deformation measurement to provide information on tested model 

wing shapes under load (to rule-out "pseudo Re-effects") 
• Compatibility to other windtunnels in the 'verification chain' 

o Identical models to be used 
o Identical data procedures & correction methods 

• Reasonable relation between cost & effort relative to amount of results & 
quality 

o For several tasks many variations at low/med Re may be more 
reasonable than little at high Re-conditions to provide the required 
amount of data under given time & budget constraints. 

Especially the last point can be considered of key importance as the cost of high-
Re testing severely conflicts with the usual budget requirements of industrial 
development programmes. 

Conclusions 

It is obvious that for flirther improvement of high-lift configurations' performance 
by application of advanced system solutions or also simply by better exploitation 
of state of the art systems by reduction of performance margins to cover the 
uncertainties in tunnel to flight scaling the experimental verification at flight 
conditions has to play a central role. The ETW is the only facility where these 
conditions can be reached. After recent R&T work -especially in EUROLIFT- the 
ETW can be considered now as qualified for low speed testing and a first 
application in an aircraft programme has been taken place with an A3 80 high-lift 
campaign. Nevertheless, fiirther work is necessary to establish the ETW as a 
'robust & known' part in the Airbus windtunnel verification chain. Recent R&T 
programmes as IHK/HICON, EUROLIFT 2 and FLIRET shall serve this purpose. 

In combination to early high-Re testing to provide benchmarks for a new 
configurations' performance capabilities advanced CFD-tools are required to 
conduct the detailed design work. It has to be pronounced that these codes have to 
become more mature, robust and user-friendly than today's CFD-suites, even if 
impressive developments have been taken place in the last years which led to the 
establishment of 2D and 3D RANS-codes as integrated analysis tools in the design 
process and already first cases where design decisions were solely taken based on 
CFD-results. 

The fliture approach has to include a proper mix of high-Re benchmark testing, 
CFD-based design assessment and low/medium-Re testing to capture larger 
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amounts of configuration variations and also testing techniques, which are not (yet) 
applicable at high-Re in ETW (e.g. power simulation). 
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Figure 1: K3DY Airbus model Figure 2: KH3Y Eurolift model 
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fVerconipiete Flap 

Figure 3: New Flap/Tab system on model KH3Y for test in ETW 
Reference: Single Slotted Flaps and drooped aileron 

New high-lift system: Extended Single Slotted Flaps with Tabs 

_ aio)' 

Figure 4: ETW-Results for maximum lift dependency vs. Reynolds-number of 
different flap system layouts relative to reference single slotted flap 

(SPF=splitflap, Tab=spanwise differentiated tabs on single slotted flap) 
(Reference for Reynolds-number: mean wing chord) 
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Summary 

For the simulation of low Reynolds- and Mach number flows, a boundary layer code 
in combination with a database method is coupled with an unstructured RANS code. 
The technique is validated in 2D using a glider aiifoil and in 3D for a glider, showing 
good agreement with experiments and a well-validated 2D design code. 

1 Introduction 

The aim of the study at hand is to extend the range of applicability of the DLR 
TAU-Code [1] for flows at low Reynolds- and Mach numbers. This flow regime is 
characterised by significant portions of laminar and transitional flow. Therefore, the 
numericEil simulation of this flow regime must include the modelling of transition. 
The modified TAU-Code can then be used for a wide range of simulations in which 
laminar flow and transition are of importance, e.g. general aviation, wind turbines 
and the simulation of models in the wind tmmel. Afterwards TAU will also be used 
for design tasks like the numerical optimisation of a glider winglet and the wing-root 
fairing optimisation of the new SB 15 glider. This paper describes the development 
of a process-chain for this purpose, using the boundary layer code COCO [3] and a 
data base method [4] in combination with TAU. Validation results are presented for 
a 2D glider airfoil case and in 3D for the simulation of complete speed polars of the 
glider "Std. Cirrus". 

2 Geometry / Grids 

For validation in 2D the HQ17 [5] glider airfoil by Horstmann and Quast is used. 
Four grids are generated with the hybrid unstructured grid generator Centaur [6] 
with a thickness of the boundary layer (35 layers) which is ads^ted to four Reynolds-
numbers (He = 0.7,1.0,1.5,2.0 • 10^). The hybrid 2D grid for Re = 1.5 • 10*̂  is 
depicted in fig. I (left). A 15m "Std. Cirrus" glider by Schempp-Hirth is used for 
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3D validation. The geometry used here is equivalent to the first version of this glider 
(1969) with a wing twist of—0.75°. The computational geometry is build tising CA-
TIA V.5 based on original drawings, the airfoil coordinates and measurements of an 
original "Std. Cirrus" glider. The geometry includes the wing with wing tip, the 
fuselage and the wing-root fairing. The empennage is not included. As only sym
metrical flow cases are investigated, the half-geometry is meshed using Centaur. The 
hybrid mesh contains 5.5 • 10^ points overall with 20 prism layers for the resolution 
of the botmdary layer. The volume between the outer prism surfece and the farfield 
is filled with tetrahedra. The geometry and grid in the wing-root area are shown in 
fig. 1 (right). 

3 Flow Solution Method 

3.1 DLRTAU-Code 

The solution of the Reynolds-averaged Navier-Stokes equations (RANS) is car
ried out using the hybrid unstructured DLR TAU-code [1]. For the closure of the 
Rej^olds-averaged equations the fc-w-SST turbulence model of Menter [7] is used, 
which combines robustness with the applicability for partly detached flows. Due 
to the low Mach-numbers and the resulting stifthess of the RANS equations, low 
Mach-nxmiber preconditioning is used [8]. Finally, the central JST-scheme [9] in 
combination with 80% matrix dissipation [10] assures numerical flow solutions with 
low numerical dissipation. 

3.2 lyansition Prediction Method 

The concept of the presented transition prediction method is to couple a RANS flow 
solver, a boundary layer code and a database method for Tollmien-Schlichting waves 
to predict transition. The main advantage of this method is the usage of "industrial 
grid densities" for the RANS flow solver, which means a typical grid density (e.g. 
fv 6 • 10^ points for a glider) is adequate to get the parameters of the laminar bound
ary layer fi-om the boundary layer code. To calculate these parameters directly in 
the RANS flow solver an extremely fine grid (e.g. ss 30 • 10^ points for a glider) 
would be needed to achive sufficient resolution of the boundary layer. For complex 
3D-configurations this demand would lead to an extensive number of grid points. 
For this reason die shown coupling of a RANS flow solver and a boimdary layer 
code allows the usage of transition prediction for complex configurations with only 
small additional costs. The tKinsition prediction method (boundary layer code and 
data base) is used as an external program. This allows a flexible coupling with any 
structured or unstructured RANS flow solver (e.g. FLOWer, TAU at DLR) and in
dependent development of the transition prediction method. 

In this paragraph the details of the complete process-chain are described: First 
a RANS flow solver is used to compute a surfece pressure distribution for a given 
configuration based on a Mly turbulent flow. Cutting this pressure distribution in 



Aerodynamic Analysis of Flows with Low Macli- and Reynolds-Number 11 

planes with a tool of Wilhelm [2], a 2D-flow can be extracted. This method sup
poses a plane aligned with the streamlines at the upper end of the boundary layer. 
This situation is found on typical stretched wings whereas e.g. on the wing/fuselage 
junction this assumption is invalid and the shown method cannot be used there. 
Based on the pressure distribution in cuts through the flow field, a 2D coordinate 
system is derived, the pressure distribution is transformed in this coordinate system 
and splitted at the stagnation point. Two filters for the reduction of local noise and 
local point clustering provoked by the cutting of unstructured grids are applied on 
the pressure distribution. Then a boundary layer code - described below - simulates 
the laminar boundary layer starting from the stagnation points in these cuts. 

Two kinds of transition types must be treated in such a 2D-cut: First, at a point of 
the pressure distribution where laminar boundary layer is inhibited, e.g. on laminar 
separation bubbles. At such a point the boundary layer code cannot converge to a so
lution and transition must occur. The second kind of transition is driven by ToUmien-
Schlichting waves. This type of transition is detected with a database method (see 
below) which uses the boundary layer parameters from the boimdary layer code and 
gives an iVrs-factor. UNTS > Ncrit, transition will occur. The point of transition 
is the point which is closer to the stagnation point in a 2D-cut. Afterwards, the tran
sition point is transformed back into the coordinate system of the flow solver. After 
some iterations the transition points are converged to the final location. 

COCO Boundary Layer Code The boundary layer code COCO [3] computes the 
velocity and temperature profiles of a compressible laminar boundary layer along a 
swept and conical wing. It uses a new transfonnation that maps a thickening bound
ary layer onto a rectangular region, which facilitates the computation of streamwise 
derivatives needed for non-local stability calculations. The equations are expressed 
in terms of four coefiicients: the acceleration of the inviscid flow driving the boimd
ary layer, the conicity of the wing, the viscosity, and the boimdaiy layer suction. 

The equations are discretized with a fourth-order compact scheme ("Mehrstel-
lenver&hren") and the resulting system is solved by a Newton method. One of the 
features of COCO is its consistent computation of all streamwise derivatives. The 
user can choose between several possibilities and the chosen streamwise discretisa
tion is then used to solve the differential equation for the velocities at the boundary 
layer edge, to compute the coefiicient of acceleration, to solve the parabolic bound
ary layer equations, and to compute the streamwise derivatives needed for non-local 
stability computations. As with every direct method, the boimdary layer equations 
become singular at separation and the Newton iteration fails to converge. This be
havior can be used as an indicator for separation. 

Data Base Method for Tollmien-Schlichting Waves For a given station in a two-
dimensional, incompressible boimdary layer, one can present the local spatial am
plification rates with the help of level lines in an (F,Re)-diagram, where F is the 
(non-dimensional) reduced frequency F = 27r/ v/u^ and Re the Reynolds number 
Re = Ue 6i/i/. If we consider a fixed reduced frequency F, the negative value of the 
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spatial amplification rate a becomes a fimction of the Reynolds number Re alone. 
This fimction can be approximated by two half-parabolas (i = 0 : REQ < Re < 
Reu; i = I : RsM < Re < itei) with zeros at Reo and itei, and the maximum 
UM at ReM' 

a 
0"M 

Re — R&M 

Rci — Re.M.\ 

Amal [11] showed that the four parameters defining the two half-parabolas can 
be expressed as fimctions in terms of the reduced fi-equency F, the shape parame
ter Ryi-, and the local Mach nvimber Afg at the bovmdary layer edge. Thus, having 
performed a boimdaty layer calculation, we can, for a given fi-equency, compute 
the approximate local amplification rates for a ToUmien-Schlichting wave with this 
firequency and integrate these rates to obtain the iVTS-factor. A version has been 
implemented into the boundary layer code COCO [4]. 

4 Results 

4.1 Airfoil HQ17 

In this section the validation of the presented transition prediction method based on 
the airfoil HQ17 is presented. For comparison, measurements in two different low-
speed wind tunnels [5] and a simulation with XFoil [12], a well validated analysis 
and design program for low-Re number flows, are used. Polars are simulated for 
four Reynolds numbers: Re = 0.7,1.0,1.5,2.0 • 10^. 

As an example in figure 2 for Re = 1.5 • lO*' a comparison is shown. On the 
light side the transition positions on the airfoil with XFoil and COCO are compared. 
As XFoil predicts a transition position on the end of the laminar separation bubble, 
whereas COCO predicts the begin of the bubble, the results of XFoil are modified 
with the bubble length. On the bottom side XFoil gives a transition position of about 
5% behind that of COCO, which leads to a decreased drag, especially at higher 
angles of attack. The measurements and the TAU-results show a good agreement, 
whereas the XFoil results at higher angles of attack have an increased lift. 

4.2 Complete Glider Con£igaration 

As an example of the numerical simulation in combination with transition prediction 
of a flow with low Reynolds- and Mach-number, a glider configuration is consid
ered. The aim is to calculate the speed-polar of a "Std. Cirrus" for the following 
free stream conditions: Riught — 1000 m,Too = 281.65 K,pao = 89875 Pa and 
Poc = 1.112 kg/m?. To get a speed-polar, for every given speed of the flight en
velope a corresponding lift coefficient is needed, which can be calculated from the 
assumption of aerodjmamic lift equals weight of the aircraft: 

p V^ Aaiider 
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and with the parameters of the glider mender = 316.7 kg, Aauder = 10.04 nfl 
and Ifj, = 0.67 m the hft coeflRcients can be calculated. The angle of attack is cal
culated iteratively by the flow solver by matching the simulated lift coefficient with 
the given one. These parameters and the Reynolds-number can be found in table 1. 

hi figure 3 the stTKunlines and the simulated transition lines on the upper- and 
lower sur&ce of the wing for Voo = 100 km/h and Vac — 220 km/h are depicted. 
At 14o = 100 km/h on the upper side a laminar separation bubble can be found on 
most of die wing. The transition is located nearly on the thickest point of the wing. 
At Ko = 220 km./h the transition line on the upper side has moved downstream be
cause of the reduced angle of attack (a = —5.06° instead of a = 0.288°, compare 
table 1) and leads to a reduced boundary layer load. The laminar separation bubble 
has disappeared at this speed. On the lower side the transition line has moved up
stream compared to K» = 100 kmjh. Especially on the outer wing this leads to a 
transition location near the leading edge of the wing. 

In figure 4 (left) the flow field in the area of the wing/fiiselage jimction at a 
speed of Ko = 90 km,lh is depicted. On the surfiice, streamlines are shown which 
demonstrate the laminar separation bubble on the upper wing surfece. The transition 
occurs above this laminar separation bubble. Furthermore, on the trailing edge of 
the wing close to the fiiselage a flow separation can be fotmd which is noticeable in 
flight on a real "Std. Cirrus" as a rumbling noise at lower flow speeds. The horse
shoe vortex around the wing on the fuselage can also be foimd in the figure. In 
the vorticity cuts this vortex is shown on the upper andon the lower side of the 
wing. Finally, a fiiselage-vortex on the upper side of the fiiselage (red) due to the 
stagnation line there is depicted. 

The speed-polar of the Std. Cirrus is depicted in figure 4 (right). Because in 
the simulation the horizontal and vertical tail is not present, the viscous-, profile-
and induced drag of the tail is estimated and added to the simulated speed polars. 
In comparison with flight measurements ixom the Idaflieg [13] the fully turbulent 
simulation has an increased drag, and sink-speed respectively. At F < 90 fcrn/Zi in 
the simulation a flow separation on the upper wing takes place which is responsible 
for the drop-down of the speed polar. The main reason for this effect seems to be an 
over-prediction of flow separation due to the turbulence model. The same effect can 
be found for the simulation with transition. At F > 90 kmjh the simulated speed 
polar has a reduced sink velocity compared to the measurement. Possible reasons 
can be a too small separation bubble drag because of a too coarse grid in this area 
and the missing induction of the horizontal tail on the wing, which would lead to an 
increased induced drag of the wing. 

5 Conclusion / Further Work 

In the presented paper a combination of a boxmdary layer code, a data base method 
and a RANS flow-solver is shown to be appropriate for the simulation of flows at 
low Mach- and Reynolds number imder consideration of the laminar/turbulent tran
sition. For the validation of this process-chain the airfoil HQ17 is used, which gives 
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results in agreement with measurements in low Reynolds-number wind-tunnels and 
an analysis and design system for low Reynolds-number airfoils. The method is also 
applied for a glider configuration which shows good agreement with measurements. 

The presented process-chain will be used for the optimisation of the wing / fuse
lage junction of a new glider (Akaflieg Braunschweig, SB 15) and as a basis for the 
numerical optimisation of winglets for gliders. Fxuthermore, trimmed polars with 
complete gliders can be calculated (including the tail), the results of wind-tunnel 
measurements can be improved using transition in corresponding numerical simu
lations. Also, e.g. the efficiency of wind turbines can be improved using the lami
nar/turbulent transition for design. 
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Table 1 Input for speed-polar, Std. Cirrus. 

V^[km/h] 
Voo[m/s] 

CAH 

Re[W] 
«n 

70 
19.4 

1.472 
0.824 
14.5 

75 
20.8 

1.282 
0.883 
8.68 

80 
22.2 

1.127 
0.941 
7.58 

90 
25.0 

0.890 
1.06 
2.16 

100 
27.8 

0.721 
1.18 

0.288 

120 
33.3 

0.501 
1.41 
-1.80 

150 
41.7 

0.321 
1.77 
-3.54 

220 
61.1 

0.149 
2.59 
-5.06 

Figure 1 left: Airfoil HQ17, i?e = 1.5 • 10^, right: Std. Cirrus and surface grid at 
wing/fiiselage junction. 

o.s 

XFOIL 
/: - WimS-Twrmsl SlMttgart 

—t,— Wincl-TunnolDolt 
# TWJSCOCO 

0.75 

0.25 

0.01 8.02 

XFOfL Upper 

X F a t Lower 
COCOLawer 

10 15 
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and transition position. 
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Summary 

Flow field measurements with a stereoscopic PIV-system were performed behind 
the DLR-ALVAST half-model in a high lift configuration with and without an ultra
high bypass ratio engine simulator in the DNW-NWB Low-Speed Wind Tunnel 
Braunschweig at Mach numbers of 0.18 and 0.22 (w 62 m/s and » 76 m/s). In 
the plane behind the engine, the vortex position and strength strongly depended on 
thrust and angle of attack. 

1 Introduction 

An improved understanding of the viscous and induced drag associated with engine 
installation was the main objective of the DLR-NLR pre-competitive research co
operation project named Low Speed Propulsion Airirame Integration. One prior test 
programme with the turbine powered CRUF simulator was carried out in the DNW-
LST. As important supplement to these tests, flow field measurements usii:g Particle 
Image Velocimetry (PIV) were carried out with emphasis on the spatial development 
of the fan jet flow [2]. 

During these wind tunnel investigations, flow field measurements in the wake 
of the ALVAST [3] half model equipped with the high lift wing were carried out 
with and without CRUF (Counter Rotating Ultra-high bypass Fan) simulator in the 
DNW-NWB wind tunnel. The flow field measurements behind the wing and the 
simulator were made using a five-hole rake and a stereoscopic PIV-system. Balance 
measurements and surfece pressure measurements on the wing were performed as 
well [1]. Results from the PIV measurements will be reported and discussed with 
respect to variations of the velocity fields and their topology. 

2 Test Setup 

For the present tests the closed test section running at atmospheric pressure was 
used wilii the under floor half-model balance. The longitudinal slots of the test sec
tion were kept closed except for small openings for introducing the laser light to 
illuminate a light sheet for PIV. 
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The DLR-ALVAST model is a generic wind tunnel model with a span of 3.428 
meters, representing a modem transport aircraft similar to an Airbus A320 by scale 
1:10. The modular concept of the model allows its individual assembly for different 
wind tunnel tests as full-span or half-span model either with cruise wing(s) or high 
lift wing(s). The high lift wings are equipped with inboard/outboard ailerons and 
with slats and flaps adjustable in a take-off and a landing position. Engine simulators 
can be installed on both full and half model configurations. 

For the tests in DNW-NWB a half-model configuration was assembled with 
the high lift wing with slats and flaps adjusted in take-off position. The wing is 
equipped with pressure measurement instrumentation distributed along nine span-
wise sections with a total of 617 pressure typings. 

The CRUF simulator unit has a two-stage counter rotating fan of 10" (254 mm) 
diameter with 8 blades per stage. This fan is driven by a four stage air turbine pow
ered by pressurized air. Drive air was supplied through the balance by a pipe sys
tem equipped with three flexible air bridges, so that balance forces due to through-
flowing high pressure air was minimized. A gear-box distributes the turbine power 
on the two counter rotating fiin shafts without any RPM reduction. In the fan duct 
static pressure orifices and rakes with total pressure and temperature probes are in
stalled. 

2.1 PIV Setup and Data Processing 

For seeding Di-2-Ethylhexyl-Sebacat (DEHS) was used as liquid. The generated 
particles are small droplets with a mean size of about 1 micro-meter. The seeding 
was introduced in the settling chamber. One particle generator was sufficient for 
seeding directly through its hose without a rake. The particles were illuminated by 
two Nd:YAG lasers of type Quantel Brilliant B. These light sources were pulsed 
with two independent oscillators with a repetition rate of 10 Hz. The pulse energy 
at A = 532 nm was 2 x 320 mj. As the PCO cameras utilised for thist test are limited 
to about 3 Hz, double images have been recorded each 0.3 sec. 

To obtain three components of the velocity in the light sheet a stereo set-up was 
used. Two cameras with 1024 x 1280 pixels and a dynamic range of 12 bits were 
installed outside the tunnel and thus outside of the tunnel flow viewing through the 
outlets of the removed breezer flaps into the tuimel. 

The measurement areas had dimension of about 20 cm x 20 cm, which results 
into ~ 50 pixel per centimetre. The distance to the cameras was about 3 to 3.3 m. 
The opening angle between both cameras was « 50°. Lenses of 135 mm focus 
length with maximum aperture of 2.8 were used. The time delay was chosen around 
10 /isec. Remotely focusing of the lenses was achieved with a focusing system at 
the Scheimpflug adapters required for recording of stereo images. 

In order to relate the position of both images and the coordinate system of the 
tunnel, calibration images of a planar table in the plane of the light sheet with a 
regular grid were taken. From these images the coefficients of the transformation 
have been evaluated, that maps from pixel values of both cameras into the plane of 
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the light sheet and the pixel displacements into velocity components. This transfor
mation is a general linear projective transformation, which may be inverted using 
matrix inversion or solving that linear equation. The coefiicients of the mapping are 
determined by an optimization of minimal deviation from given pixel positions us
ing point-wise relations obtained from the calibration images. An example of over
lay of a dewarped pair of calibration images from both stereo cameras is given in 
Fig. 1. The calibration had to be repeated for each camera position (c.f. Fig. 2). 

The displacement of particles was evaluated separately for each camera using 
Gaussian fit for correlation peaks [4]. The size of the interrogation windows were 
32 pixels by 32 pixels which corresponds to about 6 mm length of side. This is the 
area of the flow field which is averaged during evaluation. The images were scanned 
with step size of 16 pixels in both directions. The three velocity components were 
evaluated at given points in space (c.f. Fig. 2) using the mapping of the image of 
each camera into space, the inverted mapping, and flie spatial position of the sensor. 
The local displacement on the transformed points on each camera was obtained by 
linear interpolation on a triangular grid for the displacement fields of each camera. 

The reflections of the laser light sheet from the walls of the tuimel produced 
reflections on the model which were seen by the cameras. This was unavoidable be
cause spraying sensitive parts like pressure hole and moving parts with black paint 
was not permitted. Due to this bright background no particles could be distinguished 
by the cameras in certain areas. As no displacements could be evaluated, these re
gions were masked and excluded from further analysis.The excluded areas reduced 
information considerably. As both cameras suffer from the reflections, the omitted 
areas in the combined stereo results are the union of both regions. The thrust with 
Njsa = 11 050/min was found as a limit for application of PIV because the jet pro
duced condensation in the tuimel for higher thrust. 

As the light sheet was fixed to the tunnel also the reference system is fixed to 
the tuimel. The x coordinate is measured downstream from the centre of the turn 
table to the light sheet. The y coordinate measures the distance from the centre line 
of the tunnel and z the normal to the bottom including the peniche, i.e. the span is 
measured by z. 

3 Results 

As depicted in Fig. 2, several areas in two sections of the flow field behind the 
ALVAST-model have been investigated with and without the engine simulator at 
several conditions, i.e. variations of Mach Number (Ma = 0.18,0.22, i.e. V « 62 m/s, 
ss 76 m/s), angle of attack (a = 4°, 12°, 16°), and thrust (Nĵ a = 3 700/min, 
10 500/miii, 11 050/imn). About 100 instantaneous fields were measured for each 
variation of these parameters. They reveal considerable variations in the velocity 
fields. Results from the averaged velocity fields are shown in Figs 4 to 8. They in
clude views from back and from top to indicate the geometrical relations of model 
and regions of measurements. From direct comparisons of the vector fields in these 
figures the dependence of the structures within the velocity field on thrust and angle 
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of attack can be derived. Especially the changes of the position of the vortices and 
the topology of the flow field are revealed. In Figs 4 to 6 the position of the vortex 
moves to the engine with growing thrust. In Figs 7 the same is observed for increas
ing Jingle of attack. In contrast, the lateral position of the vortex originating from 
the outer edge of the outer flap is almost fixed. Fig. 8. Further analysis was applied 
to investigate the location and strength of vortices by methods described in [5]. Ex
amples are given in Figs 3 and 9. The vortex roll-up is continuing and not only one 
vortex but also strong vorticity layers are generated by the wing and are observed in 
the velocity fields. The discrepancies between both applied methods for evaluation 
of vortex parameters become apparent While for the method MOV the distribution 
of vorticity within the observation area is used, the approximation FAM represents 
the best fit for the velocity field. In spite of the complexity of the flow fields, the 
variation of vortex position and strength is obvious even for fixed configurations 
and parameters. Fig. 3 evaluated from fields measured behind the engine indicates 
much stronger fluctuations in position and strength than the case presented in Fig. 9, 
which was measured behind the outboard edge of the flap. 

4 Conclusions 

The forces and the flow fields behind the ALVAST model of DLR have been in
vestigated with emphasis on the effects of thrust of the engine simulator CRUF. 
Three-component velocity fields were obtained by measurements with PIV in areas 
of planes behind the wing. The results reveal changes of vortex strength and position 
for different configurations of thrust and angle of attack as well as for each particular 
configuration. These variations should be considered as variations of initial condi
tions for the vortices in the wake behind an aeroplane. Though the change of vortex 
positions is only within 5% of span with an overlay of RJ 0.5% of fluctuations they 
may induce changes in vortex interaction and onset of instabilities. 
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Figure 1 The mapping of a pair of dewarped calibration images from both 
stereo cameras into one image (left side) demonstrates perfect agreement. The upper 
vector fields (right side) show the view of both cameras. In the lower part the fields 
are combined and the vectors are within the plane of the light sheet while the gray 
values indicate the component normal to the light sheet. 

Figure 2 Investigated areas for 4° (left) and 16° angle of attack seen from down 
stream. The gray tones of the boundaries of areas are related to the respective cam
eras. The engine simulator CRUF was mounted in the gap between both flaps. 
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Figure 3 Position of vortices and relation between radius r and circulation F ob
tained via approximation with Oseen Vortex (FAM) and firom moments of vortic-
ity (MOV) as described in Ref. [5]. The averaged velocity field measured at posi
tion X = 0.696 is depicted in the middle of Fig. 6 (Ma = 0.18, a = 12°, 'Ncmf = 
3 700/min). 



22 H. Vollmers. W. PuffertMeissner, and A. Sdiroder 

. v i v w i i i g !!}»>;! !Oii?)u ;l ¥iewing from top 

. . . • 

.i'j .;L. ".y. :..j. vi'' ..;•; K'J S>; IDS l i W i n / s ^ 
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Figure 4 Dqjendence of flow field on thrust of CRUF. Averaged velocity fields 
at Ma = 0.18, a = 12°, and x = 0.425. 
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Figure 5 Dependence of vorticity and sectional stream line topology on thrust 
of CRUF for the averaged velocity fields shown in Fig. 4. 
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F^ure 6 Dependence of flow field on thrust of CRUF. Averaged velocity fields 
and vorticity (right) at Ma = 0.18, a = 12°, and x = 0.696. 
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Figure 7 Dependence of flow field on angle of incidence. Averaged velocity 
fields at Ma = 0.22, ticruf = 10 500/min, and x = 0.425. 
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viewing upstream with « = 9" 

a = 4'^ a = 12" 

Figure 8 Dependence of flow field on angle of incidence. Averaged velocity 
fields and vorticity (right) at Ma = 0.22, Ncr«/ = 10 500/min, and x = 0.696. 
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Figure 9 Position of vortices and relation between radius and circulation like in 
Fig. 3. The averaged velocity field and its vorticity of the vortex generated by the 
outer edge of the outer flap at position x = 0.696 are depicted on the right of Fig. 8 
(Ma = 0.22, Ncru/ = 10 500/min, a = 16°). The fluctuation is much stronger than in 
Fig. 3 
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Summary 

Wind tunnel investigations have been performed to study the effect of dif
ferent span loadings, obtained by means of differential flap settings, on the 
structure of the wake vortex behind a half-model of a foiur-engine large trans
port aircraft. Advanced hot-wire anemometry technique has been used to 
measure the wake vortex velocities at five cross stations up to 4.5 span dis
tances downstream of the model. Results obtained are analysed to identify 
possible benefits in terms of alleviation of the wake vortex hazard. 

1 Introduction 

The rolled up trailing vortices shed by landing or starting aircraft pose a 
serious danger factor for any other aircraft that may encounter them. This 
implied in the past the introduction of special separation rules to ensure 
safe operations for flying conditions with respect to Instrument Flight Rules. 
Nowadays, these separation standards lead to a limitation of the airport effi
ciency and are generally considered too strict. A reduction of the separation 
distances, without decreasing the current safety level, would improve the ex
ploitation of the most crowded airports. This is possible only if it is either 
ensured that the waJce vortices have left a safety corridor around the glide 
path or if their strength is weakened to a tolerable level. Previous studies 
have shown that by modifying the wingspan loading, the typical rotational 
velocities within the originated wake can be reduced significantly, [1] and 
[2]. Chemges in the wingspan loading of a flying aircraft can be obtained by 
means of differential flap setting (DFS), where many flap segments are avail
able. The DFS can also act on the roll up process and on the stability of the 
wake by producing co-rotating or counter-rotating multiple vortices, thus 
facilitating the onset of instability mechanisms, [3] and [7]. 
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2 The Experimental Setup 

2.1 Half Model and Wind Tunnel 

The tests have been performed using a 1:19.25 scale half-model of a typi
cal Large "Ransport Aircraft, (Fig. 1). The half-span is 1.491 m, the wing 
mean aerodynamic chord is 0.3569 m. The wing is equipped with sets of fully 
deployable slats, ailerons and flaps to perform the investigation of approach, 
landing and taking-ofF configurations. On the wing two through-flow-nacelles 
are installed. The model is also provided with a horizontal stabiliser, which 
can be set on the desired angle with steps of 1 deg. Lemding gear, vertical 
tailplane and blast simulation devices are not available. The measurements 
were done in the FLM long-range-test section wind tunnel C. The closed test 
section has a height of 1.8 m, a width of 2.7 m and a length of 21 m, which 
permits to investigate the wake up to 4.5 spans downstream of the model. 
The maximum attainable velocity is 30 m/s with a turbulence level less than 
0.5 %. The model is positioned on the tunnel floor, slightly downstream of 
the nozzle exit section, and the wing tip points toward the ceiling of the wind 
tunnel. The test section is equipped with a three-degree-of-freedom travers
ing system, which enables to locate a mounted probe in any place of the test 
section. 

2.2 Measurement Technique 

Multiple-sensor hot-wire probes have been used to measure the instanta
neous flowfield velocities. The sensors consist of three 5-/im-diam. platinum-
plated wires having a length of 1.25 mm. The hot-wire probe was operated 
by a multi-channel constant-temperature anemometer. The output signals of 
the anemometer bridges have been low-pass filtered at 820 Hz before digiti
zation (16-bit) and amplified for optimal signal level. The sampling rate for 
each channel was set to 3000 Hz (Nyquist frequency: 1500 Hz) to ensure that 
all significant flowfield phenomena are detected. The sampling time was 6.4 s 
resulting in a sample block of 19200 values for each survey point. Anemome
ter output signals are converted into time-dependent velocity components u, 
V, and w using a look-up table previously obtained from the velocity and 
angle dependent calibration of the hot-wire probe. 

2.3 Measurement Condit ions 

The aircraft half-model has been tested in a typical approach configura
tion (baseline), and in four diiferent DPS configurations. The high lift de
vice settings for the baseline configuration are: (i) inboard slat at 19.6°, (ii) 
mid-board slat at 23.0°, (iii) outboard slat at 23.0°, (iv) both inboard and 
outboard flaps at 26°. The horizontal tailplane is fixed at —6.0° and the 
ailerons are set at 5°. The angle of attack is 7.0° giving a lift coefficient of 
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1.44 (the target CL being 1.4). The DFS include two inboard loading 26°/8° 
and 32°/8"', and two outboard loading 8*'/26° and 8°/32» configurations. In 
this paper only the two DFS cases involving the 32° deflection are considered, 
the other two configurations are discussed in [6]. The experiments have been 
done for all configurations at a freestream reference velocity of Uoo = 25 m/s, 
corresponding to a Reynolds number of Re = 0.520 • 10® (based on the wing 
mean aerodynamic chord). Based on the data from previous wind tunnel force 
measurements, different angles of attack have been set to obtain the same lift 
coefficient Ci = 1.44 for all the DFS configurations. Transition strips are fixed 
to the wing nose area to achieve turbulent boundary layer avoiding undesir
able laminar separation. The surface flow has been monitored by using tufts, 
which has proven that attached flow is present on wing and control surfaces. 
The tufts visualization has also revealed local flow separation in the region 
of the outboard flap for the DFS 8°/32° configuration. The wake vortex has 
been measured at five cross-flow planes ranging from 0.37 up to 4.5 wingspan 
distances downstream of the wing reference point, located at the winglet tip 
trailing edge. The survey points are closely spaced in the wake area with a 
relative (with respect to the wing span) grid resolution of 0.005 in spanwise 
{y*axis) and 0.0034 {z*axis) in vertical direction based on the wing span. 
Outside these main areas a relative grid resolution of 0.03 in spanwise and 
0.02 in vertical direction was used. 

3 Results and Discussion 

3.1 The Evolution of the Wake 

The normalized axial vorticity ^ —Wx • {b/2)/Uoo is used to identify signifi
cant vortical structures and to define their location on each cross flow plane. 
The coordinates y and z are normalized using the wing half span 6/2. Figure 
2 shows the vorticity distribution of the baseline configuration at x/h = 0.37. 
The wjJse, in its near field, consists basically of six major vortices: the wing 
tip vortex (WTV), the outboard flap vortex (OFV), the outboard nacelle 
vortex (ONV), the inboard nacelle vortex (INV), the counter rotating hori
zontal tail tip vortex (HTV) and the wing fuselage junction vortex (WFV). 
High vorticity peaks are shown by the WTV, the HTV and by the two similar 
vortices attributed to the rolled up shear layer of the two engine nacelles, the 
INV and the ONV. The former has already diffused much of its vorticity at 
x/b = 1.0, while the latter is merging with the OFV, (Fig.3). After the merg
ing process, almost completed at x/h = 1.0, the wake rolls up forming, at 
the most downstream station, a four vortex system: the stronger WTV and 
OFV-ONV and the weaker INV and HTV, (Fig. 4). The setting of differential 
flap deflection introduces additional vortices, which are labeled as DFS+ if 
co-rotating and DFS- if counter-rotating with respect to the WTV and OFV. 
The DFS-t- vortex is clearly detectable in the wake near field for the 32°/8° 
configuration (Fig. 5), while no well defined regions of concentrated negative 
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vorticity have been identified. The DFS+ vortex is located near the INV, 
which is displaced upward and slightly inboard with respect to the baseline 
configuration. Consequently, the position of both the OFV and the ONV is 
also changed. The OFV has, as expected, a lower peak vorticity because of 
the minor flap deflection. At one wingspan downstream the development of 
the wake is chciracterized by the double merging process between the INV and 
the DFS+, and between the OFV and the ONV vortex. Since these merging 
processes have been completed, the wake consists of a progressively rolling up 
four vortex system. At x/b = 4.5 the OFV-ONV has already begun to merge 
with the dominant WTV, (Fig. 7). Two regions of concentrated vorticity of 
opposite sign - the DFS+ and the DFS- vortex - are clearly identified in 
the vorticity plot at x/b = 0.37 for the 8732" configuration, (Fig. 8). They 
are attributed to the different setting of the inboard and the outboard flap. 
In this area the INV is not detectable as a well defined vortical structure. 
Compared with the baseline and the inboard loading configuration the wake 
of the DFS 8732° behaves difi'erently in the near field. The DFS+ vortex is 
orbiting clockwise around the vortex resulting from the merger of the DFS-
vortex with the HTV then it dissipates. Conversely, the whole wake rotates 
counter-clockwise during its roll up process. The ONV and the OFV start 
immediately to merge together. The latter has a quite low vorticity peak in 
spite of the high deflection angle of the outboard flap. This is due to the 
effect of local flow separation axound the outer edge of the outboard flap, 
as confirmed by tufts visualization. The WTV experiences the effects of the 
modified wingspan loading but does not show appreciable difference, both 
in terms of vorticity peak and vorticity distribution, between the two DFS 
configurations. At one wingspan downstream, (Fig. 9), the merging between 
the OFV and the ONV is not far from being completed, thus generating a 
single vortex with the same vorticity peak level as the merged WTV. The 
final outcome at x/b = 4.5 is a three vortex wake, where the WTV and the 
OFV-ONV begin to merge. The peak vorticity of the OFV-ONV system is 
only slightly changed, while it is sensitively decreased for the WTV, (Fig. 
10). Even with the vorticity feeding mechajiism from the vortex sheet and 
the merging with the DFS- the vorticity level of the HTV remains still lower 
than for the baseline configuration. It appears difficult to build a multiple 
vortex system with such a vorticity contents that can supply the best suited 
circulation ratio A / A = 0.5 needed to promote the most effective instability 
mechanisms observed by [5] and [7]. Taking into account the effects of the 
DFS on the viscous core radius it is possible to quantify the amount of the 

* * 
diffusion of the wake. According to '""."^f '•c,B..ei.„e ^ ^.j^^ viscous core radius 

c,Baseline 

Tc is normalized by using the wing half span 6/2. Analyzing the 32'/S" DFS 
configuration at x/b = 4.5 yields a decrease of the viscous core radius of the 
WTV and OFV-ONV of 32% and 34%, respectively. The 8732"' configura
tion still produces a significant reduction of the WTV viscous core radius of 
about 25% and a minor decrease of 3.5% for the OFV-ONV. A parameter, 
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which permits to judge the benefit brought by the DFS, is the strength of the 
wake G* = -fr, where TQ is the initial circulation for an elliptical loaded wing, 
[4]. Since the wake has not completely rolled up yet, the factor G* has been 
evaluated at plane xfh = 4.5 (corresponding to a wake non-dimensional life
time r of approximately 0.1, [4]) for the WTV and the OFV-ONV only, over 
circular areas of radius r/(6/2) = 0.1 and 0.2, respectively. The 32''/8° con
figuration shows a strong decrease of about 60% in the OFV-ONV strength 
( ^ ^ r g>"i-'>f), as expected from the limited flap deflection. The strength 

Baaeline. 

of the WTV also decreases by about 14%. Opposite results are found for the 
8°/32'' configuration: the WTV appears to be slightly stronger (+7%), while 
the OFV-ONV strenght is reduced by 17%. This behaviour (a stronger vor
tex was expected) cein be explained with the local separation observed in the 
outer section of the outboard flap. The vortex strength alleviation provided 
by the DFS is confirmed by the calculation of the induced rolling moment 
coefBcient (see [4]) for a Cessna S-172 following aircraft type with ACLO lift 
gradient of 27r, a wing span 6/ = 0.26, where h is the wingspan of the gener
ating aircraft, ajid flying at a velocity of 25 m/s. The maximum value of the 
induced rolhng moment coefficient (—0.192) has been found for the baseline 
configuration in the region close to the OFV-ONV vortex. Both DFS con
figurations exhibit lower rolling moment coefficient maxima: —0.154 near the 
WTV for the 3278" (here the OFV-ONV is stretched and wrapped around 
the stronger WTV due to the merging process), and —0.166 and —0.156 for 
the 8"/32» configuration in the region near the WTV and the OFV-ONV, 
respectively. 

3.2 Conclusions and Outlook 

The effects of two DFS configurations on the wake of a large transport aircraft 
have been experimentally investigated. Deploying the flap segments accord
ing to the DFS concept changes the wing loading and introduces additional 
vortices (DFS+ and DFS-), shed at the inner and/or outer flap side edges. 
These additional vortices are clearly detectable in the near field waJce of the 
DFS 8°/32"* configuration, while only the DFS+ vortex has been identified 
for DFS 32*/8'. This vortex merges soon with the INV, which has not been 
observed in the wake of the outboard loading configuration. In the latter case, 
the DFS+ vortex and the one resulting from the merger of DFS- with the 
HTV appear orbiting clockwise around each other, while the whole wake is 
rolling up counter-clockwise. Then the vorticity of DFS-I- is reduced within 
two wingspan distances and the wake consists of three vortices: the WTV, the 
OFV and the counter-rotating HTV. After the INV-DFS-I- and the OFV-
ONV merging, the DFS 32"/8° four vortex wake system progresses in its 
rolling up process, which is characterized at x/h = 4.5 by the merging be
tween the OFV-ONV and the dominant WTV. The analysis of the single 
vortex strength at the most downstream location reveals weaJcer vortices -



30 C. Bellastrada and C. Breitsamter 

the W T V and OFV-ONV - for the two DFS than for the baseline configu
ration. These vortices also present a significant decrease in their viscous core 
in comparison with that observed for the baseline. The calculation of the in
duced rolling moment on a following aircraft has delivered lower maxima for 
the two DFS configurations. It must be noted tha t a w£^e vortex encounter, 
if the separation rules are fulfilled, occurs at distances much larger than x / b 
= 4.5. Nevertheless, the results obtained seem to be promising for having less 
potentially hazardous wake vortices in the far wake. 
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Fig . 1: The half-model in the wind 
tunnel test section. 
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Fig. 2 : Baseline. The axial non-
dimensional vorticity at x/b — 0.37. 

Pig . 3 : Baseline. The axial non 
dimensional vorticity at x/b = 1.0. 

Fig. 4: Baseline. The axial non-
dimensional vorticity at x/b = 4.5. 
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Fig. 5: DFS-32° /8° . The axial non-
dimensional vorticity at x/b = 0.37. 

Fig. 6: DFS-3278°. The axial non-
dimensional vorticity at x/b = 1.0. 
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Fig. 7: DFS-3278°. The axial non-
dimensional vorticity at x/b = 4.5. 
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Fig. 8: DFS-8732°. The axial non-
dimensional vorticity at x/b = 0.37. 

Fig. 9: DFS-8°/32°. The axial non-
dimensional vorticity at x/b = 1.0. 
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Fig. 10: DFS-8732°. The axial 
non-dimensional vorticity at x/b = 
4.5. 
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Fig. 1 1 : The normalized viscous 
core radius of the WTV and OFV at 
x/b = 4.5. 

Fig. 12: The vortex strength G* of 
the WTV and OFV at x/b = 4.5. 

Fig. 13: The maximum induced 
rolling moment coefficient at x/b = 
4.5. 
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Summary 

This work presents results obtained from PIV measurements done in the walce of a 
swept and tapered transport-type aircraft wing model. The measurements are con
ducted in a water tunnel up to 4 spans behind the model. A fin is mounted on the 
upper side of the wing just in front of the outer flap edge. The influence of this fin 
on the structure of the vortex wake and the hazard posed to a following aircraft is 
investigated. The fin alters the structure of the vortices which may lead to an ac
celerated decay further downstream. In the investigated ceises the fin also stimulates 
the meandering of the vortices, which alters the dynamic effects when a following 
aircraft enters the wake. 

1 Introduction 

Large transport aircraft produce strong vortices which persist behind the aircraft for 
a very long time. The induced velocities cause forces and moments on a following 
aircraft, which can be dangerous, especially during landing approach where the al
titude is low. This makes it necessary to introduce minimum separation distances 
between aircraft, which means a following aircraft has to wait until the vortex wake 
no longer poses a hazard. This limits the capacity of large airports, so it is desir
able to find some means of alleviating the vortices in order to shorten the separation 
distances. One approach, proposed by Rossow [ 1,2], is the use of fins, small wings 
which are mounted on the wing perpendicular to the surface, producing a wake 
themselves which interacts with the vortices of the main wing. In previous works at 
the Institut Sir Luft- und Raumfahrt two special cases were investigated with a fin 
mounted directly in front of the outer flap edge of a model wing in high-lift config
uration, and with two different angles with respect to the flow. Measurements were 
done up to 0.8 spans behind the wing in a wind tuimel so far, and should be extended 
up to 4 spans in a water tunnel. Results of these recent measurements are presented 
in the following. 
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2 Model and Configuration 

The wing model used is a half model and was already used for the previous wind 
tunnel investigations done by Ozger [3]. The model was built according to specifi
cations defined in the Collaborative Research Center SFB 401 of the DFG (Deutsche 
Forschungsgemeinschaft). It is a swept and tapered wing with a BAC3-1 l/RES/30/21 
airfoil optimized for transonic flight. It is equipped with high-lift devices consisting 
of two single-slotted flaps and three slats, extended with a constant angle Spiap and 
Ssiat respectively. Geometric parameters of the wing model are 

h/2 = 0.675 m c = 0.173 m .ji = 34° 
A = 8.8 dpiap = 20° dsiat = 25° 

with the semispan fo/2, reference chord c, leading edge sweep ^ and aspect ratio 
A. Figure 1 shows the geometry of the model. The fin used for the investigations 
has a NACA0019 profile and a height and chord length of both 0.054 m, which 
corresponds to 0.04 spans. It can be mounted on the upper surface of the wing just 
in front of the outer flap edge, with a variable angle to the flow. In the presented 
results two fixed angles of the fin of ep = +20° and ep = —20° with respect to 
the main flow were used. In addition the model in high lift configiaration without fin 
was investigated for comparison. 

Figure 2 shows local streamlines obtained from wind tunnel experiments at the posi
tion where the fin is mounted [3]. The flow around the fin has an inboard component 
resulting in an angle of incidence of about 15° to the main flow direction due to in
duced velocities firom the wingtip and flap-edge vortices. This gives an effective an
gle of attack for the fin which is different fi-om its incidence angle to the main flow. 
The effective angle of attack of the fin is then ap ftJ 35° for the case ep = +20° 
and thus produces mainly a turbulent wake which mixes with the flap vortex. For the 
case ep = —20° the angle of attack is ap ss —5° and a small concentrated vortex 
is formed by the fin. This vortex is counter-rotating to the flap-edge vortex. 

3 Experimental Setup 

Experiments are conducted in a circulating water tunnel of the Institut flir Luft- und 
Raumfahrt, Aachen. The test section of the tutmel has a cross section of 1.5 x 1.0m 
with a length of 6 m. With the present model measurements up to a distance of 4 
spans behind the model are possible. Three Component Particle Image Velocimetry 
is used to determine the three velocity components in several planes perpendicular to 
the main flow. Six component force measurements are conducted with a strain gauge 
balance prior to the PIV measurements to determine lift curves for the investigated 
configurations. All experiments have been carried out at a fireestream velocity of 
Uao = 1.1 m/s. The resulting Reynolds number based on the reference chord c is 
Re = 190.000. 
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3.1 Force measurements 

Previous investigations in a wind tunnel with the same model [4] have shown that 
the fin has an effect on the lift cinve of the wing. Especially the fin with ep = +20° 
results in a decreased lift gradient. The experiments should be conducted with the 
same overall lift coefficient CL in all cases, hi order to determine the angles of 
attack for the chosen lift coefficient of CL = 1-33 it was necessary to make force 
measurements with the model in the water tunnel. This gave an angle of attack of 
oiming = 7.0° for thc cascs without fin and £p = —20°, and cx^mg = 8.2° for 
SF = +20°. 

3.2 Particle Image Velocimetry 

For the measurements in the wake of the model wing Three Component Particle 
Image Velocimetry (3C-PIV) was used. Several planes perpendicular to the main 
flow direction have been investigated. The PIV system cotisists of a pulsed Nd: YAG 
laser which generates a light sheet in the test section, two CCD cameras which 
capture the light sheet and a PC for collecting and evaluating data. The water is 
seeded with small polyamide particles of 55 yum average diameter and a density of 
1.02 g/cm^. By illuminating the particles twice in a distance of a few milliseconds, 
their motion between the two shots and thus their velocities can be determined. This 
way the whole field of view of the cameras can be measured at the same time without 
disturbing the flow. A good solution was fotrnd to suppress refraction and distortion 
occuring when the cameras look into the water-filled test section at an obHque angle. 
A transparent box, filled with water, is mounted in front of the cameras directly at 
the glass windows of the test section. The pictures can be substantiaUy improved 
this way. 

As the field of view of the used cameras covers only an area of about 280 x 180 mm, 
the wake of the wing model has to be divided into several subfields which are mea-
stired one after another. After evaluation of the velocity fields they can be assembled 
into one whole field. This procedure is allowable as the flow is supposed to be sta
tionary over most of the flow field. Recordings for each subfield are made at a fre
quency of 4 Hz (limited by cameras) over a time of 5 seconds, so that for each field 
20 recordings are available. The measurement period of 5 s was considered suffi
cient as the meandering of the vortices, which was found to be the lowest-frequency 
instationarity, has a frequency which is still above 1 Hz. At 4 spans downstream of 
the model where noticeable meandering of the vortices occurs, the flow field dif
fers considerably between the 20 recordings due to the instationary motion of the 
vortices. It can be seen though that the physical effect of induced rolling moments 
differs only slightly (cp. ch. 4). 
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4 Results 

The PIV measurements provide velocity distributions containing the vortices of the 
wing. Downstream positions ofx/b = 0.0, 0.4, 0.8, 2.0 and 4.0 have been investi
gated. At each position measurements without fin and with the fin in two positions 
have been made as described in section 2. From the velocity distributions vorticity 
has been calculated as well as induced rolling moments on a following wing using 
strip theory. The induced rolling moments have been computed according to 

bF/2 

2 

O F 

-bF/2 

bp/z 

p - / 2-1: arctanijp-jy'dy', (1) 

with hp being the span of the following wing and Vz/uoo the induced angle of 
attack on the wing. The lift slope of the following wing has been assumed to be 27r 
to simplify computations. 

Figure 3 qualitatively shows a velocity and vorticity distribution in the plane directly 
behind the wing tip trailing edge with the fin at position ep = —20°. Plotted are in
stantaneous velocities, i.e. without time averaging. Besides the flap and tip vortices 
a concentrated fin vortex can be seen. The flap vortex had a longer time to roll up 
than the tip vortex, as the distance to the wing trailing edge is larger due to wing 
sweep. 

In Figure 4 the distribution for the case ep — +20° is shown. The flow field around 
the flap vortex is completely different from the former case, the separated flow 
around the fin introduces high turbulence into the flap vortex. 

The maximum induced rolling moments C^.max in the five investigated planes are 
plotted in Figure 5. These rolling moments have been computed from velocity fields 
obtained from the 20 recordings. Presented in the figure are the mean of these values 
and their standard derivation as error margins. The following wing has a span of 20% 
of the span of the generating model in this case. The maximum standard derivation 
is in the order of u = 0.025 for ep = —20° and £F = 0° and occurs at the farthest 
downstream position. For ep = -1-20° it is in the order of <T = 0.06 and occurs at 
the nearest position where there is still a lot of turbulence produced by the fin. It can 
be seen in the near field up to 1 span behind the wing that the fin strongly influences 
the structure and hence the induced rolling moments in the wake. This was already 
discovered by Ozger [3]. The new results presented here show that in the extended 
near field the effect nearly vanishes, and no significant influence on the induced 
rolling moment can be seen. Although the core radius of the stronger flap vortex is 
enlarged by the fin with ep = 4-20° which produces a turbulent wake (cp. Figure 
6), it is still about an order of magnitude smaller than the span of the following wing 
of 270 mm. The maximum induced rolling moment occurs when the center of the 
following wing lies in the center of the strongest vortex, in the present cases the flap 
vortex. Even if tangential velocities decrease with a larger core radius, they are only 
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shifted to a longer lever arm. Thus the overall rolling moment integrated along the 
wingspan does not decrease. 

Regarding the velocity fields at 4 spans distance to the wing model, a considerable 
meandering of the vortex centers can be observed. Figure 7 shows positions of the 
vortex centers determined from the 20 recordings acquired for the case ep = +20° 
together with the time-averaged vorticity field. The center is defined here as the 
location of maximum vorticity in the vortex. Mainly the flap vortex is influenced by 
the fin, where the maximum induced rolling moment occurs as well. It can be seen 
that the flap vortex moves within a circumference of about 60 mm, corresponding 
to 0.04 spans. Taking into account the roll damping of typical transport aircraft, it 
is possible that dynamic effects due to the meandering of the vortices relative to 
the following aircraft can decrease the peak rolling moments in the practical case. 
Especially when the vortex motion intensifies further downstream, this can also lead 
to an accelerated breakdown of the vortex system, which will be investigated in 
towing tank experiments in the next time. 

5 Conclusion 

The presented results show that a fin in the two investigated cases has no direct 
influence on the induced rolling moments in the near wake of the generating aircraft. 
However, there are no results yet for the far field of this configuration. The altered 
structure of the wake vortex system may lead to an accelerated decay at distances 
from about 10 spans and up. Dynamic effects due to the meandering of the vortex 
cenfres can lead to alleviated induced rolling moments as well. In the future research 
into the far-field development of the wake of this configuration will be conducted in 
towing tank experiments. 
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Figure 1 Dimensions of the wing model (lengths in m) 
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Figure 2 Local streamlines at fin position 
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Summary 

Results of pressure field measurements on the A4(X)m half model in the low speed 
wind tunnel of Airbus Bremen, Germany, are presented. The model is equipped 
with two propeller simulators driven by pressurized air. The great challenge was 
to compensate the influence of the warm and cold air pipes which are guided 
inside the wing, creating large temperature differences on the models surface. The 
PSP (pressure sensitive paint) measurements were carried out with flie mobile 
DLR PSP system using the DLR02 paint formulation. The influence of propellers 
with different thrust levels on the pressure distribution was determined 
successfully. An assessment of the accuracy of the results can be performed by 
comparison of PSP data with conventional pressure tap data. 

1 Introduction 

The measurements were conducted to evaluate the feasibility and accuracy of 
measurements using DLR's Pressure Sensitive Paint (PSP) system in the low 
speed wind tunnel (LSWT) of Airbus Bremen on a model with h i ^ temperature 
variations on its surface. The main goal from the aerodynamic point of view was 
to visualize the influence of the propeller at different thrust levels on the flow. 
The PSP technique is based on the deactivation of photochemical-excited organic 
molecules (luminophores), by oxygen molecules [2,3]. The fluorescence intensity 
reduces with increasing pressure according to the Stem-Volmer relation : 

WI=l+K,PO,, (1) 

where IQ is the photoluminescence in the absence of oxygen (vacuum), / the 
detected photoluminescence, Kq the quenching constant, and PO2 is the partial 
pressiore of oxygen. Kq is a function of temperature. Assuming a constant oxygen 
concentration in air and including second order terms, a more usefiil equation to 
calculate the static pressure values p from a measured intensity distribution / for 
such paint formulations can be derived: 

P=Acr)+ B(T)(ir^i) + C(r)(i^if, (2) 

where p is the local static pressure. A, B, and C are temperature dependent 
cahbration coefficients of the pressure sensitive paint formulation, which can be 
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determined in laboratory by varying the pressure level for different temperatures 
in a calibration chamber using a small paint sample. / ^ is the corresponding 
intensity value for a constant reference pressure. The reference conditions are 
taken into account by using the corresponding cahbration coefficients for these 
conditions. For the current wind tunnel test the pyrene based paint, DLR02, 
developed in close collaboration with the University of Hohenheim [1], was used. 
It is a two color paint which contains a pressure insensitive luminophore which is 
used for normalization of intensity / (and / ^ to avoid measurement of absolute 
intensities. While being excited at the same wavelength, this component emits at 
other wavelengths than the pressure sensitive component and can thus be 
distinguished by approp-iate filters. 
Temperature dependence with respect to the pressure of 0.4 %/K for DLR02 paint 
has been determined in an external calibration chamber. In the case of 100 kPa 
base pressure this leads to a temperature induced error in pressure of about 40 
Pa/K. This means that a temperature deviation of 1 K changes the PSP pressure 
result by approximately 40 Pa. Since temperature differences of more than 10 K 
on the model surface are expected, direct measurements of the models surface 
temperature distribution are required and are achieved by means of thermography 
technique with an infrared (IR) camera. The paint's IR emission coefficient of 
approximately 0.95 allows using it as an ideal infrared coating and thus enables 
the possibility of simultaneous IR and PSP measurements. 

2 Experimental Setup 

Figure 1 shows a sketch of the experimental setup including an image of the 
A400m half model, used in this wind tunnel test. The flaps are mounted in landing 
configuratioa The model is equipped with propeller simulators which can be 
operated at different thrust levels [5]. Alternatively the propellers can be replaced 
by a simple cap ("dummy spinner"). The inner propeller rotates clockwise 
whereas the outer one rotates counterclockwise, as indicated by the black arrows. 
Both are driven by pressurized air heated up to more than 40 °C which cools down 
after expansion down to -10 °C, depending on the thrust level. The pressurized 
and expanded air is guided through channels inside the main wing. This explains 
the high temperature differences on the wing surface. Six sections with 126 
pressure taps can be used for comparison with PSP results. 
The PSP system is also sketched in Figure 1. It consists of a flash lamp, two CCD 
cameras with PCs and two workstations. The flash lamp with high intensity output 
at frequencies up to 40 Hz for direct illumination was already used successfully in 
TSP measurements at ETW [4]. For adaptation to the current experiment only 
appropriate filter selection was required to get emission in the region of 320-360 
nm. The pressure sensitive emission is measured by the first CCD camera (PSPl), 
whereas the luminescence of the reference component of the paint is detected by 
the second camera (PSP2). Filters attached to each camera discriminate both 
signals. The lamp as well as all cameras were mounted to the side wall of the wind 
tuimel. The cameras used here are 16 bit water cooled cameras with 1024x1024 
pixels on a chip cooled by a Peltier element down to -26 °C to reduce background 
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and noise. A software for image acquisition with these cameras, triggering and 
communication with the control program (see below) has been developed and has 
firstly been used in an industrial wind tunnel. Since in this version only one 
camera can be controlled by one PC, two PCs are required. Triggering of cameras 
and flash lamp is synchronized by PCI. Additionally, the IR system of DLR 
Braunschweig is installed, which is normally used for transition detection [7,6]. It 
consists of a camera with spatial resolution of 320x240 pixels, a temperature 
resolution of 20 mK, and a control PC (PC3). Comparison of absolute temperature 
data from the IR system with results from a PTIOO, glued to the surface of the 
wing near the fuselage, show a difference below 0.1 K. In the course of this 
measurement campaign the software was adapted in such a way that it could be 
integrated to the PSP data acquisition system, described in the following. 
A control program running on the main workstation (WSl) with Solaris as 
operating system is the main part of the PSP data acquisition system. The 
workstation is connected via two network cards externally to the wind tunnel 
network and on the other side to the internal PSP network with all image 
acquisition PCs (PC1-PC3). The internal high speed network has two main 
advantages: Firstly, it saves time, because only the second network adapter of the 
workstation WSl and not all network components need to be adapted to the wind 
tunnel network. Furthermore the high data traffic for image saving does not affect 
the wind tunnel network. On the workstation with connection to the wind tunnel a 
program is running whose main function is to handle the communication between 
wind tunnel and image acquisition. After receiving a ready signal from the wind 
tunnel side, the control program automatically starts image acquisition. When all 
images are acquired, they are stored into a standard directory structure, required 
for automated data reduction. After measurement of a series of data points, e.g. an 
alpha sweep, on the second workstation (WS2) the data reduction starts and 
delivers preliminary results, showing the flow topology on a 3D surface grid, a 
few minutes after end of sweep. These results are called preliminary, because they 
are not corrected with respect to the temperature distribution and absolute pressure 
calibration. The cenfralized data acquisition and automated data reduction are 
parts of DLR's ToPas software. 

3 Productivity 

PSP often is stated to be a complex and time-consuming measurement technique. 
Therefore in the following the time schedule for the measurement campaign is 
presented briefly. In order to save time the model was coated with PSP inside the 
wind tunnel's test section. The paint must be applied to the model in two layers 
with drying time of about 12h each. Thus the overall time for PSP coating took 
two days. During the same time the PSP equipment was mounted, the computers 
were installed in the control room and a general test of all components and 
network coimections was performed. After fine adjustment and a test series, the 
measurements started on the third day. Including measurement of reference 
images without running the wind tunnel and averaging over 4 images in each case, 
one data point required approximately three minutes. After finishing the 
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measurements the whole PSP system was removed from the wind tunnel in less 
than half a day. During that time also the paint was removed from the model 
within 2 hours. Afterwards the model could be used for standard measurements 
without any impact from the PSP coating. 

4 Data Reduction 

The goal of the PSP measurement is to obtain the pressure distribution on the 
model surface, which is delivered at each node of a structured 3D surface grid of 
the model. For a complete evaluation of the pressure distribution for one angle of 
attack from one point of view eight images are required. For each PSP camera a 
"wind off (at fixed reference pressure) and "wind on" image pl\is the 
corresponding IR images for these two cases. A dark image for background 
subtraction is also needed. 
The background subtracted images and the temperature field from the IR images 
must be aligned to the surface grid. Markers are applied at well defined 
coordinates on the model surface. After finding markers in the images the correct 
alignment parameters (model and camera position as well as lens properties and 
perspective parameters) are calculated by a least square fit of the difference 
between calculated and known marker positions. Then according to these 
parameters the pixel values can be assigned to the corresponding node. Now the 
pressure on each node can be calculated using the calibration from equation (2). 
For calculation of absolute pressure values an offset is added, which is determined 
by comparison of seven PSI values with the PSP results at the location of the 
corresponding pressure taps. Data reduction using DLR's software ToPas is 
performed by scripting methods with a very high degree of automation and 
reproducibility. 

5 Results and Discussion 

All measurements have been performed at velocity Ug = 60m/s. Four different 
configurations are compared by sweeping the angle of attack from a=-3.5° up to 
14° with 10 steps in between. In the foUowic^, configurations are denoted as DS 
("dimimy spinner", see experimental setup), CT-0, CT+0 (see below), and CTI 
(tangential force coefficient Cx=0.1). Since running the propeller simulators 
exactly without thrust (CT=0) is difficult to adjust for all a, there are two 
configurations, one with Cx slightly below 0 (CT-0) and another with CT slightly 
above 0 (CT+0). The part of the model shown in all following presentation figures 
is limited by the region visible to the IR camera at all angles of attack since only 
there the required temperature information is available. Even though the IR lens 
with shortest focal length available was used, it was not possible to get a fiiU 
model view for the IR image. Thus, only three sections of pressvire taps are 
available for comparison with PSP data. Since some of the data is confidential, the 
absolute values of Cp are omitted. 
Figure 2 shows the effect of temperature correction by comparing a preliminary 
PSP result without temperature correction (Figure 2a) with the result after 
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applying the correction using the temperature field obtained from the IR image 
(Figure 2b). Besides the real pressure distribution some structures can be 
recognized in Figure 2a which definitely do not originate from the pressure 
distribution. These structures are not any more visible in the final result, as shown 
in Figure 2b. 
In order to check the accuracy of the PSP results they are compared with PSI data 
measured simultaneously. In Figure 3 the pressure distribution for configuration 
DS is shown. The black dots indicate the positions of the pressure taps on the 
model. For each section of pressure taps the diagram shows the pressure values of 
both pressure measurement techniques. Again the absolute scale of the pressure 
axis is not given due to confidentiality reasons, but to get an inqjression of the 
accuracy a difference of 5 kPa is depicted in Figure 3. The agreement is quite 
good on the main wii^, whereas larger differences are found at the flaps and near 
the leading edge, as expected due to the viewing angle of more than 30° to these 
surfaces. A standard deviation between PSI and PSP of 240 Pa is calculated, 
considering all pressure taps on the main wing and all data points of this 
measurement campaign. For configurations without thrust and moderate a the 
standard deviation was about 150 Pa. These values are comparable with the results 
of the following error estimation. 
The main possible sources of errors are reflections of excitation or luminescence 
light, paint damages, misalignment, and noise of the CCD signal. In the following 
some error sources will be discussed in more detail, excluding systematic errors 
like electronic instabilities of cameras and temperature effects. Reflection of 
luminescence light from the walls was minimized by covering the walls with 
nonreflecting black foil. Reflections of the excitation light from the fuselage were 
only found to be a problem in the area between fuselage and inner propeller, 
which was not visible for the IR system and thus has been excluded from the 
results. The DLR02 paint is quite sensitive to contamination with oil or solvents. 
The surface of the nacelles was covered with sticky aluminum tape, which is 
known to contain glue even at its surface that can affect the luminophores of the 
pressure sensitive paint. Some holes have been coated with aluminum tape also 
leading to paint damage and increased errors at some locations which nearly 
disappeared by using a median filter (see below) but are still possible error soiirces 
which caimot be reliably estimated. At the leading edge some dust could be found 
after the measurement which could affect the intensity ratio of pressure sensitive 
signal and reference signal. But the affected area is anyhow excluded from the 
results due to bad optical access. The accuracy of the aUgnment can be estimated 
from the mean deviation of 0.4 pixel between the marker positions calculated from 
3D position and the positions found in the intensity images. Since one pixel 
corresponds approximately to 1 mm the spatial accuracy of the pressure 
distribution is about 0.4 mm. The highest pressure gradients (500 Pa per pixel) can 
be found at the flaps and near the leading edge leading to possible differences of 
200 Pa in the PSP-PSI comparison. The pressure gradients on the main wing are 
smaller and accordingly their contribution to the error. This effect is more 
important for higher armies of attack and higher thrust because the pressure 
gradients (and also intensity gradients) increase, which is in accordance to the 
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mean PSP-PSI differences changing from 150 Pa (see above) up to 400 Pa in these 
cases. Even though in principle the use of a two color paint should compensate 
intensity variations over the model, misalignment between pressure sensitive and 
reference image leads to a significant error if intensity gradients (mostly resulting 
from inhomogeneous illumination) are as high as in the current measurements. 
Whereas on the main wing the intensity gradients are smaller than 0.5 %/pixel, on 
the flaps values of up to 2.5 %/pixel can be found. According to the calibration 
parameters of the DLR02 paint a relative change in intensity of 1 % changes the 
pressure result by about 1500 Pa. This leads to possible errors in the resulting 
pressure data due to misalignment (0.4 pixel) and intensity gradient of up to 300 
Pa and 1500 Pa, respectively, and is thus the major error source. To obtain the 
influence of the noise of the CCD sensor the intensity ratio of the "wind off" 
images (average of 4 images and background subtracted) was examined. A 
relative standard deviation of 0.3 % for both cameras was found leading to a 
statistical error of less than 0.5 % for each pixel in the resulting data. This value is 
reduced by filtering the images with a 5x5 median filter to 0.1% contributing 
approximately 150 Pa to the pressure data error. 
The comparison of different configurations with mounted propeller is shown in 
Figure 4. All images are acquired at a=8.5°. As expected the pressure 
distributions are very much the same for CT-0 and CT+0. In comparison with 
configuration DS there is lower pressure visible at the flaps and the structure 
between the outer nacelle and the leading edge of the wing has changed. 
Especially the reduced pressure at the flaps can be understood in terms of 
increased mass flow beneath the wing induced by the running propellers even with 
thrust values Cx about 0. This higher mass flow leads to higher flow velocities 
through the gap between flaps and wing, and thus to lower pressures on the flaps. 
With h i^er thrust (CT=0.1) this effect is much stronger, visualized by the blue 
colored flaps in Figure 4c. Note that the pressure scale for Figure 4c is shifted 
towards lower pressures with respect to Figures 4a and 4b in order to show the 
above described structures. Thus points with the same color represent a lower 
pressure in Figure 4c than in Figures 4a or 4b. Using this scale, two "dips", areas 
of higher pressure, can be seen on the flaps at higher thrust levels. They are just 
located where the fairings are mounted and can be interpreted as blocking of the 
flow by the fairings. The structure in the middle of the wing between tiie nacelles 
must originate from higher impact pressire due to higher mass flow according to 
the rotation direction of the propellers. 
In Figure 5 for three angles of attack a the Cp values of configuration DS are 
subtracted from configuration CT-0. This means that where the pressure for case 
CT-0 is higher than for DS the value ACp is positive (red colored) and where it is 
lower &an for case DS the difference is negative (green or blue colored). For 
small or even negative a (Figure 5a) there is no significant deviation visible 
whereas for increasing a (Figures 5b and 5c) mainly the pressure at the flaps 
decreases remarkably when running the propeller simulators without thrust (CT-0) 
in comparison to the results for not mounted propellers (see discussion for Figure 
4). Also on the main wing lower pressure is visible which is in agreement to the 
observation that on-set of separation is shifted to higher angles of attack with 
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running propellers even if the thrust level is below zero, which means that at a=0 
the flow is not accelerated by the propellers. This can be explained by the fact, 
that for higher a the running propellers change the flow direction so that the 
effective angle between wing and flow is reduced. The structure between the outer 
nacelle and the leading edge of the wing nKntioned above is much better visible in 
the difference representation. Especially for a=12.4° there is a trace with lower 
pressure in case DS which may be induced by a vortex which vanishes with 
running propellers. 

6 Conclusion 

The influence of propeller simulators on the pressvire distribution on the wing of the 
A400m model in the low speed wind tunnel of Airbus Bremen (LSWT) was 
measured successfully by means of the mobile DLR PSP system. The main challenge 
was to correct for the temperature dependence of the paint for the low speed 
application of PSP with temperature differences of about 10 K on the observed 
model. The temperature distribution on the wing was meeisured by an IR ceunera 
which was integrated into the data acquisition system in the course of the current 
measurement. The tenaperature correction using data ftom the IR image was 
implemented successfiilly into the ToPas software, which was used for data 
reduction. Thus, PSP has proven to be an excellent tool as well for qualitative as for 
quantitative pressure detection on model's surface in a short time. Also it is shown 
that PSP is able to obtain pressure distributions on model surfaces with high 
temperature disturbances. 
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Figure 4 PSP results at a=8.5° with a) CT-0, b) CT+0 (scale from Figure 3), and 
c) CT=0. 1 (with scale shifted towards lower Cp values) 

Figure 5 Cp difference between CT-0 and no propellers (DS) at 
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Summary 

The design of a generic wind tunnel model for tailplane stall investigations to setup an 
experimental database for code validation is presented. The configuration is optimised to 
obtain large Reynolds numbers at the horizontal tailplane in a wind tunnel of limited size. 
Fuselage and wing are used to create representative downwash conditions at the tailplane 
inside the wind tunnel, compared to free flight. The presented strategy doubles the 
achievable Reynolds number of the tailplane, while simulating the spanwise trends of the 
downwash in sufficient accuracy. Numerical simulations preliminary to forthcoming wind 
tunnel investigations, using the unstructured TAU code, show a separation of the boundary 
layer starting at the trailing edge with high cross flow velocities at the outer tailplane. A 
deflected elevator shifts flow separation towards lower incidence angles of the tailplane. 

1 Introduction 

The aerodynamic design of horizontal tailplanes (IITPs) for modym transport 
aircraft is driven by the demand for longitudinal slabihly and reduced drag at 
cruise condition, and manoeuvrability at low speed, while avoiding tail stall. 
Especially, die aerodynamic manoeuvrability becomes more important, if future 
aircraft tailplane area will be reduced for improved aircraft perfonnance. 
Meaningful predictions of the complex viscous flow over the tail and the elevator 
efficiency at low speed manoeuvre conditions are not possible by using aero
dynamic analysis tools based on the potential theoiy, because of the nonlinear 
characteristics of stabiliser and elevator efficiency for increasing aerodynamic 
load. High-order numerical simulation tools could cope with this, but cannot 
simply be integrated into the industiial design process, as there is a lack of ex
perimental data for code validation relating to tailplane stall. 
Tailplane geometries of coimnercial airaaft including the airfoils are usually propri
etary behaviour is evaluated witliin wind tunnel tests using wing-body-tail config
urations. Some of the industrial, investigations for Reynolds niuiibers of Re = 3.5TO*' 
indicate a characteristic stall behaviour of the tailplane[4]. In these cases leading alge stall 
and sudden loss of negative lift and elevator effectiveness. Experiment^ investigations 
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of the flow around 2D tailplane airfoils could help to analyse this behaviour, but 
they are not available either. 
The objective of the present work is to design and numerically analyse the lay
out of a generic transport aircraft wind tunnel model that can provide high quality 
experimental tail flow data close to the limits of tail stall. The validation of nu
merical results obtained with the DLR Reynolds-Averaged Navier-Stokes (RANS) 
solver TAU wiU be possible using the results of future wind tunnel investigations. 
By merging both experimental and numerical data, fundamental aerodynamic de
sign sensitivities of tail stall may be identified and analysed, to be appUed for future 
aircraft design work. 

2 Aerodynamic design of the wind tunnel model 

The present design of a generic research model for tail stall is mainly affected by 
the demand of attaining maximum Reynolds number at the HTR For a typical HTP 
geometry (aspect ratio ^HTP = 4.5 and taper ratio AHTP = 0.42) Reynolds numbers 
about Re «1.0 • 10^ can be realised in the test section of a wind tunnel with a cross 
section of 1300x1300 mm^, such as the low-speed tunnel MUB of Braunschweig 
Technical University. In our concept the span of the HTP is about 68% of the test 
section width leading to a mean aerodynamic chord of l^ = 200 mm. The main 
wing is clipped and serves as the model support. Out of the variety of possible 
aircraft geometries an Airbus A319 was chosen to form the geometric base of the 
generic model. The dimensions of the closed test section determine wind tunnel wall 
interferences [8] and require an aerodynamic redesign of the main wing to keep the 
level of down wash at the HTR 

As a result of the geometry dimensions (Tab. 1) a wind tunnel blockage of 20% is 
generated, which can be accepted due to the fact that the wind tunnel is modelled in 
the numerical calculations as well. With this approach tail plane configurations may 
be investigated at Reynolds numbers, which would require twice the test section's 
dimensions using a conventional full span model. 

2.1 Main wing 

For the design of the main wing the classical vortex lattice method in TORNADO [9] 
was extended by the method of images [2]. Thereby, the main system of vortices is 
mirrored at the tunnel waUs, so that the kinematic flow condition is fulfilled not only 
at the collocation point but also at the tunnel walls (Fig. 1). This simplified approach 
was deemed to satisfy the demands producing representative downwash conditions 
at the HTP location. Complex systems of vortices, as shed by extended main wing's 
high-lift devices, will have an additional influence on the stall behaviour of the HTP, 
which is neglected in this approach. 
Starting from the main wing of the A319 in take-off configuration with known dis
tributions of local lift coefficient and angle of incidence along the span, a reference 
wing with the same planform area was derived, shown in Fig. 2. Its twist distribution 
was adjusted in order to approximate the given lift distribution (Fig. 3). For this con
figuration the downwash distribution at the original HTP location behind the main 
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wing (MW) was then determined at free-flight conditions (Fig. 4). 
By variation of sweep and twist, a cHpped trapezoid wing of 1300 mm span and 
28° sweep was designed, creating an equivalent downwash distribution in the wind 
tunnel test section at the original HTP location. In fact, the desired strength of the 
downwash could merely not be obtained, but this will only affect flow separation 
to occur at a lower incidence angle of the models HTP in comparison to free-flight. 
The effect of decreased downwash inside the test section can be explained by the 
following: The mirror images of the lift generating part of the horseshoe vortices 
above and below the test section decrease the downwash at the HTP position rel
ative to the free-flight conditions. Reducing the distance between the main wing 
and the HTP from 100% to 40%, as shown in Fig. 4, can not completely solve this 
problem though the adverse effects of the mirror images decrease, but they do not 
disappear. But since too short distances between the main wing and the HTP would 
make a realistic representation of the fuselage rear end flow impossible, an accept
able compromise seems to be the location of the HTP at the 80% position compared 
to the reference. 

To minimise the manufacturing complexity, a rectangular wing with chord length 
equal to the mean chord of the trapezoid wing was finally designed. Since this 
geometry produces the desired downwash distribution in spanwise direction, the 
rectangular wing is selected as the final geometry of the wind tunnel model. Its c/ 
distribution along the span in Fig. 3 was confirmed by TAU simulations performed 
at a slightly lower angle of attack. 

2.2 Research-airfoil for the horizontal tailplane 

The objective of designing a new HTP research airfoil was to produce a stall be
haviour at MUB wind tunnel conditions that is comparable to the phenomena ob
served in large industrial facilities. The aim was to obtain similar values of ci^max 
and distributions of nose suction peaks compared to industrial references, however 
at a reduced Reynolds number. 
Therefore, an industrial HTP airfoil was at first analysed using the airfoil code 
XFOIL [6]. Concerning the pressure distribution, this airfoil was compared to two 
airfoils of the LWK-series [1] showing flow separation in wind tunnel tests via 
leading-edge stall (LWK 80-120) and trailing-edge stall (LWK 80-150). From the 
results displayed in Fig. 5 at equal Cp,min and a close to ci^max it is obvious that 
both LWK airfoils show a steeper gradient in the region of pressure increase. Both 
LWK airfoils have a shorter laminar separation bubble in comparison to the HTP 
airfoil, denoted by the plateau length of the pressure distribution. This indicates that 
the industrial HTP airfoil does not separate via leading-edge staU. It was concluded 
that leading-edge stall previously observed for the industrial HTP airfoil in wind 
tunnel tests at Re = 3.5 • 10^ seems to result from three-dimensional effects. 
For the design of the research airfoil with XFOIL, the following design requirements 
were derived from this analysis: To attain an equivalent load at the model's HTP, the 
maximum lift for Re = 1.0-10^ has to be increased to the value 1.8 by increasing the 
camber. Simultaneously, the airfoil contour at the leading edge was redesigned in 
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order to produce a similar pressure distribution as for the original HTP airfoil. The 
resulting airfoil named HGR-02 is shown in Fig. 7. Its maximum lift coefficient is 
close to the target and the pressure distribution is quite similar (Fig. 6). So it may be 
assumed that both airfoils behave fairly equally, exept that the HGR-02 will have a 
longer laminar separation bubble at the lower Reynolds number. 

2.3 Layout of the wind tunnel model 

The structural layout in Fig. 8 shows the resulting wind tunnel model [7]. It can 
be devided into a front part generating the necessary flow conditions at the HTP, 
including main wing and the fuselage up to the disjunction ahead of the HTP, and 
the rear part, consisting of tail and tailplanes. This part is connected to the front via a 
6-component strain-gauge balance, in order to measure the resulting airloads on the 
tail. Furthermore, the HTP has 100 pressure tabs in two sections at 55% and 75% 
semispan with a high resolution close to the leading edge. 

3 Results of the numerical flow simulation 

The numerical investigations using the DLR TAU code [5] simulate the flow around 
the model inside the wind tunnel (Fig. 9). By using the Spalart-Allmaras turbulence 
model and assuming the boundary layer to be fully turbulent, investigations were 
carried out to analyse the influence of the angle of attack, stabiliser incidence angle 
and elevator deflection on the flowfield around the HTP and the pressure distribution 
at the HTP. These simulations are used to assess the model design based on approx
imate methods as described above and give an impression of the model's behaviour 
during future wind tunnel tests. 

3.1 Grid generation and sensitivity to grid resolution 

The generation of the unstructured hybrid grids was done using Centaur [3]. To keep 
the number of cells low, only those surfaces were meshed with prisms, where vis
cous boundary layers were supposed to have an influence on the HTP flow. There
fore only the boundary layers of the HTP and the fuselage were resolved with 
prisms. The flow over the main wing and the wind tunnel walls was assumed to 
be inviscid. The viscous flow around the HTP was resolved by at least 308 points 
in circumferential direction and 48 prism layers in normal direction. The resulting 
surface grid resolution near the leading-edge is shown in Fig. 10. At the fuselage 
32 prismatic layers were used. To minimise prismatic grid defects due to chopping 
in the junction between fuselage and HTP, the rear fuselage was resolved with 40 
prism layers. Grid adaptation locally improved the grid quality within the prismatic 
and tetrahedral regions in particular at the HTP and increased the total number of 
nodes to about 10-10^. 
The effect of grid resolution on the flow was investigated by using a grid with four 
times less points. This grid yielded a difference in c; of the HTP of 1.2%. The dif
ferences in the pressure distributions were rather small. 
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3.2 Variation of tlie stabiliser setting 

Figures 11 (a) and (b) show pressure distributions and wall streamlines on the 
lower HTP side for stabiliser incidence angles of it = -11° and it = -14° . For 
it = -11° the flow over the whole HTP is attached with a certain cross flow compo
nent towards the trailing edge. Also a local separation at the junction with the fuse
lage is visible. In the region of the Kiichemann wing tip the isobars show some ef
fective reduction of the sweep angle. For an increased incidence angle of it = —14° 
boundary layer separation occurs at the trailing edge and covers about 30% chord. 
However, this cross flow separation does not lead to a significant loss of lift as shown 
in Fig. 13. 

3.3 Variation of the elevator deflection 

For an elevator deflection at incidence angles of about it = -11° , the elevator flow 
is characterised by large separations, see Fig. 12 (a) and (b). Even for dg = —10°, 
the flow is separated over almost the whole elevator. By increasing the deflection to 
6e = —20°, reverse flow takes place on the complete suction side of the elevator. 
The elevator efficiency may be assessed by using Fig. 13. It is seen that the incre
ments of local lift coefficients given by elevator deflection decrease for Se = —20°. 
This indicates a loss of elevator efficiency due to flow separation. Fig. 14 displays, 
that the reduction of the suction peak at the leading edge by the deflected elevator 
and thereby a displacement of the lift towards the trailing edge leads to an increase 
of the average lift coefficient, despite of massive separations on the elevator. 

3.4 Comparison with the infinite swept wing 

For the HTP section at 75% semispan at it = -11° and Sg = 0° two-dimensional 
calculations at constant c; were carried out using the theory of the infinite swept-
back wing. As shown in Fig. 15 a comparable pressure distribution was not achieved, 
because early separations occured at the trailing edge in the 2D result. It appears, 
that the underlying assumption of a passive spanwise flow component is not valid at 
moderate Reynolds numbers and close to trailing-edge separation. Further analysis 
of this problem is neccessary. For this purpose we plan to set up additional 3-D 
calculations of a swept-back wing of infinite span. 

4 Conclusions 

Since the manufacture of the wind tunnel model is not yet completed, only the 
present computational results allow an estimation of tailplane staU. The results in
dicate that the new HTP configuration in the wind tunnel is aerodynamically well 
designed and tail stall occurs gradually from flow separations at the trailing edge. It 
is thought that the configuration represents a good test bed for code validation. 
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Table 1 Geometric dimensions of an 
A319, its scaled model used as reference 
and the resulting wind tunnel configuration 
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Figure 9 Test section used as outer boundary for the numerical simulation 
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Summary 

Numerical solutions of the Navier Stokes equations for a modem transport 
configuration with three different wing tip devices are presented. Solutions are 
obtained at high speed for the cruise configuration and at low speed for the 
corresponding take-off configuration. This study is performed within the European 
Union project M-DAW (Modelling and Design of Advanced Wing Tip Devices). 
The numerical results are analysed to characterise the performance of the wing tip 
devices using global force coefficients, local distributions of force and moment, 
surface contours and skin fi-iction lines. In addition the vortex wake was analysed 
in the near field tip region for take-off. Numerical results are compared with 
experimental data obtained in cryogenic wind tunnel tests at high speed in the 
ETW (European Transonic Wind tunnel) and at low speed in the DNW-KKK 
(Cryogenic Wind Tuimel Cologne). 

1 Introduction 

Within the European Union project M-DAW (Modelling and Design of Advanced 
Wing Tip Devices) DLR and the Braunschweig Technical University obtained 
RANS CFD solutions for transport configurations with different wing tip devices, 
provided by Airbus. These are a cruise wing body model for high speed and a 
corresponding take-off configuration for low speed. Three different wing tip 
devices were studied within M-DAW. These wing tip devices are: a KUchemann 
tip (reference), a fence tip and a large winglet, characterising the current wing tip 
devices used on modem transport au-craft. Within M-DAW, cryogenic wind tunnel 
tests were performed using both models with the different wing tip devices. High 
speed tests were performed in the ETW (European Transonic Wind tunnel) and 
low speed tests were performed in the DNW-KKK (Cryogenic Wmd Tunnel 
Cologne). 
The RANS CFD solutions described in this study were obtained on unstmctured 
hybrid meshes at various incidences and at constant lift to evaluate performance 
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using the DLR-TAU solver. Different adaptation mesh refinements were used to 
improve the resolution of flow regions of interest. One and two-equation 
turbulence models were used. The three wing tip devices were compared by 
analysing results of global force coefficients, local distributions of force and 
moment, surface contours and skin friction lines. In addition, in case of take-off 
the vortex wake was analysed in the near-field and compared with wake 
measurements performed using the PIV technique (Particle Image Velocimetry) 
[11]. 
The main objective of this study was to evaluate and characterise the different 
wing tip devices and compare the results with experimental data. Furthermore, the 
experimental and numerical knowledge obtained in the M-DAW project from the 
analysis of the three different wing tip devices will be used in a next step to design 
and assess an improved wing tip device. Overviews of the results obtained in M-
DAW so far are given in [8], [14]. CFD analysis and design results are reported 
also in [1], [9] and [2]. 

2 Flow conditions and geometrical configurations 

The test model for the cruise configuration is a 1/30* scaled half model wing-body 
configuration. The wing has a leading edge sweep of 35.92°, an aspect ratio of 8, 
a taper ratio of 0.21 (tip to root chord) and a span b =1.13167m. The 
corresponding 1/31.8* scale half model take-off configuration mcludes engmes, 
slats, flaps and aileron. Figure 1 shows the considered transport akcraft for the 
take-off configuration with the three different wing tip devices. The winglet has a 
leading edge sweep of 33.34°, a cant angle of 40.7° and a length 0.155b. The fence 
is a small device with a length 0.067b. For the CFD analysis a symmetry condition 
was used, i.e. the numerical solution models the fiiU model. The high speed (HS) 
solutions were obtained for M=0.85, Re=54.2 mill, at (-1°< a< 2°). For cruise 
condition CL is 0.49. The HS wind tunnel model is provided with a jig shape which 
should deform into the computed flight shape of the reference configuration at the 
cruise condition at a=1.5°. The low speed (LS) solutions were obtained for 
M=0.20, Re=7.28 mill, at the high mcidence condition of the DNW-KKK PIV 
measurement (a=l 1°) and for CL=1.4. 

3 Unstructured grid generation and flow solver 

The unstructured hybrid grids were generated using the Centaur^"^ software 
provided by CentaurSoft. [3]. Due to the large Reynolds number of the high speed 
flow condition, 36 prism layers were used in order to resolve the boundary layer at 
this flow condition sufficiently. The initial spacing was chosen in order to obtain a 
y* value lower than 1. The mesh generation of the different wing tip devices was 
performed in modular form, i.e. a region enclosmg the wing tip device was 
defined. This allows us to consider the different wing tip devices separately while 
the remaining configuration is treated in the same manner. The wing tip device 
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surface has been resolved by approx. one third of points the wing surface has been 
meshed. The meshes for the take off configuration were generated usmg the same 
procedure. Initial meshes already included grid refinements in regions with 
expected large flow gradients (e.g. leading edges of wing components) and in 
regions of special interest (near tip vortex flow, wing tip device). However, in 
order to avoid meshes with very large number of points, stretchmg of cells was 
used for the wing in spanwise direction and the number of prism layers for the 
boundary layer was reduced for wing components with small length in flow 
direction. Mesh generation of the cruise and take-off configuration led to initial 
mesh sizes of 5 to 7 million points. Starting with these meshes, different adapted 
grids were obtamed by using adaptation in the solution process. Finally, adapted 
meshes had mesh sizes ranging from 9.5 to 11.5 million points. 
Numerical solutions were obtained with the DLR-TAU code, which solves the 
three dimensional compressible RANS equations on hybrid grids. The TAU-code 
is described in [6], [12]. In this study, the inviscid fluxes are calculated by 
employing a central method with scalar dissipation. The viscous fluxes are 
discretised using central differences. The turbulence model used for the cruise 
configuration is the one-equation Spalart Allmaras model (SA) [13]. For the LS 
take-off configuration the one-equation SA model with Edwards modification [5] 
as well as the two-equation Menter SST [10] model were used. In addition, for 
regions of vortical flow, the Kok TNT rotation correction was employed [4]. The 
adaptation module allows local refinement of the hybrid grid based on sensors 
derived fi-om the flow solution. In the HS study, a refinement of the region 
containing the shock was performed using the pressure as a sensor. For the LS 
study the velocity, pressure and total pressure loss were used as sensors. 

4 Results 

Checking the grid resolution of the near wall prism layer, y^ values in the order of 
1 were found, ensuring that the prismatic layer in the near wall boundary layer has 
a sufficient resolution of the velocity gradient. For all solutions, time convergence 
was checked using the density residual. Furthermore, it was checked that force 
coefficients converged up to their third significant digit. Initial meshes were 
refmed using several adaptation steps. 

The obtained results for the pressure distributions at LS, HS and its comparison to 
the wind tunnel data are not shovm here. Instead the reader is addressed to ref [1], 
which reports similar results for the cases presented here. 

4.1 High speed results 
In order to compare the performance and to describe the flow around the different 
tip devices, solutions were obtained at constant lift and at constant incidences. 
Figure 2 shows the relevant total force and moment coefficients of the wing tip 
devices. Results are given for the percentual change of drag and wing root bending 
moment (WRBM) referred to the KUchemann (KU-tip) case. For comparison with 
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ETW results, the half model rolling moment was chosen, instead of the (WRBM). 
For lower lift values (CL < 0.3 RANS and CL < 0.2 ETW), the winglet case 
generates more drag than the reference configuration. This results from additional 
skin friction produced by the winglet. At higher lift coefficient the large winglet 
reduces the induced drag in comparison to the KU-tip, leading to a net drag 
reduction for CL > 0.3. To a smaller extent the fence tip device also reduces the 
drag in comparison to the basic configuration. The opposite is seen for the 
WRBM. In comparison to the basic configuration, the fence shows a small 
increase, the winglet shows a larger increase which increases with lift. Compared 
to the ETW data the percentual change of drag and rolling moment coefficient 
shows differences for the winglet case. For the drag change this difference is small 
at the cruise condition, where the deformed wind tunnel model should reach the 
computed flight shape of the reference configuration. The remaining difference at 
cruise condition may be atfributed to the different deformation of the wing with the 
Ktl-tip and the one with the winglet. At CL > 0.2 the aeroelastic deformation 
reduces the drag decrease and the WRBM for the large winglet configuration 
because the loads decrease at outboard sections. The agreement between RANS 
and ETW results for the fence tip indicates that the fence performance is not so 
sensitive on deformations. In the experiment wall interference corrections have 
been applied, but they are not unportant for the relative comparison of the wing tip 
devices. At CL =0.519 the relative percentual changes for drag, rolling moment and 
skin friction are given in Table 1. The percentual increase in skin friction is small 
due to the large Reynolds number. 

Skin fiiction lines at the inner and outer fence surface are shown for a =1.5° m 
Figure 3. These results show flow separations at the upper inside and at the lower 
outside of the fence. They indicate that the fence is working like a delta wing. The 
flow around the wing tip produces nonlinear vortical flow at the inner upper and 
lower outer surfaces of the fence to increase their thrust components. In the 
winglet case the flow is attached 
Local coefficient distributions are analysed at constant lift condition in Figure 4 as 
fimction of the spanwise position r\ =y/Sref (Sn-f is the wmg semi-span of the 
reference configuration). In comparison to the KU-tip the local lift force 
distribution shows that the fence leads to a sharp peak at the tip, while the winglet 
smoothes the sharp drop of circulation at the reference wing tip, by extending the 
contribution of lift force to larger span. At the same lift, the winglet case has 
slightly smaller local lift forces than the two other cases due to its increased wing 
surface. The reduced local lift leads to smaller shocks and decreases the wave 
drag. The comparison of local drag contributions shows a region of thrust in the 
outer wing, for approx. TI > 0.70. This is typical for a swept back wmg with 
cu-culation distributions as shown in this case [7]. The different wmg tip cases 
show only different local force contributions in the tip region. At the tip the fence 
leads to two sharp thrust peaks. The first peak (which is larger and placed fiulher 
mward) corresponds to the upper fence tip; the second peak corresponds to the 
lower fence tip. The large winglet leads to an increased thrust region extending to 
the entire additional winglet span. In order to see the influence on WRBM, Figure 
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4 shows the local distribution of rolling moment for the three tip/wing tip device 
cases. Note that the fence shows nearly the same distribution as the KU-tip 
reference case, with the exception of a small increase in rolling moment for r| > 
0.95 ending with a sharp peak at the fence position. The winglet shows an increase 
in rolling moment for a span region extending from approx. TI = 0.90 to the entire 
additional winglet span. However, due to the reduced local lift forces at the inner 
wing there is also a reduction of rolling moment at the inner sections. 

4.2 Low speed results 

In the low speed case the initial mesh was adapted in four steps. The first step was 
a global adaptation, using the pressure as sensor and increasing the total number of 
points by 25%. In the following, three successive local adaptations were performed 
in a box which includes the wing tip devices and the tip vortex wake up to the 
plane in which PIV measurements were performed. For theses adaptations the total 
pressure was used as a sensor. In the final mesh the box included 3.6 million 
points. 
Solutions were obtained at the high incidence PIV-measurement flow (a =10.997 
10.81°/ 10.98° for KU-tip / fence / winglet). Solutions are obtained using the SA 
turbulence model with Edwards's modification. The results for the solution using 
the 2-equation Menter SST model are similar. 
In the following the flow at the wing tip devices is described by showing surface 
skin friction lines and local force distributions. For the high incidence considered 
here, the flow separates at the outer wing for sections positioned outboard of the 
outer slat (see Figure 5). For the winglet the separated region extends to the upper 
winglet surface. The aileron also shows separated flow. As in the HS case, the 
fence indicates regions of separated flow. The solution at constant CL =1.4 shows 
attached flow in these regions. The local force distributions for lift and drag at the 
outer wing and tip device region are given in Figure 6. Similar to the HS case, a 
total thrust force is observed for the outer wing, but the separated tip and winglet 
region shows drag at high incidence. For lower incidence, with CL =1.4, thrust is 
obtained for the tip and winglet. The fence is producing a sharp thrust peak for 
both high incidence and for CL =1.4. This peak is of higher level at for CL =1.4. 
The analysis of the RANS solution velocity vector field at high mcidence shows 
following vortical structure: for the Kll- tip a strong tip vortex, for the fence tip an 
upper inward vortex associated with the upper fence tip and a lower outward 
vortex associated with the lower fence tip, for the wmglet a small vortex localised 
at the winglet tip and a more extended vortex generated at the junction between the 
winglet and the wing vortex. These vortices are also obtained in the PIV 
measurement. This is shown in Figure 7, which compares RANS and DNW-KKK 
PIV results for the large winglet and Kti-tip cases. Shown are contour plots of the 
fransversal velocity for the PIV-section and transversal velocity vectors. The 
contour pattern and vortex structure are similar. However, there is a shift in 
position. 
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5 Conclusions 

RANS solutions have been obtained for a modem transport aircraft with three 
different tip devices: KUchemann tip (reference), fence tip and large winglet. 
Solutions were obtained at high speed for the cruise configuration and at low 
speed for the high lift take-off configuration. These CFD studies were performed 
within the European Union project M-DAW. 
The numerical solutions describe, characterise and evaluate the three different 
wing tip devices. At cruise condition, comparison to the reference shows that at 
constant lift the large winglet reduces the induced drag and also the wave drag. 
The latter, results fi-om the fact that local lift is reduced due to the additional lift 
surface. The viscous drag increase is small due to the large Reynolds number. The 
smaller fence device also reduces the drag, but at a lower level. Local force 
distributions show that the winglet extents the thrust region observed at the outer 
wmg, while the fence produces two sharp thrust peaks. The local force and 
moment distributions indicate that the changes introduced by the fence are 
restricted to a small region of the tip, while the winglet mfluences a larger area. 
Separated regions are observed at the upper inside and at the lower outside of the 
fence. These separations are associated with upper and lower fence vortices which 
may increase nonlinearly the observed thrust peaks. While the large winglet 
decreases the drag to a larger extent as the fence, the opposite is observed for the 
wing root bending moment WRBM. Furthermore, the results indicate that the 
increase in WRBM for the fence is not so sensitive to incidence. Differences with 
the experimental ETW data arise fi^om the fact that the numerical simulation 
considers a rigid IG shape, fiill aircraft configuration, whereas a half model is used 
in the experunent which also deforms aeroelastically. CFD studies with 
deformations will be considered in the second phase of the M-DAW project. 
The local force analysis at constant CL =1.4 shows characteristics for the wmg tip 

devices that are similar to the results explained above in the high speed case. At 
the large incidence of a ^̂  11°, the tip region and the winglet show separated flow 
at the tip and winglet. Instead of thrust, local drag is obtained for this region. The 
comparison of the numerical velocity vector field with data obtained fi"om PIV-
measurements for the high incidence shows the same vortical structure and similar 
velocity contour plots for the wing tip devices. However, position and scale of 
vortices show some differences. 

The present analysis shows that the RANS solutions obtained using the DLR-TAU 
code, may be used to characterise the different wing tip devices and to evaluate 
them with sufficient accuracy. The experience gained through this work will be 
used in the M-DAW project to design and assess novel wing tip devices. 
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Table 1. Drag, skin friction and rolling moment coefficient change relative to reference 
configuration at M=0.85, Re=54.2 10* and CL=0.519 

ACD /CD ref 

ACf/Co ref 

^*^mxr-iiK ref 

RANS (%) 
fence 
-1.36 
0.13 
0.53 

winglet 
-4.47 
0.80 
3.38 

ETW (%) 
fence 
-1.93 

— 

0.57 

winglet 
-3.12 

— 

1.79 

Figures 

Figure 1 Analysed aircraft in take-off 
configuration with studied wing tip 
devices. 
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Figure 2 Percentual change of drag 
versus rolling moment. The percentual 
differences are based on the Ktl-tip and 
are taken at constant lift. 
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Figure 3 Streamlines for fence tip at cruise condition showing separated regions 
resulting in upper inboard (upper fence) and lower outboard (lower fence) vortices. 
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Figure 4 Local coefficient distributions at M=0.85, Re=54.2 10* and CL=0.519. 

Figure 5 Streamlines for outer wing and tip device region for PIV measurement 
condition (M = 0.2, Re=7.28 10*, a =11°). The aileron region and region outboard of 
outer slat show flow separation. 
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Figure 6 Local forces for outer wing. Comparison of wing tip devices for low speed 
conditions CL=1.4 (line with symbols) and higJi incidence (a ==11°) condition, (thin line). 
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Figure 7 Transversal velocity magnitude contours for PIV section for low speed high 
incidence (a=:ll°) flow condition. Comparison of DNW-KKK average transversal 
velocity (left) with RANS result (right) for winglet and KO-tip case (winglet and Ktt-tip 
projection indicated with dotted line). The DNW-KKK measurement box is indicated 
with a solid line in the RANS result. The KU-tip shows the strongest vortex. A small 
vortex is obtained at the winglet tip and a large vortex at the junction wing/winglet. 
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Summary 

An approach to optimise the aerodynamic shape of a flying wing transport aircraft is 
presented. It is split into 2D airfoil design and 3D twist and chord length optimisa
tion. The appUed finite volume flow solver is the DLR code FLOWer. The methods 
are described and results for a flying wing configuration are presented. The paper 
represents parts of DLR's contribution to the aerodynamics work package of the 
VELA project, supported by European Commission. 

1 Introduction 

In the following decades the predicted growth of air traSic requires new ideas and 
technological solutions with respect to eSiciency and environmental impact for the 
future generation of aircraft. One promising design is the Flying Wing or Blended 
Wing Body. The wetted surface area of a flying wing can be less than that of a 
compareable conventional aircraft which ends up in lower drag. With tiiese benefits 
a significant reduction in fuel consumption could be achieved. A 750 passenger 
flying wing aircraft is investigated in several disciplines of aircraft design in the 
European integrated research poject VELA (Very Efficient Large Aircraft). With 
AIRBUS as the leading company, 17 European partners fix)m industry and research 
are working together to extend knowledge about this type of aircraft. 

2 Aerodynamic Shape Optimisation 

The main task in VELA's aerodynamics work package is to optimise the aerody
namic shape of flying wing configurations. This is done without respect to other 
disciplines like e.g. structures in order to find the best configuration from the aero
dynamic point of view. Each configuration is defined by two leading edge sweep 
angles (inboard and outboard wing) and a corresponding cabin geometry. The com
bination of different inner and outer wing leading edge sweep angles defines the 
design space investigated in VELA. 

While the leading edge sweep angles, span and the cabin geometry are pre
scribed, it is up to the participants to chose and optimise the shape of the airfoils, 
twist distribution and the planform. Thereby the following constraints have to be 
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considered: the cabin box has to fit into the geometry, a maximum angle of attack 
should not be exceeded to keep the cabin floor level and a certain stability margin 
(SM) has to be achieved. The optimisation goal is to maximize L/D for a given lift 
in transonic cruise flight condition (Ma = 0.85). 

The shape optimisation of the flying wing presented in this paper is separated 
into two steps: 2D airfoil optimisation and 3D twist and chord length optimisation. 
The different steps are executed separatly and results are fed by the user into the 
follow on step. 

2.1 Flow solver FLOWer 

For the 2D and 3D optimisation, the DLR code FLOWer [2] for block structured 
grids is used for the flow solution. In the present case the FLOWer code solves 
the three dimensional compressible Euler equations in integral form. The spatial 
discretization can utilize a central cell-vertex, a cell-centered or an AUSM finite 
volume formulation. Dissipative terms are explicitly added in order to damp high 
frequency oscillations and to allow sufiiciently sharp resolution of shock waves in 
the flow field. The time integration is carried out by an explicit hybrid multistage 
Runge-Kutta scheme. For steady state calculations the integration is accelerated by 
the techniques of local time stepping, enthalpie damping for inviscid flows and im
plicit residual smoothing. The solution procedure is embedded into a sophisticated 
multigrid algorithm which allows standard single grid computations as well as suc
cessive grid refinement, with the option of simple or full multigrid, [3]. Although 
FLOWer is a three-dimensional code it can also be run in a two-dimensional mode. 
Additionally, quasi-3D modes for infinite swept wings and bodies of revolution are 
available. 

2.2 2D Airfoil Optimisation 

The flying wing configuration can be separated in a irmer wing housing the pay-
load box and the outer wing, see figure 1. For both r^ions airfoils with different 
requirements are needed: thick airfoils for the center body providing enough space 
for the cabin, operating at low local lift coefficients and airfoils for the outer wing 
producing high lift coefficients. These airfoils are designed in a first step in a 2D-
approach. A multi point design is performed to obtain airfoils which provide low 
drag for a certain range of lift coefficients which might occur during the following 
three-dimensional optimisation. 

The airfoil geometry is defined by a Bezier polygon consisting of 14 control 
points. Their z-position is modified by an optimiser to change the airfoil's shape. 
A polygonal shape is placed inside the airfoil geometry representing e.g. the cross 
section of a payload box or a spar, figure 2. A geometry check is performed to 
secure that this shape does not intersect the airfoil geometry and to determine pos
sible overlapping of lower and upper airfoil surfaces. Any overlapping is penalized 
accordingly. 
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After building a structured O-grid with 145 points around the airfoil and 97 
points in normal direction, the aerodynamic analysis is performed. Swept wing ef
fects are considered by using the FLOWer mode for the infinitely swept wing (21D). 
Due to the taper of the wing, the sweep angle was selected so that the 2 | D results 
match the 3D results closely. A future extension to a bowed airfoil representation 
is planned. FLOWer is used in Eiiler mode to solve frictionless, compressible flow 
fields. To determine friction drag and flow separation, a 2D integral boimdary layer 
method according to Eppler [4] is applied afterwards. Transition was fixed at 5% 
chord length. 

Each geometry generated by the optimiser is analysed at three different lift co
efficients (multi point design). The objective function for the optimiser is the sum 
of the drag coefficients in the design points plus penalties fi^om violated constraints 
(flow separation, geometric overlapping). 

Using four multigrid levels, about 400 time steps are executed for each airfoil 
shape. Total solution time is about three minutes on a 2.4 MHz PC. Several hundred 
optimisation steps must be performed to reach a satisfying airfoil shape. 

2.3 3D Twist and Chord length optimisation 

The application flow consists of parametric grid generation, aerodynamic analysis 
and a routine to assess the data, figure 3. The optimiser controlling the design vari
ables is the free available Java based GewO/JNsoftware [5]. For this work, a Simplex 
(Nelder-Mead-ONeil) algorithm is applied. Eight design variables are used in the 
3D optimisation, see figure 1: for the three outer wing sections, changes of twist 
and chord length (with constant t/c) are allowed. For the two inner wing sections, 
only the chord length is a design variable. Thickness and twist are kept constant 
to provide enough space for the cabin box. The two sections in the fuselage-wing-
transition region are coupled by linear laws to the surounding sections. 

Grid generation The previously optimised airfoils are used to generate a flying 
wing geometry. MegaCads, the DLR mesh generator for parametric structured grids, 
is used to set up the geometry and to generate a finite volume grid [1]. The flying 
wing consists of seven sections connected by linear surfece interpolation. For each 
section the parameters twist, thickness and chord length can be changed. For each 
segment between two sections leading edge sweep angle and dihedral angle are free 
parameters. In batch mode, MegaCads reads the parametric grid generation history 
from a script file. The user or an optimiser can change the parameters in this file 
and a structured finite volume grid for inviscid aerodynamic analysis of the new 
configuration is generated automatically. The grid used for the 3D optimisation is a 
three level multigrid C-type grid with 892000 points. Grid refinement studies have 
shown, that a grid at this size delivers sufficiently accurate results. The benefit in 
accuracy of refined grids does not pay oflF due to increased CPU-time for the flow 
solver. 
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Aerodynamic analysis The structured DLR code FLOWer is used in Euler mode to 
generate a flow solution. 300 time steps are performed on a three-level multigrid-W-
cycle. TMs takes about 40 minutes on 2.4 GHz PC. A target lift function is applied 
to analyse the configuration at constant lift. To accelerate convergence the restart 
capability of FLOWer is used. 

Objective function The objective function (OF) which is minimized by the opti-
miser consists of the following terms: 

OF = ~L/D + apenalty + SMpenalty (1) 

To derive the objective fimction a module is used to analyse the aerodynamic data, 
to start a second FLOWer run with an increased angle of attack to calculate the 
stability margin and to check the two applied constraints (maximum angle of attack 
and stability margin). 

The drag term in L/D is the sum of the surface pressure drag Cop delivered 
by the flow solver and fiiction drag Cof which is estimated in the module. Due to 
the fact that the chord length may change during an optimisation, the wetted surface 
changes also and it is essential that fiiction drag is taken into account. A viscious 
CFD-analysis is not practical, due to the demands of CPU-time. Therefore the local 
friction drag of a flat plate in turbulent flow, based on the local chord length is 
approximated using 

The factor ki is set to 1.25. Of course this a relativly coarse method, but satisfying 
for the optimisation process where the focus is on the drag increment. Currently, 
this approach is replaced by a stripwise boundary layer analysis, using an integral 
method [4]. 

The stability constraint which must be fuIlfiUed is, that the distance between 
center of pressure and aerodynamic center should not be larger than ±5% of the 
mean aerodynamic chord length. 

SM = ^^^:z^£iL<±om (3) 
ifj. 

The position of the aerodynamic center is derived by the formula: 

XAC = Xref - -T7T- * «M (4) 

To estimate the gradient ^ ^ the second run of the flow solver is required, with 
a slightly increased angle of attack (Aa = 0.25°). The position of the center of 
pressure is defined by: 

XCP = Xref - - ^ * V (5) 
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If the maximum angle of attack {amax — 3°) or the stability margin is exceeded, 
the penalty terms are computed with a quadratic function which is for instance for 
the a-penalty: 

<XPenalty = ^2 * ( « — O^max) (6) 

The fector k^ is set to values between 1.0 and 4.0, depending on the sensitivities of 
the variables with respect to the objective function. 

3 Results 

3.1 2D Airfoil optimisation 

As a typical result of a multipoint optimisation of an outer wing airfoil figure 2 
presents the initial and optimised shape of the airfoil MH 1004. The airfoil shape 
is changed but the spar box still fits into the optimised section. The aerodynamic 
performance was improved significantly, as can be seen in figure 4. The maximum 
L/D is shifted into the region of the design points and a significant redxiction in 
wave drag was achieved. This leads to an airfoil which is well suited for the 3D-
optimisation. 

3.2 3D twist and chord length optimisation 

The optimised configuration presented here is defined by the leading edge sweep 
angles pinboard = 55°, ipoutboard = 35°, a given span and the cabin geometry. An 
airfoil, which was optimised for the fuselage region is inserted at the wing root at 
station 1, see figure 1. The outer wing stations six and seven use the MH 1004 airfoil. 
The remaining sections were taken from a flying wing configuration designed by 
Airbus. The initial planform fi"om where the 3D optimisation was started is also 
similar to this aircraft. 

The optimisation converges to a maximum in L/D after 220 steps. After 41 sim
ulations the constraint on maximum angle of attack is violated. Therefore, the opti-
miser changes the twist distribution on the outer wiag during the next optimisations. 
This stops the initial steep increase in L/D, which is continued with a reduced slope 
after some steps of reorientation . This shows, that the violation of a constraint is 
applied correctly to the objective function and that it is recognized by the optimiser, 
which succesfully applies counter measures. 

The reduction in drag (remind that lift is constant) is about ACD^^^^^ = —16%, 
and the improvement is dominated by the reduction of wave drag (-^Cp^^^,. = 
—63%). This was achieved by increasing the chord lengths on the outer wing and 
by adjusting the corresponding twist angles. To reduce the total drag, the optimiser 
balances induced, wave and fiiction drag against each other. The shape of the circu
lation distribution approximates an elliptic shape which indicates, that wave drag is 
relatively small. Due to the increased wing area, fiiction drag was slightly increased 
(4Cp,, , , ,„„ = +4.5%). 
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In figure 5 iso Mach lines are siiown on the initial and the optimised planform. 
The distribution of shocks on the outer wing has developed from a single trailing 
edge shock to a weaker double shock system, see also figure 6. On the inner wing 
the change of shock intensity and position is not that significant and caused by the 
increased angle of attack, the changed chord length and the influence of the outer 
wing shock to the inner wing. 

Figure 6 compares chordwise Mach number distributions at six spanwise sta
tions of the optimised configuration with the initial configuration. The dominating 
changes take place on the outer wing (j) > 0.5). The transformation from a strong 
single shock close to the training edge to a weaker double shock system can be ob
served. This conributes most to the reduction in wave drag. On the lower side of the 
outer wing a small suction peak has developed at the leading edge due to changes in 
twist. This resulting shock does not contribute significantly to the wave drag. 

4 Conclusion 

An approach to optimise the aerodynamic shape of flying wing transport aircrafts is 
presented. The procedure splits in 2D airfoil design and 3D twist and chord length 
optimisation, applying the DLR flow solver FLOWer in Euler mode. It has been 
shown how constraints like e.g. a cabin box or a stability margin are included in the 
methods and that the optimiser is able to apply counter measures if the constraints 
are violated. The results show, that significant improvements in aircraft peformance 
are achieved by applying the 2D and 3D optimisation to a flying wing configuration. 
For future work it would be desirable to combine airfoil optimisation and 3D twist 
and chord length optimisation in a single loop to better account for 3D features of 
the flow. Improvements in friction drag estimation are currently developed. 

References 

[1] Brodersen, O., Hepperle, H., Ronzheimer, A., Rossow, C.-C. and Schoning, B.: "The 
Parametric Grid Generation System Me^a Cads", in "5th International Conference on 
Numerical Grid Generation in Computational Field Simulation, National Science Foun
dation", (1996) 

[2] KroU, N., Radespiel, R, Rossow, C.-C: "Structured Grid Solvers /Accurate and Ef
ficient Flow Solvers for 3D Applications on structured meshes". AGARD Report 807, 
Special Course on Parallel Computing in CFD (1995) 

[3] DLR (ED.): "FLOWer Installation and User Handbook, Release 115". Institut fiiir En-
twurfsaerodynamik, Braunschweig, (February 1997) 

[4] Eppler, R.: "Airfoil Design and Data". Springer Verlag (1990) 
[5] Wetter, M.: "GenOpt, Generic Optimization Progfair{\ Lawrence Beikeley National 

Laboratory (2004), http://SimulationResearch.lbl.gov 



Aerodynamic Optimisation of a Flying Wing Transport Aircraft 75 

3*4: Coupled' 
winfl and fusel 

5-T: F~ 
ancle 

nxlf__J 

/^'^'^r\ 
' 

•:„._..-aniiimM!lfii 

3^ 

Figure 1 Position of the sections describing Figure 2 Initial and optimised section with 
the flying wing geometry. spar box of the outer wing airfoil MH 1004 

i MegaBatciri 

1̂  Objectiwe J 
function 

•:u"i!i^ U i i U ! 0 .015 C'lO.') 

C.-.. 

Figures Flow chart of the 3D optimisation. Figure 4 Polar of initial and optimised air
foil MH 1004 



76 H. Strtiber and M. Hepperle 

-« I 
; i r 0 . 2 il=O.OS • 

Figure 5 Optimised and initial configuration of the 3D twist and chord length optimisation 
at Ma=0.85 and constant CL 

11 = B.as « • 

•=4 

l i 

D S.2 iSA tt.6 """ffjl 

9.61-. 
I > 

' 11 = a.S ; 

1' - " - ^ IS ^ 
•":'•. :- £ 

f^--~-iz—^r-''B!s s!r̂  

• ii_= 0 J ^ 

i •"'•"• ""•£j"""""-|^j ' *o!i"""''""'6.i' •' ""• t 

0 &2 " s i * " " "O-B SR 1 

1.4 

1.Z 

r QM 

ff.S 

0-4 

•: 

; 

" i ^ 0-2 

tl = 0.75. 

11.4 i.S • J 

" 

1 

,MI : 11 = 9.S5 : 

4 "-
m t 
E 

t &2 i.4 tt.t ' B.i' I 

Figure 6 Mach distributions at six spanwise stations at Ma = 0.85. 



Delta Wing Steady Pressure Investigations for Sliarp 
and Rounded Leading Edges 

Andrej Furman, Christian Breitsamter 

Technische Universitat Miinchen, Lehrstuhl fiir Fluidmechanik, Abteilung Aerodynamik 
Boltzmaimstrasse 15, 85748 Garching, Germany 

andre j @f Itn. mw. turn. de 

Summary 

The design, construction, manufacturing and geometric properties of a generic 65° 
Delta Wing for the International Vortex Flow Experiment 2 are described. Briefly, 
the measurement equipment implemented in the model and the external sensors are 
specified. A wind tunnel investigation has been performed and the results for two dif
ferent leading edge geometries (sharp and rounded) at three angles of attack are dis
cussed in detail. Further, the results are compeured with the ones obtained by NASA 
and also with computational results. Partly developed (a = 13°) and fully devel
oped (a = 18°) leading edge vortices as well as vortex breakdown (a = 23°) £u-e 
considered. 

1 Introduction 

The Intemational Vortex Flow Experiment 1 (VFE-1) led to a broad data base in or
der to validate inviscid Euler solvers. For delta wings viscous effects are very impor
tant as they lead to secondary separation. The increasing computer power over the 
last decade enables the simulation of viscous flows in acceptable time. For the valida
tion of Navier-Stokes codes many experimental details of the flowfield are needed 
in order to judge the variety of turbulence models for delta wing application. The 
experimental knowledge needed is far beyond the scope of the measurements of the 
VFE-1 configuration. Therefore a new 65° delta wing configuration (yFE-2) was 
selected [2], [4]. As part of the scientific network the Institute for Fluid Mechanics, 
Aerodynamics Division, experimentally investigates the flowfield around this con
figuration. 

2 Geometry and Design of delta wing model 

A generic delta wing model was designed, to study leading-edge vortex flow features 
comparing sharp and roimded leading edges. The present model has a root chord 
length of <v = 0.980 m, a wing span of & = 0.914 m, a leading edge sweep of 
VLE = 65°, a wing area of 5 = 0.448 m^ and an aspect ratio of vl = 1.865 (Fig. 
1). The wing was designed using a CAD tool and then posted to the manufacturer 
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as digital three-dimensional model. The delta wing consists of an upper and a lower 
base plate, the trailing edge with a depth ofxTs/cr = 10% and the pressure ori
fices being part of these plates. On the inside of these plates cut-outs are milled to 
house the tubes and wires from the pressure orifices and unsteady pressure transduc
ers. The thickness ist = 0.033 m, which is constant over the base plate. A sharp 
and a rounded leading edge (TLE,rounded/ifi = 0.0015) are available, VLE being 
the leading edge radius and l^ the mean aerodynamic chord. The leading edges are 
fitted on the left and right hand side of the lower base plate and have a depth of 
XLE/CT = 15%. On each of the leading edge elements, five pockets for the pres
sure sensors have been milled, which are closed with seperate lids. On the mounted 
wing a model sting is installed, which is attached to the three-axis model support 
via a model adapter (Fig. 2). All parts are manufactured from alimiiniimi "Certal" 
and, therefore, enabling measurements in cryogenic wind tunnels also. There are 177 
pressure orifices with a diameter of d = 0.3 mm situated on the entire wing, 44 are 
equipped with unsteady pressure sensors. The pressure orifices are positioned in five 
chordwise positions {x/cr = 0.2,0.4,0.6,0.8 and 0.95). 

3 Measurements 

The measurements have been performed in the large low-speed wind tunnel A of the 
Institute for Fluid Mechanis, Aerodynamics Division, of the Technische Universitat 
Mijnchen at a Mach number of M = 0.12, a Reynolds number based on the mean 
aerodynamic chord of Rci^j, = 1.67 • 10^ and angles of attack varjdng between a = 
0° and a = 30°. The wind tunnel is of closed-return type with an open test section. 
The test section is 2.4 m. in width, 1.8 TO in height and 4.8 m, long. The freestream 
turbulence intensity is less than 0.4%. The uncertainty in the temporal and spatial 
mean velocity distribution is less than 0.6%. The uncertainty in freestream direction 
is below 0.2° and static pressure variations are below 0.4%. Steady measvirements 
were performed using only the 133 steady pressure sensors. The affected pressure 
orifices are connected via flexible pressure tubing with a Scanivalve system from 
where the data are processed onhne. 

4 Results 

Three steady measurement results are shown for a = 13° (Fig. 3), a = 18° (Fig. 
4) and a = 23° (Fig. 5). Each figure shows the development of the pressure distri
bution over the chord for the sharp and the rounded leading edge. A comparison of 
the pressure distributions for two wind tunnel results, the one obtained by Luckring 
[6] and the other by Technische Universitat Munchen (TUM), and computational re
sults [3] are presented for the two leading edges at the chord station x/cr = 0.8 for 
a = 13°. For the two higher angles of attack static pressure distributions as well as 
corresponding iso-lines of the pressure for the overall wing for each leading edge 
geometry are shown. 
The three angles of attack were chosen, as the vortex abready exists at a = 13°, the 
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leading edge vortex is fully developed at a = 18° and the vortex breakdown is vis
ible at a = 23°. For wings with sharp leading edges the primary separation is fixed 
to the leading edges. The flow separates there in any case, and there is no significant 
Reynolds number efiect on the primary separation [5]. 
Leading edge separation occtiring on a blunt or rounded leading edge contour is a 
more complex phenomenon as the primary separation is no longer fixed to a geo
metric discontinuity as given by a sharp edge. Therefore, the onset of leading edge 
separation is determined by flow conditions and the particular wing geometry. For 
low to moderate angels of attack fully attached flow may be present. Leading edge 
separation will first occur near the wing tip progressing then in direction to the apex 
with fiorther increase in single of attack. Consequently, the wing will exhibit partially 
developed leading edge separation with attached flow on the upstream portion of the 
wing and leading edge vortex formation on the downstream portion. The separation 
line of the primary vortex is fi^ee to move inboard or outboard depending on Reynolds 
number and Mach number conditions. This con:5)lexity in the flow physics can have 
considerable impact on the aerodynamic properties and maneuver performance of 
slender wing geometries. 
At a = 13° (Fig. 3) significant suction peaks are visible, marking the axis of the 
primary vortex. The suction peaks are reduced with increasing chord station, except 
for the second station (ar/c^ = 0.4), where the peak is slightly increased. This is due 
to the vortex not being fiilly developed at this angle of attack. The consteint suction 
level over the inner wing area marks the region of reattachment. The secondary vor
tex is visible in all chord stations in form of a locally higher suction level outboard 
of the primary vortex, except for x/Cr = 0.2 for the rounded leading edge, where 
the secondary vortex is just forming. The suction peaks for the primary as well as 
for the secondary vortex also move inboard with increasing chord station. For the 
sharp leading edge at x/cr = 0.8 all presented results show good conformity, even 
though the wind tunnel results obtained by Luckring [6] and the computaional results 
obtained by Ghafjuri [3] correspond to a higher Refolds number. For the rounded 
leading edge, the computaional results show good conformity with the wind tunnel 
results obtained by Luckring [6]. In contrast, the wind tunnel results obtained at the 
Technische Universitat Miinchen show the primary vortex axis further inboard. This 
is due to the lower Reynolds number in this investigation. 
With increasing angle of attack (Fig. 4) the suction peaks increase in all chord sta
tions. The vortex diameter also increases, being evident in the suction peak broad
ening. The vortex axis moves inboard with increasing single of attack and the reat
tachment lines are moved towards the wing center line. Fig. 4 also shows the over
all pressure distribution. The trace of the primary and secondary vortices have been 
marked. 
Further increasing the angle of attack to a = 23° (Fig. 5), the suction peaks also 
increase in the chord stations x/cr = 0.2,0.4 and 0.6. Chord stations fiirther down
stream show decreased suction peaks. At a = 18° the suction peaks at xjcr = 0.8 
are Cp,sharp,i8° = -1-65 and Cp,ro«nrfed,i8° = —1.53. Increasing the angle of attack 
to Q; = 23° reduces the suction peaks to Cp_s/jâ 2̂3° ~ Cp,ro«nded,23° = —1-48. 
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This is due to the vortex breakdown in this area [1]. Again, the primary vortex axes 
have been marked in Fig. 5, also showing the position of vortex breakdown, which 
is significantly further upstream for the sharp leading e<%e. The position of primary 
vortex breakdown for the rounded leading edge was determined at xjc^ w 0.85 and 
for the sharp leading edge at xjc^ w 0.68. 
The difference in the pressure distribution between the rounded and the sharp lead
ing edge is most evident at xjcr = 0.2 for all angles of attack illustrated here. This 
difference decreases with increasing chord station, disappraring completely at the 
aft station. The primary vortex for the rounded leading edge is located slightly fur
ther outboard than for the sharp leading edge. For an angle of attack of a = 23" the 
suction peak at xjCr ~ 0.2 for the rounded leading edge is significantly higher than 
for the sharp leading edge. 
Increasing the angle of attack causes the pressure on the upper surface in the inboard 
area and also the pressure on the entire lower surface of the wing to slightly decrease. 
On the lower surface no significant difference between the sharp and the rounded 
leading edge is evident. 

5 Conclusions and outlook 

The steady pressure distribution on a generic 65° swept delta wing has been stud
ied experimentally comparing sharp and rounded leading edges. Stages of partly de
veloped and fully developed vortices as well as vortex breakdown are considered. 
A downstream shift in the onset of leading edge vortex formation is shown for the 
blunt leading edge resulting also in a delay in vortex breakdown. For the considered 
Reynolds number, differences in the steady pressures between sharp and rounded 
leading edge occur mainly at upstream stations (x/c^ < 0.6). A fijrther increase in 
Reynolds number promotes attached flow and hamper the onset and progression of 
leading edge vortex separation. In the next phase unsteady pressure measurements 
are to be performed, followed by unsteady three-dimensional flow field measure
ments and boundary layer investigations. 
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rounded leading edge at M = 0.12, Rei^ = 1.67 • 10** anda = 18°. 
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Summary 

A selection of steady and unsteady validation resiilts for the Reynolds-averaged Na
vier-Stokes solver FLM-NS with respect to an experimental delta wing test case is 
presented and compared to other numerical results. Having put the numerical me
thod's validity into evidence, the vmsteady flow induced by an oscillating flap is in
vestigated for a Fighter Type Delta Wing. 

1 Introduction 

Over the past decade considerable efforts have been undertaken at the Institute for 
Fluid Mechanics to realize computational methods for accurately predicting three-
dimensional flow about aircraft configurations. The developed and to this date well 
established inviscid method FLM-Eu allows for steady as well as for unsteady solu
tion of the Euler equations dependent on the flow problem, the latter case being per
formed time accurately. Even though this inviscid method has been employed very 
successfully, extension to the viscous flow regime is highly desirable. In this regard 
FLM-Eu is evolved to FLM-NS on basis of the Reynolds-averaged Navier-Stokes 
(RANS) equations, by introducing the viscous fluxes and closure relationships into 
the code. 

2 Theory 

The nondimensionalized conservation form of the RANS equations for three dimen
sions as written in curvilinear coordinates is 

^ a F ^ a H _ £ F v dGy_ 5Hv 
dr '^ d^ '^ dr) '^ dt: ^ d^ '^ dr) ^ d^ ' ^' 

with ^, T] and (^ being the curvilinear coordinate directions and r the nondimensional 
time. The conservative state vector 

Q = Jip, PU, pv, pw, pef, (2) 
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is comprised of the primitive variables: density p, velocity components u, v and w 
with respect to the cartesian coordinate system and specific total energy e. The de
terminant of the coordinate transformation's Jacobian is 

J = det 
d(x, y, z, t) 

(3) 

The convective flux vectors F, G, H and viscous flux vectors Fv, Gv, Hv are ex 
pressed in generalized form: 

Ew, J 
puO^ + V'KP 

PV0^ + IPyP 
pwG^ + i>zP 

Evy, = J 

( 0 \ 

z'zz 

(4) 

By substituting ^ with ^,r)OTC, the fluxes in the individual directions are obtained. 
In equation (4) p represents the static pressure. G^ stands for the generalized con-
tiavariant velocity, TJJ for the components of the Cartesian shear stress tensor and 
Ili for the energy flux resulting from shear stress work and heat transfer. 
Taking into account the thermal equation of state in nondimensional notation p = 
pT, the caloric equation of state Cj = c„T and the definition for the specific total 
energy e = Ci •¥ \{v? -\- v^ -\- vP) sa additional relationship between p and the 
conservative variables is derived: 

P={K-\) p^-Yp (̂ '̂ ^^ + ^^^^ + '̂* )̂̂ ) (5) 

Further closure of the equation system is realized through Sutherland's law for the 
molecular viscosity. 

,„3 1 + S 
with Mo V«-7; iRe 

KeoQ 
(6) 

The Sutherland constant S is defined as llQA[K]/Too-, with Too being the dimen
sional static fi-eestream temperature. In equation (6) K represents the ratio of the spe
cific heats, Mttoa the fireestream Mach number, Re^o the fi-eestream Reynolds num
ber and IRQ^ the characteristic length used in the formulation of Re^a. The eddy 
viscosity is computed through an appropriate turbulence model, selected at user dis
cretion. 

3 Numerical Method 

3.1 Properties of FLM-NS 

The RANS equations are solved within a finite volume fi^amework. Discrete eval
uation of convective fluxes is conducted with Roe's upwind flux difference split
ting scheme, in conjunction with MUSCL extrapolation of the conservative val
ues. Calculation of the velocity and temperature gradients as appearing throughout 
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the viscous fluxes is realized with the integral theorem of Gauss as proposed by 
Chakravarthy for high resolution schemes [4]. An implicit lower-upper symmetric 
successive overrelaxation (LU-SSOR) technique is chosen for the time integration 
[3]. Steady state solutions are obtained in psevido-time, while unsteady solutions are 
calculated time accurately through dual time-stepping. Spatial as well as temporal 
accuracy is of second order. The algebraic Baldwin-Lomax [1] and the single equa
tion Spalart-AUmaras [8] turbulence models are implemented in FLM-NS in order 
to gain the eddy viscosity. 
For the unsteady computations in respect to harmonic motions of a body or body 
parts with FLM-NS two grids are required: one for the reference and one for the ex-
tremum position. Mesh movement is realized by interpolating intermediary grids si-
nusoidally between these positions. Three oscillations are computed in order to elim
inate transient phenomena, each discretized with 80 physiciil time intervalls. For the 
individual physical time step the solution process tow£irds a pseudo-steady state is 
terminated after having reached a density residual of 10~^. 
Extensive experimental as well as numerical investigations on oscillating control 
siufaces have been conducted in the past years, e.g. by Bennett and Walker [2] and 
Obayashi and Guruswamy [7]. Unsteady computations of flap oscillations are pre
sented here in order to extend the available data. 

3.2 Properties of FLOWer 

For validation purposes an alternative RANS solver has been applied, namely 
FLOWer [5]. Also constructed as a finite volume method, both convective and vis
cous fluxes are discretized through second order accurate central-differences with 
respect to a cell vertex control voliune. Both pseudo-time as well as time-accurate 
integration are conducted explicitly. Either one of two turbulence models is selected 
for calculation of the eddy viscosity: the algebraic turbulence model by Baldwin-
Lomax [1] or the two equation fc-w turbulence model by Wilcox [9]. 

4 NASA Clipped Delta Wing 

Steady calculations of the rigid body and imsteady calculations for the harmonically 
oscillating flap are performed with the solver FLM-NS. These are compared with 
experimental data [2] and with results obtained with the solver FLOWer. 

4.1 Grid Properties 

The NASA Clipped Delta Wing (NCDW) has a sharp leading edge with a sweep an
gle ^LE = 50.4" and an unswept trailing edge. The wing semi-span s = 0.7094cr 
with Cr being the root chord length. The airfoil is a symmetrical circular arc section 
with a thickness of 6% of the local chord length c. The wing has a flap between the 
span stations y/s = 0.566 and y/s = 0.829 with a hinge Line at 80%c. Further geo
metric details are to be found in Ref [2]. 
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A structured multiblock grid consisting of an upper and a lower block has been gen
erated using ICEM-CFD [10]. The initial volume grid undergoes elliptic smoothing 
with GRID-FLM, an in-house developed tool. The body surface mesh remains un-
smoothed. The mesh is constructed as a CH-Topology with 96 cells in chord direc
tion per block, 48 cells in spanwise direction and 40 cells normal to the wing surface. 
The overall mesh is comprised of 368640 cells. The distance of the first offbody grid 
line is fixed to 1 • 10~^s for the cell-centered FLM-NS scheme, whereas an offbody 
distance of 5 • 10'® s is used in connection with the FLO Wer calculations, due to it be
ing a vertex centered scheme. The wing surface is discretized with 72 cells for each 
the upper and lower surface in chord direction and 32 cells in spanwise direction. 
The flap consists of 20 cells in chord direction and 9 cells in spanwise direction. In 
the area of the flap hinge line and the flap side edges the grid points are concentrated 
in order to achieve an optimum resolution of the flow gradients, while modelling of 
the flap gaps is abstained from. As a consequence the discretized wing surface re
tains its character as a continous surface (Fig. 1). In this manner the cells modelling 
the flap gaps are stretched and skewed during deflection. 

4.2 Results 

The ratio of the specific heats and the Prandfl niunber are set in accordance to the 
experimental conditions (heavy gas), K = 1.132 and Fr = 0.775 respectively. A 
steady calculation was performed at Mooo = 0.899, Re„o = 9.77 • 10^ and an 
angle of attack a = 0.05°. Fig. 2 shows the chordwise pressure distributions at 
selected span stations for the upper surface (Fig. 1). In all presented span stations 
both solvers show very good conformity with the experimental results. No differ
ences between FLO Wer k-uj and FLO Wer Baldwin-Lomax (B/L) are visible, yet sur
prisingly deviations between the Baldwin Lomax models implemented in FLM-NS 
and FLOWer are evident. Another transonic computational result is shown in Fig. 3 
(Mooo = 0.965, Re^ = 9.81 • lO^̂ , a = 0.00°). Again very good conformity 
and hardly any differences between the two turbulence models used by FLOWer are 
visible. The shock lies within a position margin of 4%c for both solvers. Further de
tained investigations can be found in Ref [6]. 

Two imsteady calculations with an oscillating flap are depicted in Fig. 5 (Mooo = 
0.924, Re^ = 10.25 • 10®, a = 0.05°). Fig. 4 illustrates the corresponding steady 
measurement, which was performed at the same angle of attack, but at slightly dif
ferent Mach and Reynolds numbers corresponding to the windtunnel test. Differ
ences between FLOWer B/L in respect to FLM-NS and the experimental data points 
are visible. The flap oscillates harmonically around its neutral position by Arj = 
±3.89° with a dimensional frequency of / = 22[Hz], yielding a reduced frequency 
of kred = 0.918. Results for FLM-NS and FLOWer B/L and again restricted to the 
upper surface are shown, as no experimental data for the lower surface are provided. 
The results match the experimental data very well in all span stations. For the real 
part of the first harmonic pressure coefficient a peak in the area of the hinge line is 
evident, caused for one by the discontinuity at the flap edge and second by the move
ment of the shock, due to the flap oscillation. The imaginary part of the first harmonic 
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pressure coefficient shows a change of sign in the area of the flap hinge line due to 
the flap oscillation. In the imaginary part the peak located at the flap hinge line is due 
only to the motion of the shock. The prominent pressure peak evident in the imag
inary part indicates that the shock motion is out of phase with the flap oscillation. 
FLO Wer B/L predicts the contribution of the shock to the imaginary part further up
stream and at a reduced value. The influence of the oscillating flap on the upstream 
flow is limited, as a result of the freestream Mach number in conjunction with the 
leading edge sweep. 

5 Fighter Type Delta Wing 

5.1 Grid Properties 

The Fighter Type Delta Wing (FTDW) has a round leading edge with a sweep angle 
oi^LE = 53°, a sharp trailing edge with a sweep angle of 4>TE = —3°, awing semi-
span of s = 0.621cr and a thickness of 1.2% at the root chord. The airfoil and thus 
the local wing thickness varies in spanwise direction. An inboard and an outboard 
flap are present in the trailing edge area. The inboard flap begins aXy/s = 0.239 and 
ends at y/s = 0.617. The outboard flap begins at this position and stretches on to 
the wing tip. 
The FTDW is embedded in the same grid topology as the NCDW, retaining all char
acteristics, such as block structure, surface resolution and offbody distance, as men
tioned previously. Both flaps are comprised of 20 cells in chord direction. In span-
wise direction the inboard flap is discretized with 11 cells and the outboard flap with 
13 cells. Again flap gaps are not explicitly considered in the modelling (Fig. 1). 

5.2 Results 

•'OO The investigation is performed with /t = lA, Fr = 0.72, Muoo = 0.8, Re^ 
10.0 • 10^ and a = 5.0° in order to also use the solver on a industry relevant wing 
configuration. The steady state pressure distribution for the spanstations given in Fig. 
1 are composited in Fig. 6. 
With these steady results unsteady calculations were initiated for an oscillating in
board flap with FLM-NS using both turbulence models with good agreement (Fig. 7). 
The flap oscillates harmonically around its neutral position by At] = ±0.4° at a di
mensional frequency of/ = 6[//2], yielding a reduced frequency of fc^ed = 0.7283. 
For the span station through the oscillatii^ inboard flap {y/s = 0.35) the character
istic peak in the real part of the first harmonic pressure coefficient can be seen in the 
area of the flap hinge line. Likewise, the imaginary part of the first harmonic pres
sure coefficient shows a change of sign in this vicinity. In comparison to the NCDW 
case the lower freestream Mach number limits the flow on the entire wing to the sub
sonic region. The oscillating flap influences the unsteady flow over the entire wing, 
as visible in span station y/s = 0.75. The imaginary part shows a change of sign in 
the area of the flap hii^e line, as was evident in the NCDW case. However, with the 
absence of a shock the influence of the oscillating flap is also seen upstream. 
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6 Conclusion 

The validity of the Reynolds-averaged Navier-Stokes solver FLM-NS developed at 
the Institute for Fluid Mechanics has been put into evidence. Computational results 
are in good agreement with experimental data and results obtained with the DLR 
code FLOWer. The two implemented turbulence models allow for good shock pre
diction in both steady and unsteady cases. In regard to the Fighter Type Delta Wing 
more unsteady computations especially at higher angles of attack and also regarding 
outboard flap oscillations are underway. 
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Summary 

The turbulent flowfield above the wing of a delta-canard-configuration at 
moderate (a =15°) and high (or = 24°) angle of attack was measured at a 
Re-nianber of 0.97-10* in a wind tunnel by hotwire anemometry. Leading edge 
flap settings of TJU = 0° and TJI^ = -20° were used . At moderate angle of attack 
and deflected leading edge flap a strong vortex originates firom the side edge of the 
non-deflected inboard wing leading edge part. This inboard wing vortex is located 
close to the fuselage. It is a dominant flow feature and forms the center of the 
vortical flow separating from the wing surface. The separation line is clearly 
different from the leading edge flap hinge line. At high angle of attack the flow 
separates at the leading edge for both the non-deflected and deflected leading edge 
case. The resulting leading edge vortex is subject to breakdown close to the apex. 
In case of the deflected leading edge, the interaction of inboard wing vortex and 
leading edge vortex results in decreased downstream expansion of the burst vortex, 
also reducing turbulence intensity levels. 

1 Introduction 

Although studies on the vortex system above delta wings of less than 60° leading 
edge sweep angle are not as numerous as for highly swept wings there are several 
investigations of generic configurations, e.g. [2]-[4]. The present work uses a high 
agility aircraft configuration. It has already been investigated by hot wire 
anemometry at selected cross sections, by flow visualisation [1] and fin pressure 
measurements [5]. Still the effect of a deflected leading edge on the flow field 
remains to be studied to explain the resulting fin buffet loads. 

2 Experimental Setup 

The turbulent flow field was measured above the 50° swept delta wing of the steel 
model of a modem fighter type aircraft as sketched in Fig. 1. Two different leading 
edge settings of %e. = 0° and %,. = -20° were studied by changing the leading 
edge parts of the model. The investigated leading edge deflection is a rotation 
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around a hinge line without streamwise movement. The deflected leading edge 
forms a kink at the junction to the main wing without any gap between leading 
edge part and wing. Therefore, there is no through-flow between wing lower and 
upper side in the area of the hinge line. The local chord of the leading edge flap at 
the innermost section is a tenth of the local wii^ chord. The leading edge flap 
chord decreases with the wing chord to the wing tip. The wing span is 25 = 0.74 m 
and the wing mean aerodynamic chord is /„ = 0.36 m. 

The turbulent flow field \ras measured by constant temperature anemometiy. A 
crosswire probe was used to measure two unsteady velocity components and 
rotated 90° to measure the con^nent perpendicular to the initial plane. The two 
perpendicularly arranged platinum plated tungsten wires of 5 nm diameter cover a 
measurement area of approximately 1 mm .̂ The probe was positioned by means of 
a computer controlled traversing system. A regular measurement pattem of AT/s 
and AZ/s = 0.027 was adapted to the shape of the wing using the CAD data of the 
wing allowing a minimal distance to the model below 10 mm. Since this data were 
not available when the moderate angle of attack reference case was investigated, 
the corresponding flow field survey misses most of the measurement points very 
close to the model surface. An additional thermal probe of PtlOO type was used to 
measure flow temperature close to the hotwire probe for temperature correction of 
hot wire signals. 

The experiments were conducted at a freestream reference velocity of 40 m/s at 
the Gottingen-type low speed wind tuimel B and the wind tunnel 1 (moderate 
angle of attack reference case) of the Lehrstuhl fiir Fluidmechanik. Both facihties 
reach a freestream turbulence intensity below 0.5 %. The Re-number based on the 
wing mean aerodynamic chord is 0.97-10*. 

Two angle of attack conditions are investigated for both leading edge settings. 
A moderate angle of attack of a= 15° and a high angle of attack of « = 24° are 
selected representing partially burst leading edge vortex flow and mostly burst 
leading edge vortex flow within the range of nonlinear lift increase but well below 
stall conditions. Fig. 2. 

After passing a 1000 Hz low-pass filter, the signals were sampled at a rate of 
3000 Hz and 12 bit resolution. Sampling time was approximately 7 seconds. Since 
no dominant flow phenomena were recorded at fi-equencies higher then 800 Hz, 
the filter fi'equency to sampling rate ratio was sufficient. The velocity components 
were calculated by applying a look-i^ table fi-om prior calibration [1]. 

3 Results 

In Fig. 3 an overview over the turbulent flowfield is given for all four cases by 
plotting the streamwise turbulence intensity at all cross sections. The following 
discussion of the flowfield is based on the total velocity distribution with crossflow 
velocity vectors in Figs. 4, 5 and tiie distribution of streamwise turbulence 
intensity in Fig. 6. The values are normalized by fi-eestream velocity and squared 
freestream velocity, respectively. The velocities are based on the model coordinate 
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system allowing better estimation of the flow conditions close to the surface then 
wind tunnel system based velocities. The selected cross section X/c^ = 0.3 is 
positioned near the inboard hinge line edge, XJCr = 0.6 at the midwing and 
X/Cr =1.0 sUghtly downstream of the trailing edge. Fig 1. Positions of specific 
flow features will be given as (J/s, Z/s). 

3.1 Reference Case at Moderate Angle of Attack 

Since the measurement pattern for this case becomes coarser at greater distance 
from the wing, the wake of the canard vortex system is not resolved. Fig. 4. 

At X/Cr = 0.3, the leading edge vortex is within the measurement area and the 
maximum total velocity ofW= 1.6 is located above and outboard of the leading 
edge vortex (0.33, 0.2). The maximum streamwise turbulence intensity occurs 
below that point close to the wing surface (Y/s = 0.33), Fig. 6a. 

The leading edge vortex of the clean wing bursts around X/c^ = 0.4. At 
X/c^ = 0.6, the velocity distribution exhibits the typical pattern of a helically burst 
leading edge vortex. Inboard close to the wing surface at Y/s = 0.5, the total 
velocity becomes a maximum. Futher outboard and above, there is a minimum in 
total velocity (0.56, 0.18) followed by a maximum at the upper outer part of the 
vortical flow (0.6, 0.26). Close to the wing surface near the leading edge at 
Y/s =0.7, another area of low total velocity in the wake of the bound£iry layer and 
the assumed secondary vortex can be found. 

At X/Cr = 1.0, the area of low total velocity at the center of the vortical 
structure has merged with that near the leading edge and is increased in lateral 
direction. The center of the vortical crossflow is located at (0.65, 0.25). The area 
of accelerated flow is relatively small while most of the vortical flow is of 
freestream velocity and decelerates in the upwind region, respectively. The same 
region exhibits the lowest streamwise turbulence intensity with areas of high 
turbulence above and below that region. Fig. 6c. Velocity and turbulence intensity 
distribution show a concave shape at the wing tip, caused by the complex vortex 
structures around the tip pod. 

3.2 Deflected Leading Edge at Moderate Angle of Attack 

The cross section above the non-deflected inboard and deflected outboard part of 
the leading edge at X/c^. = 0.3 shows a combined vortical structure. It is formed by 
a vortex shed at the non-deflected part of the leading edge and the corresponding 
side edge vortex. The center of this inboard wing vortex is marked by local 
deceleration. Fig. 4, while streamwise turbulence intensity reaches a level of 0.15, 
Fig. 6b. The flow above the leading edge flap (Y/s =0.3 ... 0.4) is deflected 
upwards and accelerated without formation of a leading edge vortex. 

At X/Cr = 0.6, the center of the inboard wing vortex has moved to (0.28,0.15) 
with a low velocity region extending from the surface to the vortex center in the 
upwash region. Close to the wing surface, a flow pattern extends from this vortex 
in direction to the wing tip. Above this layer there is a region of opposite flow 
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direction. The associated separation takes place on the wing between Y/s = 0.4 and 
the hinge line. Further downstream, this flow pattern extends laterally and in 
vertical direction. 

At X/Cr = 1.0, the inboard wing vortex is approximately located at the same 
position as further upstream. The layer of outward and inward flow extending from 
there is limited by a region of decreased velocity close to the surface at Y/s = 0.6. 
This flow structure can be foimd at all cross sections of X/c^ = 0.7 ... 1.0 
indicating separation on the wing surface at this position instead at the hinge line. 
Vortex area and lateral extension correspond to an increased streamwise 
turbulence intensity with a maximum of 0.1 at the separation position at Y/s = 0.6. 
The region of low velocity and increased streamwise turbulence intensity 
(Y/s =0.8 ... 1.2) indicates the wake of the outboard flap vortex and tip pod 
vortex system. 

Instead of a vortex originating from the leading edge with high velocity and a 
large area of straight flow close to the body, the flow caused by the deflected 
leading ec%e flap is completely different. Here, an inboard wing vortex arising 
from flow separation at the non-deflected wic^ leading edge part and a strong 
vortex shed at the exposed side edge of this wii^ part constitutes a dominant flow 
field structure. The separation on the wing does not result in the formation of a 
separate wing vortex. It forms an extended vortical structure with the iaboard wing 
vortex as the center. The peak velocities and sfreamwise turbulence intensities are 
generally lower than those of the reference case. 

3.3 Reference Case at H i ^ Angle of Attack 

At X/Cr = 0.3, the center of the burst leading edge vortex moves closer to the 
fiiselage and wing surface compared to the moderate angle of attack case. Peak 
velocity and streamwise turbulence intensity is higher. Fig. 6e. 

Further downsfream the leading edge vortex increases in size but keeps its 
appearance. The vortex center moves outboard and upward until X/Cr = 0.6. From 
there the center moves upward without further lateral movement. 

3.4 Deflected Leading Edge Flap at H i ^ Angle of Attack 

Above the station between non-deflected and deflected leading edge aXX/Cr = 0.3, 
the center of the combined inboard wing vortex and leading edge vortex is located 
closer to the fuselage and exhibits higher sfreamwise turbulence intensities 
compared to the moderate angle of attack case. Fig. 6f. 

Above the wing at X/Cr = 0.6, the flow pattern indicates a separate vortical 
structure although no flow downwards to the wing surface is measured between 
leading edge and inboard wing vortex. 

Downstream at X/Cr = 1.0, the influence area of the vortical structure shed at 
the deflected leading edge is increased in lateral and vertical direction, however its 
extent is limited by the inboard wing vortex. 
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4 Conclusions 

The flowfield over a delta-canard fighter aircraft wing has been investigated 
experimentally comparing cases of clean wing and deflected wing leading edge. 

At moderate angle of attack and deflected leading edge, the vortex originating 
from the non-deflected inboard leading edge part and, in particular, from the 
corresponding side edge dominates the wing flow field. There is no strong 
separation at the hinge line, but separation takes place further downsfream on the 
wing surface. No separate wing vortex is formed but a flat extension of vortical 
flow develops around the wake of the inboard wing vortex. 

At high angle of attack the deflected leading edge flap results again in 
formation of the inboard wing vortex which remains of constant strength above the 
wing. Instead of the weak wing vortical structure of the moderate angle of attack 
case a strong leading edge vortex shed at the deflected leading edge develops. The 
latter becomes then dominant in the rear part of the wing. 
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Figures 

Figure 1 Model geometry and 
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for flowfield measurements. 

Figure 3 Streamwise turbulence intaisity distribution at different cross sections above 
the wing at a = 15° (top) and at a = 24° (bottom), no flap deflected (left) compared to 
leading edge flap setting r]u, = -20° (right). 
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Figure 4 Total velocity distribution and crossflow velocity vectors (body fixed 
coordinate system) at different cross sections above the wing and a = 15°, clean wing (left) 
and deflected leading edge flap rju, = -20° (right). The symbol "A" indicates lateral 
position of the side edge of the non-<ieflected leading edge part at cross section-S7cr = 0.3 
and hinge line intersection atX'Cr = 0.6, respectively. 
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Figure S Total velocity distribution and crossflow velocity vectors (body fixed 
coordinate system) at different cross sections above the wing and a = 24°, clean wing (left) 
and deflected leading edge flap Tjie. = -20° (right). The symbol "A" indicates lateral 
position of the side edge of the non-deflected leading edge part at cross section JiTcr = 0.3 
and hinge line intersection atX'c, = 0.6, respectively. 
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Summary 

An overview about recent results of the DLR-Project SikMa-"Simulation of Com
plex Maneuvers" is presented. The objective of the SikMa-Project is to develop a 
numerical tool to simulate the unsteady aerodynamics of a free flying aeroelastic 
combat aircraft, by use of coupled aerodynamic, flight-mechanic and aeroelastic 
computations. To achieve this objective, the unstructured, time accurate flow-solver 
TAU is coupled with a computational module solving the flight-mechanic equations 
of motion and a structural mechanics code determining the structural deformations. 
By use of an overlapping grid technique (chimera), simulations of a complex con
figuration with movable control-surfaces are possible. 

Nomenclature 

& Incidence angle, pitch angle at # = 0° M a Mach number 
a Angle of attack 
$ Roll angle 
<Po Initial roll angle 
A a Angle-of-attack amplitude 
T/ Flap deflection angle 
t Time 
F Reference area 
li Chord length of the model 

Re=l2aii Reynolds number 
qoo = ^V^ Dynamic pressure 
w* = 2nf-li/Voo Reduced Frequency 
CM = —Tw- Pitching moment coefficient 
CL = —^ Lift coefficient 
c =: p-Px Pressure coefficient 
Cl = — ^ Rolling moment coefficient 

1 Introduction 

The improvement of maneuverability and agility is a substantial requirement of 
modem fighter aircraft. Currently, roll-rates of 200°/s and more can be achieved, 
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especially if the design of the aircraft is inherently unstable. Most of today's and 
probably future manned or unmanned fighter aircraft will be delta wing configura
tions. Already at medium angles of attack the flow field of such configurations is 
dominated by vortices developed by flow separation at the wings and the fuselage. 
The delay in time of vortex position and condition to the on-flow conditions of the 
maneuvering aircraft can lead to significant phase shifts in the distribution of loads. 
In such a case, reliable results for the analysis of the flight properties can only be 
achieved by a combined non-linear integration of the unsteady aerodynamics, the 
actual flight motion, and the elastic deformation of the aircraft structure. 

Today, these types of data can only be obtained by flight tests, and not during 
the design period. Flight tests, as well as modifications after the design phase, lead 
normally to an increase in costs. In order to decrease the costs incurred by extensive 
flight-tests and the post-design phase modifications, it would be helpful to have a 
tool which enables aircraft designers to analyze and evaluate the dynamic behavior 
during the design phase. 

The main objective of this paper is to focus on the necessity for developing 
an interactive, multidisciplinary engineering tool for predicting the unsteady criti
cal states of complex maneuvering aircraft. Such a simulation environment has to 
bring together aerodynamics, aeroelasticity and flight mechanics in a time accurate 
simulation tool. In order to deliver such a tool in the near fumre, the DLR Project 
SikMa-"Simulation of Complex Maneuvers" has been initiated to combine these 
three disciplines into one simulation environment. 

For validating the numerical simulations several wind tunnel experiments in 
both the low speed and transonic regime will be done within the SikMa project. 

2 Numerical Approach 

2.1 CFD Solver TAU 

The behavior of the fluid-flow affecting the object of interest is simulated with the 
TAU-Code, a CFD tool developed by the DLR Institute of Aerodynamics and Flow 
Technology [3] [4]. The TAU-Code solves the compressible, three-dimensional, time-
accurate Reynolds-Averaged Navier-Stokes equations using a finite volume formu
lation. The TAU-Code is based on an hybrid unstructured-grid approach, which 
makes use of the advantages that prismatic grids offer in the resolution of viscous 
shear layers near walls, and the flexibility in grid generation offered by unstructured 
grids. The grids used for simulations in this paper were created with the hybrid grid 
generator Centaur, developed by CentaurSoft [1]. A dual-grid approach is used in 
order to make the flow solver independent from the cell types used in the initial grid. 
The unstructured grid approach is chosen due to its flexibility in creating grids for 
complex configurations, e.g. a full-configured fighter aircraft with control surfaces 
and armament, the capability of grid adaptation and straightforward parallelization 
of all the main TAU modules. 

The TAU-Code consists of several different modules, among which are: 
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- The Preprocessor module, which uses the information from the initial grid to 
create a dual-grid and the coarser grids for multigrid. 

- The Solver module, which performs the flow calculations on the dual-grid. 
- The Adaptation module, which refines and derefines the grid in order to capture 

flow phenomena like vortex structures and shear layers near viscous boundaries, 
among others. 

- The Deformation module, which propagates the deformation of surface coordi
nates to the surrounding grid. 

- The Post-processing module, which is used to convert TAU-Code result files to 
formats usable by popular visualization tools. 

In the Solver module, several upwind schemes, as well as a central scheme 
with artificial dissipation, are available for the spatial discretization. Both Spalart-
AUmaras and ku turbulence models are implemented. For steady calculations an 
implicit LU-SSOR multistage Runge-Kutta time stepping scheme is used [2]. For 
time accurate computations, an implicit dual-time stepping approach is used. The 
TAU-Code is parallelized using grid partitioning, and a multigrid approach is used 
in order to increase the performance. 

The TAU-Code can handle simulations containing multiple bodies in relative 
motion with one another, e.g motion of control surfaces with respect to the aircraft, 
by use of a hierarchical motion-node structure. The motion of each body can ei
ther be calculated internally by the TAU-Code, or supplied by an external program 
through a Python implemented external interface. 

2.2 TAU-Code Extension: Chimera Technique 

The chimera technique provides the capability to perform calculations with systems 
of overset grids. By allowing large relative body movement without the need for 
local remeshing or grid deformation, the technique is invaluable for the simulation 
of maneuvering combat aircraft, where large-amplitude control surface deflections 
and/or store release are a standard part of the simulation. The current implemen
tation can handle multi-body simulations where the overset-grid boundaries have 
been predefined; a version that allows 'automatic-hole-cutting' is currently under 
development. The chimera search algorithm, which is based on a state-of-the-art al
ternating digital tree (ADT), is available for both sequential and massively parallel 
architectures (Linux Clusters). A more detailed description of the chimera approach 
is given in [5]. 

2.3 Flight Mechanics 

For the numerical simulation of the flight mechanics, the simulation environment 
SIMULA developed at the DLR Institute of Flight Systems is used [6]. SIMULA 
provides the three basic functionalities necessary for flight simulation and flight con
trol purposes: trimming, i.e. the determination of the initial state and control values. 
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linearization and stability analysis, and simulation, i.e. the numerical integration of 
the equations of motion. 

Single and multi-body flight-mechanic models, ranging from 1 to 6 degrees of 
freedom, are made available to the simulation by SIMULA. The amount of data 
that is exchanged between SIMULA and TAU is of a scale that can be easily trans
ported directly through a TCP/IP socket connection, which is offered by the TENT 
simulation environment. 

2.4 CSM-Code 

For the coupling of the aerodynamic and structural dynamic simulations in the time 
domain, a loose coupling scheme has been implemented. The coupling scheme is 
conservative with regards to the forces, moments and the work performed on both 
the aerodynamic and structure dynamic side. Furthermore, it is verified that no dis
sipation or accumulation of net energy occurs. 

The main characteristics of the aeroelastic fluid structure interaction in the time 
domain are as follows: 

- loose coupling of computational fluid dynamics (CFD) and computational struc
ture dynamics (CSD) through file input/output, 

- use of an implicit or explicit Newmark algorithm for the time integration of the 
CSD equations of motion, 

- use of different scattered data interpolation methods with and without compact 
support radius for coupling in space domain, 

- data exchange based on adjusted conventional serial staggered (CSS) algorithm 
modified with a predictor-corrector scheme, 

- structural behavior is described by the complete FE-Model of the delta-wing 
and the support. 

2.5 Integration Framework 

The integration framework TENT [8] provides a graphical user interface for con
trolling and monitoring coupled simulation workflows. The various codes used in 
the SikMa simulations will be made available in the TENT system, where a sim
ulation workflow can be built by connecting icons representing each code using a 
graphical workflow editor. Java wrappers containing the basic control functionality 
for the TAU and SIMULA applications are already integrated in the TENT environ
ment. The wrapper for the CSM-Code as well as the extension of the functionality 
to handle the coupling between all three disciplines is under development. 

While TENT is providing the data transfer and the communication between 
the applications, the communication logic for the simulation workflow is contained 
within a coupling manager script. The coupling manager is a user-extensible script 
based on a Python and Java interface, where functionality to control the flow of the 
simulation has been implemented. 
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3 Experimental Data 
For the validation of the numerical simulation software, various wind-tunnel exper
iments, designed specifically for the SikMa project, are performed. Experimental 
data, both steady and unsteady, are available for a 65°-swept delta-wing-fuselage-
model-configuration which has been tested in the DNW Transsonic-Wind-Tunnel 
Gottingen (DNW-TWG). The model has movable trailing-edge flaps an can be used 
for both guided and free-to-roll maneuver simulations around its longitudinal axis. 
The model has a chord length of 482mm and a span of 382mm. For the verification 
of the aerodynamic-structure coupling a steady and dynamic system identification 
of the delta-wing and the support within the wind tunnel is done. The system pa
rameters are used to setup the FE-model for the coupled simulation. 

The main experiments are done in the DNW Low-Speed-Wind-Tunnel Braun
schweig (DNW-NWB). In order to perform these experiments, a wind-tunnel model 
has been designed and built for the SikMa project. The model, shown in Fig. 1, 
is based on the X-31 experimental high angle-of-attack aircraft configuration. The 
X-31 model is a 1:7 scaled model with a span of 1000mm and an overall length of 
1800mm. The model is equipped with remote controlled moveable control devices 
driven by internal servo-engines. Measurement equipment is installed to determine 
the aerodynamic forces and moments on the model, as well as span-wise pressure 
distributions at locations of 60% and 70% chord length. The experiments include 
steady-state measurements using PSP-"Pressure Sensitive Paint", which provide de
tailed information on the surface pressure distribution for the whole wing. The ex
periments will culminate with maneuver simulations, where the movement of the 
aircraft and the control devices will be synchronized. For the maneuver experiments 
the model will be mounted on the MPM-"Model Positioning Mechanism" of the 
DNW-NWB. 

4 Results 

For the verification and validation of the simulation environment the results of the 
numerical simulations are compared against data collected from various experimen
tal simulations. To show the capability of the TAU-Code to predict the unsteady 
aerodynamic behavior of configurations with vortex dominated flow fields the delta-
wing-configuration described in section 3 is used. Fig. 2 shows a result of a delta-
wing in rigid body pitching motion. In this calculation the kcj turbulence model is 
used. For all simulations presented a central spatial dicretization scheme is used. 
Depicted is the hysteresis loop of the lift coefficient over the angle-of-attack a. The 
wing is pitching around a = 9° with an amplitude of Aa = ±6°. The wing is oscil
lating with a reduced frequency of a;*= 0.56. It is seen that the calculation compares 
well with the experimental data. For higher angles-of-attack the calculation tends to 
predict higher lift, because with the common turbulence models a different load dis
tribution over the wing is predicted compared to the experiment. At higher angles 
of attack the vortex structure and the location of vortex breakdown will not be cor
rectly predicted. The same behavior has been found to occur in simulations using 
the structured DLR FLOWer-Code. 
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In Fig. 3 the result of a coupled simulation between CP'D and flight-mechanics 
is shown using the delta-wing with trailing-edge flaps. To simulate the motion of 
the control surfaces (trailing-edge flaps) the chimera approach has been used. The 
maneuver shown in Fig. 3 is a 1 DoF rotation around the longitudinal axis of the 
delta-wing induced by an asymmetric deflection of the flaps by r] = ±3°. The initial 
aircraft attitude is at a = 9° and ^o = 0°. It is seen that the wing enters a periodic 
roll motion in both the numerical and experimental simulations. One of the sources 
for the difference seen between the numerical and experimental results is the me
chanical friction in the experimental setup, which is not taken into account in the 
numerical simulation, thus leading to a higher frequency of rotation. Currently only 
a one equation turbulence model is used in the coupled simulations. It is known that 
for sharp leading-edge delta-wings the kcj turbulence model delivers better results 
and will be used in further simulations. 

The capability to predict the elastic deformations of the delta-wing configuration 
during a guided roll maneuver is shown in Fig. 4. In the coupled simulation between 
the TAU-Code and the structural mechanics tool developed within SikMa the delta-
wing and the rear-sting support are considered to be elastically deformable. For the 
coupled simulation the finite element model [7] takes into account both the delta 
wing configuration as well as the the flexible support. The FE-Modell is validated 
based on results of both ground vibration and static deformation tests. 

In Fig. 5 the corresponding history of the model deflection due to the elasticity 
is seen. Depicted is the displacement of the delta-wing nose-tip and sting relative 
to the rigid-body motion case. It is seen that the wing tip is describing an elliptic 
motion during the rotation. The green loop in Fig. 5 shows the tip movement from 
the system identification in the experiment due to the integration of the acceleration. 
Because of the integration the shift in z-direction can not be captured. However, 
it is shown that the numerics predict the characteristic movement of the wing tip 
accurately. Due to this deformation the effective angle-of-attack at the same roll 
angle is higher in the elastic case. This leads to a higher amplitude of the rolling 
moment, as is seen in Fig. 4. 

For the X-31 configuration, results from steady-state numerical simulations have 
been obtained. These simulations show the capability of the TAU-Code to simulate 
complex delta-wing configurations with rounded leading-edges. Fig. 6 shows the 
numerically simulated 3D flow field over the X-31 configuration, which is a good 
indication of the complexity of the vortex flow topology over the wing and fuselage. 
Comparisons with experimental data show good agreement regarding the vortex 
topology. In Fig. 7 an oil flow picture of the X-31 clean-wing from low speed ex
periments is shown. The angle-of-attack is a —18° at a Reynolds number of 1 .OMio. 
The separation line of the strake vortex and the main wing vortex as well as the at
tachment line of the main wing vortex near the leading-edge is emphasized. In Fig. 
8 the corresponding CFD calculation is depicted. It is seen that the flow topology 
from the calculation fits quite well with the experiment. Further experimental results 
delivering steady pressure distributions upon the wing were done within another X-
31 test campaign. The PSP result at a = 18° at a Reynolds number of 2.07Mio is 



Numerical simulation of maneuvering combat aircraft 109 

shown in Fig. 9. Comparing the pressure distribution in Fig. 9 with the CFD calcu
lation in Fig. 10 shows that the main footprints of the vortices are captured by the 
numerics, but the suction-strength and the vortex location are not. However, in this 
case the experiment is done with mounted leading-edge flaps. The gaps between the 
leading-edge flaps probably influence the vortex formation considerably. Additional 
calculations will follow taking all geometric features into account. 

5 Conclusions 
In this paper the activities and recent results of the DLR-Project SikMa were pre
sented. In SikMa a simulation tool will be developed that is capable of simulating 
a maneuvering elastic aircraft with all its moveable control devices. The simula
tion tool combines time-accurate aerodynamic, aeroelastic and flight-mechanic cal
culations to achieve this objective. Preliminary verification of the functionality of 
the simulation tool has been shown by simulating a sharp leading-edge delta-wing 
during a guided motion pitching maneuver and free-roll maneuvers due to flap de
flections. Furthermore, first perspectives were presented regarding the time accurate 
coupling between the TAU-Code and the numerical Strucmre-Mechanical Tool. Ini
tial results of the steady flow field around the X-31 configuration were presented. 
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Figure 5 History of the delta-wing nose and 
sting deflection during elastic-body motion 
comparison with experiment. Time accurate 
coupled CFD(Euler)-CSM simulation. 

Figure 6 3D flow field over the 
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Summary 

Experimental simulation was conducted in the Transonic Wind-Tunnel GOttingen 
(TWG) of DNW with the 65 degrees cropped delta wing AEROSUM model, 
which was managed m the DLR project SikMa (Simulation of complex 
maneuvers). Besides unsteady force and surface pressure measurements an optical 
deformation measurement technique was applied. In order to a better xmderstanding 
of the instability behavior of free-to-roll rolling motions of a delta wing flow a 
high-time resolution optical technique was appKed to get hints i.e. to coupling 
effects of aerodynamic flow with elastic wing model which influence the stability 
of the delta wing flow. Therefore defined periodic rolling motions were 
investigated. Discontinuous jumps of normal deformation amplitudes of the rear 
flaps are recognized while the harmonic rolling motion of the wing body. Although 
technical or frictional effects cannot be excluded, it seems possible to explain this 
behavior by aerodynamic-elastic coupling effects of the delta wing flow with the 
elastic wing-flap structure. 

1 Introduction 

In a series of wmd tunnel experiments at transonic Mach numbers up to Ma=0.85 
various complex maneuver-like delta wing movements were simulated 
experimentally supported by a roll-rig. The complete experimental set-up -
AEROSUM model and roll rig with its opportunities - is well described in [1]. 
However, new experimental results in analysis of rolling instability of a delta-wing 
flow in comparison with numerical computations can be given by further studying 
the coupling interaction of vortex flow instabilities with the structure of the elastic 
delta-wing body [2]. Especially, the rear wing flaps mitializing rolling movements 
and changing vortex development of the delta wing flow are elastic structure 
elements. The defined flap angle will not be aimed exactly, caused by aerodynamic 
loads, which lead to another, heavily predictable rolling movements. Furthermore, 
it has to be separated mto stationary and xmsteady flow-structure interaction due to 
the response of the flow-structure system. Therefore, unsteady force and surface 
pressure measurements were combined with an optical technique, which measured 
normal surface deformation of the wings and the rear flaps during the maneuver 
movements of the model. Deformation results, especially of the rear flaps, will be 
discussed with the help of unsteady aerodynamic data as of rolling angle and 
moment coefficients. 
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2 Deformation measurement and experimental set-up 

The measurement of 3D displacement and deformation of parts xmder load is a 
complex task, which is solved with many kinds of different sensors like Linear 
Variable Displacement Transducer (LVDT) and draw wire sensors. In case of 
dynamic applications accelerometers are often used. However, in case of 
aerodynamically loaded parts non-contact measuring techniques are essential, 
which cope for the complex task and do not influence the aerodynamic 
performance. While two-dimensional estimations are covered using a simple video 
camera, precise measurements are in need of non-contact 3D measurement tools. 

2.1 Principle of optical deformation measurement technique 

In this application, PONTOS [3], an optical measuring system, is used to 
determine the 3D deformation of the model under specific wind loads. The system 
is based on photogrammetry using a calibrated stereo-camera set-up. In 
combination with an embedded digital image processing, PONTOS is able to 
determine the 3D coordinates of optical markers, which are applied on the object 
surface. Measuring the 3D coordinates at specific states of loading, i.e. before and 
after loading, 3D displacements of the optical markers and therefore object 
displacements and deformations can be calculated. 

The photogrammetric arrangement of the PONTOS system consists of two area 
cameras, mounted on a frame. The position of each marker at the 2D image is 
determined with sub-pixel accuracy utilising the embedded digital image 
processing. Both cameras and the object build up a triangle, using both cameras as 
a base (Fig. 1). Knowing the position of the image point Pl(xl,yl) and P2(x2,y2) 
on the camera chip and the geometrical and optical properties of the set-up, the 
position of the object point P(X,Y,Z) can be determined. The geometrical and 
optical properties of the set-up are determmed by a calibration. In this calibration a 
well-knovra object is imaged in different positions in front of the camera set-up. 
Using the images, a geometrical model of the camera set-up can be described, 
including the optical properties of the imaging set-up. This model and out of it the 
fransformation matrix is used to determine the co-ordinates of point P(X,Y,Z). 

2.2 Experimental set-up of optical system 

In our experiment, the PONTOS system was directly mounted at the outside of 
the wind tunnel, viewing through a 15 mm thick glass window (Fig. 2). The stereo-
camera set-up consists of two high-speed CMOS cameras, which are able to 
acquire images at a resolution of 1.3 million pixel with up to 480 fps and a 
friggered LED light system. Both camera modules were aligned to image the 
airplane model inside the wind tunnel. After alignment, the calibration procedure 
of the set-up was performed using a flat calibration artefact. This procedure is 
semi-automatically done using the PONTOS software. The artefact was positioned 
inside the wind tunnel to cope for the glass window and take its optical properties 
into account. 
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After calibration, the model was prepared for measure-ment. A number of 64 
optical markers were applied on the main wing body and, especially, on the rear 
edge flaps. These markers are O.lmm thin, lightweight (O.lg) and self-adhesive 
retro-reflective targets. Its optical properties in combination with the triggered 
LED light system are perfectly suited to cope for the very short illumination times 
of about 100ns at the fast frame rates. 

Measurements were taken under specific loads and movements of the model. 
For each specific load scenario, a series of up to 200 image pairs was taken. At 
each image pair the position of the optical markers was automatically determined 
and therefore the 3D coordinates of each marker at each stage automatically 
calculated. Then, the evaluation was split into a determination of displacement and 
a deformation analysis. For the displacement analysis of the markers on the model 
the displacements will be computed relative to sensor position. Consequently the 
deformation analysis was performed utilizing global reference points, which were 
defined at the stiff section at the centre of the model. An automatic transformation 
of each stage relative to these global reference points was calculated. Thus, the 
rigid body motion of the model due to vibration or forced model displacement is 
compensated and the pure model deformations are displayed. This deformation can 
be mapped onto the 2D-image series and for each stage. 

3 Results 

In case of free-to-roll motions (initiated by flap movements) we obtain 
asymmetric behavior of the rolling moment coefficient (here not shown), e.g. that 
the asymmetric vortex bursting occurs on the luv side at different rolling angle 
dependently of the direction of the movement. In order to explain this asymmetric 
behavior there were used defined experimental conditions for periodic rolling 
motions (controlled by roll-rig motions) in order to investigate the deformation of 
wings and flaps of the model. Mechanical or friction problems could be addressed 
for these differences due the mechanical bearing of the flaps on the main body of 
the delta wing and due to the mechanical construction of momentum fransfer from 
elecfric motor to the flaps, but more probably seem flow-structure interactions. 

For defined periodic rolling motions it is shown in Fig. 3 that at symmetric flow 
conditions, e.g. at Ma=0.50, AOA of 0 deg. and starting rolling angle at 90 deg. the 
normal deformation of both flaps, presented by the deformation of the outer side 
edges of the flaps, have the same amplitude, roughly, and are working in an 
opposite manner, which is expected due to the periodic motion of the delta wing 
around 90 degrees with an amplitude of roughly plus/minus 30 degrees. By 
applying an AOA of 17 degrees the normal deformation of the left rear flap 
becomes stronger (luv side) and the right rear flap (lee side) are smaller which is 
reasonable due to the corresponding sfrength of the mean aerodynamic loads. In 
comparison of the delta wing flow at Ma=0.50 (Fig. 4) and Ma=0.80 (Fig. 5) the 
deformation amplitude of the luv side flap increases with increasing Mach number. 
In the last case the corresponding rolling angle and rolling moment coefficient is 
given in Fig. 6, which underlmes the periodic motion. 
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However, the deformation of the flaps (please take a zoom view on Fig. 5 and 
Fig. 6) is characterized as a periodic fiinction in time or rolling angle of a first 
order, only. Exactly, there are some discontinuities in normal deformation 
amplitude and rolling moment coefBcient. While the rolling angle amplitude is 
increasing continuously until its maximum is reached, the deformation of the luv 
side flap acts in steps. By a small rising rolling angle the deformation of this flap is 
changed discontinuously, and this happens several times until the maximum rolling 
angle is reached. The series of discontinuous deformation Dz are displayed in Fig. 
4 and Fig. 5. Especially for high Mach numbers like Ma=0,80 (Fig. 5) it was 
observed that the changes of the rolling angle for one series of discontinuous 
deformations is about only 5 degrees, with respect of continuous deformation about 
10 degrees, roughly. There must be an additional energy effect, which cause these 
discontinuities. In Fig. 6 it is shown that these discontinuities are observed for two 
cases: (1) increasing rolling angle with increasing positive rolling moment, and (2) 
decreasing rolling angle with decreasing and negative rolling moment. 

One assumption could be that there are some mechanical or friction effects 
which act on the flap control, additionally, to the aerodynamic loads, which lead to 
this discontinuous steps in normal deformation amplitudes. Otherwise this should 
also happen at lower Mach numbers, which was not observed. Another point of 
view could be the response of the elastic structure of the wing-flap model system 
due to the unsteady flow, which were induced by unsteady aerodynamic loads 
during periodic rolling movements. Typical eigenmodes of the delta wing starts at 
25 Hz. A detailed report is given in [2]. An elastic resonant mode could trigger the 
evolution of vortex flow for this short time period of response of the flow-
structure-interaction (see also [4]), so that the resulting discontinuous jumps of 
normal deformation amplitudes could be formed by one or more elastic modes of 
the wing-flap model system. 

Conclusions 

A new phenomena in dynamic rolling motions of a delta wing was explored by 
the help of a modem optical deformation measurement technique with a rapid data 
management (PONTOS). The most acceptable explanation was given with respect 
to coupling mechanisms of aerodynamics and aeroelastics, so that the high resolu
tion of this deformation measurement technique in connection with unsteady force 
and pressure measurements allows the direct validation of aeroelastic numerical 
codes. Therefore this kind of technique is a sophisticated tool for fiirther 
investigations and deeper physical understanding. 
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Figure 2 PONTOS camera system with marker on delta wing model in TWG in 
the adaptive test section with Im^. Model sizes: chord=483mm, span=383mm. 
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Figure 3 Z-Deformation [mm] of rear flaps of a delta wing at Ma=0.50, no AOA, 
rolling ampl. ±30 deg. (starts at 90 deg.), rolling frequency 4.77 Hz. 
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Figure 4 Z-Defonnation [mm] of rear flaps at Ma=0.50, AOA of 17 deg., rolling 
angle amplitude ±30 deg. {starts at 90 deg.), rolling frequency 4.77 Hz. 

Figure 5 Z-Deformation [mm] of rear flaps at Ma=0.80 and AOA of 17 deg., 
rolling angle ampl. ±30 deg. (starts at 90 deg.), rolling frequency 4.77 Hz. 
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Figure 6 Rolling angle and rolling moment coefficient of the delta wing at 
Ma=0.80 and AOA of 17 deg., rolling amplitude ±30 deg. (starts at 90 deg.), 

rolling frequency 4.77 Hz. 



Numerical Design of a Low-Noise High-Lift System for 
a Supersonic Aircraft 

U. HERRMANN 
DLR, Institute of Aerodynamics and Flow Technology, Lilienthalplatz 7, 

D-38108 Braunschweig, Germany, Uh-ich.Herrmann@DLR.de 

Summary 

Supersonic commercial transport aircraft (SCT) are known for their short travel 
times and also for their low-speed noise. 
This paper focuses on the aerodynamic design of low-drag SCT high-lift systems 
contributing significant low-speed noise reductions by enabUng steeper climbing. 
The high-lift system design - relying on separated flow- and validation work at 
DLR will be reported. 

1 Introduction 

Supersonic commercial transport aircraft (SCT) enable economic supersonic flight 
with low aspect ratio, thin wings featuring high leading edge sweep. Even for 
moderate angle of attack (AoA) at low-speed the flow starts to separate from the 
leading edge (LE) and forms stable vortices. These vortices generate favourable 
additional lift with non-linear characteristics but add significant drag. They are 
therefore a reason for the low-speed noise level of the first generation SCT's. 
Several disciplines (engines, structure, ..) can contribute to reduce low-speed 
noise. The EC-Project EPISTLE [1] aims to reduce noise using aerodynamic 
means only. Because thin SCT wings can hardly house retractable, slot opening 
high-lift systems -similar to subsonic aircraft- modem high-lift systems for SCT 
are therefore mechanically of a different kind. 
Eh-oop nose based high-lift systems will most likely be appUed and are analysed 
here regarding their drag reducing potential. The obtained drag reductions lead to 
significant noise reductions by enabling steep climbing near airports. This paper 
presents the aerodynamic design work at DLR resulting in a low-drag and thus 
low-noise SCT high-lift system. A validation of the predicted aerodynamic 
performance gain of the DLR design is added at the end of the paper. 

2 SCT High-lift system principle and design objective 

Modem SCT high-lift systems will use LE and trailing edge (TE) flaps to adapt 
the wing camber to the low-speed condition. Fig. 1 shows a configuration with a 
segmented LE (five flaps) and TE (three flaps). Because slotted devices as on 
subsonic aircrafts are mechanically unfeasible on thin SCT wings these flaps will 
be realized as drooping devices. As no slots open the boundary-layer catmot be 
energized. This needs to be considered in the design. 
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The segmented LE-flaps adapt the wings camber and in addition enable drag 
reductions through high suction forces. The task of the TE-flaps is to increase the 
lift and to guarantee stability and control during all flight phases. To limit the 
numerical effort EPISTLE concentrates on the drag reducing aspects of LE-flaps 
only. 
Drag reduction due to deflected LE-flaps is possible because the local force vector 
is rotated with the deflection angle. This vector rotation transforms some of the 
local lift into a suction force that reduces the drag. The suction force may be 
amplified in case a vortex forms and can be kept on the deflected part of the LE-
flap. This drag reduction principle causes a small lift degradation compared to a 
clean wing (no LE-flap deflection). 
Applying this drag reduction principle on a low aspect ratio SCT wing means to 
maximize the suction force in a 3D flow. Designing low-drag high-lift systems 
therefore requires designing 3D flow topologies using viscous CFD methods. The 
low-speed design condition is characterised by a high lift coefficient at high AoA 
producing flows near separation. As vortices may and will appear it is essential 
that the viscous CFD method is able to predict embedded vortices (topology and 
drag level) and separation onset. 
Within the EPISTLE project viscous CFD codes (RANS methods) are 
investigated and proven to predict such flows to industrial requested accuracy [2]. 
The challenging design objective for the new high-lift system is to reduce the drag 
by 15-20% compared to a datum high-lift system. The datum system has 
previously been designed using empirical methods by the EU project EUROSUP 
[3] and already obtained a drag reduction of 18% [1] compared to a clean wing. 
Authority regulations define to measure the low-speed noise at a so-called fly
over point. This point is located under the aircrafts climb path 6.5km behind the 
break release point on the runway. Improved aerodynamic performance of the 
aircraft allows the obtainment of a greater altitude at the measurement point. This 
is how aerodynamics reduces noise. 
The new high-lift system design is conducted for the lift at the fly-over point. The 
Mach and Reynolds number is obtainable in the wind tuimel (M=0.25; 
Remax=22.5*10*) selected for validation later on. The constraints for Ihe design are 
a limitation of the local LE-flap chord and a maximal allowed AoA. 

3 Design variables and design sensitivities 

The design variables for each of the five flap segments per wing half are depicted 
in Fig. 2. In the project the full design space is explored in a co-ordinated action 
aiming at extracting simple design rules. Partners CFD work revealed the 
variables flap deflection angle, flap chord and vertical hinge line position (flap 
knuckle geometry) as most sensitive. The remaining two design variables are 
evaluated as less sensitive in EPISTLE. 
Extracting quantifiable design rules from the numerical data provided by partners 
failed due to strong numerical influences (separated flow). Results are therefore 
thoroughly analyzed and flow physics based design guidelines are formulated 
instead. 
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All CFD work at DLR is carried out on a purpose-adapted mesh having 1.8 
million cells (48 cells in the boundary-layer) to resolve all drag relevant flow 
details. A manually design approach is applied as the compute time for each 
solution (NEC SX-5) prevents an automated procedure. Quantification of some 
design sensitivities is performed before the design work is started at DLR. The 
DLR flow solver FLOWer [4] is used on structured meshes generated by the DLR 
mesh generator MegaCads [5]. The Baldwin-Lomax [6] turbulence model (TM) 
with the Degani-Schiff extension [7] for vortical flows is used for all fully 
turbulent computations. This decision is based on the models low dissipation 
behaviour [2]. An important feature of DLR's computations is the use of pre
conditioning [8] in order to increase the accuracy for low Mach number 
computations. In Fig. 3, two viscous flow solutions (M=0.25, a=11.4°, 
Re=22.5*10*') are obtained without (left) and with (right) low Mach number pre
conditioning (LMPC). A smeared vortex structure with increased cross flow is 
present without LMPC. 
The first sensitivity analyzed is the knuckle geometry. Three different knuckle 
geometries are generated for the datum high-lift system (at a slightly higher flap 
deflection). The default knuckle shape is called Kl. Two more rounded knuckle 
geometries are generated simulating a knuckle hinge located below the wing. The 
variation of the local geometry is small; see the wing cross-section in Fig. 4. 
The aerodynamic performance for these geometries is given in Fig. 5. The design 
lift coefficient is indicated. Increasing the knuckle radius (K1-*K2) reduces the 
drag because (he associated lower pressure peak prevents flow separations from 
the flap knuckle. Using the moderate knuckle rounding (BG) still improves the 
performance by half a ACL/CD point. This corresponds to about 6% drag 
reduction, being significant. 
Next the LE-flap deflection is varied using the maximal allowed LE-flap chord. 
Instead of varying all five LE-flaps individually two flap deflection distributions 
are compared. The first deflection distribution is the datum one. The flaps (from 
inboard to outboard) are deflected for: 2x14.3°, 15.1° and 2x19.8° (measured in 
streamwise direction). The other variant increases the flap deflection significantly 
to: 2x23.4°, 19.7° and 2x28° and is called high LE deflection. 
The impact of both deflection distributions (low and high) on the flow is given as 
spanwise lift and drag distribution. Fig. 6 shows the local lift times the local wing 
chord (CL*CCM) over the wingspan T]. Drag times the local wing chord 
(CD*CCM) is plotted over the span in Fig. 7. Results are taken from 12° AoA 
solutions and are summarized in addition below: 

Configuration 
Datum: min. chord, low LE deflection 
max. chord, low LE deflection 
max. chord, high LE deflection 

AoA 
12° 
12° 
12° 

C I / C L Tareet 
1.193 
1.052 
1.055 

L/D 
6.73 
8.56 
7.64 

The high LE-flap deflection solution indicates vortices on the iimer and on the 
outer wing by local maxima in the lift distribution. Especially on the outer wing a 
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significant drag increase compared to the low LE-flap deflection solution is 
observed. Both configurations outperform the datum wing. 
Results for two different LE-flap chords using the datum (low) flap deflection 
settings are presented next. The wing featuring the minimal flap chord produces at 
this AoA more (vortical) lift, especially on the outer wing; see Fig. 8 and the table 
above. This lift benefit unfortunately results in significant higher drag; compare 
Fig. 9. The configuration with increased flap chord achieves higher aerodynamic 
performance. 
The presented variable sensitivities show that their influence is highly linked 
because of the complex 3-D flow near separation. Furthermore a flap chord 
increase at moderate deflection angles seems preferable. 

4 Low-drag high-lift system design 

The high-lift system design in EPISTLE is organized as a competition between the 
project partners. This maximizes the probability to obtain a high-lift system with 
minimal drag reaching the additional 20% performance gain objective. 
DLR followed a manually design procedure as sketched in Fig. 10. The three most 
sensitive design variables for each of the five flaps form a design problem with 15 
variables. Over night computations followed by flow analysis (and discussions), 
design decisions and mesh generation close the sketched manual loop. Typical 
turnaround time is just one day for a new high-lift system variant. 
About thirty different high-lift system configurations are designed and analysed 
(each at three AoA enabling interpolation of the target lift) before the requested 
20% performance improvement compared to the datum system is obtained. 
The aerodynamic performances of all geometries (including datum and final 
design) fill the performance map in Fig. 11. The CJCQ values (at the target lift) 
are given over the AoA needed to obtain this lift. The value of the AoA constraint 
coincides with the y-axis of this figure. 
As can be seen in Fig. 11 the performance of high-lift systems configurations that 
fulfil the AoA constraint is degraded compared to the performance of the datum 
configuration (red symbol). Further effort concentrated on aerodynamic 
performance improvements of the high-lift system while accepting higher AoAs. 
The horizontal line in this graph indicates the design target. The green bullet just 
above this line gives the performance of the final DLR design. 
Many solutions cluster just below the 20% improvement line. The magnitude of 
solutions in Fig. 11 reflects the difficulty to develop a flow topology producing 
such high aerodynamic low-speed performance. 
Next the changes in the flow topologies from the datum to the designed low-drag 
high-lift systems are highlighted in Fig. 12 and Fig. 13. The presented solutions 
are obtained at 10° AoA. The streamlines and pressures (colour) at the surface are 
given. Besides this total pressure loss contours (at the wing trailing edge) are 
plotted. The main geometric differences of the DLR design to the datum high-lift 
system is the flap depth, which increases with span. 
The flow on the datum configuration is characterized by strong cross flow and a 
large area of high total pressure loss toward the wing tip. The streamlines reveal a 
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small vortex of the inner LE-flap starting about midspan. Another small vortex is 
depicted running across the outer wing part. All other wing parts are covered by a 
large merging vortex structure starting at the wing apex. The knuckle is sharp with 
partial flow separations. 
The DLR low-drag configuration. Fig. 13, shows partially separated flow too. 
Nevertheless the amount of cross flow is significantly reduced. This prevents the 
wing apex vortex to interact with the vortices developing on the deflected LE-
flaps. Therefore the total pressure loss plot clearly shows a tip vortex and the 
footprint of the wing apex vortex at about midspan. The flow topology depicted 
here is obviously vortical but the vortices do not merge. 
The appropriate spanwise LE-flap depth and deflection distribution enables to 
generate suction force increasing vortices on the deflected LE-flaps and to reduce 
the cross flow on the wing. This prevents vortex merging and helps in essence to 
reduce drag. The applied knuckle rounding prevents flow separations firom the 
knuckle. These are the main ingredients to obtain a low-drag high-lift flow for this 
SCT wing. Using an alternate two-equation TM on the same mesh (not shown 
here) confirmed the numerically designed flow topology. 

5 Experimental design validation 

Two configurations, a double knuckle and the DLR designed system, are qualified 
for experimental validation on a large-scale modular wind tunnel model. Care is 
taken to accurately manufacture the small radii of curvature of the different LE-
shapes. The high-lift systems are tested in a pressurized low-speed wind tunnel in 
2002. 
A comparison of the predicted drag reductions and the measured drag on the DLR 
configuration is given in Fig. 14. The measured polar of the datum configuration 
is given as the red broken line. The numerically estimated drag reduction at the 
design condition is plotted as the blue horizontal bar (broken line, upper right). 
This prediction is fully confirmed by the measured drag polar of the DLR 
configuration, given as green solid line in Fig. 14. The requested performance 
increase of 20% is obtained and experimentally confirmed. Please note that the 
drag reduction difference between prediction and experiment is only three drag 
counts. Such excellent agreement of the aerodynamic coefficients is obtained only 
if the designed physics is accurately met. The designed flow topology in Fig. 13 is 
confirmed by another experiment conducted in the DNW-NWB, Fig. 15. The oil-
flow picture shows the apex vortex and vortices located on the deflected LE flaps. 
Small differences regarding local details do exist but the overall agreement is 
excellent. 
Further work in EPISTLE estimated the obtainable noise reduction due to the 
validated aerodynamic performance gains. The different climb trajectories for the 
datum and the low-drag high-lift system are computed. The additional altitude for 
the DLR low-drag design at the fly-over noise measurement point results in 
accumulated noise reduction of about 4 EPNdB (effective perceived noise 
decibel). 
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6 Conclusion 
All designed physical effects ia Ihe flow topology of the DLR high-lift system are 
successMly obtained. This holds for the design of the LE-flap vortices, the 
appUed knuckle rounding and the selection of flap depth and deflection 
distribution keeping the vortices separated. It is clear that the simple suction force 
principle is only part of flie success story. It requires nimierical tools of known 
high accuracy characteristics on sufficient fine meshes to design such a complex 
and separated flow topology. The design's performance is vaUdated by the 
experiment. It is estimated to enable significant low-speed noise reductions. 
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Figures 

F ^ r e 1 Leading edge flap based high-lift Figure 2 Design variables of the leading 
system, five flaps in spanwise direction. edge flaps 
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Figure 3 Computed flow topology at M=0.25, a=l 1.4° without (left) and with (right) 
low Mach number pre-conditioning 
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Figure 4 Variation of the flap hinge Figure 5 Aerodynamic performance impro-
geometry vements due to increasing flap knuckle radius 
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F%ure 6 Local lift distribution over span; 
two leading edge flap settings 

Figure 7 Local drag distribution over 
span; two leading edge flap settings 
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Figure 8 Local lift distribution over 
wingspan; two leading edge flap chords 
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Figure 9 Local drag distribution over 
wingspan; two leading edge flap chords 
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Figure 13 Surfacd pressure, streamlines and 
total pressure loss contours at the wing 
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Figure 14 Experimental results of the 
designed and datum high-lift system in 

caparison to the predicted drag reduction 
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Summary 

The EC-145 helicopter of Eurocopter Deutschland has been numerically investi
gated. How a Chimera grid system for the fuselage and both rotors, modelled as 
actuator discs, can be assembled is commented on. The analysis of the flow solution 
shows the wakes of both discs by means of sheets of total pressure gains and how 
they develop. Also the highly vortical flow pattern behind the cell is evidenced using 
stream ribbons. Average values for the lift and drag coefficients could be obtained 
from the steady-state computation, which converged only down to a certain level 
since the flow proves to be inherently highly unsteady. 

1 Introduction 

The French-German helicopter project Complete Helicopter AdvaNced Computa
tional Environment (CHANCE) [8] is now, after six years runtime, being completed. 
Out of the three frameworks: steady (isolated rotors and fuselages), quasi-steady 
(fuselage with rotors as actuator discs) and unsteady (rotors in forward flight and 
complete configurations), the present paper reports on the DLR activities related to 
the second approach. 

State-of-the-art quasi-steady and unsteady complete helicopter simulations can 
be seen in [5,3] and [4,6] respectively, where the ONERA developments presented 
in [6] are also CHANCE-representative of similar activities at DLR. 

The quasi-steady simulation of fuselage/rotor wakes interactional aerodynamics, 
as planned within CHANCE, aims at integrating the Navier-Stokes equations aug
mented by turbulence modelling over complete configurations: fuselage with at least 
rear control surfaces and both main and tail rotors modelled by actuator discs. These 
actuator discs are meshed separately and, using the Chimera technique, superim
posed on a pre-existing fuselage grid system. Further, typical low velocities of heli
copters are to be accounted for by a low-velocity preconditioning. 

The numerical platform used is the structured flow solver FLOWer from the 
MEGAFLOW project and is presented at length in [2]. Roughly: a cell-centred finite 
volume formulation of the Navier-Stokes equations has been used together with the 
2-transport equation LEA turbulence model; the main equations are second order 
integrated in the frame of a multigrid algorithm using the scheme by Jameson and a 
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Runge-Kutta time-stepping method, while use is made for the turbulence equations 
of a first order Roe scheme and an implicit DDADI-method. Chimera and low-
velocity preconditioning along with the actuator disc feature developed in FLOWer 
[3] have also been used. 

The present configuration, the Eurocopter EC-145 helicopter, has already been 
considered in [1] where the fuselage with and without an actuator disc for the main 
rotor only was studied. This paper deals with the extension to the presence of an 
actuator disc for the tail rotor too. First, the technique for meshing such a geometry 
is explained and commented on. Second, the flow solution is presented and analysed. 
Third, the course of the computation run and the convergence level are detailed. 
Finally, concluding remarks close the paper. 

2 Chimera Grid System 

Setting up the global grid system for such a configuration relies on three steps: 
generation of the fuselage grid, generation of grids for both actuator discs and a 
certain expertise for binding them altogether in a Chimera setting. 

In the Chimera framework retained at DLR, the global grid consists of several 
subgrids, which communicate with each other solely via interpolations. That is, each 
subgrid is a multi-block structured grid in itself, the boundary points of which are 
set in interpolating their flow values from other overlapping subgrids. Such points 
are termed Chimera boundary points. A subgrid generally houses a solid body that 
is solved for in its own subgrid but must be hidden in all other subgrids in order to 
avoid multiple definitions of the body. To this end use is made of so-called masks. 
A mask is an auxiliary volume enclosing the body; points of other subgrids over
lapped by the mask are removed from the solution process, thus creating so-called 
holes in the respective subgrids. A layer of points wrapping up each hole is defined, 
the flow values of which are also interpolated from other subgrids. Such points are 
termed Chimera fringe points. Chimera points must be interpolated from so-called 
donor cells, which are searched for in the global grid using an alternating digital 
tree (ADT) for greatest search speed. In case more than one donor cell for a given 
Chimera point (boundary or fringe) are available, the one with the smaller volume is 
retained for greater accuracy. Next this donor cell is subdivided in six tetrahedra, one 
of which encloses the Chimera point and, with its four vertices, serves as basis to 
the interpolation. If no donor cell can be found, e.g. because of poor mesh topology 
and/or quality, the Chimera point is said to be an orphan point and is assigned the 
flow values of the nearest grid point. The Chimera feature implemented in FLOWer 
does not require any hierarchical structure of the various subgrids, any combination 
can be handled. The interested reader is refered to the work described in [7]. 

The grid around the isolated fuselage has been generated by Eurocopter Deutsch-
land with the ICEM-Hexa mesh generator, see [1]. It consists of 64 blocks and ap
proximately 5.3 million points and is arranged in a C-0 topology in order to account 
for boundary layers and to spare points in the fore part of the mesh. Concerning the 
capturing of thin boundary layers, it proved to be well adapted since results showed 
values of y+ of at most unity almost everywhere on the surface. 
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Both grids for the main and tail actuator discs have been generated using an 
ad hoc generator. Both consists of 4 blocks and have about 1.5 and 0.5 million 
points respectively. The block topology is arranged as follows: two blocks lie on 
the top side of the disc (where the thrust vector points to) and the other two below. 
On each side, the major part is meshed by a cylindrical block, hence accouting for 
grid quality, and an additional block is inserted in the middle so as to avoid a grid 
singularity. 

Next, using the Chimera technique, actuator disc grid systems are superimposed 
on the fuselage grid, which consequently also plays the role of a background grid. 
Positioning both actuator discs has been done using the translation/rotation capabil
ity of the mesh generator. As a matter of fact, very few space was left between the 
various components: fuselage, main and tail disc. This led to a series of difficulties 
in setting up the Chimera feature, since it has always been striven for no orphan 
points at all. First, the definition of masks had to be paid sufficient care. Masks for 
the main and tail discs have been defined by cylindrical boxes in such a way that 
they do not overlap and allow for a handful of computed points inbetween in their 
own subgrids. As for the fuselage more than one mask has been necessary. Most of 
them are simply very coarse auxiliary meshes consisting of a few cells. On the other 
hand, the top part of the engine casing required a very fine tuning: a thin layer of 
sixteen cells has been extracted out of the original fuselage grid in order to com
plete the fuselage masking. Doing so, masks for the fuselage and the main disc did 
not overlap and allow for enough computed points inbetween. No special treatment 
was necessary between the fuselage and the tail disc. The final setting of masks is 
displayed in figure 1. The second difficulty dealt with the remaining orphan points 
which could be completely removed in adding two grid blocks. It is here to be men
tioned that an automatic hole definition procedure would have been of course of 
great help. 

A median slice of the final grid system can be seen on picture 2 where only the 
third grid level has been displayed for the sake of clarity. In total there are 74 blocks, 
partitioned in 5 grid subsystems, with approximately 8.3 million points. 

3 Computation Results 

The global configuration is an EC-145 helicopter from Eurocopter Deutschland 
in high-speed forward flight with the following flight parameters: Mach-number 
Moo — 0.21, no incidence angle a = 0° and Reynolds-number Reoo = 4.3 10^ 
(m~^). Here engines have not been modelled and are closed with non-permeable 
walls. 

Rotors have been simulated by actuator discs, on the surface of which source 
terms (a distribution of force density over the disc surface) are introduced in the im
pulse and energy equations. For numerical details, the interested reader is refered to 
[3]. Forces for the main disc stem from a previous FLOWer computation of the ATR-
A rotor (developed by Eurocopter Deutschland) in high speed forward flight, where 
the retreating blade side is on the left. Such a pre-computation requires CPU-time 
of the same order as that of the present simulation or may be even more expensive, 
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which has been done only because the corresponding results were already available. 
Instead, a more simple computation with a so-called rotor simulation code (e.g. lift
ing line theory with 2D-aerodynamics and balanced rotor wake, see [3] for a brief 
review of their use in an actuator disc context), with accordingly negligble compu
tational cost, can be used for initialisation of the actuator disc. More simply, forces 
for the tail disc correspond to a uniform pressure jump over the disc surface. Both 
force distributions can be seen on figure 3 and global run parameters are: thrust co
efficient CT = 0.007673, tip Mach-number Mup = 0.637, radius R = 5.5 (m), 
advance ratio /i == 0.3265 and shaft angle a , = - 5 ° for the main rotor; thrust co
efficient CT = 0.008927, tip Mach-number Map = 0.636 and radius R = 0.97 (m) 
for the tail rotor. As this approach really represents the time-averaged rotor load
ing on the disc, it is claimed in the literature the flow solution be the time-averaged 
representation of the underlying unsteady flow, a proof of which the author is not 
aware of. Nevertheless, as illustrated in [5] by means of vorticity experimental data, 
a quasi-steady flow solution reproduces meaningfully the actual physics. 

The solution on the fuselage surface is to be seen on picture 4 where the distri
bution of the pressure coefficient and friction lines are plotted. Particularly conspic
uous on the boot is the pressure recovery area with its associated large separation 
zone. Notice also the longitudinal high and low pressure spots on the tail boom that 
may cause the boom to shake, if in reality highly unsteady. Further it is of interest to 
analyse the three-dimensional flow-field, since the interaction of the wake of both 
rotors on the rear control surfaces represents the major motivation for such simula
tions. A quantity very well suited for tracing back the influence of rotors proves to 
be total pressure gains Po/Po^ — 1 (mechanical energy supply). Sheets of total pres
sure gains, for a value of 10~^, have been generated separately in each actuator disc 
grid subsystem: main and tail, and are displayed in figure 5. Considering the main 
disc, it is to be mentioned that, as a consequence of the convection, the lower part 
of the sheet has been emitted from the front half of the disc and the upper part from 
the rear half. The rolling up of the marginal vortices is especially distinct on the re
treating side where the circulation is maximum. As for the tail disc, the interaction 
of the wake of the main actuator disc with that of the tail actuator disc provides a 
somewhat more distorted picture. Still, anything that is approximately horizontally 
oriented can be attributed to the main actuator disc and, conversely, anything that 
is vertically directed can be assigned to the wake of the tail actuator disc. Finally, 
stream ribbons are plotted in figure 6 where the ribbon colouring variable is the 
norm of the vorticity vector. The vortex system is here easily identifiable: two trail
ing vortices, left and right of the boom, are generated on the boot surface by the flow 
separation. In this case, they are also artificially fed by the vortices issued from the 
separation areas behind the engine outlet surfaces. In this context, the deformation 
of the lower part of the total pressure sheet in figure 5 is no surprise. 

4 The Convergence 

The computation has been run on one processor of a NEC SX5-16Be machine and 
took circa 2 days 4 hours of CPU-time for 3100 iterations. The level of conver-
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gence reached 2.5 orders of magnitude and may appear moderate but considering 
the complexity of the flow configuration and the tolerance achieved on the lift and 
drag coefficients, the present results are very much of engineering interest. Indeed, 
lift and drag coefficients are CL = -1.123 ± 0.029 and Co = 0.5349 ± 0.0075, 
which represent 2.6% and 1.4% RMS-tolerance respectively. 

It has been tried, unfortunately in vain, to improve the level of convergence in 
switching off either the implicit residual smoothing or the multigrid algorithm or 
even both, since these are known techniques that leave perturbations in the flow-
field as long as enough convergence has not been reached. But on the other hand, 
upon inspection of the locations where the highest density residuals occur it appears 
clearly that this computation cannot converge since the flow-field is very likely to 
be inherently unsteady. As a matter of fact, as shown in figure 7, they arise at the 
engine outlet surfaces and on the top part of the fin. Consequently one is allowed 
to speculate on the easing property of the simultaneous simulation of the engine 
exhaust gases. 

However, this kind of quasi-steady computation represents in an industrial con
text the only possibility to investigate such flow-fields since corresponding unsteady 
Navier-Stokes simulations still remain prohibitively expensive. 

5 Conclusion 

The complete configuration, apart from the engines, of the EC-145 helicopter has 
been simulated in modelling both main and tail rotors as actuator discs. The grid 
system used consists of five grid subsystems for the fuselage, the actuator discs and 
two others. The fuselage grid served also as background grid to the others that were 
coupled to it with Chimera interpolations. In doing so it has been possible to remove 
all orphan points. 

Source terms for the actuator discs have been initialised with a previous FLOWer 
computation for the ATR-A rotor in high speed forward flight and with a constant 
pressure jump for the main and tail actuator discs respectively. 

The flow solution shows high physical relevance and it has been possible to 
trace back the wakes of both actuator discs using sheets of total pressure gains. 
Furthermore stream ribbons aft the cell visualise the strong separated and vortical 
flow pattern experienced by rear control surfaces. 

Only a certain level of convergence could be reached but it has been shown that 
the flow field is inherently highly unsteady, so that only average values for the lift 
and drag can be determined. 
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Figure 1 System of masks for the fuselage and actuator discs. 
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Figure 2 Global view of the composite grid system, third grid level. 

Figures Actuator disc forces applied as source terms in the equations. 

Figure 4 Surface distribution of Cp and surface friction lines. 
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Figure 5 Total pressure gains; only grid subsystems of the main and tail actuator discs. 

Figure 6 Stream ribbons aft the cell 

Figure 7 Location of some of the largest density residuals. 
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Summary 

A method has been developed how to integrate numerical fluxes of velocity fields 
of rigid body motion exactly in the context of an edge based data structure to ensure 
fi-ee stream consistency for rotating flows. For the unstructured DLR TAU code 
this extends the field of applications to rotor and helicopter aerodynamics. This 
is demonstrated with a calculation of the 4-bladed rotor HELI7A in hover and a 
comparison with results from the structured DLR FLOWER code and experimental 
data. 

1 Introduction 

The calculation of flows around helicopters is a challenging task. There are special 
requirements to the precision of the numerical scheme and to the grid generation. 
The linear radial velocity distribution of a rotor causes strong tip vortices which in
fluence the whole flow field. For rotary-wing aircraft the relative strength of vortices 
is large because incident flows are either small or zero and there are only small in
duced velocities. Because of their more complex design the vortex interaction with 
the blades and with other components like the tail rotor or stabilizer is of great im
portance. 

With unstructured methods the process of grid generation can be automated and 
considerably be simplified. Unstructured methods offer the possibility of local grid 
adaptation. The grid can automatically be refined or derefined depending on the 
details of the flow field. This optimizes the number of grid points. For rotary-wing 
applications unstructured methods for the Euler equations are presented in [4] and 
[7] with local grid refinement for tetrahedral meshes. 

For industrial applications unstructured methods have a high potential to reduce 
turnaround time and to increase the accuracy of predictions. For rotor aerodynamics 
they have been used hardly. One reason is still the high demand of computation time 
in particular for unsteady flows. The resolution of the boundary layer for unstruc
tured hybrid grids for the Navier-Stokes equations needs much more points com
pared to structured methods. To reduce the complexity in [2] the boundary layer is 
resolved with a structured grid embedded into an unstructured background mesh. 
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The boundary points are interpolated with the chimera technique. Instead of re
solving the boundary layer wall functions are used in [5] and the code has been 
parallehzed. Massive paraUelization is a good means to improve the performance in 
future. 

At DLR the flow solver TAU [3] has been developed for unstructured hybrid 
grids. The code is parallelized, has multigrid to accelerate the convergence, uses the 
chimera technique for relative grid motion and oifers the possibility of local grid 
adaptation. The code is akeady in industrial use for fixed-wing applications. The 
objective was to apply the TAU code for rotary-wing applications. 

From experiences with structured methods it is known that a key requirement 
is free stream consistency. For rigid body motion the code must reproduce constant 
solutions exactly. For rotating flows there are otherwise disturbances in the flow field 
which grow proportionally with the distance to the axis of rotation and the angular 
velocity. Errors are of the same order of magnitude as the wake of a rotor. Tests 
showed that the TAU code was not free sfream consistent for rotating flows and 
that the error was caused by an algorithmic problem. An extension had to be found 
compatible with the existing data structure which was not disturbing the existing 
features. 

2 Free Stream Consistency 

To understand the problem and how to solve it the focus has to be set on the dis
cretization and the integration of the numerical fluxes. The system of governing 
equations are the Euler/Navier-Stokes equations. The equations conserve mass, mo
mentum and energy for a control volume. They set into relation the change of the 
state inside the control volume with the flvixes through the surface of the control vol
ume. For the discretization the domain is decomposed into a set of control volumes 
and the equations are balanced for each control volume. To construct the control 
volumes the domain is subdivided into simple polygons of the same type. The poly
gons are the elements of the primary grid. If more than one elment type exists the 
grid is hybrid. Standard types are tetrahedrons, prisms, hexahedrons and pyramids. 
Cell centered based metrics operate with the elements of the primary grid but the 
TAU code uses a dual metric. With this metric the control volumes are constructed 
from the elements of the primary grid. The set of control volumes is denominated 
the dual grid. The dual metric has the advantage that there is only one type of control 
volumes and the number of control volumes scales with the number of grid points 
which is smaller than the number of elements of the primary grid. The control vol
umes of the dual grid are constructed by coimecting the center of an element with 
the center of its sides and the centers of the sides with the centers of its edges. At the 
boundary the centers of the edges are connected with their comer points. In 3D the 
surfaces are quadrilateral patches which are subdivided into two triangular facets. In 
2D the surfaces are line segments. Figure 1 shows the elements of the primary grid 
and the control volumes of the dual grid in 2D. 
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For moving grids a vector function q has to be prescribed describing the grid 
motion. For rigid body motion the function is linear in space and has the following 
form 

q(i, r) = u}{t) X (r - ro) + vt(t). (1) 

The vector LJ is the rotation vector, vt the translation vector, r the displacement 
vector and ro the center of rotation. The basic form of the Euler/Navier-Stokes 
equations for moving grids is 

f dW f 
-^+u;x^rdV+ Fno-W{cino)dS = 0. (2) 

V OV 

The derivation is described in detail in [6]. W is the vector of conservative variables, 
V the velocity vector and no the normal unit vector of the surface of the control 
volume. The matrix F is denominated as flux density tensor. The components are 
composed of the components of W. From the mathematical point of view only the 
submatrix of the momentum equations represents a tensor but the expression is very 
popular. For constant solutions W in space and time the velocity vector v must 
either be parallel to the rotation vector w or zero. The volume integral vanishes and 
the system can be written in the following form 

no dS - W / qno dS = 0. (3) 

dV 

=0 

Both W and F can be put before the integral because W is constant and F consists 
of components of W . The remaining integrals contain only geometrical data and are 
identical zero. For the first integral this is obvious. The second integral is according 
to the theorem of Gauss identical to the volume integral of div q and div q = 0 for 
rigid body motion in the form of (I). This integral defines the whirl flux 

/ • 
qno dS. (4) 

av 

Free stream consistency is given if these identities are fulfilled by the discretization. 
The first integral is a piecewise constant function of the normal unit vector no over 
the facets fi. The integral can be split into a sum of normal vectors ni scaled with 
the area of the facets 5/^ 

/ 

The second integral is a piecewise linear function over the facets fi. The integral 
can be split into a sum over the facets fi and the linear function can be integrated 
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exactly with the midpoint rule of second order accuracy. The integration point is the 
barycenter ri of each facet fi. If qi is the function q evaluated at the barycenter r-j 
the integral can be written 

/ 
qnorf5'= ^ qiiii. (6) 

Because both integrals are evaluated exactly each sum is zero if the surfeces of the 
control volumes are closed. This is given by the construction of the control volumes. 
Unfortunately the edge based data structure of the TAU code does not store any 
of these integration points. Instead a reduced integration scheme is used. Figure 2 
shows that the normals of all facets /j touching one edge are added up to the normal 
of the face Fi with the edge midpoint as common integration point. The integration 
of the fluxes is formally not of second order accuracy. It can achieve second order 
accuracy depending on the regularity of the grid. For tetrahedrons the integration 
over a closed surface is of second order accuaracy but for general hybrid grids this 
is not the case. The amount of data to store reduces about one order of magnitude 
with this scheme. 

The workflow which is shown in figure 3 is subdivided into a preprocessing 
step and the work of the flow solver. In the preprocessing step the edge based data 
structure of the dual grid is calculated from the element-point connectivity of the 
primary grid which is then discarded. The whirl fltix cannot be calculated in the 
preprocessing step on its own because the rotation vector uj{t) and the translation 
vector vt(i) are time dependent and the whirl flux has to be recalculated for each 
physical time step. The operations have to be split so that the geometrical data are 
calculated in the preprocessing step and the exact information will be maintained 
in the flow solver. This is possible by taking into account the special form of the 
function q 

X ] *li"» = '^ i'^^ ^i)^i + (vt - w X To) Y^ ni. (7) 
fi€Fi fiGFi UeFi 

The sum can be split into a sum of the spatial product (w, Fi, ni) and the sum of a 
scalar product. With a cyclic permutation the first sum can be factorized with w so 
that the remaining sum contains only geometrical data which can be calculated in 
the preprocessing step. The additional vector is called pre whirl flux. Factorization 
and calculation of the second sum gives the normal of the face Fi. 

^ qiiii =u) ^ (ri X ni) +(vt - w x TQ) X ^ ^i - (8) 
h^Fi fi€Fi fi^Fi 

P r e Whir l Flux Face Normal 

The data structure of the original TAU code has to be extended with the new vector 
"pre whirl flux". The vector is built in the preprocessing step similar like the face 
normal vector. With multigrid the whirl flux is exact for each coarser grid level. 
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Coarser grid levels are constructed by agglomeration and adding up faces. If the 
components of the vector "pre whirl flux" are added up the exact surface integral 
(8) does not degrade. 

3 Numerical Results 

The new integration of the whirl fluxes is demonstrated with a parallel Navier-Stokes 
calculation with the TAU code of a 4-bladed isolated rotor in hover. The calculation 
has been done with 6 prozessors on a Xeon Myriaet Cluster with 32 nodes. Each 
node has 2 CPUs with 3.06 GHz and 2GB RAM. The unstructured hybrid grid has 
3.4 X 10^ points. The calculation has been done with periodic boundary condi
tions and a Spalart Almaras turbulence model. To accelerate the convergence a 3-V 
multigrid cycle has been used. Parameters are the tip mach number Mxip = 0.662, 
the Reynolds number Re = 2.04 x lO'*, the temperature T = 297.41^ and the 
pitch angle 9 = 7.5°. The wall clock time for one iteration was 38.42 seconds. 
The results are compared with a calculation of the Flower code on a structured 
grid with 1.4 X 10** points. The calculation has been done on a PC with an Intel 
Pentium 4 processor with 2.6 GHz and 2 GB RAM. The wall clock time for one 
iteration was 30.65 seconds. Figure 5 shows the pressure distribution of the calcula
tions and the experiment at four blade sections. The pressure coefficient is defined 
Cp — (p~ poc)/{^pix{<^R)^) with the pressure poo and density /JQO of the farfield 
state, the rotational velocity w and the radius of the rotor R. The suction peak is 
not fully resolved and refinement is needed in this area. Figure 4 shows the residual 
of/9 and the thrust coefficient Zt = imT / {\pr^{u}Rf Sa) with the thrust of the 
rotor T, the rotor disk area S and the solidity of the rotor a — h CrefR/S where b 
is the number of blades and Cre/ the reference chord length. The residual and the 
thrust coefficient in figure 4 do not completely converge to steady state values, but 
oscillate io a low-fi-equency limit cycle. This behaviour is characteristic for rotors 
in hover and also has been shown in [1]. It vanishes with high dissipation where the 
tip vortices are destroyed. Figure 7 shows the grid and the vorticity in the axial cut 
plane of the blade. In the refined area the tip vortices and the downwash of the wakes 
of the previous blades are in evidence. The streamlines of Figure 6 show a vortex at 
the bottom. The vortex is weak as can be seen fi-om the distribution of the velocity 
magnitude. This may come fi-om difficulties with the farfield boundary condition to 
detect inflow and outflow with a fi-ee stream velocity of zero. 

4 Conclusion 

A procedure to ensure firee stream consistency for rigid body motion with hybrid 
grids has been derived and successfully implemented in the DLR TAU code. The 
extension is consistent with the edge based data structure of the code and also valid 
on each coarse multigrid level. All features of the code are maintained as well as 
the scalability of the extended data structure for multigrid and parallehzation. The 
expensive geometrical part of the calculation could be split off and shifted to the 
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preprocessing step without loss of accuracy. A parallel Navier-Stokes test case of 
a 4-bladed isolated rotor in hover has been calculated and the results are in good 
agreement with the results of the structured Flower code and with experimental 
data. 
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Figure 6 Streamlines and velocity magnitude of 4-bladed rotor HEL17A in hover. 

Figure 7 Grid and vorticity of 4-bladed rotor HEL17 A in hover. 
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Summary 

Unsteady CFD simulations have been conducted for generic isolated- and installed-
propeller configurations at low-speed flight conditions. The propeller is a four-
bladed design typical for modem regional turboprop aircraft. The computations 
were performed with the DLR TAU-code and the numerical results are compared 
with experimental data. The results of the Euler and Navier-Stokes computations 
agree well with the wind tunnel wake data and sur&ce pressure distributions. Addi
tionally, an analysis of the forces acting on the wing and the propeller is performed. 

1 Introduction 

The DLR TAU-code has recently been extended to handle Chimera grids in rela
tive motion. A significant amount of work has gone into retaining the flexibility 
and memory advantages of the unstructured codes edge-based data structure while 
enabling fast and efficient donor cell search and interpolation techniques at the 
Chimera boundaries [1,2]. These extensions have enabled the code to be employed 
for the simulation of the complex aerodynamics of propeller flows [5]. Here, un
steady CFD computations of two generic configurations are presented: an isolated 
propeller with an axisymmetric nacelle (AGARD 1) and an installed tractor pro
peller configuration, with an axisymmetric nacelle mounted on an imtwisted wing 
with a symmetric airfoil (AGABLD 2). In both cases a four-bladed propeller typical of 
modem regional turboprop aircraft is used. These configurations were investigated 
in wind tunnel tests conducted in the 1980s by FFA, the Aeronautical Research In
stitute of Sweden, now a part of the Swedish Defense Research Agency FOX [3,4], 
and are also included in an AGARD report on CFD test cases. A typical low-speed 
flight condition is investigated with a Mach munber of Ma = 0.15, an angle of 
attack of a = 0°, and an advance ratio of J = 0.705. The Reynolds number of the 
viscous computation isRe = 3.7 • 10^. 
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2 Computational Strategy 

The vmstructured grids, shown in fig. 1, are created using the CentaurSoft Centaur 
grid generation software. The two-block grids require taking special care during the 
creation of the CAD geometry for use with the Chimera grid approach, which ne
cessitates leaving a cylindrical hole in the nacelle grid block at the position of the 
propeller. In addition, an adequate overlap of the two grids needs to be assured. The 
first grid block was created for the nacelle part of each configuration. As the nacelle 
or the nacelle-wing geometry is symmetric to the cartesian xz-plane, the mesh was 
generated for half of the domain and subsequently joined with its mirror image. To 
ensure an adequate resolution of the propeller wake and the blade tip vortices, very 
small grid elements were generated in a cylindrical area dovrastream of the pro
peller disc. For the second block a grid was generated for the rotating parts of the 
geometry, i.e. the propeller. Again, use was made of symmetry and a 90° slice was 
meshed and subsequentiy copied and rotated to complete the cylindrical propeller 
grid block. This strategy guarantees an identical spatial discretization for all four 
blade passages, greatly enhancing the ability of the CFD solver to resolve the ex
pected periodic fluctuations of the flow. The Chimera grid of the isolated propeller 
in fig. 1(a) has 3.807.954 nodes for the inviscid and 8.373.914 nodes for the viscous 
computations. The complete Euler grid for the configuration with the wing, shown 
in fig. 1(b), has a total of 5.632.813 nodes. Unsteady Eider computations have been 
performed for both configurations and an unsteady Navier-Stokes simulation using 
the Spalart-Allmaras turbulence model has been completed for the isolated nacelle 
geometry. The computations used the dual time method and a central spatial dis
cretization with scalar dissipation. One propeller revolution was resolved with 360 
dual time steps with 100 iimer iterations each. To achieve convergence and peri
odicity in the propeller forces and to ensure a proper slipstream development, five 
full propeller revolutions were computed. The simulations were run on 32 proces
sors of a Linux cluster and took between 105h and 245h. These runtimes are quite 
acceptable for unsteady computations and due to the good parallel scaling of the 
TAU-code and the rapid development of faster computer hardware these propeller 
CFD simulations are becoming increasingly more viable for industrial application. 

3 Results and Validation 

3.1 Propeller Wake Development 

To validate the numerical results, the computed propeller wake development is com
pared with experimental data. Fig. 2 and 3 show the normalized axial and tangential 
velocities for the two configurations at a position of x/R = 1.73 behind the pro
peller and along a ray extending out above the nacelle. In the experiments the veloc
ities were measured with a 5-hole probe and are in effect time averaged data. The 
numerical results allow an analysis of the unsteady fluctuations of the slipstream, 
which are periodic for every 90°-rotation of the propeller due to the blade count of 
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4. The CFD results are plotted as a time averaged result as solid lines and at two se
lected times during a propeller rotation of 90° as the dashed lines. The time accurate 
profiles show the extrema of the imsteady fluctuations in the propeller sUpstream. 
The time averaged axial velocity profiles from the inviscid computations, shown in 
the top half of fig. 2(a) and in fig. 3(a), are in excellent agreement with the wind 
tunnel data with both profile shape and magnitudes of the velocity being correctly 
predicted. The most notable deviations are near the surfaces of the nacelle, where 
the neglect of viscous effects lead to higher velocities than found in the experiment. 
The presence of the wing leads to a slight iocrease in axial velocity magnitude. The 
time accurate axial velocity profiles at blade positions oftpud = 30° and ipbij, = 80° 
show strong unsteady variations in velocity magnitude. These fluctuations are due 
to the periodic passage of the blade wake while the profile in the boundary region of 
the slipstream at the blade position of ipud — 80° shows the passage of the blade tip 
vortex. The time averaged tangential velocity profiles from the inviscid simulations 
in fig. 2(b) and 3(b) also match the measurements very well. Again, the only notable 
discrepancy near the nacelle surface is due to the inviscid approach of the CFD sim
ulations. The wing has a pronounced effect on the tangential velocities, which are 
reduced in peak magnitude by around 18%. This is due to the straightening effect 
of the wing on the propeller slipstream. The time accurate profiles for blade posi
tions oftpbid = 40° and -^sud = 80° show the significant unsteadyness of the flow. 
Along with the fluctuations in velocity magnitude caused by the blade wakes, the 
passage of the blade tip vortex can be seen as a kink in the velocity profile near the 
slipstream boundary for the blade position oii^ud = 80°. The bottom half of fig. 
2(a) and 2(b) shows the axial and tangential velocity profiles from the Navier-Stokes 
simulation of the isolated propeller. Comparing the axial velocities with those from 
the inviscid computations shows that while agreement in the boundary layer region 
is improved, the maximum velocity magnitude is slightly lower than found in both 
the experiments and the Euler simulations. The exact causes of this discrepancy will 
be investigated in the future, but the likely origins are thought to be the impact of 
grid density and numerical dissipation as well as the turbulence model. The time 
averaged tangential velocity profile from the Navier-Stokes computation shown in 
fig. 2(b) is in good agreement with both the experimental data and the Euler results. 
Velocity magnitude is only marginally lower than in the inviscid computations but 
the agreement with the experimental data close to the nacelle is very good. 

3.2 Propeller Forces 

Fig. 4 shows the development of the thrust force acting on a blade during one pro
peller revolution. For the isolated propeller configuration the blade produces a con
stant thrust force as the relative flow for each blade section, the vector sum of the 
rotational and the onflow velocity component, is constant for this axial flow case. 
The Navier Stokes computations show a reduction in the blade thrust of around 6% 
versus the Euler results, which is due to the viscous drag acting on the blades. The 
blade thrust of the installed configuration exhibits a sinusoidal oscillation with two 
force cycles per revolution. This fluctuation can be attributed to the interaction of 
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the wing and the propeller, which leads to the blade being affected by an altered 
flowfleld as it passes in front of the wing during its rotation. This causes a small 
increase in the overall blade thrust force for this configuration versus the isolated 
propeller case. Table 1 lists the thrust coefficients as a comparison of the experi
mental data with the CFD results. The ranges of the experimental values are the 
minimum and maximum values measured at the advance ratio of J = 0.705, while 
the value in parentheses is the median of these values. The inviscid computation of 
the isolated propeller configuration overpredicts the experimental thrust coefficient 
by 7.3%. The thrust coefficient taken from the Navier-Stokes computations falls 
within the range of values found in the wind tunnel tests and is 6.5% lower than the 
value from the Euler computations. Both the experimentally and the numerically 
determined thrust coefficients indicate that the presence of the wing leads to a small 
increase in thrust. The inviscid computations overpredict the experimental value by 
6%, which is in line with the tendency seen for the isolated propeller configuration. 

33 Propeller-Wing Interaction 

The swirl of the propeller slipstream affects the local angle of attack for wing sec
tions of the installed propeller configuration lying within the propwash. On the side 
of the nacelle with an upward rotation of the blades a locally positive angle of attack 
results, which leads to a positive wing lift, while on the other side of the nacelle the 
situation is reversed. The unsteady propeller slipstream leads to periodic fluctua
tions in the pressure and lift force distributions, shown in fig. 5. The ampUtude of 
the fluctuations are shown for two wing sections as dashed and dotted lines rep
resenting two time accurate pressure distributions from the CFD results, while a 
time averaged pressure distribution is shown as a solid line for comparison with the 
experiments. To illustrate the impact of the slipstream on the wing fig. 5(a) shows 
pressure distributions for the same sections from a computation of the configuration 
without propeller. The symmetric airfoil and the straight and untwisted wing geom
etry lead to symmetrical distributions which are identical in all sections for this case. 
The section at y/b = 0.0975 in fig. 5(b), wiiich lies at a propeller radial position 
ofr/R = 0.61, exhibits a slight variation in the pressure levels in the suction peak 
caused by the fluctuations in the velocity field of the slipstream. This correlates well 
with the small fluctuations found in the axial velocities at this radial position in fig. 
3(a). The high velocity of the propwash here results in strong suction peaks being 
produced. A section further outboard at a spanwise position of y/b = 0.13, which 
lies within the propwash at a radial position ofr/R = 0.8125, is shown in fig. 5(c). 
The impact of the periodic passage of the blade tip vortex leads to a pronounced 
fluctuation in the suction peak pressures as well as an osciUation of the pressures in 
chordwise direction. Due to the lower slipsfream velocities at this station (see fig. 
3(a)) the pressure levels are lower than those seen for the previous section. In all sec
tions agreement between the time averaged CFD results and the experimental data 
is good with differences limited to the suction peak levels which tend to be overpre-
dicted slightly in the computations. Fig. 5(d) shows the spanwise distributions of the 
lift as a time averaged value and two time accurate results from the CFD simulation. 
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The slipstream induced local angles of attack for the wing within the propwash lead 
to large local lift forces being produced. As the wing consists of a symmetric airfoil 
with no twist, lift is produced on the side of the nacelle of upward propeller rotation 
while on the opposite side a downforce of equal magnitude is produced. In addition 
to this local impact, a spanwise influence is visible with the lift distribution gradu
ally dropping off towards the tips. The unsteady nature of the propeller slipstream 
leads to an oscillation of the lift force distributions both in the propwash and along 
the entire span of the wing. 

4 Conclusion 

The DLR TAU-code has been applied to the unsteady simulation of isolated and 
installed propeller configurations. A comparison with propeller shpstream data ob
tained in wind tunnel tests shows good agreement between the numerical results 
and the experimental data. Except for small deviations close to the surfeces of the 
nacelle, the Euler results match the experimental data extremely well, while the vis
cous simulation gives a slight underprediction of axial velocity but improves the 
results in the boundary layer regions. The effect of grid density, numerical dissipa
tion and the turbulence model is thought to be a cause of the reduced axial velocity 
magnitude and will be investigated in the future. An analysis of the complex aero
dynamic interactions for a wing mounted propeller configuration shows both an 
unsteady fluctuation in blade thrust due to the presence of the wing as well as an ef
fect of the propeller on the wings lift. A small increase in propeller thrust has been 
shown to result form these interactions. The inviscid computations overpredict the 
propeller thrust by around 7%, but the inclusion of viscous effects in the simulation 
brings the numerical values within the scatter range of the experimental data. Fu
ture work will continue with Navier-Stokes simulations to determine the impact of 
such numerical parameters as grid density, numerical dissipation and the turbulence 
model on the results as well as to enhance understanding of the aerodynamic inter
actions at different advance ratios, angles of attack, sidesUp and Reynolds numbers. 
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Table 1 Propeller thrust coeflScients CT 
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(a) Isolated propeller Chimera grid (b) Installed propeller Chimera grid 

Figure 1 Two-block unstructured Chimera grids 
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Figure 2 Isolated propeller wake velocity profiles 
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Figure 3 Installed propeller wake velocity profiles, TAU Euler 
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Figure 4 Development of blade thrast during the propeller revolution 
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Summary 

The paper describes the setup and validation of a process-chain based on the DLR-
TAU code with adaptation and flow solver for the determination of the jet-wake 
behind jet engines for viscous flows is shown. This jet-wake (often called jet-blast) 
plays an important role for the design and the operation of airports. As an example 
of the process-chain the jet-blast impact on a hangar by an AIRBUS A380 configu
ration is simulated using this technique. 

1 Introduction 

For the design and operation of an airport the volume of traffic, available amount of 
space and legal requirements can play an important role. Also aerodynamic ques
tions may have significant impact for ground operations. Considering as an example 
the introduction of the new AIRBUS A380 in the following methods to get answers 
on these questions using numerical flow simulation are shown. 

For the operation of the apron area and runways the jet-blast is one of the lim
iting factors. The jet-blast is caused by highly accelerated air flow and exhaust gas 
behind jet engines. To prevent the hazard of persons, ground vehicles and other air
craft by jet-blast, security areas and the safe operations of taxiways have to be deter
mined. Furthermore, the aerodynamic loads on buildings (e.g. blast-fences) caused 
by jet-blast and also possible additional wind-load is a priori unknown. 

The strength of jet-blast behind aircrafts with jet-engines is a function of the 
maximum thrust of an airplane. The civil aircraft with the strongest thrust to date 
is the Boeing B747-400 with a maximum thrust of 4 x 282 kN which is far of the 
maximum thrust of the future AIRBUS A380 with 4 x 340 kN thrust. In the sector of 
twin-engines more thrust per engine is reaUzed, e.g. 2 x 436 kN of a Boeing B777-
300. This increasing thrust of modem jet-engines affects the design of buildings or 
the determination of security areas and leads to the inspection or modification of 
existing facilities at airports. 
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Currently only a few methods for the solution of jet-blast problems are available. 
The methods for the prediction of jet flows used by aircraft and engine manu
facturers can be used for the determination of the propagation of undisturbed jets 
behind engines, but interactions of the jets with objects (e.g. blast-fences) are not 
covered by them. On the other side, experiments with existing aircraft are too cost-
intensive or, in case of aircraft in development hke the AIRBUS A380, are not pos
sible. Also model experiments with reduced size often suffer from considerable 
costs and scahng problems. 

In the following the numerical flow solution (CFD) is shown as a possible alter
native to address the problem of jet-blast. For this purpose the layout and vahdation 
of a process-chain based in the DLR-TAU code is described. This process-chain 
has been successfully used for the inspection of blast security facilities of an inter
national airport. Due to confidentiality restrictions the results cannot be shown here. 
For the demonstration of the capabilities of this technique an example of a hangar 
located on the apron area is shown encountered by jet-blast of an AIRBUS A380 in 
take-off. Further more cross-wind with 20 kts is taken into account for the sim
ulation. The numerical investigation includes the complete aircraft configuration, 
the fictive hangar and apron area. Physical features like e.g. the ground effect are 
incorporated in the simulation. 

2 Geometry 

In the considered take-off case usually the complete high-lift devices (e.g. slats, 
flaps) of a transport aircraft are deployed. The interaction of the engine-jets with 
these elements or the empennage cannot be disregarded a priori. For this reason the 
complete high-hft configuration of the AIRBUS A380 is considered. The landing 
gears are included, because in the considered ground case they are not affected by 
the jet and thus they have no effect on the jet flow. The engines used examplarily 
below are of the Trent 900 engine family with a "maximum take-off thrust" of 4 x 
340 kN for the AIRBUS A380. The configuration of the AIRBUS A380 is provided 
by AIRBUS Germany. 

The obstacle in the engine-jet of the AIRBUS A380 is a fictive hangar, consisting 
of the square main part with a dimension of 150 m x 85 m x 37 m. On the forefront 
a balustrade with a height of 10 m is added, see figure 1. The positioning of the 
aircraft in relation to the hanger is shown likewise in this figure. 

3 Flow Solution Method 

The solution of the Reynolds-averaged Navier-Stokes equation (RANS) is done us
ing the hybrid unstructured DLR TAU-code [1]. For the solution of the viscous flow 
the k -Q)-SST turbulence model of Menter [2] was used, which combines rubust-
ness with suitability for jet flows. The grids necessary for the discretisation of 
the 
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volume around the configuration are based on the geometry discussed in the previ
ous section. They are built using the grid generator CENTAUR from CentaurSoft 
[3]. 

In order to reduce the number of grid points only such boundaries are simulated 
with a viscous boundary layer resolution for which an estimated influence on the 
flow field is anticipated. These are the engines including the pylons, because the 
jets arise from them and initial mixing processes of the fan- and core-jets can be 
found there. All other boundaries like wing, high-lift systems, fuselage or ground 
are simulated by inviscid surfaces. The aircraft except for the flaps in the engine 
area does not face a flow and the boundary-layer influence of parts in recumbent 
flow can be disregarded. At the ground and the hangar the influence of the viscosity 
is also small, because the interaction with the jet is impulse-dominated. 

The initial hybrid unstructured grids are comparatively coarse in the area of the 
engine-jet. This leads to an increased numerical dissipation in these areas and an 
unphysical dissipation of the jet and smearing out of the gradients in the flow field. 
An general refinement is not reasonable because of the big volume influenced by the 
jet and the resulting high number of grid points. Particularly the interaction of the 
jet with obstacles cannot be captured with suitable discretisation. Hence automatic 
grid adaptation is used, based on the flow solution of the initial grid using gradients 
of flow variables for a local grid refinement. 

The disadvantage of adaptive grid refinement used at long-range flow phenom
ena like engine jets is the slow propagation of the increased grid resolution in the 
area of the coarse grid. The reason is that the gradient sensors respond only weakly 
in the coarse grid because of the numerical dissipation and the smeared out flow 
solution. This behavior can be improved by using a multiple adaptation - a so called 
adaptation-chain. 

The gradient sensor used for the jet adaptation is the total pressure loss, because 
inside the jet a pressure gain can be found whereas in the stagnating flow around the 
jet a total pressure loss takes place. In the area between both significant gradients 
can be found which lead to an increased grid resolution there by grid adaptation. To 
resolve the interaction of the jet with obstacles by grid adaptation the total pressure 
loss is not well suited because of its small value there. Using an speed-sensor based 
on the absolute value of the flow velocity in combination with the total pressure loss 
sensor improves this situation. 

4 Results 

4.1 Comparison of numerical results with reference methods 

For the comparison of the numerical simulation of jet flows behind jet-engines with 
other methods reference-data of AIRBUS [4] as well as analytical results of an ax-
isymmetric free jet in turbulent flow [5] are used. The data for comparison were 
analyzed concerning uncertainties and model assumptions and compared to CFD-
simulations of an isolated jet-engine to demonstrate the applicability of the DLR 
TAU-code for the task "ground simulation". 
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As one example in figure 2 the lines of constant velocity of the analytical data 
and the numerical simulation of an isolated jet-engine for a thrust of 340 kN and 
391 kN are compared. Whereas in figure 3 the reference-data used by AIRBUS for 
a thrust of 340 kN per engine is shown. Comparing both figures the increased jet 
range for the lines of constant velocity |T |̂ = 46 m/s (17 %) and \V\ = 30 m/s 
(30 %) of the reference-data can be found, whereas the lines of constant velocity 
\V\ = 15 m/s show more jet range in the numerical simulation. The differences 
can be attributed on the different number of engines: one in the numerical simulation 
and two in the reference-data of AIRBUS. 

In figure in addition lines of constant velocity of 340 kN thrust also the lines 
of constant velocity of 391 kN thrust are shown. The thrust increased by 15% can 
be used to determine the sensitivity of the flow field to the thrust. Compared to the 
results of the numerical simulation at 340 kN thrust an increased jet range can be 
found as expected. In figure 2 further more the analytical results are depicted. There 
a slightly reduced extension is found for all lines of constant velocity. The reason is 
the assumption of a constant viscosity in the complete flow field in the derivation of 
the analytical model. 

Altogether the comparisons of the numerical simulation to other methods shows 
the applicability of the choosen method DLR TAU-code for the task "jet-blast". 
Limiting assumptions necessary in the reference-data or the analytical method can 
be omitted in the RANS simulations. 

4.2 Configuration AIRBUS 380/Hangar 

In this section the numerical results of the simulation of an AIRBUS A380 in take
off configuration including a hangar and the ground presence are shown and dis
cussed. A thrust of 4 X 340 kN and a wind with 20 kts and a direction of 20° to the 
aircraft center-line are used for the simulation. 

To show the complete flow field in a three-dimensional view in figure 4 (left) the 
area of constant velocity of | V̂ | = 15 m/s is depicted. In this figure the process of 
jet-flow mixing of the engines of the left / right wing can be seen: In the area of the 
elevator the jets are already mixed. At the impinging on the hangar the jets of the 
right wing evade laterally and turn upwards. Behind the hangar the jets flow off in 
one front. A significant influence of the cross wind cannot be found. 

Important for the operation of an aircraft is the avoidance of recirculation, so 
that exhaust gas can re-enter in the inlet of an jet engine. Based on the shown area 
of constant velocity this effect cannot be found in the presented configuration. 

To determine security areas, both around the hangar and the aircraft, the velocity 
distribution directly above the ground is accounted for. In figure 4(right) flow veloc
ities of | y I > 15m,/s are depicted. Beside the trace of the jet behind the aircraft to 
the hangar the raise and lateral deflection of the jet starting from the left wing can be 
clearly seen. Furthermore a part of the flow is deflected on the front of the hangar. 
For the definition of security areas against jet-blast on the apron limiting flow ve
locity of 15 m/s is selected. As shown in figure 4 on the ground an area behind 
the aircraft and a part in front of the hangar falls in this definition. Considering the 
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three-dimensional area of constant velocity, the critical velocities V̂  > 15 mjs in 
the environment of the hangar cannot only be found on the ground, but also laterally 
on the hangar. This effect must be keept in mind when determining security areas. 

The flow topology of the flow field close above the ground is shown in figure 
5. The streamlines in front of the configuration reflect the wind direction. Further 
more, the streamlines converge in front of the aircraft as a result of the suction of the 
engines. Behind the aircraft the streamlines are absorbt and accelerated respectively 
due to the entrainment of the jet. The entrainment effect is caused by the lower static 
pressure in the jet compared to the ambient pressure and thus the flow enter this low 
pressure area. 

Behind the hangar across from the aircraft side two strong vortices can be found. 
They are caused by the nearly normally directed wind on the front of the hangar and 
wake behind it. In contrast on the aircraft side of the hangar both vortices are nearly 
completely suppressed by the combination of jet- and incoming flow. 

Beside the calculation of the flow field the static load on the hangar due to the 
jet-flow and the wind can be determined from the numerical simulations. From the 
simulation a maximal static pressure of 104005 Pa can be found on the hangar based 
on an ambient pressure of 101325 Pa. The hangar-doors should be dimensioned for 
example with this pressure load. It must be keept in mind, that the pressure inside the 
hangar may be different from the ambient pressure because of the dynamic pressure 
in front of the hangar and with it, the load on the hangar-doors can vary. 

5 Conclusion 

In the present paper aerodynamic questions for the design and the operation of air
ports are discussed. The problem of jet-blast of aircraft at take-off is shown in detail. 
This problem can be separated in determining security areas for persons, vehicles 
and aircrafts and the determination of jet- and wind-loads on buildings and facili
ties. These aspects have to be considered in the design of buildings close to run or 
taxiways but likewise by a inspection or modification when new aircraft type (e.g. 
AIRBUS A380) is introduced. 

As an example of the aerodynamic task "jet-blast" the interaction of the engine-
jets with a building was shown: As typical obstacle a hangar on the apron area 
was choosen with jet-blast by a taking-off AIRBUS A380. Further on, cross wind 
with 20 kts was simulated to show the effect of combinated blast- and wind-loads. 
Among the complete aircraft configuration and in front of a hangar the apron area 
and coupled with it the ground effect was simulated. 

The task jet-blast was addressed by the solution of the Reynolds averaged Navier-
Stokes equations using the flow solver DLR TAU. The results for the configuration 
AIRBUS A380 in front of a hangar the numerical results are discussed and used to 
determine security areas against jet-blast or the aerodynamic loads on a building. 

The application of CFD-methods on aerodynamic questions for the design and 
the operation of airports is not limited on the application range shown here. In fact. 
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it can be used for other applications, which cannot be solved with approximative- or 
handbook methods due to the underlying simplifications. 
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Summary 

The paper present a numerical / experimental investigation of the flow field result
ing around a generic vehicle controlled by means of a lateral jet in supersonic mo
tion. The experimental data are acquired in the DLR wind tunnel TMK in Co
logne. To obtain the numerical results, the 3-D viscous, turbulent, Reynolds-
averaged hybrid Navier-Stokes Code TAU of DLR is used. Calculations are made 

for free stream Mach number of M^=2.8 and various angles of attack. Several 

grids of varied density and structure and different turbulence models are investi
gated. The CFD results in terms of surface pressure, normal force coefficients, and 
jet interaction are in good agreement with the results from wind-tunnel tests. On 
hand the numerical results it is shown important features of the interaction mecha
nisms between the lateral jet and the flow field originated by the motion of the ve
hicle. 

1. Introduction 
During the homing phase of an interceptor missile, a short response time of con
trols is mandatory. Classical aerodynamic control surfaces are not efficient at low 
dynamic pressures which occur at low speeds (launch phase) or at low density 
(high altitudes), hnproved agility and maneuverabihty can be achieved with 
quick-response control jets, which are an attractive alternative to conventional 
aerocfynamic control surfaces. However, using reaction control jets on a fhght ve
hicle in the atmosphere causes interactions between the jet and the external flow. 
Indeed, while for some specific orientations and flow conditions, the interaction 
effects have been found to amplify the lateral force of the jet, imder certain other 
flow conditions and for other orientations the control jets may cause adverse ef
fects like a de-amplification of the thrust. To gain a better understanding of the 
phenomena that occur with missiles or re-entry vehicles using reaction control 
systems, a numerical / experimental investigation of the interaction between a 
non-reactive, perfect gas jet control system and an extemal ideal onset gas flow is 
conducted for a generic vehicle. 
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2 Numerical Method 

2.1 DLR TAU-Code 

The DLR-developed TAU-Code [1] is used to solve the Reynolds-averaged Na-
vier-Stokes equations. The discretization of space and time are done independ
ently. The space discretization was an unstructured, finite volume approximation 
while the time discretization is achieved using an explicit Runge-Kutta method. 
The grid can be made up of tetrahedrons, prisms, pyramids and hexagons. The 
flow is calculated using a dual grid generated by preprocessing modules. The dis
cretization of the convective terms (Euler terms) is done using centralized- or up
wind methods while viscous flow is discretized using a centralized method. For 
more detailed information see Refs. [1,2]. 

2.1.1 Grid Generation 

In order to perform the numerical calculations, a geometrical discretization of the 
region is required. A grid is generated using the CENTAUR-program [3]. It uses 
CAD-data in form of IGS / IGES files. With this program the boundary condi
tions, for differential equations, can be defined for each panel. CENTAUR pro
vides structured as well as unstructured 3D-hybrid grids for numerical analysis 
consisting of cells of varying shapes. 

3 Experimental Testing 

3.1 Wind-Tunnel Model 

The experiments are conducted at the Trisonic wind tuimel (TMK) in Koln-Porz 
[4]. For the investigation of the interaction characteristics, a vehicle 40mm diame
ter model of generic shape is selected. It consists of a cone shaped nose, a cylin
drical body and an adjacent conical transition with an increasing diameter, which 
in turn coimects to a cylindrical aft extension. Fig. 1 displays the wind tunnel 
model with holes for pressure measurements. The holes are shown in cross sec
tions 1-4 and in the longitudinal sections 5, 6 and 7. The orifice of the supersonic 
jet is perpendicular to the surface of the cylindrical body and is positioned at an 
azimuth of^ = 180°. 
3.1.1 Test Condition 
Mach number: M^ = 2.8 

Reynolds number associated with the diameter D: Re = 1.9 • lO' 
Angle of attack: -10° < or < 15° 

jet pressure ratio: 1 < P^^/P^ ^ 300 

jet medium: cold air 
jet stagnation temperature: ambient temperature T^ w 2&0K 
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stagnation pressure: P^ = 5.6bar 

Where P^^ is the total pressure of the lateral jet. 

4 Numerical Simulation of Jet Interactions with a Super 
sonic Free Stream 

4.1 Assessment of the numerical solutions 

Since the flight vehicle has a body of revolution, the geometry is reduced to a cir
cular-arc-cylinder. Using CENTAUR, several grids are generated around this ge
ometry. Geometric sources in the shape of the hollow cylinders are defined at the 
transitions from nose cone to cylindrical body and from the cylindrical body to the 
flare. The forward parts of these cylinders are refined, thus creating a hybrid grid 
with a prismatic surface. This can be seen in Fig.2. For the field discretization, the 
height of each successive layer equals the height of the previous layer multiplied 
by a scaling factor of 1.25. In this maimer, an expansion ratio is attained. For a su
personic flow of M^ = 2.8 the boundary layer fits nicely into 16 prismatic cells. 

This assertion is based on calculations executed with another grid containing ap
proximately the same number of nodes, but twice as many prismatic cells, which 
delivered the same results for the forces, pressure coefficients and amphfication 
factors. Indeed, several grids and various turbulence models are investigated to as
sess the numerical solutions with respect numerical errors and physical modeling. 
About 24% of the cells of the coarse grid, coarse grid Nr. 1, (Fig. 3 - craiter) is re
fined with the TAU-code to enhance the resolution of the shocks. After calciolating 
the flow with a relatively coarse grid, course grid Nr. 1, featuring only local grid 
refinements, a new grid is generated with CENTAUR, which in field close to the 
body results about 24% finer than the coarse grid. The flow is then recalculated 
using this refined grid. A geometric source in the shape of a hollow cylinder is 
added at the jet exit position with CENTAUR (Kg. 3 - left). Using the TAU-code, 
further numerical refinements are defined in regions where large flow gradients 
are present. Local adaptations are added to this finer grid resulting in additional 
6% in grid nodes in certain areas. Finally, a super fine grid with slightly more than 
2.5mio nodes is generated (see Fig. 3 - right). Table 1 presents an overview of the 
grids and turbulence models used for the present study. The distribution of the 

pressure coefficient C in a jet-off envirormient for a variety of grids is displayed 

in Fig. 4, while the effect of the turbulence models is shown in Fig. 5. It turns out 
that under jet-oflT conditions grid convergence is demonstrated and also, all turbu
lence models provide a good correlation with the exjierimental data. In Fig. 6, the 

distribution of the pressure coefficient C is shown using different grids for the 

jet-on case. While for the attached flow parts the results converge regardless of the 
used grid, slight differences can be observed on the separated regions. A good cor
relation of the numerical results with experimental data is obtained using a fine 
grid with local adaptations of about 760000 nodes (not shown here). Finally, Fig. 
7 displays distributions of pressure coefficients using various turbulence models 
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for the jet-on case. The calculations are executed for a total pressure ratio 
ofP^^ JP^ = 50. It turns out that the k-e model leads to an additional local 

boundary layer separation upstream of the jet not obtained with ihe k-m and the 
Spalart-Almaras model and also not shown by the experimental data. Finally, 
Figs. 8 and 9 display distributions of surface pressure coefficient for jet-oflf/on — 
conditions for various angles of attack obtained numerically and compared with 
wind tunnel experiments. It can be seen, that the results from the CFD-calculations 
are in good agreement with the experimental data. 
4.2 Flow Interaction 

The analysis of the flow interaction is based mainly on results obtained from CFD. 
Fig. 10 displays the flow field, the jet exhaust and its interaction with the free 
stream in the upper plot; the pressure coefficients along a critical profile at an 
azimuth of ^ = 180° are presented in the lower diagram. A circle in Fig. 10 high
lights the region, in which some important features of the interaction between the 
jet and the free stream occur. This region is enlarged in the fig.. The jet plume pre
sents an obstacle to the free stream. In a supersonic free stream flow, this results in 
a bow shock, which in turn leads to a boundary layer separation upstream of the 
jet. As a result of the obstacle, which the jet presents to the external flow, a region 
of increased pressure is created upstream of the jet and a low-pressure region oc
curs downstream of the jet. Where the boundary layer of the external flow meets 
the sheer layer of the jet, they create a mixing layer, which separates the jet plume 
from the external flow. Due to the high pressure directly downstream of the bow 
shock, the jet is deflected so that it flows parallel to the axial free stream. Inside 
the jet flow, close to the jet exit, another structure is noted to abruptly increase the 
pressure. This structure is known as the mach disk. Since the jet exits normal to 
the supersonic free stream from the surface of the flight vehicle, the mach disk too 
is deflected downstream. This flow topology obtained from the CFD is in good 
correlation with the sketch shown in Fig. 11 based on experimental finding [5-6]. 

Fig. 12 presents a 3D picture of the flow in the surrounding of the jet exit resulting 
from a composition of several cross sections plane perpendicular to the main 
stream. While only one side of the symmetry plane is displayed in the Fig. the to
pology is symmetric. It turns out, that the interactions in a supersonic flow reach 
far downstream of the jet plume. Originatii^ at a relatively short deflection sec
tion of the jet, a field vortex can be identified, which is retained until very far 
downstream. A pair of wake-vortices dominates the flow field downstream of the 
jet exit. Also, the bow shock introduced by the jet interacts with the vehicle 
boimdary layer ahead of the jet exit. The boundary layer separates and due to the 
supersonic character of the flow a Lambda shock takes place, indicated with the 
marker B on Figs. 10 and 12 (see also sketch on Fig. 11). Additional calculations 
of various flow conditions show an increase in the distance between the bow 
shock and the jet exit with increasing jet pressure and therefore an increased size 
of the boundary layer separation region. A second separated region downstream of 
the jet. Fig. 10, shows the same characteristics as a separation caused by a back-
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ward-facing step. Due to the supersonic character of the flow a recompression 
shock in this region is necessary to changes the direction of the flow in relation to 
the onset flow. Fig. 12 shows also that the jet creates an unbound ring vortex. 
Downstream of the jet exit and close to the vehicle surface a horseshoe vortex ap
pears induced by the wake vortex. This horseshoe vortex propagates aloi^ the 
plane of symmetry until finally it dissolves into the main flow. 

Conclusion 

The numerical solution here obtained shows good correlation with the pressure 
distribution data form wind tunnel experiments. The main features of the interac
tion between the jet-flow and main flow are well capture by the numerical solu
tion. Grid convergence solutions have been achieved for jet-ofi^ conditions, while 
for jet-on almost grid convergence has been shown with the exception on areas of 
flow separation. For jet-off conditions, the present investigation shows that the so
lutions are almost independent of the turbulence model, but are highly sensitive to 
the turbulence model employed for jet-on conditions. In general main differences 
with the experimental data are observed only at short distance ahead of the jet exit 
and mainly due to the unsteady character of the flow in that region. Furthermore, 
essentials details about the dominant features of the interaction process like shock 
induced boundary layer separation, mach disk, recompression shock and wake and 
horseshoe vortices are well captured. 
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Table 1: Chosen turbulence model, grid and test condition 

Angle-of-At<ack a 

Turbulence model for 
Jet-on/jet-ofT condition 

grid 

-5,0,10,15 

k — 0} model, k — S model, Spalart-
Almara 

coarse grid; coarse grid, adapted (Nr. 1, 2) 
fine grid 
fine grid, adapted (Nr. 1, 2) 
super-fine grid 

P 

50 

Numiier of 
prismatic lay
ers 

16 
16 
16 
16 
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nodes, right super fine grid with2589107 node 
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Fig. 4: Pressure coefficient for various 
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grid in symmetry plane 
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Summary 

Steady and unsteady interactions of supersonic overexpanded free jets with 
plates are visualized by standard shadowgraphy and modeled numerically using 
the DLR Tau Code. Unsteady behaviors of jet-plate interactions are studied by the 
method of multi-exposure photography that has been combined with a 
synchronized pressure measurement on the plate. It is shown that there exists a 
distinct correlation between shock motions and pressure fluctuations on the plate. 

Introduction 

The behavior of supersonic jets that impinge on a solid surface is of a great 
importance in aerospace applications such as rocket launching systems, lunar 
landing modules and STOVL aircrafts. Supersonic jets are also employed in 
process engineering as, for example, in certain variants of thermal spray coating. 
In particular, in the so-called cold gas dynamic spray deposition method a 
supersonic jet impinges directly onto a substrate [6]. Processes occurring in the 
impingement zone can have a profound influence on the quality of coatings 
produced. In this context we have studied phenomena characteristic of the nornaal 
impingement of a supersonic jet onto a plate on a laboratory scale. Ahead of the 
plate a bow shock is formed in the jet. The interaction of the bow shock with 
shocks that are typically present in supersonic jets can result in the formation of a 
recirculation bubble in the shock layer [2]. We have found that under such 
conditions the flow ahead of the plate as well as shape and position of the bow 
shock can oscillate strongly in time. In the following we will introduce the 
experimental setup and an experimental procedure developed for studying the 
unsteady flows in the impingement zone. Thereafter, first characteristic features of 
steady flows that we have studied both experimentally and numerically are 
discussed. Then, results relating to unsteady flow behaviors are presented in some 
detail. This is followed by a conclusion. 

Experimental setup 

Air is expanded by a slender axisymmetric Laval nozzle. The diverging part 
of the nozzle is conically. The length L of the diverging part equals about L » 30 r̂  
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where the radius r^ of the nozzle exit is given by r̂ , = 3.3 mm. At the nozzle exit 
the flow Mach number is in the range of M = 2.6-2.8 (small variations in the Mach 
number are caused by a displacement effect due to the boimdary layer formed in 
the slender nozzle). The reservoir temperature To can be varied between To = 20-
500 C° and the reservoir pressure pg can be adjusted up to po - 50 bar. In the 
experiments the degree of off-design n that is defined as the ratio of the static 
pressure p^ at the nozzle exit and the ambient pressure /?„ outside of the nozzle is 
n = pjp„ = 0.3-1.2. In the past usually the impingement of underexpanded jets was 
studied, e.g., [2, 3, 5]. In the following we consider overexpanded jets, i.e., n<\. 
Those are typically applied in cold gas dynamics sprays. 

The flow field is visualized by shadowgraph imaging. A semiconductor laser 
is used as the source of light. Images are received and digitized by a CCD-camera. 
Control signals for laser, camera and other devices are formed by a programmable 
signal sequencer. The whole system, including storage of images, is controlled by 
a personal computer. In order to study unsteady behaviors of jet-plate interactions 
a method of multi-exposure visualization has been developed (cf. [4]). The 
diagnostic system enables one to produce a sequence of light pulses of a wide 
variability of pulse shapes. The duration of single pulses is as low as 20 ns and the 
interval between different pulses is greater than 20 ns. The exposure time of the 
CCD-camera is as small as 10 \i&. hi addition to multi-exposure photography, 
pressure variations are measured on the plate on the axis. The pressure signal and 
the light pulse expositions are synchronized by the signal sequencer. A high-
frequency pressure transducer having a bandwidth of 0 -1 MHz is used. The 
sensitive element of the transducer has a diameter of rf^ = 2.3mm. This is 
sufficient for determining frequencies. In addition, on the axis the pressure equals 
the one measured with smaller devices (d^ - 0.5 mm). 

Steady flows 

Li Figure 1 typical shadowgraph pictures of an overexpanded supersonic jet 
impinging normally on a plate are shown for different nozzle-to-plate distances x. 
The degree of off-design is n = 0.76 in all cases. As can be seen the geometry of 
the bow shock and its stand-off distance h depend strongly on the nozzle-to-plate 
distance. For example, the shock is flat at a distance of J: = l.lr^ and convex for 
x = 2.0r^ (cf. Figure 1). For an intermediate nozzle-to-plate distance of x=2.3re 
the bow shock shows a highly unsteady behavior and changes from a flat to a 
convex shape periodically. This cannot be seen on the shadowgraph of Figure 1 
(here, the exposure time is too large) but will be studied in the next section. 

The convex shape of the bow shock is usually attributed to a flow field with a 
recirculation bubble that is formed in the shock layer between the bow shock and 
the plate. A convex shape of the bow shock corresponds locally with a positive 
radial pressure gradient on the plate. This pressure gradient enables the formation 
of a recirculation bubble [2, 3]. The positive pressure gradient is caused by 
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different losses in the stagnation pressure along streamlines passing either through 
the normal bow shock (greater losses) near the axis or through the system of two 
oblique shocks (smaller losses) at radii that are greater than the radius of the 
location of the triple point formed by the interaction of the jet and the bow shock. 

In Figure 2 the stand-off distance h of the bow shock is presented as function 
of the nozzle-to-plate distance x. Again, the degree of off-design of the jet equals 
n - 0.76. Note that in the case of convex bow shocks the maximum distance 
(which always occurs on the jet axis, cf. Figure 1) is taken. For a wide range of jc 
the stand-off distance h is nearly constant. This corresponds with a flat shape of 
the bow shock. Regions with increased values of h coincide with convex bow 
shocks. We note that an unsteady behavior of the bow shock is typical of x 
corresponding with the transition from large and to small h. 

We have modeled the impingement of supersonic jets numerically using the 
DLR Tau code. The flow is assumed to be axisymmetric and steady. In order to 
correctly model the development of turbulent boundary layers in the slender 
nozzle the flow field considered includes the nozzle flow. The Spalart-Allmaras 
turbulent model has been used. Outside of the nozzle the computational flow field 
extends to large radii where an outflow boundary condition is applied. A detailed 
presentation of the boundary conditions can be found elsewhere [1]. In Figure 3 
numerical results obtained for two different nozzle-to-plate distances are shown. 
As in the shadowgraphs of Figure I the bow shock is flat for the larger nozzle-to-
plate distance JC (cf. also Figure 2) and convex in the case of JC = IXiVe. Furthermore, 
the numerical calculation clearly shows that a recirculation bubble is formed when 
the shock is convex while a simple stagnation point flow is present in the other 
case. 

Unsteady jet-plate interactions 

In order to study unsteady flows caused by the interaction of a supersonic jet 
and a plate we have taken multi-exposure shadowgraphs of the flow field in the 
impingement zone. This happened simultaneously with synchronized high 
frequency pressiu^e measurements. The nozzle-to-plate distance was varied while 
the degree of off-design of the jet was kept constant stn- 0.76. 

The motion of the shock wave has been traced by combining several light 
pulses with different time intervals between the pulses. This allows for 
determining the direction of the shock motion. A typical multi-exposure 
shadowgraph image of an unsteady bow shock is shown in Figure 4. The five 
positions of the bow shock are enhanced by dashed lines. The sequence of five 
light pulses applied is also sketched in Figure 4. In Figure 4 a typical case with 
strong oscillations of the shock is shown. This case corresponds with the 
formation of a recirculation zone as, for example, at a nozzle-to-plate distance of 
X ~ 6r^ (cf. Figure 2). 
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The variation with time of the pressure on the plate is determined on the axis. 
In Figure 5 a section of the pressure oscillogram that was obtained at the same 
time as the shadowgraphs of Figure 4 is shown. The exact times corresponding 
with the five exposures of the shadowgraph image are marked by vertical lines. In 
this manner several hundreds of synchronized shadowgraph images and pressure 
oscillograms have been obtained for different nozzle-to-plate distances. From the 
shadowgraphs the stand-off distances hy of the bow shocks were determined. Here, 
the index i denotes the shadowgraphs and j , 7=1,...,5, the different shock locations 
on shadowgraph number i. 

The synchronized measurement of pressure and shock locations enables us to 
correlate these two quantities for every nozzle-to-plate distance. The correlation 
function r(t) relating to a particular nozzle-to-plate distance is defined as follows: 

rit)^-l—Y^(p^it-tj)-p){h,.-h) 
"p ' ^h i.j 

where t is the time, r, is the time of each exposition of the shock on shadowgraph 

and p,{t) is the pressure oscillogram. Statistical means p, h and standard 

deviations (X^,(Xf^ are calculated from the same sample of shadowgraph-

oscillogram pairs. 

In Figure 6 pressure oscillograms and correlation functions are plotted for two 
nozzle-to-plate distances, x = b.'ir^ (1) and x = 6.5r^ (2), respectively. In both cases 
the pressure oscillates about sinusoidally. However, in the case of the greater 
nozzle-to-plate distance also pressure bursts occurring non-regularly are present. 
Nonetheless, the correlation functions both have physically significemt extremums 
at the same time: tcrr-^ V^- This is also true for other nozzle-to-plate distances 
not considered in Figure 6. At the time ta,rr~T\^ values of the correlation 
functions are always close to minus one (r{tc„rt) ==-1.0). This shows that there 
exists a strong correlation between the oscillation of the shock and the variation of 
the pressure. Furthermore, the pressure change is in anti-phase to the shock 
oscillation and has a time lag of about tcrr =7 (is. This is sketched in Figure 7. 

Conclusion 

The time lag of the pressure (*„,rr ~ 7 |J.s) is of the same order of magnitude as 
the time required for a pressure pulse to traverse the shock layer, i.e., the stand-off 
distance h. Therefore, a probable cause of the response of the pressure on the plate 
to the shock motion is the periodic variation of the shock strength. When the 
shock moves upstream the relative velocity of the flow with respect to the shock 
and, thus, losses in the stagnation pressure increase, and vice versa. An estimate of 
the change in shock strength due to the shock motion shows that the amplitude of 
the pressure oscillations (hp ~ 1 - 2 bar) is of the correct order of magnitude. 
Hence, pressure oscillations on the plate are caused by shock oscillations. 
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It remains the question: what causes shock oscillations? In supersonic jet 
flows (both, overexpanded and underexpanded jets) typical mechanisms are due to 
instabilities of the shear layer between the jet and the ambient air. These are 
typically excited at the nozzle exit by acoustic waves that originate in the 
impingement zone and propagate upstream in the ambient air [5]. hi order to 
obtain a more exact answer to our question both processes in the shear layer and 
acoustic wave propagation outside of the jet need to be studied. This should be 
done both, experimentally and numerically, hi order to correctly consider 
feedback mechanisms that are based on acoustic wave propagation suitable 
numerical procedure need to be applied. 
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Figure 1 Shadowgraphs of bow shock ahead of a plate at different nozzle-to-plate 
distances x 
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Figure 2 Stand-off distance h of the bow shock as a function of the nozzle-to-plate 
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Figure 3 Results of a computation of the flow field in the impingement zone for two 
nozzle-to-plate distances: x = ^r^ Oeft) andx *= Ir^ (right). 
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Figure 4 Five-exposure shadowgraph image of a strongly unsteady bow shock ahead of a 
plate. 

160 180 200 220 t,liS 

Figure 5 Pressure on the plate (at the axis of the jet) as a function of time. Vertical lines 
indicate times of exposure in the corresponding shadowgraph (cf. Figure 4). 
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Figure 7 Sketch of the response of the pressure on the plate to shock motions. 
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Summary 

In this basic study the interaction of a lateral jet with supersonic external flow was 
examined. The study consists of wind tunnel experiments at Mach 5 in the 
Ludwieg Tube Facility of the German Aerospace Center (DLR) as well as of 
numerical simulations with the DLR-TAU-code. The efficiency of two flow 
control devices (upstream mounted needle and weak jet) for stabiUzation and 
control of flow separation by means of bow shock attenuation was investigated. 
The results show that the investigated flow control devices are able to influence 
the shape and size of the main separation zone but are not capable to suppress it 
completely. A comparison of wall pressures and limiting streamline patterns 
showed reasonable agreement between numerical simulations and experimental 
data. 

1 Introduction 

Fast-reacting side jet thrusters are an attractive tool for flight control of highly 
agile missiles. Under certain conditions they succeed over conventional control 
surfaces, which create higher drag at cruise flight and become ineffective at low 
stagnation pressures typical for high altitudes or at low speeds of the missile e.g. 
during its starting phase. 

In the external supersonic flow the lateral jet acts as an obstacle. A bow shock 
develops in front of the blowing jet. On the missile body upstream of the jet the 
boundary layer experiences a pressure rise and separates, forming the so called 
"horseshoe" vortex. This vortex around the jet marks the three-dimensional 
separation zone. Downstream of the jet the wall pressure drops as the jet blocks 
the wake area from the outer flow. Further downstream, the flow reattaches and 
the wall pressure increases approximately up to the undisturbed incoming value 
due to the recompression shock. More detailed descriptions of this flow pattern 
can be found amongst others in [4, 6]. A good historical review about side jet 
appUcations and their studies is given also in [5]. 

The interaction of the transverse jet with the outer flow is strongly dependent on a 
number of parameters, such as Mach and Reynolds number as well as the ratio of 
the total jet pressure over the static main flow pressure. The dependence on those 
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parameters can be seen in a strong sensitivity concerning the size and the shape of 
the separation zone, also making the prediction of the expected effects very 
difficult. This sensitivity led to the idea of influencing or probably even stabilizing 
the separation zone by means of flow control. 

In general, there are two ways to suppress the separation induced by jet-boundary 
layer interaction. Firstly, flow control devices like vortex generators can be used 
to energize the near-wall flow through a momentum transfer from the outer flow 
into the wall region. Thus, larger adverse pressure gradients or stronger shock 
waves can be overcome without causing the boundary layer to separate. A second 
possibility is to weaken the shock wave itself. This effect was demonstrated earlier 
in [3], where a three-dimensional separation zone, induced by a side jet, was 
successfully suppressed by positioning a thin liquid jet or needle upstream of the 
side jet. The interaction of the obstacle's wake flow with the bow shock, which 
induces separation, leads to the attenuation of the bow shock and the main 
separation zone shrinks. 

The aim of the present study was to examine the efficiency of the means proposed 
in [3] in terms of stabilization and control of the side jet induced separation. 

2 Test conditions and applied tools 

The experimental investigations were conducted in the Ludwieg Tube Facility 
(DLR Gottingen) at Mach 5. The basic test model (Figure 1) was a flat plate of 
400 mm in width and 660 mm in length with a circular sonic nozzle of 0 6 mm 
located on the plate's centerline at a distance of 354 mm from its leading edge. 
The axis of the nozzle was oriented perpendicularly to the plate's surface. For 
separation control tests this basic model was additionally equipped with a second 
small nozzle and a 15 mm long needle respectively, both of 00.6 mm in diameter. 
They were mounted 25 mm upstream of the main jet nozzle axis, perpendicularly 
to the model's surface. The tests comprised steady surface pressure measurements 
of 160 taps distributed over the area of interest, flow-field pitot pressure 
measurements at 280 mm downstream of the jet at the end of the plate, and oil 
flow visualizations. Heat flux measurements were taken by infrared camera but 
are not discussed in this paper. The ratio of the total jet pressure over the static 
free stream pressure was adjusted to Poj/p« = 1 1 0 and kept constant for the 
discussed cases. The unit Reynolds number was Rei„ = 38x10* m"' for afl 
presented cases, resulting in a turbulent boundary layer on the flat plate at the 
interaction area. 

The numerical calculations have been performed with the DLR-TAU-code. It is a 
finite-volume Navier-Stokes solver working with hybrid, unstructured or 
structured grids. The structured grids are used to resolve the boundary layer and 
an unstructured grid for all other areas. The initial grids were produced with the 
commercial grid generator Centaur® and consisted of about 1.7 million grid cells. 



178 A. Kovar and E. Schtilein 

The calculations were performed with the 1-equation turbulence model of Spalart-
Allmaras with Edwards' modification. Further information as well as some 
examples for applications of the code can be found in [1, 2]. The applied grids 
were y'̂ -adapted as well as cell refined to gain the optimal resolution of the 
boundary layer as well as areas of large gradients, e.g. shock waves. 

3 Discussion of the results 

In the following, experimental and numerical results are discussed and compared 
for the general surface flow pattern and pressure distributions in axial and lateral 
direction. The reference case with the single jet-flow-interaction is presented in 
Figure 2. The top half of the figure shows wall streamUnes derived from oil flow 
visualizations, the flow pattern in the bottom half was integrated from the 
calculated skin friction. A separation line Si limits the horseshoe vortex and 
devides the recirculation area from the incoming flow. The wall streamline R 
indicates where the main flow is reattaching in front of the jet as it is acting as an 
obstacle. Along the centreline in the wake of the jet the wall streamlines are 
diverging. Where the streamlines become parallel again, the jet reattaches. The 
wall streamlines are directly related to the surface pressure distributions shown in 
Figure 4a (axial) and b (lateral direction). In axial direction the recirculation zone 
shows up in the area of increased pressure upstream of the jet position. The 
reattachment line corresponds to the peak of the surface pressure distribution. 
Where the streamlines in the wake are diverging, low pressure is measured, as the 
jet is blocking the wake from the main flow. The surface pressure increases to its 
approximately undisturbed upstream value where the flow is reattaching with a 
recompression shock. Also in lateral direction, the reattachment line is related to 
the surface pressure peak (Figure 4b) and the wide separation zone is visible in the 
pressure plateau. 

Differences between numerical calculation and experiment are seen in both 
surface pressure and the related wall streamlines. The size of the separation zone 
in the numerical simulation is bigger than in the experiment. The authors assume 
that this is caused by the fully turbulent computation, whereas in the experiment a 
new laminar boundary layer develops from the reattachment line later turning 
into a turbulent one. Hence, the flow close to the wall underneath the horseshoe 
vortex seems to be more energetic in the computation than it is actually the case in 
the experiment. This explanation is supported by the representation of the 
streamlines. Where the streamlines are pointing against the flow direction towards 
the primary separation line Si, the angle in which they are bent into the primary 
separation line is bigger for the simulation than for the experiment. The 
presentation of the limiting streamline pattern shows that more streamlines from 
an inner area of the separation zone of the simulation are still leading into the 
primary separation line, than in the experiment. This is also a hint for a more 
energetic flow. The existence of the secondary convergence line S2, that is not 
predicted in the numerical calculation is also most likely caused by this reason. 
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The first flow control case under investigation is the weak jet interaction. The 
main features of the wall streamlines in Figure 3a remain unchangend compared 
to the reference case, but a difference can be seen in the shape of the separation 
zone that shrinks in lateral direction. Around the weak jet, a second separation 
zone develops as well as a reattachment line upstream of the weak jet. The wall 
streamlines in the wake of the main jet stay very similar to the single jet case. The 
surface pressure distributions in Figure 5a and b show a slightly smaller separation 
zone than for the reference case. The surface pressure distribution also shows the 
peak from the reattachment line due to the weak jet at roughly x= -25 mm. In this 
case both horseshoe vortices are forming one big separation zone, where the wake 
of the weak jet is interacting with the recirculation flow ahead of the main jet. The 
distribution of the pressure in the wake remains unchanged as obviously the weak 
jet is not strong enough to influence the pressure here. Apart from the additional 
horseshoe vortex and the change of the size of the separation, the wall streamlines 
as well as the wall pressure show the same behaviour as for the single jet 
interaction. 

In Figure 3b the wall streamlines for the second flow control case using the needle 
are displayed. The interaction with the needle also causes a laterally reduced main 
separation and a second separation zone upstream of the needle. However, the 
second separation zone caused by the needle, is detached from the jet's separation 
zone. The flow behaviour in the wake of the main jet of the needle configuration 
is totally different from the wake of the reference case as it takes much longer for 
the streamlines to get parallel again. Differences can also be seen in the pressure 
distribution in Figure 6a and b. The pressure increase and herewith the separation 
upstream of the needle is totally decoupled from the low pressure area and the 
following separation of the main jet. Also the different behaviour of the wake flow 
can be seen in the surface pressure measurement, where the pressure recovery 
downstream of the jet takes place over a much longer distance. 

Figure 7 represents the normalised pitot pressure as it was taken 280 mm behind 
the jet position. The difference between the case of the weak jet separation control 
and the reference case is small for the experimental as well as for the numerical 
results. With increasing height the differences nearly vanish. This indicates that 
the weak jet has an effect only close to the wall, which can also be seen on a 
slightly smaller separation zone on Figure 3a. The case of the needle separation 
control exhibits a higher pressure close to the wall, whereas in heights between 
30 mm < z < 60 mm the pressure is lower than for the other two cases. This 
comparison shows that the needle separation control is the case with the greatest 
impact throughout the whole profile. 

The comparison between experimental and numerical results in Figure 7 does not 
look good at the first view, as close to the wall they deviate by a factor of two. But 
despite the differences in absolute values, the overall shapes of the curves are very 
similar and show a similar behaviour for all three cases. The agreement between 
experiment and numerical simulation becomes better with increasing height. This 
is most pronounced for the case of the needle separation control. The general 
agreement of the shapes of the curves is still remarkable, as this comparison was 
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performed at the most downstream position at the end of the plate, which means 
that any error that may have occurred in the prediction of the wake of the jets has 
been "integrated" at that position. The similar behaviour of the curves indicates 
that the calculation still represents the main physics of the flow structures. 

The results discussed show that the devices used were not able to suppress the 
separation zone as was suggested earlier in [3]. It can be seen from the streamlines 
that the weak jet and the needle were chosen to be on a location where they were 
keeping the main separation zone at that spot rather than reducing the size of it or 
suppressing it entirely. Here the question arises whether this behaviour depends on 
the distance between obstacle and jet. 

4 Conclusions 

A study was conducted with the target to influence or stabilize the shape and size 
of the separation zone induced by the interaction of a lateral jet in a supersonic 
flow. According to a former study, this was tried with a weak jet and a needle 
mounted upstream of the main jet. The height as well as the ratio of the diameter 
of the jet and the obstacles were within the limits of this former study whereas the 
distance between the obstacle and the main jet was fixed at one position. The 
investigation showed that a weak jet and a needle have an influence on the shape 
and the lateral size of the separation zone. This tendency was also predicted in the 
numerical simulations, but the absolute size was overpredicted. Problems occured 
also in the calculation due to a fully turbulent computation, resulting in missing 
secondary convergence lines which were present in the experiment. 

A total suppression of the separation zone, as stated in the former investigation, 
was not observed, neither in the experiments nor in the numerical calculation. The 
influence of the weak jet on the pitot pressure distribution was only weak in 
comparison to the reference case, whereas the needle showed a strong impact. The 
numerical pitot pressure showed larger deviations in absolute values but exhibited 
similarity in the curve shape. This was interpretated in a way that the main flow 
features were represented correctly in the calculation. 

However, for the chosen test parameters and geometries it was not possible to 
reduce the separation zone to an extent found in former literature. Hence, with the 
limited set of parameters investigated, this study does not yet allow conclusive 
statements. In future, additional measurements of the wall shear stress are planned 
to gain a better understanding of the flow structures in the questionable areas. A 
further study would be necessary, in which a broader range of the decisive 
parameters e.g. a variation of the pressure ratio, size of obstacles and distance to it 
in relation to the boundary layer thickness should be investigated. 
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Figures 

a. b. 
Figure 1 Sketches of the test model configurations for investigations of flow control by 

weak jet (a) and needle (b) mounted upstream of the side jet nozzle. 
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Figure 2 Top view of comparison between experimental (top half) and numerical (bottom 
half) wall streamlines for single jet. Right sketch shows scaling of streamline pattern. 
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Figure 3a and b Continuation from previous figure. Wall streamlines for weak jet (left) 
and needle (right). Flow direction from left to right. 
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Figure 4a and b Wall pressure distribution in axial (left, jet at x=Omm) and lateral (right, 
jet at y=Omm) cross sections for jet alone (without flow control devices). 
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Figure 5a and b Wall pressure distribution in axial (left, weak jet at x=-25inm) and lateral 
(right, weak jet at y=Ormn) cross sections for the weak jet flow control case. 
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Figure 6a and b Wall pressure distribution in axial (left, needle at x=-25mm) and lateral 
(right, needle at y=Omm) cross sections for the needle flow control case. 

Figure 7 Vertical profile of pitot pressure at x = 280 mm. Comparison of all three cases. 
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Summary 

This paper presents analytical methods for calculating the heating of a hypersonic 
projectile equipped with a conical forebody. Calculated heat fluxes are compared 
with data obtained from ISL shock tube experiments. Two theoretical approaches 
based on the classical boundary layer theory are described for the laminar as well 
as for the turbulent boundary layer formation. In both cases, a coordinate 
transformation is applied that enables flat plate solutions to be adapted to conical 
coordinates. The heat flux on the cone's surface is measured with special thin film 
gauges. The heat flux measurements performed at a flight altitude of 15 km show 
a laminar to turbulent boundary layer transition. In contrast to this, the boundary 
layer at a flight altitude of 21 km develops fully laminar. 
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1 Introduction 

A projectile with a conical nose flying in the atmosphere at a high Mach number 
MK, » 1 develops a narrow tapered bow wave aroimd its nose. The incoming 
airflow turns parallel to the projectile's surface in the reference frame of the 
projectile, as depicted in Figure 1. Through the bow wave the quiescent air 
conditions change from upstream p^, T^ and u,„ (u„ equals the projectile flight 
velocity Up) to the downstream parameters Pe, T̂  and Uj. As a result, a heat flux 
develops along the surface of the projectile and directs it into the projectile's 
material. Especially the nose of the projectile can be extremely heated. 
The aim of the work is to model theoretically and measure experimentally the 
heating of a projectile's nose during its flight in the earth's atmosphere. Surface 
temperatwe measurements in flight are very difficult to carry out. Therefore, the 
shock tube STA providing flow durations of about 2 ms and operated in the shock 
reflection mode was used. The measurements were carried out at the flight 
conditions present in 15 and 21 km of altitude. In this test facility the sharp-nosed-
body is fixed inside a measuring chamber. A boundary layer develops either 
laminar or turbulent at the cone's surface. Depending on the Reynolds number a 
transition takes place at a certain distance from the nose tip. The boundary layer 
can be modeled as laminar or turbulent. In this study a fast engineering approach 
was developed to fmd solutions for the boundary layer formation at the surface of 
the nose of a projectile in flight. This is done, both for the laminar and for the 
turbulent case. We used the boundary layer approximation of Prandtl (see 
Schlichting [1]) to obtain solutions in terms of analytical relations. These results 
are compared with the shock tube heat transfer measurements. 

2 Theory 

2.1 Turbulent boundary layer formation 

For a theoretical description of the formation of the turbulent boundary layer, the 
conservation equations, i.e. the mass, momentum and energy equations have to be 
applied. The Reynolds number ranges from zero at the nose tip to more 
thanRe»610* at the end of the cone's surface. Therefore, transition from 
laminar to turbulent boundary layer behavior occurs somewhere downstream the 
tip of the projectile. The boimdary layer equations are applied in spherical 
coordinates having its origin located at the tip of the nose, see Figure 2. The 
coordinate r is directed along the cone's surface having originated at the 
projectile's tip. 
For finding a solution to the appropriate boundary layer equations of Prandtl as 
given in [1], these equations are transformed as explained in detail by Hantzsche 
and Wendt [2]. As the boxmdary layer here is considered to be turbulent the 
corresponding parameters in the conservation equations are written time averaged 
with an upper line. 
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The differential Eqs. (1) to (3) have to be solved using the boundary conditions for 
the temperature T and the velocity components u and v. 
From a formal point of view Eqs. (1) to (3) are similar to the Eqs. valid for the flat 
plate boundary layer. In this case the simplified conservation equations, see 
Schlichting [1] as well, are given in Cartesian coordinates, see Figure 3. 
A set of boxmdaiy layer equations describing the boundary layer formation on a 
flat plate can be obtained by transforming the plate boundary layer equations to 
the following form: 

X d , _ , , dfc .J^Q^ (4^ Mass: — ( p u ) + — I p V) 

Momentum: _ P ^ ^ + p V - ^ = A 
2 5x 8% dx 

8u 
I — 

5x 

Energy: -
p u x d (cpTJ+pv- (<^pT)^ + ti 

8u ^ 

V^x. 

(5) 

(6) 
5x Sx 

The transformed Eqs. (1) to (3) for the cone boundary layer and (4) to (6) for the 
plate boundary layer show that the two systems appear to be equivalent. The 
difference between the two Eqs. systems can be found in the different meaning of 
the coordinate x(x,y) for the plate and x(r.&) for the cone. There are also 
differences in the velocity component defmitions of v(x, v) (plate) and w(r,u, v) 
(cone). The meaning of these parameters is explained by Seller et al. [3] The 
similarity of the transformed cone boundary layer equations to those for the plate 
boimdary layer shows that a solution for the formation of the plate boundary layer 
and appropriate coordinate transformations, permit to relate the cone and the plate 
boundary layers. Hantzsche and Wendt [2] gave some data on these relations 
concerning laminar boundary layer development. For a turbulent flow the transfer 
factor is determined with data given by Chien [4]. The similarity considerations 
discussed above justify solving the plate boundary layer equations (4) to (6) 
instead of the more complex cone boundary layer equations. 

A solution for the plate boundary layer Eqs. (4) to (6) using an mtegral approach 
can be found m Schlichting [1]. Integration of the momentimi equation for the 
plate boundary layer from y = 0 (wall) up to y = 8 (outer edge of the boundary 
layer) gives: 
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J 
y=0 

— 5u 5u 
p u — + p v — 

8K dy 

dy= -Tv (7) 

Replacing in equation (7) the velocity component v by the conservation of mass 
equation the following integral relation is obtamed; see Oertel [5]: 

d ^ _ _ d u ^ _ _ 
tw= T " ^ P " ^ e - u ) d y + - 7 ^ KPeUe-pu) dy. 

dxo dx 0 
(8) 

In turbulent boundary layers velocity profiles are described approximately by the 
power-law equation as discussed for example by Schhchting [1]: 

i 
u fy\ , 5<n<10. (9) 

Introducing equation (9) into (8) a relation for the boundary layer thickness 8 as a 
function of x along the plate is obtained: 

PeUe 

^8^cl5 

8 dx 

Using the relation given by Schlichting [1] for turbulent flows, as 
2 

B(n)cp 
VUeSy 

n + l 

PeUe 
the following differential equation can be found: 
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Equation (10c) is solved with the outer core flow conditions, i.e. flow speed Ue, 
pressure pe and temperature Te. Using the Reynolds analogy, 

_2 

• ^p(Tr-Tw)Pr"^ ,,,. 
qg=— = T̂ w. (11) 

an analytical solution for predicting the heat flux qg from gas to surface as a 

function of the coordinate x along the surface of the flat plate is given as: 
2 n + l 

qg(x)=aj 
/ , n + n n + 3 

Pr Pe 

n + 3 
2 2 

z ' * *^ 
8 

(B(n)cp) 
n + 3 

n + l 

p(Tr-Tw) 

2 • (12) 

n + 3_ n + 3rVp^n + 3 

All the parameters used in equation (12) are explained in the Nomenclature and 
more m detail by Seller [3]. Equation (12) works for a perfect gas. Real gas effects 
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as e.g. vibration and dissociation of the molecules are not relevant in the study 
considered herein. For taking into account the heat flux qg on the sharp-cone 

geometry of the projectile's nose, the calculated flat-plate heat flux of equation 
(12) is transformed to cone geometry using the transfer factor af, withaf >1 and 
the plate coordinate x is transformed into the cone coordinate r. A theoretical 
estimation of this factor is not available for turbulent flows. For determining af, 
the heat flux qg was fitted to the experimental heat transfer results of Chien [4], 

which were obtained at hypersonic flow conditions similar to those present in this 
study. The best agreement with Eq. (12) is found for aj = 1.07 using n = 9. 

2.2 Laminar boundary layer formation 

For calculating the formation of a laminar boundary layer on a flat plate, we start 
at X = 0 (Figure 3). The flow as well as the boundary layer is considered to be two-
dimensional m the X- and y-coordinates, therefore the z-coordinate is not 
considered. As described by Schlichting [1] Prandtl's boundary layer equations for 
mass, momentum and energy are transformed by applying a similarity parameter TI 
and a stream fimction \)/ as: 

^=.P^J—dy, (13) 
'2xVw oPw 

and 

\^l=^|^Kv~a^f{^). (i4) 

As a result, see Schlichting [1], the following differential equation is obtained for 
the function f(r|) 

f ' '+f f ' '=0 . (15) 

From the energy equation a second differential equation becomes available which 
describes the behavior of the temperature T(y) inside of the boundary layer with 
the variable g(Ti)=T/Tw, as: 

Pru 
g ' ' + P r f g ' = - ^ ^ ( f f . (16) 

Both differential equations have to be solved with the given boundary conditions 
for the fiuictions f, f and g. The functions f and g cannot be solved analytically. 
They have been determined numerically for calculating the heat flux transferred 
from the laminar boundary layer gas flow to the plate surface with the relation 
qg = - ^w ^/Sy • Replacing 9T/5y by 

T . 5 f ^ . (.7, 
dy 

the heat flux can be expressed as follows: 
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'(0) q g = - ' ^ w T w ^ , l - ^ ^ ^ . (18) 
g(0) \2xv^ 

For applying the solution (18), valid for a flat plate boundary layer, to the sharp 
cone geometry, the Mangier transformation [1] is used. Mangier's theory predicts 
that the heat flux on a sharp cone is given by the flat plate heat flux multiplied by 
the factor 

3 Experiments 

3.1 Shock tunnel facility STA 

Two high energy shock tubes, STA and STB, having 100 mm inner diameter, are 
located in the shock tube laboratory of ISL. For these experiments the flow is 
accelerated inside of a contoured nozzle of 218.7 mm exit diameter, designed for 
M = 6. Two flight altitudes have been generated: a) 15 km and b)21km, 
respectively. A schematic diagram of the shock timnel is given in Figure 4. The 
average measured flow conditions at the nozzle exit are: 

a) p = 12.2 kPa, p = 0.186 kg/m^ T = 222 K, u = 1800 m/s, M = 5.93. 
b) p = 4.7kPa, p = 0.074 kg/m^ T = 215 K, u= 1778 m/s, M = 5.95. 

The free stream unit Reynolds number has been calculated for condition 
a)23.510*m"' and for condition b)9.610*m"'. A conical body of 7,125° half 
angle and length L of 210 mm, measured along the cone's surface, was used for 
the experiments. The unit Reynolds number at the cone surface has been 
calculated to be 33.910*m"' for condition a) and 13.010*m"' for condition b). 

3.2 Surface heat flux measurements 

Special temperature sensors, bought from StoBwellenlabor RWTH Aachen in 
Germany, were used to measure the surface heat flux. The sensor surface is flush 
mounted with the outer contoiu' of the model. When heat flux is transferred from 
the gas to the gauge, the gauge body is heated and the thin film layer temperature 
rises by the same amount. Therefore, by measuring the film layer temperature 
increase AT, the temperature rise of the gauge is measured too. The variation AR 
of the resistance Ro of the film layer is related to the temperatm-e change 
asAR=aRo AT. Applying a one-dunensional solution of the heat conduction 
equation, see Oertel [6], the heat flux q at y = 0 can be calculated as: 

V 71 dto ^ t - T 

With the calibration factor E=i/JtpcX/2a for each gauge the heat flux q is 

calculated from the recorded temperature change AT. The heat flux determined for 
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15 km flight altitude is shown in Figure 5 along the surface of the cone. It can be 
seen that for x < 90 mm, i.e. for x/L = 0.43, the measured heat flux matches quite 
well with the laminar boundary layer solution. For x > 90 mm transition to 
turbulent boundary layer starts, finally reaching a heat flux about three times the 
amount of the laminar one. 
The transition Reynolds number range at the cone's surface is 3.05-10* < RCTR < 
3.73-10*. The agreement of the measured values with the turbulent boimdary layer 
solution is quite good within the given error bars of about ±10%. A temperature 
overshoot at transition near the edge of the boundary layer was not found, 
probably due to an insufficient resolution of the experiments in x direction, see 
Schneider [7]. 
For the 21 km altitude flight condition the experimental and theoretical heat flxjx 
results are given in Figure 6. The calculation is just done for a laminar boundary 
layer formation. Looking at the measured data points, there are only small 
deviations between the two. The boundary layer is fully laminar along the 
projectile surface. No transition occurs. 

4 Conclusions 

The heat flux at the surface of a 7,125° cone of a projectile flying at Mach 
number 6 in earth atmosphere was simulated with the high energy shock tube STA 
of ISL. For comparison, theoretical data for the surface heat flux on a sharp cone 
model of the nose of a projectile have been calculated using relations given by 
solutions for the laminar and turbulent boundary layer formations. The 15 km 
altitude flight duplication shows boimdary layer transition from laminar to 
turbulent for a Reynolds number greater than 3.05-10* at about a distance of 
90 mm from the cone tip. At 21 km altitude the boundary layer develops fully 
laminar. The theoretical determined heat fluxes and the experimental results are, 
within the given error bars, in good agreement. 
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Summary 
The hybrid DLR RANS solver TAU coupled to a transition prediction module 
was successfully applied to a single-element airfoil automatically taking into ac
count the locations of laminar-turbulent transition. The experimentally measured 
transition locations could be reproduced with very high accuracy. A sensitivity 
study of the parameters of the coupling procedure was performed in order to in
vestigate the behaviour of the coupled system with respect to the accuracy and 
robustness of the iteration procedure for the transition locations. The transition 
prediction coupling structure and the underlying algorithm are described. The 
fimctions of the coupling parameters and their impact on the transition location 
iteration and the convergence of the simulations are described and documented. 

1 Introduction 
The modeling of laminar-turbulent transition in Reynolds-averaged Navier-Stokes 
(RANS) solvers is a necessary requirement for the computation of flows over 
airfoils and wings in the aerospace industry because it is not possible to obtain 
quantitatively correct results if the laminar-turbulent transition is not taken into 
account. For the design process of wings in industry, there exists the demand for a 
RANS-based computational fluid dynamics tool that is able to handle flows with 
laminar-turbulent transition automatically and autonomously. The first steps to
wards the setup of such a tool were made e.g. in [11], where a structured RANS 
solver and an e^-method, [12] and [18], were applied, and in [15], where a RANS 
solver, a laminar boundary-layer method [2] and an e^-method were coupled. 
There the boundary-layer method was used to produce highly accurate laminar, 
viscous layer data to be analysed by a linear stability code. The use of an e'^-data-
base method [14] results in a coupled program system that is able to handle transi
tion prediction automatically. After the block-structured DLR RANS solver 
FLOWer [1] is in a well-engineered state with regard to automatic transition pre
diction and transitional flow modelling, [5-6] and [8], the DLR hybrid RANS 
solver TAU [3] was extended in a similar way in order to combine the benefit of a 
hybrid RANS code with an automatic transition prediction capability, [9-10]. In 
contrast to [9], where different strategies for the iteration of the transition loca
tions were applied, in the present paper the established algorithm from [5-6] and 
[8] - taking into account the laminar separation points in the RANS computational 
grid - is apphed. Additionally, physical models for transitional flow regions are 
introduced. Finally, a setting of the coupling parameters is specified which allows 
for a fast and accurate iteration of the transition locations. 
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2 Coupling of the TAU Code and the Transition Prediction Module 
The transition prediction module consists of a laminar boundary-layer code for 
swept, tapered wii^s [2], and an e^-database method for Tollmien-Schlichting 
(TS) instabilities [14]. The coupled system can be run in two different modes. Ei
ther the TAU code communicates the surface pressure distribution of the configu
ration to the laminar boimdary-layer method, the laminar boimdary-layer method 
computes all of the boimdary-layer parameters that are needed for the e^-database 
method and the e^-database method determines new transition locations that are 
given back to the RANS solver (7^' mode). Or the TAU code computes the bound
ary-layer parameters 8, Hi and Re * internally and communicates them directly to 

the e^-database method {T^ mode). In [9-10] the influence of the cell number in 
wall normal direction and a comparison with results from a boundary-layer code 
are shown. 
This coupled structure results in an iteration procedure for the transition locations 
within the iterations of the RANS equations. During the solution process of the 
RANS equations, the transition prediction module is called after a certain nxmiber 
of iterations, kcyc, of the RANS iteration process. With the call of the module the 
solution process is interrupted and the module analyses the laminar boimdary 
layers of both sides of an airfoil configuration. The determined transition 
locations, Xĵ (cycle = kcyc) with j = 1,..., nioc, where njoc is the number of transition 
points, are communicated to the RANS solver, which continues the solution 
process of the RANS equations. In so doing, the determination of the transition 
locations becomes an iteration process itself The structure of the approach is 
outlined graphically in Fig. 1. At every call of the module the surface pressure, 
Cp(cycle = kcyc), or the internally computed boundary-layer parameters along the 
surface of an airfoil are used as input for the transition prediction module. The 
viscous data is then subsequently analysed by the e^-database method. The 
algorithm for the transition prediction iteration works as follows: 
a) The RANS solver is started as if a computation with prescribed transition loca
tions should be performed. At this moment, the transition locations are set very far 
downstream on the upper and lower sides of the airfoil, e.g., at the trailing edge. 
The RANS solver now computes a fully laminar flow over the airfoil. 
b) During the solution process of the RANS equations the laminar flow is checked 
for laminar separation points by the RANS solver. In the case that laminar sepa
ration is detected, the separation point is used as an approximation of the transition 
location and the computation is continued. 
c) The RANS equations are iterated until the lift coefficient Ci = Ci(cycles) has 
become constant with respect to the iteration cycles. 
d) The transition prediction module is called. The e^-database method determines 
the transition locations on upper and lower sides of the airfoil. The procedure acts 
differently in the 1^ mode and in the T^ mode. In the case that the e^-database 
method does not detect a transition location due to TS waves, two possibilities are 
implemented: Either the laminar separation point from the boimdary-layer code is 
used as an approximation of the transition point (7^ mode) or the previous 
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transition locations is kept unchanged {T^ mode). 
e) The current coordinate Xĵ (cycle = k̂ yc), which is used as transition location, is 
underrelaxed. That is, as new transition locations the coordinates Xj*\cycle = 
kcyc), which are located downstream of the coordinates Xĵ , are used according to, 

Xj*'̂ (k<yo) = Cj'̂ (kcyc)Xj'̂ Ofcyo) with j = 1,..., ni<,c, (1) 

with Cĵ (kcyc) > 1 • The underrelaxation of the determined transition locations pre
vents the case that at an xmconverged stage during the transition location iteration 
transition coordinates which are determined too far upstream might not be shifted 
downstream ^ain. 
f) As convergence criterion Axj*̂ ** < e » 1% with Axj*̂ -* = | Xj*̂ (k'cyo) - Xj* (̂k'" 
'eye) I is applied, where 1 is the current iteration step, hi the case that the criterion is 
satisfied the iteration for Xĵ  is finished, else the algorithm loops back to station b). 

3 Generation of Transitional Flow Regions 
In the case that a new transition location has been determined, the laminar, transi
tional and turbulent flow regions must be generated within the computational grid. 
The generation of the different regions is done by setting a real value flag FLGu at 
each point in the computational grid that is apphed to the value of the source term 
Stp of the turbulence production, which is computed for every point in the flow 
field. FLGit is applied in the following way to all of the points of the com
putational grid, 

S,P'=°''̂ (PF) = S^(PF) * MIN [ FLGU(PF), 1 ] , (2) 

with FLGitCPp) = 0.0 for a laminar surface point, FLGaCPp) = 1.0 for a turbulent 
surface point and FLGUCPF) = TCPF) for a transitional surface point, where 7(PF) is 
the value of the intermittency function y at the field point Pp, which takes the 
value of the intermittency function at the nearest surface point PS'^'(PF) within a 
limiting wall normal distance. According to [6] and [8] the intermittency function 
can be expressed as 

y(Sq) = 1 - exp -0.412 

f beg A 

, , , M A X ( s ^ - s g , 0 ) ^ 
^ • ^ " e n d b e g 

V ^q,tr • ^q,tr j 

(3) 

where Sq is the arc length on the airfoil side q starting at the stagnation point and 
Sq.tr''̂  is the location of transition onset. For the determination of the extent of the 
transitional region, the transition length ltr= Str'"'' - ^^, the formula from [19], 

3 

(4) Re, = a Re . 
'•̂  \ K J 

with a = 4.6 for flows with pressure gradient, is applied. For testing purposes, 
eqviation (4) with a = 2.3 is applied, as is recommended in [16] for flows in which 
transition does not occur before laminar separation. The thickness of the laminar 
boundary layer 8 is evaluated directly from the Navier-Stokes grid using the 99%-
criterion. 
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S ( x ) = y | u _ o . 9 9 U e ' <^ )̂ 

and the compressible Bemoxilli equation is used to evaluate the edge velocity Ue, 

J 2 2 K P „ -1 

( 6 ) ( P w a l l / P o o ) ' ^ - 1 
K - l p 

Thus, the displacement thickness 8* and pe and Ue, the values of the density and 
the tangential flow velocity at the boundary-layer edge, can be determined. In the 
case that the value of Ue is not reached, the y-location of the maximum value of 
U(y) is taken as the value of the boundary-layer thickness. 

4 Results 
The coupled system was applied to the NLF(1)-0416 laminar airfoil [13] with 
M = 0.3, Re = 4x10*, a = 2.03° and NT = 11 [17], the limiting N-factor for the 
TS-database method. In [16] the transition locations x\pper/c = 0.35 on the upper 
side and x\awJc = 0.6 on the lower side are reported for M = 0.1, a Mach number 
which could not be set in the computation because the TAU code version used 
does not yet provide a preconditioning capability. All computations were started 
with initial transition locations set at 75% of chord on upper and lower sides, and 
the Spalart-Allmaras turbulence model with Edwards modification (SAE) was 
used for all tests. The transition prediction procedure was run in the 2"" mode. 
To ensure the high quahty of the laminar boundary-layer data necessary for accu
rate transition predictions the boundary layer was resolved using 64 cells in the 
wall normal direction. Within a constant wall distance in the prisnmtic layer part 
of the hybrid grid 80% of the maximum turbulent boundary-layer thickness at the 
upper side trailing edge are embedded. Fig. 2. Additionally, it seems to be suffi
cient to use a grid spacing with near wall clustering which is optimised for the 
resolution of a fully turbulent boundary layer also in the laminar part of the flow. 
Thus, the very expensive grid adaptation procedure [15], which is normally neces
sary after each iteration step of the transition locations iteration, covld be avoided. 
The basic parameter settings for the coupling procedure were: a) the overall num
ber of iteration cycles for the RANS computation, cyclemax = 30,000; b) the cycle 
interval for the iteration of the transition locations, Akcyc = 3,000; and c) the re
laxation factor f̂ ™ for the underrelaxation of a transition location x^, f̂ ™ = 0.7, 
while the underrelaxation formula reads 

X*T (k'.ye) = X*^ ( k ' - V o ) - r * ™ [ X*^ (k'-'cyo) - X"̂  (k^cye) ] . ( 7 ) 

The sensitivity aspects considered are: 1) the surface grid point where the turbu
lence model is activated first, which either can be the nearest point upstream or 
the nearest point downstream of x*^; 2) the possible downstream movement of the 
transition points; 3) the consideration of the RANS grid laminar separation points 
as transition points; 4) the application of point transition vs. the application of 
transition lengths. 
Three cases with different combinations of the sensitivity parameters are 
presented here. The results of the r' case, applying point transition, no laminar 
separation and downstream movement are depicted in Fig. 3. On the left hand 
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side, for the nearest point upstream and on the right hand side, for the nearest 
point downstream, the convergence histories of the transition locations vs. the 
RANS iteration cycles are shown. In the figures, the transition locations coming 
directly from the database and the underrelaxed values are depicted. Left: the 
upper side transition point has overrun the experimental transition point and still 
has a clear tendency to further move upstream. The lower side transition point has 
converged to a value which is located 8% downstream of the experimental value 
based on the following specification of b% = [(x̂ comj/x̂ exp) - 1] x 100. Right: The 
upper side transition location converges directly to a value which approximates 
the experimental transition point with an error of 2.86%. The lower side transition 
location, however shows perturbations which seem to be a more or less periodic 
back-and-forth oscillation of the transition point from the database. 
The results of the Z"* case, applying point transition at the nearest surface grid 
fKjint downstream of x*^ with sup»pressed downstream movement are depicted in 
Fig. 4, without laminar separations on the left hand side and with laminar sepa
ration on the right hand side. Additionally, the points of laminar separation as they 
occurred during the computation in RANS grid and the grid points that represent 
the transition location in the RANS computational grid are depicted in the plots. 
Left: The back-and-forth oscillation of the transition location on the lower side 
does not occxor, and the transition point converges to a value which is located 
7.5% too far downstream compared to the experimental value. On the upper side, 
the value of the transition location is the same as in the computations which per
mitted downstream movement. Right: The lower side transition location is hit 
almost exactly by a laminar separation point. The convergence of the transition 
location iteration is accelerated from 3 calls of the transition prediction module to 
2 calls. 
The results of the 5"* case, applying the intermittency function and the transition 
length model from equation (4) at the nearest surface grid point downstream of 
x*^ with suppressed downstream movement and the use of the RANS grid laminar 
separation points with a = 4.6 on the left hand side and with a = 2.3 on the right 
hand side are depicted in Fig. 5. Left: The results are characterised by strong os
cillations of the lower side transition location given by the database. The final 
lower side transition location, which is based on a laminar separation point, over
runs the experimental value slightly and converges to a value which is located 
about 3.5% too far upstream. An investigation of the flow field solution [7] re
veals a large separation bubble on the upper side starting slightly downstream of 
the transition point. This was due to a transition length of 13% of the chord length 
which is too long - expected is an extent of about 5% of the chord length - such 
that the influence of the turbulence model, which should result in an increase of 
the skin fiiction, is delayed. Right: The final lower side transition location, which 
is again based on a laminar separation point, overruns the experimental value 
sHghtly and converges to a value which is located about 1.7% too far upstream. 
The lower side transition points which are determined by the database after the 
last laminar separation point was set as a transition point, are located about 7% 
downstream of the experimental value. The separation bubble on the upper side 
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does not occur [7]. Instead, on the lower side another separation bubble has de
veloped, because now the value of the transition length on the lower side has 
become significantly larger. 
Finally, the effects of the basic coupling parameters Akcyc and f**™ were investi
gated. Akcyc was changed to Akcyc = 5,000 to see if the accuracy of the transition 
locations might be improved by a longer convergence of the RANS solution be
tween two calls of the transition prediction module, f^^ was changed to f̂ "' = 
0.5 to see if a slower convergence of the transition location iteration has an influ
ence on the final values of the transition locations. The tests were carried out only 
for the settings without transition lengths and without taking into account the 
laminar separation points. Each of these changes did not influence the final values 
of the transition locations on upper and lower sides of the airfoil [7]. 
With respect to the accuracy of the predicted transition locations it seems to be 
justified to compare the results from a computation at M = 0.3 and the experimen
tal values at M = 0.1, especially because an incompressible stability analysis using 
the database method was performed such that the only compressible influences 
possible may come firom the RANS solution. On the other hand, the predicted 
transition locations are of the same - very good - order of accuracy that were 
obtained using the DLR block-structured FLOWer code and the transition 
prediction module applying them to the same test case at M = 0.1 [4-5]. 

S Conclusions 
The hybrid TAU code coupled to a transition prediction module was successfully 
applied to a subsonic airfoil test case automatically taking into account the transi
tion locations predicted by an e'*'-database method or which were based on laminar 
separation points determined by the TAU code. The experimentally measured 
transition locations could be determined with very high accuracy when the nearest 
surface grid point downstream of the predicted teansition location is used as 
transition point, when a possible downstream movement of the tiansition points is 
suppressed and when point tiansition is applied instead of tiansitional flow 
models. A sensitivity study of the parameters of the coupling procedure showed 
that the accuracy of the converged tiansition locations can be highly improved and 
the convergence of transition location iteration itself can be significantly 
accelerated when the laminar separation points which occur in the RANS 
computational grid during the tiansient phase of the computation are immediately 
used as tiansition locations. In contrast to these encouraging results, the 
application of the intermittency function based on algebraic tiansition length mod
els for the modelling of transitional flow regions led to large separated regions 
directly downstream of the tiansition point. These separated flow regions are con-
tiary to experimental findings on the one hand, and lead to strong disturbances in 
the convergence of the RANS computation on the other. Therefore, at present the 
application of these models in the TAU code together with the SAE turbulence 
model can not be recommended. Further investigations are necessary here to 
clarify why the tiansitional flow models showed such an unexpected behaviour. 
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Summary 

This investigation shows that the properties of the two-dimensional flow around a 
high-lift multi-element airfoil obtained by solving the Reynolds-averaged Navier-
Stokes equations can be used for the prediction of attachment-line transition (ALT) 
by the criterion of Pfenninger. Flow calculations are performed for three spanwise 
sections of a three-dimensional swept and tapered high-lift wing for which the oc
currence of ALT is assumed at higher Reynolds numbers. It is shown that the onset 
of ALT is predicted reliably for changes of the angle of attack. The method is also 
applicable to indicate the spanwise location where ALT occurs first. 

1 Introduction 

The aerodynamic performance of a high-lift wing in terms of lift coefiicient is cou
pled to the development of the boundary layer on the slat as it influences the effective 
curvature through viscous displacement. Hereby the occurrence of ALT on the slat 
of a high-lift wing can be responsible for a limit of the aerodynamic performance 
with increasing Reynolds number. 

Without ALT the boundary layer starting from the attachment line downstream 
to the suction peak is laminar due to the acceleration of the flow and transition oc
curs slightly behind the suction peak at the earliest. In this case, with increasing 
Reynolds number, the boundary layer thickness decreases resulting in a higher ef
fective curvature and therefore more suction and an increasing lift coefiicient. In 
contrast the occurrence of ALT results in an overall turbulent boundary layer with 
increased thickness and therefore reduced effective curvature. This leads to reduced 
suction at the leading edge of the slat and a reduced high-lift performance in terms 
of lift coefficient is observed. 

The existence of the phenomenon of ALT was first discovered by Gray [5]. 
Pfenninger conducted further investigations with the emphasis on avoiding ALT 
[9, 10, 1 IJ.These experiments led to a criterion, described below, that was assumed 
to characterize the occurrence of ALT. Experimental investigations by Poll [12, 13] 
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and Amal and Juillen [1,2] validated this criterion for the assvimption of infinite 
swept wings. Newer experiments of Seraudie et. al. [14] also verified the criterion 
for swept finite high-lift wings at high angles of attack. In addition to the wind tunnel 
experiments mentioned above flight tests also show the relevance of the criterion 
[9,4]. 

Starting point of this investigation are measurements of the ProHMS high-lift 
wing-body half-model of a transport aircraft in the cryogenic wind tunnel Cologne 
DNW-KKK for a Reynolds number range of Re^ = 1.4 x lO*'... 6.2 x 10^ 
[15]. With increasing Reynolds number the maximum lift coefiicient of the high-
lift configuration decreased after having reached a maximum at a medium Reynolds 
number of i?€oo = 3.0 x 10^. This led to file assumption that ALT occurs above 
Rfoo = 3.0 X 10**. Since transition measurements were not performed, the attempt 
is made to predict the occurrence of ALT by numerical methods. 

Instead of computing the whole three dim«tnsional flow field, here the attempt 
is made to use only two-dimensional flow calculations of selected wing sections. 
There are at least two reasons for this approach: a) the two-dimensional flow calcu
lations are cheaper in terms of computational resources and easier to set up; b) due 
to the fact that high-lift design is still mainly performed based on two-dimensional 
computations a validated prediction method based on this data can be easily imple
mented into the design process, giving hints to avoid ALT. 

2 Attachment-Line Transition Prediction 

The prediction criterion for the onset of ALT of Pfenninger [9] used within this 
work distinguishes between the flow normal to the leading edge and the crossflow. It 
correlates the crossflow velocity outside the boundary layer w with the acceleration 
of the flow out of the stagnation line ^^. Pfenninger formulates an attachment line 
boundary layer Reynolds number 

with the kinematic viscosity v, the local arc length s in the coordinate system normal 
to the leading edge and the velocity component at the edge of the boundary layer 
normal to the leading edge ««. 

A number of experiments on swept wings and cylinders (e.g. of Pfenninger [11] 
and Poll [13]) verified a lower limit of i?ee„; , = 100 below which no ALT oc
curs. Experiments of Amal [1] with a swept wing at incidence showed, that due to 
the limited extent of the wing an upper critical value of i?ee„ J = 133 exists. 
Between both values existing turbulence is only propagated, above the value of Ar-
nal the turbulence is amplified. All investigations showed that the main mechanism 
for ALT in real applications is the propagation of turbulence Irom upstream along 
the attachment line, the so called bypass transition or leading edge contamination. 
Transition due to instabilities, which may occur at higher values of Re e„, as has 
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been shown experimentally by Poll [13] and has also been computed by Joslin [6,7] 
using direct numerical simulation, has never been observed for real aircraft. 

As can be seen from (1) the only term that takes into account three-dimensional 
flow is the crossflow velocity «; outside the viscous flow, which for an infinite swept 
and untapered wing is constant 

w = UoaSiriip (2) 

with the onflow velocity Uoo and the sweep angle ^. All other terms of eq. 1 cor
respond to the flow components normal to the leading edge. By assuming that the 
effects of tapering and the limited span of the wing only play a minor role for the 
most part of a high aspect ratio wing, this criterion for ALT can be based on the 
evaluation of calculations of the flow normal to the leading edge. 

3 Flow Calculation 

For the calculation of the flow the structured DLR RANS-solver FLOWer [8] is 
used. It solves the unsteady compressible Reynolds-averaged Navier-Stokes equa
tions in applying an explicit 5-stage Runge-Kutta time-stepping method. Turbulence 
modeling is done using the Spalart-Allmaras model with Edwards-modification. The 
turbulence equations are solved using a fully implicit scheme that allows for high 
CFL numbers. 

In order to minimize grid dependencies of the flow solution, separate grids are 
generated using the DLR grid generator MegaCads [3] for each wing section at 
each Reynolds number. In particular the boundary layer resolution is adjusted in 
order to have approximately the same resolution in terms of the number of cells in 
the boundary layer and to obtain a value of the dimensionless wall distance y + on 
the order of 1. 

For this investigation three spanwise sections of the wing of the ProHMS high-
lift model are used, denoted inboard, midboard and outboard, corresponding to the 
pressure tab rows of the model. They are each located in the middle of the slat 
elements, far enough from any model fracks, so that 2D flow assumptions are most 
likely to apply. 

In order to perform 2D calculations comparable with the 3D flow the assumption 
of an infinite swept wing is used. This leads to a scaling of the wing section into a 
coordinate system normal to the leading edge 

2/2D = Z3D/COS4> . ' (3) 

Now only the onflow components normal to the leading edge are of interest 

cos4> I a2D = atari (*-^^p-\ . '̂*̂  

' in 3D usually the z-coordinate points in the vertical direction while in 2D the y-coordinate 
is used and Z2D = 0. 
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To compare coefficients of 2D calculation and 3D e}q)eriment an additional scaling 
applies due to the scaled onflow 

It is a priori unknown if the flow around the slat leading edge is turbulent or 
laminar. Only for conditions where ALT has already occured at a lower Reynolds 
number fully turbulent flow can be assumed. For all other conditions two calcula
tions are performed, the first fully turbulent, the second with a prescribed laminar 
region on the slat lower side fixing transition at the slat leading edge. All other wing 
elements are calculated fiiUy turbulent in all cases. 

4 Correlation method 

The main issue when comparing two-dimensional data of a wing section with data 
fi-om the three-dimensional wing is that a priori the local angle of attack for the wing 
section is unknown as long as no spanwise lift distributions are available. To be able 
to compare the data it is necessary to find the right 2D data for the corresponding 
3D data. Throughout this work a comparison is done based on the measured and 
computed pressure distributions. Calculations are performed for distinct angles of 
attacks, and afterwards the e^erimental data is screened to find a corresponding 
angle of attack of the 3D high-lift wing where the pressure distributions match. 
Since this is not exact for the whole wing, primarily the pressure distributions on 
the slat are considered for comparison. 

Fig. 1 shows such a correlation for each of the three sections, where the calcu
lated 2D pressure distribution is plotted against the pressure distribution of the 3D 
experiment for 2?eoo3D — 6.0 x 10^. It can be seen that the pressure distributions 
match the experiment especially on the slat. The biggest deviations can be seen for 
the midboard section for the rear part of the main element and the fliap. The pressure 
distributions of the experiment indicate attached flap flow, while the flap flow is sep
arated in the calculations. This might be a result of the fiilly turbulent calculation 
of the main element and the flap, since the transition locations are not known and 
the effort of transition prediction is not undertaken. The increased boundary layer 
thickness aroiind the flap tends to slightly close the effective gap, which leads to
gether with the increased friction losses to a separation of the flap. Another reason 
for the differences may be that the local sweep angle in the rear part of the high-lift 
wing is different frora the angle assumed for the normalization due to the taper of 
the wing. This is observed especially on the flap in the different levels of stagnation 
pressures. Nevertheless the slat pressure distribution is matched very well, and since 
the slat flow is the primary interest in this investigation, all cases in the following 
are treated using the described method. 

5 Results 

A first point of interest is if the predicted occurrence of ALT correlates with the 
dependency of the lift coefficient on the onflow Reynolds number. Since it is in all 
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likelihood the occiirrence of ALT on the slat influencing the lift coefficient behavior, 
in the following only the slat is regarded. Fig. 2 shows the lift coefficient of the 3D 
measurements over the Reynolds number for a fixed angle of attack of a^o — 15° 
together with the corresponding calculated values of i?e„, for the three sections, 
ft is observed that with increasing Reynolds nimiber the lift coefficient decreases. 
There are two major changes in the slope of CL^O vs. RBOOSD that correspond to 
Ree^ I to the first and last wing section exceeding the upper limit of i?e e^, = 
133. Thus it can be seen that the predicted occurrence of ALT is in accordance 
with the measured effect on the lift coefficient. Summarizing it is proposed that the 
prediction of ALT by using 2D calculations can be applied. 

The ALT criterion for the slat is expected to be highly sensitive to the angle of 
attack due to the variation of the attachment line position. For low incidences the 
attachment line is known to be at the leading edge while at high angles of attack 
the attachment line moves upstream towards the lower trailing edge of the slat. On 
the other hand the region of maximum suction is located at the leading edge where 
the curvature of the slat is the highest. So the distance between attachment line 
and suction peak varies as does the suction itself The development of Re ê  j with 
respect to the local 2D angle of attack is shown for the inboard section in fig. 3, 
for the midboard section in fig. 4 and for the outboard section in fig. 5. The general 
trend is an increasing value of i?ee„, with increasing angle of attack. The only case 
where Ree^ j is decreasing is for high a2D for the inboard and midboard section, 
where the flow indicates being beyond CL^^^. 

For the evaluation of ALT occurrence it is worthwhile to investigate at which 
spanwise section ALT begins. Fig. 6 shows the values of Ree^; over the relative 
wing span 77 = y/h for a specific angle of attack 0:3̂ 3 = 15° at different onflow 
Reynolds numbers. Fig. 7 shows ffie same for a specific Reynolds number Re OO^D — 
3 X lO** at different angles of attack, ft is observed that ALT starts at the outboard 
section propagating towards the inboard region with increasing Reynolds number 
and angle of attack. 

6 Conclusion 

The present investigation is an attempt to predict the 3D flow phenomenon of at
tachment line transition on the slat of a transport aircraft in high-lift configuration 
through two-dimensional flow calculations of distinct wdng sections. This was ex
pected to be possible as the unknown values of the used ALT criterion of Pfenninger 
correspond to the flow normal to the leading edge, ft has been shown that the pre
dicted occurrence of ALT correlates to the measured behavior of the lift coefficient 
for the ProHMS 3D half model. The method reliably predicts the onset of ALT when 
changing the angle of attack and gives an indication of the spanwise section at which 
ALT occurs first. 
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Summary 

Measurements and simulations are presented of the flow past a tailplane research 
airfoil which is designed to show a mixed leading-edge traihng-edge stall 
behaviour. The numerical simulations were carried out with two flow solvers that 
introduce transition prediction based on linear stabiUty theory to RANS 
simixlations for cases involving laminar separation bubbles. One of the methods 
computes transition locations across laminar separation bubbles whereas the 
other assumes transition onset where laminar separations occur. For vaMdation of 
the numerical methods an extensive measurement campaign has been carried out. 
It is shown, that the methodology mentioned first can simulate the size of laminar 
separation bubbles for angles of attack up to where the separation bubble and the 
turbulent separation at the trailing edge are well behaved and steady in the mean. 
With trailing edge separation involved, the success of the new numerical 
procedure relies on the diligent choice of a turbulence model. Finally, for flows 
with increased unsteady behaviour of both, separation bubble and turbulent 
separation, which were observed at higher angles of attack in the experiment 
between maximum lift and leading-edge stall, steady state prediction methods for 
transition can no longer be applied and time-accurate methods have to be 
developed in a further step. 

1 Introduction 

For calculating the maximum Uft of airfoils with a laminar separation bubble 
close to the leading edge, the precise prediction of transition location along the 
bubble is important. According to the classification [3] of the stall-types with 
leading-edge separation bubbles involved, the separation bubble at large angles 
of attack can either burst causing the so-called leading-edge stall or - for higher 
Reynolds numbers - will lead to a mixture of leading and trailing edge stall by 
interacting with the turbulent separation that is moving upstream fi-om the 
trailing edge before the burst. For the latter case, various associated phenomena 
have been observed: The trailing-edge separation can be of strong unsteady 
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character [4, 5]. The separated area near the traiUng-edge viewed in wind-tunnel 
experiments usually appears in a spanwise irregular shape [6] and bears inside 
three-dimensional cells of circulating flow [16,10]. 

Widely used numerical procedures consist of utiUsing a boundary-layer code for 
calculating the viscous, surface near flowfield in interaction with the inviscid 
outer flowfield [8, 9]. Determination of the transition position is handled either 
by databases of solutions of the Orr-Sommerfeld differential equation or by 
envelope-methods derived from such databases. Also semi-empirical approaches 
are used to determine the bubble size [17] and burst [2]. The prediction of 
transition on a laminar separation bubble is new in the context of flow solvers 
based on the Reynolds-averaged Navier-Stokes equations (RANS). Addressing 
this subject, the Institute of Fluid Mechanics (ISM) of Braunschweig Technical 
University has developed a methodology that couples a RANS flow solver to a 
stabihty method for the Tollmien-Schlichting instabilities, which occur in the 2D 
shear layer. For obtaining a solid and comprehensive data base for vaUdation 
purposes, a dedicated research airfoil was designed, built and tested in a 
subsonic wind tunnel. 

2 Design of the research airfoil 

The aerodynamic design of the new research airfoil, named HGR-01, was 
defined to reaUze the mixed stall type. This was challenging due to the lack of 
adequate tools for predicting these stall types (as the acquirement of the latter is 
the matter of subject of the project). The chosen modus operandi described in 
[11] was to use the panel-method code XFOIL [9] for step-by-step reproduction 
of the near-nose pressure distribution of members of the well documented LWK 
airfoil family [1], which have shown the desired stall behaviour with laminar 
separation bubbles involved. 

3 Experimental set up 

The model of the research airfoil was manufactured of carbon fibre reinforced 
epoxy with a flap size of 30% chord for influencing the pressure distribution at 
the nose and so afiiecting the stall behaviour. It features 55 pressure tabs 
distributed on the surface with higher density at the nose and around the upper 
leading-edge area for resolving transition and separation of the flow. The 
experiments took place in the subsonic wind tunnel MUB of ISM with a test 
section of 1.3m squared and a characteristic turbulence level of about 0.2%. The 
experiments provided data for three different Reynolds numbers: 0.35, 0.7 and 
1.4 milhon. The angle of attack was varied from negative Uft to beyond stall. 
With the help of 2cm long silk tufts attached in a 2cm spacing a quick overview 
of the flow behaviour at different angles of attack was achieved. Also the tufts 
were chosen for measuring the turbulent separation. Then the more inert 
technique of oil-flow visualization that delivers a far better spatial resolution of 
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the surface friction was applied. With oil flow the transition Une for low angles 
of attack as well as the occurrence, position and size of the laminar separation 
bubble at higher angles were determined. Oil was also used to visuaUze the 
structures within the separated area and to detect the unwanted interaction 
between the boundary layers of the tunnel side walls and the flow past the model 
at very high angles of attack. The surface pressure distribution in the centre 
region of the model was delivered by the pressure tabs. Lift and drag were to be 
derived according to Jones' approach with the pressure distribution in the wake 
to be measured by pressure rakes. Due to strong unsteadiness in the wake at high 
angles of attack the present work utiUzies only the pressure-induced normal force 
coeflicient, Cn,p for comparison to numerical results instead of the more 
commonly used hft and drag coefficients. It should be mentioned, that the curve 
of the pressure-induced normal force is very similar to the lift curve. Cn,p is 
derived by integrating the measured pressure distribution shown exemplarily in 
fig. 5 around the surface. With the existing pressure tabs resolution obviously 
being too coarse for resolving the lower side pressure correctiy, a correction 
(adding the tinted areas) to the measured normal force has been appUed. This 
correction was deduced by projecting the measured pressure values on the 
numerical pressure distribution for several angles of attack so that the true 
differences between the measured and the calculated pressure forces are 
preserved. Finally, the non-intrusive method PIV was applied for investigation 
of characteristics in the area of turbulent trailing edge separation. For each 
flowfield measurement 1000 pictures iUuminated by two Quantech brilliant 
NdrYAG lasers with ISOmJoul output per pulse at 532nm were taken by a peltier 
cooled LaVision Flowmaster camera with a resolution of 1280x1024 pixels and 
an effective 360mm focal length. This recording system was swivel mounted 
following the angle of attack to assure constant display windows. For processing 
the velocity fields, the Davis 6.2 software of LaVision was applied with an 
iterative multigrid scheme of second order and 0% overlap. 

4 Numerical methods 

4.1 Methodology of transition prediction of ISM 

The transition prediction methodology developed by ISM is carried out via a 
coupled program system shown in fig. 1. This system consists of the RANS 
solver TAU [7] originated by German Aerospace Center (DLR) that is coupled 
with a stabihty method based on the linear stability theory via the transition 
prediction module. The transition prediction module interrupts the RANS solver 
TAU after a certain number of iterations (which can be decided, for example, 
upon a residual) performed with a transition position defined by the user as initial 
guess. The module extracts all information of the actual boundary-layer flow 
field necessary for the stabihty method, hands it over and starts this method. The 
output retumed by the linear stabihty method consists of the N-factors for the 
amplified frequencies and is analysed by the transition prediction module that 
generates an envelope above all N-factors and compares this to a critical value. 
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This value is determined by free-stream conditions and can be found for example 
via Mack's formula [14]. The new transition position is assumed to be located 
where this value is exceeded and is then returned with under-relaxation into the 
flow field of the solver TAU for restart, closing one work loop. The number of 
loops can be fixed by the user or decided upon the convergence of the transition 
positions between work loops. As stability method the fast and proven stabiUty 
solver COAST3 by G. Schrauf [18] is chosen. The transition length itself is then 
determined by the growth of the turbulent Reynolds stresses, as given by the 
turbulence model used in the RANS solver. Previous investigations have shown 
that, for this setup, a resolution of the laminar boundary-layer normal to the 
surface with at least 25 grid points is necessary. To fulfil this condition, a set of 
three grids with different overall resolution for grid refinement study purposes 
was generated for the computations. The grids (see tab. 1) were specially refined 
in areas of interest, and the medium grid resolution (fig. 11) was found to be 
sufficient for resolving the laminar separation bubble and the turbulent 
separation. 

4.2 Methodology of transition prediction of DLR 

The methodology developed and applied for the computations of DLR is 
described in detail in another article of this book [12] and has been published in 
[13]. Thus, only the differences compared to the methodology of ISM shall be 
highlighted here: Instead of feeding the flow field of the RANS Solver (here 
FLOWer) directly into the stability method, the necessary boundary-layer data 
are obtained by a boundary-layer method, that is fed with the pressure field 
generated by the RANS solver. This procedure allows for much coarser grid 
resolution (see fig. 9 and table 1) compared to ISM methodology. As stabihty 
method, a database by Degenhart and Stock [19] for the Tolhnien-Schlichting 
instabiUties is consulted. Depending on a boundary-layer method, this 
methodology can only analyze the region up to the laminar separation for 
stability. So, for laminar separation bubbles, contrary to the ISM methodology, 
here the point of laminar separation is utiUzed as transition location and an 
intermittency function and algebraic transition length for modelling the 
transitional flow regions is applied. 

5 Results and Discussion 

As the amount of data acquired in experiment and numerical simulation can not 
extensively be covered here, along with the general description of the overall 
performance of the research airfoil, the Reynolds number 0,7 million case is 
chosen as an example of the observed flow phenomena. Detailed insight and 
comparisons to numerical results are then given for 12° angle of attack. Flap 
deflection and its associated flow phenomena are beyond the scope of this article 
and therefore not covered here. For all three Reynolds numbers measured at 
relatively low, positive angles of attack (alpha), the flow on the upper surface 
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(suction side) is fully attached with the transition marching upstream with 
increasing angle. The laminar separation bubble occurs in the nose area at 
medium angles long before the turbulent separation at the trailing edge starts. 
Figure 7 gives an example of the flow past the upper surface of the model 
visuaUzed with oil paint. The extent of the separation bubble is clearly visible as 
a straight Une over the model span as there is paint captured within the bubble 
through the experiment duration. In general, the separation bubble shrinks and 
moves towards the nose as the angle of attack is increased (see fig. 3) and it is 
larger for lower Reynolds numbers (not shown here). With further increased 
angle, the turbulent separation starts from the trailing edge and moves upstream 
(see fig. 4). At this point the pressure-induced normal force in fig. 2 deviates 
from the hnear distribution. The growth of the separated area is what limits the 
maximum normal force (and thereby the maximum lift) in this mixed stall 
behaviour, that appears at all three Reynolds numbers. For higher Reynolds 
numbers the maximum normal force coefficient is larger (not shown here). After 
the location of the turbulent separation has moved to upstream to about 75% of 
the chord the flow changes for higher angles to a rather unsteady character 
revealed by the quick tufts and PIV. The turbulent separation then moves back 
and forth in between 25% and 75% of the chord. The full airfoil stall is then 
obtained for even higher alphas by the burst of the separation bubble, which 
takes place earlier (lower angles) for lower Reynolds numbers (not shown here). 
Here, a significant hysteresis is measured in the normal force. That is, leading-
edge stall occurs at larger angles for increasing alpha whereas it occurs at 
smaller angle for decreasing alpha. Several owl-eyes-called patterns fill the area 
of turbulent separation depicted in fig. 8. These structures remain uniform and 
even in number as long as the separated area is small but they change into an 
uneven low number in the unsteady phase mentioned above and strongly interact 
with the tunnel side-wall boundary layers. This interaction has been observed in 
many wind tunnels. It impairs the two-dimensional character of the flow and 
thereby affects the measurements - a problem, that will be investigated and 
hopefully reduced by tangentially blowing air into the junction of airfoil and side 
wall during future experimental work. 

The normal forces yielded by the two numerical methods for the 0.7 million 
Reynolds number case show the same slope up to angles of attack of 10° (fig. 2). 
For the computations run with ISM methodology and a^lO° position and size of 
the laminar separation bubbles match the experimental data resolved by oil and 
pressure measurements very well (fig. 3). Pressure distributions of ISM 
computations for a<10° are also in good agreement with the experiment for the 
whole surface (not shown here). The ISM computation at a=12° had to be 
performed in the time-accurate mode with rather small time steps 
At(chonl/U„)=0.25% in order to resolve the fluid motion in space and time. 
However, this way an almost steady pressure distribution was obtained as shown 
in figure 6. Note that the fine mesh with 82559 nodes gave almost identical 
results as the medium mesh with 46462 nodes. The computations at 12° with 
DLR methodology did not yield a separation bubble (fig. 6 and 10). This may be 
caused by the much coarser grid and by the fact, that transition onset is forced at 
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laminar separations. The experimentally viewed unsteady phase around 12° and 
the onset of leading-edge stall is not rendered correctly by any of the numerical 
setups yet (fig. 2). For higher angles both DLR and ISM computations could 
only be carried out to convergence using the time accurate mode of the RANS 
solvers. These DLR computations at high angles show irregular oscillations of 
the normal force [12]. In the computations with the ISM method for a>10° the 
chosen Spalart-Allmaras (SA) turbidence model underpredicts the turbulent 
separation (figs. 13, 14), which leads to a higher suction peak at the nose, and 
larger overall suction on the upper side (fig. 6). The DLR computation for 12° 
does not show any turbulent separation either (not shown here). This reveals the 
necessity to identify a turbulence model that resembles the experimentally 
observed flow correctly. First improvements could be found with the SALSA 
turbulence model [15] (fig. 4) but more potential is expected from currently 
tested, more advanced second-moment closure Reynolds stress models (RSM), 
which in addition deliver the turfjulent shear stresses directly comparable to the 
particle image measurements. It may appear, that the unsteady behaviour of the 
laminar separation bubble and the turbulent separation and finally the burst itself 
can only be captured if the temporal history of the amplification rates is taken 
into account by a time-accurate formulation of the e*̂  method. This is an 
extension of the numerical method that will be attempted in future woric. 
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Figure 7 Oil flow visualization 
front view 

Figure 8 Oil flow visualization 
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Summary 

Flow separation and transition to turbulence in a smooth axisymmetric diffuser at 
Rp-DX ~ 7800 were investigated both numerically and experimentally. 

The inlet flow is an incompletely developed laminar pipe flow with a typical 
boundary layer thickness ((Sgg/Di i=a 0.3). The smooth diffuser contour causes a 
pressure-induced laminar separation. Due to the inflection point within the shear 
layer, instabilities cause a transition of the separated laminar flow. Further down
stream, the flow reattaches turbulent and recovers slowly to a turbulent equilibriimi 
boundary layer. Periodic disturbances are introduced upstream of the separation 
point in order to control the breakdown of the separated shear layer. In the present 
study, two different perturbation modes are tested experimentally and compared in 
detail with numerical investigations. 

1 Introduction 

In many aerodynamical applications, e.g. laminar wing design or optimization of 
high-lift devices, laminar-turbulent transition and separation play an important role. 
The mechanisms contributing to transitional separation bubbles are not yet fully 
understood. 

Laminar separation bubbles usually develop in laminar boundary layer flows 
with a sufficiendy adverse pressure gradient. According to the linear stability the-
ory[3], the separated laminar flow is unstable with respect to small disturbances 
due to the inflection point of the velocity profile within the separation region. In 
the separation bubble, so-called ToUmien-Schlichting waves (TS-instability) of the 
boundary layer interact with the shear-layer instability[5] and nonlinear interactions 
of die instabilities lead to transition[l]. The onset of transition causes an increased 
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mixing and momentum transfer within the shear layer, which is associated with a 
massive increase in the boundary layer thickness. Finally, the momentum transfer 
towards the wall causes the turbulent flow to reattach. Further downstream, the flow 
recovers slowly to a turbulent equilibrium boundary layer. 

For all presented results, the velocity profile at the diffuser inlet is that of an in
completely developed laminar pipe flow, i. e. the flow has a laminar boundary layer 
shape (J99/D1 m 0.3, Rejy^ «i 7800). The smooth diffuser contour with a maxi
mum opening angle of apjjroximately 9 and an expansion ratio D2/D1 of 1.6 gen
erates a widespread pressure-induced laminar separation bubble close to X/Di — 0 
(see Fig. 1), which covers the entire test-section under investigation. Instabilities 
grow within the shear layer causing transition several inlet diameters downstream. 

Artificial disturbances were introduced at X/Di — —3 using a membrane ac
tuator in order to study the influence of different perturbation modes. These per
turbations increase the instabilities within the separated shear layer, leading to a 
controlled transition and a turbulent reattachment. 

2 Setup 

2.1 Experimental setup 

The experimental investigations were carried out in a closed-circuit cylindrical pipe 
facility at the ILR. The inlet diameter is Di = 0.05 m and the outlet diameter D2 = 
0.08 m. The test section wall, as well as the pipes and the diffuser, are made of Plexi-
glas allowing fuU optical access. The working fluid is a specific oil, whose refraction 
index matches that of the Plexiglas at a temperature of r=23°C. This allows for 
interference-free measurements using laser optical methods. Non-intrusive Laser 
Doppler Velocimetry (LDV) and Particle Image Velocimetry (PIV) were used for 
the measurements. The two-component LDV was mounted on a three-way traverse 
unit which allowed precise positioning of the LDV for detailed point-measurements. 
In contrast, the PIV-system enables velocity field measurements in the light sheet 
plane. Additionally, wall shear stress fluctuation levels were measured using surface 
hot-fihn and surface hot-wire anemometry. 

Due to the limited efficiency of the slit actuator developed earlier [4], a new 
membrane actuator was designed to generate the perturbations, see Fig. 2 a. This 
actuator is built up of a flush mounted rubber membrane and four separate air cham
bers in the circumferential direction. The oscillation of the rubber membrane is re
alized pneumatically using pressure tubes and over- and under-pressure pumps. The 
increased efficiency causes a reduction of the perturbation momentum and prevents 
the unwanted forcing of multiple modes. Recently, the actuator has been improved 
as can be seen in Fig. 2 b. The highly elastic rubber membrane is now driven by four 
powerful solenoids via a connecting rod. This setup allows for the realization of 
several perturbation modes and amplitudes, including azimuthal phase shifts. There
fore, this actuator has been used for most of the experiments. 

To estimate the perturbation parameter C î, the membrane deflection was mea
sured at two cuts using a laser vibrometer. The membrane movement was then ap-
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proximated in a computer simulation to obtain the change of volume with respect to 
time. With this, the mean perturbation parameter was calculated as follows 

C^ = T ^ = l-2-10-^ (1) 

In the above equation, Ap is the membrane-surface in undeflected position, Aj„ the 
inlet face, Wp the maximvim perturbation velocity and Uf, the average inlet velocity. 
It should be noted, that the calcxilated C^ might differ slightly from the real value, 
as the perturbation velocity of the membrane is difficult to determine. 

2 ^ Numerical setup 

Large Eddy Simulation was used for the nxmierical computations. With this tech
nique the large turbulent scales are solved directly, whereas the small scales (or 
subgrid scales), which contribute only weakly to the turbulent spectrum and are of 
more universal character, are modeled. In the current study, all computations have 
been performed with the dynamic one-equation subgrid scale model [2]. 

The block-structured computational mesh, which has approximately 1.2 million 
grid points. In the y-z-plane it consists of an octagonal inner block which is sur
rounded by an outer block that reproduces the diflfuser contour. In the y-z-plane the 
grid is equidistant. Previous investigations have shown that when using a velocity 
profile, which was approximated by an analytical function or was taken from the 
experiment, a certain inlet length was needed for the flow to adopt to the behavior 
of the numerical scheme. To avoid this, the inlet velocity profile was extracted from 
the simulation of a steady laminar pipe inlet flow. 

The periodic perturbations with a frequency of / = 30 Hz (see Section 3.2) have 
been realized by prescribing a wall-normal velocity component at X/Dx = —3. 
Only results for the anti-phase perturbation are presented here. For this case, the 
wall-normal velocity component v^ was given as 

"^1^1^ ^ sin(27r/t) sin(2<^). (2) 

The first term on the right hand side represents the periodicity in time, while the 
second term gives the phase shift in the circumferential direction <̂ . In test compu
tations, the actuator membranes used in the experiment were modeled by moving 
boundaries, but the results did not differ significantly. Obviously, the quantity of 
introduced momentum is more important than the device used to generate the per
turbations. 

At the remaining walls the no-slip condition was used and a convective outflow 
boundary condition was employed at the outlet. Every perturbation period was re
solved with approximately 330 time steps resulting in a time step of .di = 1 • 10~^ s. 



220 L. Hoefener et al. 

3 Results 

3.1 Baseflovf 

All measurements were performed at a Reynolds number Reoi ^ 7800 based on 
the inlet diameter Di = 0.05 m and the bulk velocity Ubuik- At X/Di — 0, the 
flow is laminar. The diverging diffuser contour generates a pressure-induced laminar 
separation close to the leading edge of the diffuser. 

Comparing numerical and experimental results of the baseflow. Fig. 5 shows a 
very good agreement of axial velocity. The development of the extremely extended 
separation bubble is clearly reproduced. Initially, the core flow remains almost unaf
fected. Further downstream of the diffuser, instabilities grow at the edge of the shear 
layer. These instabilities cause a massive increase in the rms-values of the velocity 
fluctuations along the shear layer. Fast, high-energy core fluid is moved laterally 
towards the wall, as low speed fluid originating from the boundary-layer is fed to 
the center. Finally, the momentum transfer leads to a turbulent break-down of the 
separated laminar boundary layer, followed by a turbulent reattachment. 

3.2 Perturbed flow 

To study the influence of controlled perturbations on separation and transition, in
vestigations using two different actuation regimes have been performed. After an ex
perimental analysis of the baseflow, the instability range of the Tollmien-Schlichting 
(TS) waves was identified (Fig. 3, notice some background noise). Therefore, the 
perturbation frequency chosen was well within the instability band according to a 
Strouhal-number St = ^^ » 0.35. The artificial disturbances were introduced at 
X/Di = — 3 by means of the membrane actuator. For all investigations, the pertur
bation amplitude of the actuator was fixed at a dimensionless perturbation parameter 
of C^ = 1.2 -10~*. In the following, results are shown for in-phase perturbation (all 
membranes are deflected to the same direction at a time) as well as for anti-phase 
perturbation (opposing membranes are deflected to the same direction). 

In-phase perturbation: For the first case presented (in-phase mode m = 0), only 
experimental data are available. The disturbances forced into the laminar boundary 
layer cause a growth of the TS instabilities. Fig. 4 shows the amplitude profiles of 
the rms-values of the axial velocity fluctuations Urms close to the separation point, 
which have the typical shape including two maxima and one minimum divided by a 
phase drop. The amplified instability waves grow in the disturbed laminar boundary 
layer in the downstream direction. The pattern of the resulting wave trains of the 
growing instabilities are depicted in Fig. 6. As tiie transition develops, the maximum 
amplification increases, leading to an increase and spreading of the peak in the rms-
pro files. 
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Anti-phase perturbation: In the upper part of Fig. 7, measurements of the axial 
velocity for the anti-phase perturbation are compared to numerical results. Up to a 
position of X/Di fn 4, the results agree very well. The separation and the begin
ning development of the separation bubble are well reproduced by the numerical 
simulation. Further downstream, the profiles start to diverge slightly, which leads to 
the assumption that the reattachment points do not match exactly. 

A more substantial discrepancy becomes apparent in the rms-values of the axial 
velocity fluctuations, presented in the lower part of Fig. 7. In the inlet region, the 
Urms-level of the experiment exceeds that of the numerical computation. This is 
a consequence of the higher turbulence level in the base flow during the measure
ments. The development of the rms-peak also differs. In the simulation, a dominat
ing peak can already be observed at X/Di = 0. In the measurements, this is prob
ably masked by the higher background turbulence level of the flow. At X/Di = 4 
and X/Di = 5, the location of the dominating peak matches quite well. However, 
the peak has already started to move towards the axis in the last section of the sim
ulation, while it stays nearly stationary in the measurements. This indicates a more 
rapid development of transition in the numerical simulation. This might be caused 
by a slightly differing perturbation parameter C^, as this quantity is very difficult 
to accurately determine fix)m the experiment (see Section 2.1). A solution to this 
problem needs to be found in subsequent studies. 

Comparison: In order to identify differences between both actuation regimes, sec
tions of the axial velocity component u and the Urms-values obtained from LDV 
measurements are presented in Fig. 8. Comparing the in-phase and anti-phase mode, 
it can be observed that the recirculation area for the anti-phase case is more ex
tended. The mean flow profiles at XjDx = 6 still show a small reverse flow zone, 
whereas the flow is already attached for the in-phase mode. Consequently, the max
imum velocity at the center is lower for the in-phase mode. The outer maximum 
close to the wall grows more rapidly and the high-fluctuation flow already reaches 
the center at X/D\ = 5. At the farthest downstream section, the fluctuation max
imum for the in-phase mode exceeds that of the anti-phase mode in the high-shear 
zone as well as at the center. 

4 Conclusion 

In the present paper, the results of a joint experimental and numerical investigation 
of the transition of a pipe inlet flow in an axisymmetric diffuser have been presented. 
In order to control the transition over the laminar separation bubble, artificial per
turbations were introduced upstream of the diffuser. The base flow, as well as two 
different perturbation modes were analysed in detail for the present smdy. 

The base flow exhibits an extended laminar separation bubble and an almost 
unaffected core flow. In this case, the transition to turbulence occurs far downstream 
of the diffuser. Excellent agreement between measurements and LES were achieved 
for this configuration. From the measurements of the base flow, an instability band 
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at / = 30...40 Hz could be identified. The perturbation frequency for the transition 
control was therefore set to / = 30 Hz. 

Typical wave trains could be seen in the pressure measurements for the perturbed 
flow. The rms-values of the axial velocity fluctuations show the typical form close to 
the separation point and spread to a wedge-shaped distribution fiirther downstream. 
This is caused by the amplification of the instabilities in the boundary layer. 

Of the two investigated perturbation modes, the in-phase disturbances proved 
to be more effective in triggering transition, although the differences between both 
modes are small. A comparison of numerical and experimental results showed a 
good agreement among the velocity profiles but some deviations in the rms-values. 
Difficulties in determining the perturbation parameter C^ were probably the reason 
for this discrepancy. Further investigations will have to be carried out in order to 
clarify this. 
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Summary 

Measurements of the temporal and spatial development of natural and controlled 
boundary layer instabilities in the linear and weakly nonlinear stage of transition 
were carried out using a laminar wing glove in-flight and in a wind tunnel. An 74 
piezo-sensor-array and a spanwise hot-wire array together with several independent 
point sources for the controlled experiments were used. Depending on the excitation 
case, typical structures which characterize ftindamental and the oblique breakdown 
were observed. The results of natural transition show two-dimensional ToUmien-
Schlichting waves in the linear stage as well as three-dimensional wave packets in 
the beginning of nonlinear stage, and were observed during flight and in the wind 
tunnel. Comparing in-flight and wind tunnel measurements, the disturbance struc
tures are qualitatively similar, but the amplification of 3D instabilities occurs later 
and more rapidly in the wind tunnel. 

1 Introduction 

The experimental investigations described in this paper deal with the laminar turbu
lent boundary layer transition on an airfoil. Transition occurs due to the boundary 
layer instability. Even minimal disturbances can be frequency-selectively amplified, 
in accordance to the external boundary conditions (pressure gradient, temperature 
gradient, etc.), thus leading to transition. This situation is very different in a wind 
tunnel or during flight. Therefore, comparative in-flight and wind tunnel measure
ments of the temporal and spatial propagation of instabilities on a laminar wing 
glove were carried out Arrays of different types of high-resolution surface seiLsors 
(piezo sensors, surface hot-wires) were employed. 

Based on the experience gained in the Deutsche Forschungsgemeinschaft -fun
ded university group research project (see e.g. [1]) measurements on controlled tran
sition with several spanwise distributed point sources, as well as on natural transi
tion, were carried out. The subsequent explanations focus on the measurements to 
investi^te the spanwise distribution of instabilities from their early linear to their 
weakly nonlinear amplification stage. 
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2 Experimental Set-up 

2.1 Laminar wing glove 
A laminar wing glove was used for the in-flight measurements. This tool was de
veloped and certified for the Grob G103 TWIN 11 two-seater saUplane at the Berlin 
Institute for Aeronautics and Astronautics. Figure 1 shows the sailplane equipped 
with the measuring glove. The measuring glove has a 1.0 m span and a chord length 
of 1.22 m. A Prandd tube, which is attached underneath the glove, was used to ob
tain the freestream velocity. A thermocouple and a manometer are used to measure 
the air temperature and absolute pressure, respectively. These parameters are con
tinuously recorded to obtain the freestream boundary conditions. The in-flight tests 
were carried out at flow velocities of 23m/s to 28m/s {RBC ^ 2 • 10** — 3 • 10**). 
The wind tunnel experiments with the same glove were conducted in the lamiinar 
wind tunnel at Stuttgart University . This wind tunnel has a very low turbulence 
level (Tu = 1.2 • 10"'' — 5 • 10"'*) and is therefore suitable for investigations on 
boundary layer transition [2]. 

2.2 Sensors and Sensor Positions 
For these experiments the glove was equipped with a 74 piezo-sensor-array (fig. 
I) and with 16 surface hot-wire sensors arranged spanwise at 33 % of the chord 
length (not shown). The spanwise distance between the piezo-sensors and the sur
face hot-wire sensors was seven millimeters. In addition, a spanwise row of seven 
harmonic point sources was mounted at 20 % of the chord length (spanwise distance 
of 24 mm) for investigations on controlled transition (fig. 5b). 

The surface hot-wire is a highly sensitive wall sensor that was developed for 
measuring the weakest of wall shear stress fluctuations. A hot wire (5/xm diameter) 
is welded flush to the surface above a thin slot (0.075 mm to 0.1 mm) on a printed cir
cuit board (copper-laminated). Modularly arranged hot-wire bridges were designed 
especially for in-flight measurements and are able to operate a high number of sur
face hot-wire sensors during flight in constant-temperature mode (CTA) [3]. 

The piezo sensor array is made from a 28 fxm thin polarized plastic foil (Poly-
vinylidenfluoride, PVDF), with a metallic layer on both sides. The sensor material 
produces small electric charges due to pressure (piezo effect) and temperature (pyro 
effect) fluctuations. The signal-to-noise ratio can be enhanced using the pyro ef
fect. A tiny temperature gradient between the glove and the flow was generated by 
a heating layer underneath the sensors. In the experiments, only the fluctuations 
(temperature, pressure) were measured. Detailed sketches of the sensors, the sen
sor positions and of the harmonic point sources are shown in [4]. A miniaturized 
measuring system, which was specially developed for in-flight measurements, was 
employed for the experiments. The system used is a multi-channel data acquisition 
system described by Suttan [5]. 

2.3 Boundary conditions 
Basic investigations were performed in order to compare the wind tunnel and the 
in-flight measurements. The velocity distributions over the glove were measured 
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for different freestream velocities in flight, as there is only one particular distribu
tion for each freestream velocity. Then the velocity distribution with the appropriate 
freestream velocity of the in-flight measurement was reproduced in the wind tunnel. 
Fig. 2 shows the distributions of the in-flight and the wind tunnel measurement for 
one freestream velocity (u = 23.6 m/s), which was the one used for most experi
ments. It can be seen, that the results are really similar, which allows for comparison 
of in-flight and wind tunnel measurements. Furthermore this agrees well with a cal
culation of the distribution using a common shared programm (XFoil) [6]. 

3 Controlled transition 
Extensive investigations on controlled transition were carried out. For these exper
iments the point sources were arranged in a spanwise manner on the wing glove. 
Loudspeaker were positioned closely undemeaflj the glove surface and introduced 
controlled disturbances via a circle of holes (each with a 0.2 mm diameter) into the 
boundary layer. The loudspeakers are controlled individually by a signal processor, 
which is capable of generating any type of disturbance waves. A point source gen
erates disturbances consisting of a 2D plane wave and an infinite number of oblique 
wave trains (3D modes). For future investigations dealing with artificially generated 
disturbances similar to 'natural' disturbances, a point source should be used. 

In the most simple case, all disturbance sources were activated in phase with a 
frequency of 600 Hz. Previous experiments showed that the maximally amplified 
instabilities were at this frequency. Subsequentiy, a mixture of signals consisting 
of two, three and five frequency components were generated. The adjacent point 
sources were driven with equiphase and with antiphase. 

Results from tests using controlled monofrequency-equiphase and antiphase dis
turbances are shown in fig. 3 for a section of signals from surface hot-wires at 33% 
cord length, and for a section of the piezo sensor signals. Three sources are located 
upstream from where the shown signals were measured. Spanwise contiguous 2D-
dominated wave trains are observed in the case of equiphase excitation (see contour 
plots of time traces of hot-wires signals, fig. 3a+b), upper row). The slight waviness 
of the wave trains is due to the excitation with the harmonic point sources. In con
trast, oblique wave trains and the evolution of individual cells downstream of the 
disturbance sources can be observed in the antiphase case. These are typical struc
tures and were observed in all cases investigated. Looking at tiw RMS-values of the 
piezo signals (fig. 3c+d), lower row), in the equiphase case there are relatively small 
areas with high RMS-values (meaning highly amplified instabilities) downstream 
of the point sources. On the other side in the antiphase case there are areas of high 
RMS-values between the upstream point sources. 

These observations were also made for the cases of multifrequency excitation. 
For example, fig. 4 shows the contour plots obtained from the piezo sensor mea
surement for several cases of disturbances generated by multiple frequencies with 
opposite phase. Unlike the other figures, fig. 4 illustrates the total piezo sensor array. 
Basically, the same distribution of RMS-values can be seen. Areas of highest fluc-
taations are between of the spanwise-arranged, upstream located point sources. The 
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difference between the plots is characterized by the transition moving downstream. 
According to previous investigations, and to the stability analysis from Stemmer 
[7] the amplification is highest of a frequency of 600 Hz. Increasing the number 
of frequencies that participate the generated signal, the amplification of instabilities 
occurs later, hence the transition moves downstream, as can be seen in fig. 5a). 

In general, it has been found that equiphase-generated disturbances lead to fun
damental breakdown. In the antiphase case, structures which are typical of oblique 
breakdown have formed. This is confirmed by comparing a numerical study from 
Stemmer and measurements using the glove with Stereo-Particle-Image-Velocime-
try according to SchrSder [8]. 

4 Natural instabilities measured in-flight and in the wind tunnel 

Next, results obtained from natural transition experiments during flight and in the 
wind tunnel are discussed. Fig. 6 illustrates contour plots of the signals of each 
spanwise piezo sensor row for in-flight and wind tunnel measurements. The ampli
fication of instabiUties can be seen in both cases by comparing subsequent rows. 
Furthermore, the first row (x/c — 0.474) shows similar amplification of almost 2D-
Tollmien-Schlichting(TS) wave trains, by indicating the equal phase of the spanwise-
adjacent sensors. 

Locally limited wave trains with small oblique angles appear in the second row 
only during in-flight measurements. The 2D structures dominate the second row, as 
well as the first row during wind tunnel experiments. Obviously, the boundary layer 
is more receptive for 3D modes during flight than in the wind tunnel. In the wind 
tunnel, 2D waves still dominate in the third row, but the amplitudes of the fluctua
tions are higher than in flight. The angle of the oblique wave trains, as well as the 
number of individual spatial independent wave packets, rise with increasing chord 
length. The dimension of an iiulividual wave packet decreases as expected, however. 
In the last row only individual wave packets occur in the in-flight and in the wind 
timnel measurements, which means that the 3D-portions dominate the local distur
bance structures. This illustrates the beginning nonlinear stage of amplification. The 
amplitudes of the fluctuations in the wind tunnel measurement are more uniformly 
distributed, however. Consequently, the RMS-values in downstream direction are 
smaller in the wind tunnel and they increase later and more rapidly than in the in
flight measurement. Never the less, the fluctuations reach the highest RMS-values 
at the same chord length in both cases (fig. 7). 

Due to the wind tunnel walls, the filter pads, the screens and the huge contraction 
rate (100:1) in the laminar wind tunnel in Stuttgart, it seems that the flow in this wind 
tunnel is more parallel, two-dimensional and has fewer freestream disturbances than 
the in-flight flow. In the free atmospheric flow (at altitudes from 200 m to 2000 m) 
temporary, locally limited natural disturbances occur which could not observed in 
the wind tunnel under laboratory conditions. Fig. 8 shows three charts of time traces 
from surface hot-wire sensors at 33% chord lenght. There are examples of natural 
disturbances due to temporary atmospheric fluctuations. 
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5 Conclusions 
Temporal and spatial high-resolution measurements of natural and artificially ex
cited instabilities over a laminar wing glove during flight and in the wind tunnel 
were carried out. For controlled transition, a spanwise row of independent point 
sources introduced mono- and multifrequency disturbance signals into the boundary 
layer. The adjacent point sources were activated in phase and with opposite phase. 
The results show that typical disturbance structures occurred due to excitation. An 
excitation with mono- and multifrequency equiphase signals leads to a fundamental 
breakdown, and the antiphase excitation generates structures which are characteris
tic of an oblique breakdown. 

The measurements of natural transition show the development of TS waves from 
their early linear to the beginning of the nonlinear amplification stage. Compar
ing in-flight and wind tunnel measurements shows qualitatively-similar disturbance 
structures. The amplification of the instabilities occurs later and more rapidly in 
wind tunnel, however. Furthermore the flow in the laminar wind tunnel of Stuttgart 
seems to be more parallel due to the wind tunnel walls and screens. During flight, 
3D instabilities were amplified earlier than in the wind tunnel experiments due to 
numerous temporary atmospheric disturbances at the altitudes where the in-flight 
experiments were made. 

The results presented in this paper, bring this project, which was funded by the 
DFG, to it's conclusion. This research topic should, of course, be further investigated 
to answer open questions. 
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Figure 1 Sailplane with glove and sketch of the piezo-sensor-array 
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Figure! Velodty-distribution from in-flight and wind tunnel measurements, as well as 
calculated with XFOIL («<» = 23.6 m/s) 
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Figure 5 a) Normalized RMS-values of piezo sensor signals in downstream direction, an
tiphase (z = 35 mm, wind tunnel, Uoo = 23.6 m/s), b) Sketch of point sources 



232 I. Peltzer and W. Nitsche 

Figure 6 Natural instabilities measured with the piezo sensors in wind tunnel (23.6 m/s) 
a) rowl {x/c = 46.3%), b) row2 (47.4%), c) row3 (48.6%), d) row4 (49.7%) 
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Figure 8 Examples of natural disturbances due to temporary atmospheric fluctuations dur
ing flight (x/c = 33 %, u = 22.2 m/s) 
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Summary 

A laminar separation bubble is formed in a region of adverse pressure gradient on 
a flat plate by a separating boundary layer that undergoes transition, finally lead
ing to a reattached turbulent boundary layer. Linear amplification of steady three-
dimensional disturbances in the flow before separation and in the laminar part of 
such a separation bubble is studied by means of direct numerical simulation and 
an adjoint-based optimization technique suited to study spatial optimal transient 
growth. The steady disturbances develop as streaks following their excitation in the 
region of &vorable pressure gradient. At separation eind inside the bubble, numeri
cal and experimenteil results show good agreement with theoretical predictions for 
the optimal disturbance. The growth rate of the steady disturbance is seen to possess 
a maximum around the spsmwise wave length that was found to be a preferred one 
in the corresponding experiment. 

1 Introduction 

Transition to turbulence in a two-dimensional separated boundary layer often leads 
to reattachment of the turbulent boundary layer and the formation of a laminar sep
aration bubble (LSB). In many cases, the transition process is solely governed by 
a strong an:q)lification oifluctuating disturbances. However, for environments with 
higher free-stream disturbance levels or if a strong favorable pressure gradient pre
cedes the adverse pressure gradient, steady 3-d disturbances are sometimes observed 
inside the LSB. Research of bypass transition in zero pressure-gradient boundary 
layers revealed the possibility of transient growth of such disturbances that are often 
referred to as streaks [1,2]. Despite the notation 'Tsypass transition", amplification 
of these perturbations can still be a linear process [3]. 

While it is now commonly accepted that the process of formation of 3-d streaks 
in flat-plate boimdary layers can be caused by transient growth, the appearance of 
3-d perturbations in separated flows was in the past frequently attributed to a Gortler 
instability[4,5]. Amplification of corresponding streamwise vortices is a result of 
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Streamline curvature around the separation location. Presence of streaks in conjunc
tion with separated flows was experimentally observed in [6], but not related to 
transient growth. Their development in LSBs and their relation to transient growth 
has only recently been studied experimentally and theoretically [7]. 

This woric is a continuation and extension of a DNS study on 3-d steady dis
turbances that was published in [8]. Therefore, a brief summary of the findings of 
[8] shall be given here. Four different ways of exciting a steady perturbation either 
directly via blowing/suction at the wall or by non-linear generation were applied 
in that study. Even though all cases showed the same finally disturbance shape and 
growth rate inside the LSB, overall best agreement with a corresponding experi
ment could be achieved by forcing a peiir of oblique waves in the region of favorable 
pressure gradient. In that case, an initial streamwise vortex relaxed into a streak 
downstream afler a long region of transient behavior 

2 Description of the Flow Field 

The reference case is chosen according to a set-up that has been studied extensively 
by means of numerical and experimental methods[9,10]. A flat plate is mounted in 
the free stream of the test section of a laminar water tunnel. A streamwise pressure 
gradient is imposed locally on the flat-plate boimdary layer by a displacement body, 
inducing a region of favorable pressure gradient followed by a pressure rise (Fig. 1). 
In the region of adverse pressure gradient (APG, x > Qm), a laminar separation 
bubble develops. A rough estimate of the pressure gradient parameter (see [11]) 
for the APG-region gives P=d2/i^ • dUsiip/9x\separaUon ^ —0.23. The transition 
experiment is performed with controlled disturbance input. Perturbations are forced 
at a;=—0.23 by an oscillating wire with regularly placed 3-d roughness elements 
(spacers) underneath the wire. 

Non-dimensionalization is achieved by a reference velocity t/re/=0.15m/s « 
1.2 • t/oo and a reference length Lref='^/3 in (fs length of the body Lj^'^=0.69m), 
resulting in a Reynolds number i?egjo{,a;=10^ in watsr. At the streamwise position 
of the inflow boundary 0;̂ /̂ =—0.6, the observed boundary-layer profile can be ap
proximated by a Falkner-Skan similarity solution with /2e5j=900 and /3fj=1.0Z. 

To obtain a base flow for subsequent stability calculations (of theoretical nature 
or based on the Navier-Stokes equations in disturbance formulation), a DNS with 
controlled disturbance input had to be carried out to generate a laminar separation 
bubble close in shape to the experimental one. General physical parameters of the 
flow were chosen to match the set-up described above as accurately as possible. 
Details of this precursor computation can be found in [12]. 

The resulting unsteady flow field was averaged in time and subsequently used as 
a base flow with a height ymax=0.12. Fig. 2 shows the streamwise evolution of some 
boundary-layer parameters to provide an impression on the flow field. As argued in 
[8,12], for the laminar part of the LSB the flow field can be well assumed to be a 
sufiiciently accurate solution to the steady Navier-Stokes equations. 
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3 Theoretical and Numerical Methods 

3.1 Theoretical Method to Compute Optimal Disturbances 

The present paper puts its focus on physical aspects regarding the disturbance de
velopment. Therefore, the applied methods are described only veiy briefly. For the
oretical investigations, an iterative adjoint-based optimization algorithm is applied. 
The method is based on the linearized boundary-layer equations. It serves to maxi
mize the kinetic disturbance energy at the downstream position xi for a given initial 
energy at the inflow XQ. Details of the applied method can be found in [13,14]. 

In wall-normal direction a spectral method based on Chebychev polynomials 
with 106 collocation points was used, while the second-order marching procedure 
in streamwise direction involved 173 steps for the longest domain (reaching from 
a;o=—0.6 to a;i=0.33). Five different streamwise stations were used as inflow po
sition (a;o=—0.6, —0.45,—0.3,—0.15,0, respectively), while the outflow was kept 
fixed at a;i=0.33. 

If the downstream location for the optimization procedure, i.e. for the theoretical 
method, is extended beyond x w 0.33, convergence can not be achieved anymore. 
This seems to be related to the reverse-flow of the base flow profile, since artificially 
setting this reverse flow to zero allows to compute through the entire separation 
bubble without giving a visible change in the results up to a;=0.33. 

3.2 Numerical Method for Direct Numerical Simulations 

Spatial direct numerical simulation of the three-dimensional unsteady incompress
ible Navier-Stokes equations in disturbance formulation serves to compute the dis
turbance development in the flow field described above. The method uses finite dif
ferences of fourth/sixth-order accuracy on a Cartesian grid for downstream (N =1794) 
and wall-normal (M=241) discretization [15]. Grid stretching in wall-normal direc
tion allows to cluster grid points near the wall. In spanwise direction, a spectral 
ansatz is applied (K=5). To reduce computational effort, spanwise symmetry is as
sumed for calculations. An explicit fourth-order Runge-Kutta scheme is used for 
time integration. The domain for direct simulations covers the streamwise interval 
x £ [—0.6,0.6182]. Upstream of the outflow boundary a buffer domain starting at 
X w 0.45 smoothly returns the flow to a steady laminar state. 

Disturbances are forced via blowing and suction at the wall through a distur
bance strip X e [—0.4268, —0.3398]. Similarly to case Bn of [8], a pair of un
steady oblique 3-d perturbations yl„(l,±l)=1.164 • 10~^ is forced in the distur
bance strip. The fiuidamental frequency was ̂ o=30.7 and the fiuidamental spanwise 
wavenumber 7o=72.0. As demonstrated in [8], such forcing results in an immedi
ately decoupled steady mode (0,2) that is then linearly amplified. As for a linearized 
Navier-Stokes calculation, no steady-state solution can be obtained anymore for an 
integration domain where the useful region extends flirther than x w 0.45. 
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4 Results 

A double Fourier transform in time and spanwise direction of data sets from mea
surements or computations yields disturbance amplitudes and phases. Below, the 
notation {h, k) will be used to specify the modes, with h and k denoting wave-
number coefficients in time and spanwise direction, respectively. 

The issue of optimal growth was not explicitly addressed in [8], but results pre
sented there already allow a short discussion of this matter. If we focias on the distur
bance evolution in the four small-amplitude cases B^x of [8] and consider only the 
(decoupled) linear evolution of the steady disturbance slightly downstream of the 
disturbance strip, we observe (Fig. 3, left) that the perturbation for case Bu possess 
the lowest initial amplitude for the streamwise velocity u' - note that the forcing 
amplitudes were adjusted so that they reach the same final state. Even if we would 
consider as a criterion the (kinetic) energy instead of the w'-amplitude, still case Bi i 
would give the optimal growing perturbation, since in all cases v',w' <^u'. For that 
reason, below we will deal only with the case of an excitation by an oblique pair 
of waves as described above. In sec. 4.1, a comparison with theoretical results is 
discussed while sec. 4.2 investigates the influence of the spanwise wave length. 

4.1 Optimal Growth: DNS and Theory 

Results of the theoretical optimization procedure for all the considered inflow po
sitions XQ are compared with numerical results in Fig. 3 (left). Good agreement 
of theoretical and DNS results is observed for the streamwise disturbance velocity 
component, if the inflow position for theoretical calculations is chosen upstream 
of the disturbance strip in the DNS. Inside the separation bubble, DNS as well as 
theoretical results become independent on the initial (in a;) condition. However, for 
X > 0.225, i.e. inside the LSB, flie theoretical prediction gives slightly larger growth 
rates compared to the DNS. Wall-normal and spanwise velocity components from 
theory also agree well with DNS (Fig. 3, right), even though the largest differences 
can be seen in the wall-normal component {)'. 

The reason for the mentioned differences are due to different shapes of the wall-
normal amplitude fimctions. These are given in Fig. 5 for three different streamwise 
locations (from left to right) and all three velocity components (from top to bot
tom). Similar to transient growth in a Blasius boundary-layer, an initial streamwise 
vortex (Fig. 5, a;=—0.15) relaxes into a streak inside the LSB (x=0.3). Even though 
theoretical and DNS results possess a slightly different amplitude fimction initially, 
inside the separation bubble an almost perfect matching is observable. 

As pointed out before (sec. 3.1), downstream of a; « 0.33 theoretical compu
tations fail to converge, but DNS results still show good agreement with the exper
imental data (Fig. 3, right and Fig. 5 for a;=0.405). This hints at the possibility of 
elliptic effects, not captured by the bovindaiy-layer equations, to set in. However, 
additional research is necessary for further clarification. 
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4.2 Influraice of ttie Spanwise Wave Length 

A free parameter neglected in the study [8] shall be investigated here: the spanwise 
wave number. Motivation of such a study comes from the question why in the exper
iment ~ of all spanwise wave lengths - the one corresponding to mode (0,2) in the 
present nomenclature appears to be a preferred wave length of the set-up. In the ex
periment, the wave length was chosen by 'trial-and-error', i.e. the length of, and gap 
between, the spacers (see Fig. 1) was varied until the most regular vortical structures 
appeared [16,9,10]. These showed only a weak deviation from a sinusoidal shape 
in spanwise direction around the separation location. 

Fig. 4 shows results for the entire investigated parameter space. Focus is put on 
the a;-positions that are located in the region of adverse pressure gradient (a;=0.15) 
and at separation (a;=0.225). As for the theoretical results, a local maximum in am
plification rate (Fig. 4, left) occurs for a wave number close to mode (0,2), while 
the DNS results possess such a maximum only for a;=0.3 (not shown). Results for 
very small spanwise wave numbers (7 < 72) become inaccurate due to too low 
integration domains in wall-normal direction. 

Despite the amplification rates from DNS being largest for small spanwise wave 
numbers (Fig. 4, left) in the present scenario, it becomes clear that in particular these 
perturbations experience a sfrong penalty in absolute amplitude (Fig. 4, right). The 
reason for this lies in the consideration of transient growth along x (and in case of 
DNS also receptivity matters) that is taken into account only in the latter case. 

5 Conclusion 

The present study sheds some light on the origin and linear evolution of steady, 
spanwise-harmonic perturbations in a laminar separation bubble. All calculations 
discussed are based on a case for which a profound experimental data base exists. 

Good agreement of DNS, theory, and measurements suggests that inside the 
separation bubble, indeed the optimal steady three-dimensional disturbance could be 
observed in the present case. Furthermore, the experimentally determined spanwise 
wave number was confirmed to be the most preferred one of the whole set-up. 
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Summary 

A family of laminar separation bubbles (LSB) in a swept boundary layer flow -
hereafter referred to as "swept LSB"- is used to study the effect of sweep and of the 
propagation direction of disturbance waves on the quality of linear stability theory 
(LST) and solutions of the paraboUzed stability equations (PSE). To this end spa
tial LST and linear PSE solutioiK are qualitatively and quantitatively compared to 
highly resolved results of direct numerical simulations (DNS). The sweep angle of 
the base flow is systematically varied between 0° and 45° and a variety of ToUmien-
SchUchtii^ waves as well as the most amplified stationary cross-flow mode are in
vestigated. It turns out, that even though LST works satisfactory in the presence of 
sweep, flow separation and back flow, PSE is clearly preferable in terms of accuracy. 

1 Introduction 

Since the nineties linear PSE-methods are increasingly used for similar tasks as the 
traditional spatial LST. In aircrafl; industry their most important field of application 
lies in the semi-empirical e^-method for transition prediction, where nowadays both 
methods are utilised, as for example in [5]. In research, either method provides an 
inexpensive a priori analysis of single modes or the whole flow field in form of sta
bility diagrams, if base flow is steady. Thus purposeful disturbance scenarios can be 
determined in advance of computationally more demanding methods like DNS ([6], 
p. 60). For unsteady flows at least a posteriori analysis of the time averaged DNS-
flow field is possible, as done in [3], p. 140. Finally, both methods are fi^quently 
used for the validation of codes and measurements. 

All these apphcations depend on the ability of LST and PSE to model the 
propagation of low amplitude disturbances realistically. Laminar separation bubbles 
(LSB) represent a demanding base flow for both methods. One might expect prob
lems with non-parallel effects due to curved streamlines and the rapid growth of the 
boundary layer thickness over the bubble in the case of LST and with the back flow 
inside the bubble for the streamwise marching procedure on which the efiiciency 
of PSE rests on. But for unswept LSB this poses no problem: Over the last decade 
LST has been very successfully applied to LSB in 2D-base flows (see e.g. [4], [3] 
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and references therein). For PSE growth rates good agreement was also achieved by 
Hein in [1] (see figure 1 in [1]) compared to DNS results of the unswept version 
of the same leading edge bubble investigated here. Still unltnown on the other hand 
is the general applicability and overall quality of LST and PSE in laminar separa
tion bubbles in a swept, three-dimensional flow. This is investigated in detail for 
ToUmien-Schlichting modes in section 3 with emphasis on the effect of sweep and 
for the linearly most amplified cross-flow mode in section 4. Throughout the paper 
PSE always refers to linear PSE and LST/DNS to spatial LST/DNS. 

2 Base flow and numerical mefliods 

The unswept prototype of the present leading edge bubble was extensively studied 
by Rist in [4] by means of DNS and LST. Its extension to swept flows, the verifica
tion of the base flow by step size tests, as well as the effect of sweep on the base-flow 
profiles and a first LST analysis were reported by Hetsch & Rist in [2]. The DNS 
calculations are split in a DNS of the steady laminar base flow and a succeeding 
DNS for the disturbance propagation. These two DNS-codes solve the complete 
three-dimensional Navier-Stokes equations for unsteady, incompressible flows in a 
vorticity-velocity formulation. For an in-depth description of the DNS algorithms 
see [6]. The LST-code used here is the same as in all three references above. The 
PSE-results were obtained by the code "nolot" of the DLR-Gottingen, described in 
[1]. All PSE-calculations were started with local solutions obtained fi-om LST. 

The most important base flow parameters described in [2] are repeated here: All 
quantities in the paper are non-dimensionalized by the reference length L = 0.05 m 
and the chordwise fi^e-stream velocity V^ = 30 ^ , which is held constant for all 
cases. The x- and ^-direction are taken normal and parallel to the leading edge with 
V and W being the associated base flow velocity components, respectively. Period
icity is assumed in spanwise direction only, residting in a quasi-2D base flow with 
( ^ = 0 ) , but W{x, y) ^ 0. The calculation domain itself consists of an infinite 
flat plate subjected to an adverse pressure gradient. It is introduced to the system 
by prescribing the chordwise potential flow velocity VJ^x) shown in Figure 1 at the 
upper boundary of the domain. Different sweep angles W are realized by varying 
the spanwise fi-ee stream velocity Woo = Î oo tan(!f) and setting We(a;) = Woo-
At the inflow located at Xo = 0.37 Falkner-Scan-Cooke profiles are prescribed. 
With a kinematic viscosity of f = 15 • 1 0 " " ^ the flow can be characterised by 
iie^j = V(x^xix^jV — 331, based on the displacement thickness. The wall-
normal coordinate y ranges fi-om Otoy — 0.059 = 18 • (5i (xo) with y — y/L. 

Thus, a family of swept LSB with arbitrary sweep angle is obtained, which -in 
agreement with the independence principle of infinite swept geometries, see [2]-
have identical separation and reattachment positions at x^ = 1.75 and x^ — 2.13, 
respectively. The steady calculation of the separation bubble is justified by its small 
size (e.g. the maximum back flow is O.SYoUoo) and experience with the unswept 
case in [4]. It is converged to steady state, if the differences in V and the vorticity 
components 0^ and D^ of two consecutive time levels are smaller than 10~^°. 
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3 Tollmien-Schlichting waves 

For the investigation a packet of Tollmien-Schlichting (TS) waves with varying 
spanwise wavenumber 7 e [—40,—30,—20,0,20,30,40] was excited by a dis
turbance strip displayed in Figure 1. They all share the most amplified firequency 
w =: 18 of the 0°-base flow. In the following the notation {u^/')) is adopted for dis
crete modes in the frequency-spanwise wavenumber spectrum. Small initial ampli
tudes ofA^ = 10~^° grant a purely linear development throughout the domain. Fig
ure 2 shows two examples of amplification curves u'^.y{x) = maXj,(A^ ,^(3;, y)), 
where A^^^ denotes the amplitude of a double Fourier analysis of the disturbance 
velocity component u' in time and spaiL Local DNS-amplification rates may be ob
tained by ttj [DNS] :— —d(ln u'^ )/dx. For quantitative comparison local amplifi
cation rates a, obtained by LST are integrated to calculate the amplification curve 
Ao e~ ^ °^- ^. Its initial amplitude Ao is fitted to match the DNS results around the 
neutral point Xneut = 0.95 (see Fig. 2), after which most modes are amplified for 
the first time. The relative error Trei := \DNS — LST\/DNS was then evaluated at 
^nNs-ma^' the position of the peak of the DNS-amplification curve shown in Fig
ure 2. Here the greatest iV-factor, defined as N{x) := / ^ —â  dx, is achieved. 
All findings were compiled into table 1. Analogous results =?or PSE are found as a 
second entry in same table. Table 2 gives the propagation angle U^ — arctan(7/Q:r) 
of all modes in a body-fitted and a streamline orientated coordinate system, a^ rep
resenting the chordwise wavenumber. For most modes !P̂  changes only little in the 
present base flow, so those veilues can be regarded as typical. 

The effect of sweep: The relative error of the LST-amplification curves is quite 
high. On the average it was found to be 40% for the 0°-base flow and about 50% for 
the sweep angles <̂ oo = 30° ^nd 45°. All in all there is a tendency towards higher 
errors for increasing sweep angles Uf^c- Note that 45°-mode (18/ — 40) displays 
a sUghtly atypical behaviour in table I, as it is nearly neutrally stable. LST was 
applicable for the whole range of tf'oo G [0°, 45°], but the modes (18/ ± 40) showed 
first, still negligible convergence problems in tteir damped regions for !̂ oo =45° . 
The attempt to calculate a complete stability diagram by LST in a 60° bubble foiled 
due to heavy convergence problems already in the amplified regions of the flow. 
PSE on the other hand was able to predict the disturbance development starting at 
the neutral point with a relative error of only 6% in the mean, nearly unaffected by 
<̂ oo- In the 45°-case beginning convergence problems made it necessary to double 
the step size for the modes (18/30) and (18/40). This coarse discretisation led to 
higher errors compared to other PSE-results. 

The effect of the propagation direction: Table 2 reveals that the propagation di
rection <? grows monotonically with the spanwise wavenumber 7. The general trend 
for LST "larger errors for more oblique modes with larger I7I and therefore larger 
|!/'|" is much more pronounced than the effect of a rising sweep angle. The smallest 
relative errors of 16% — 19% are found for modes around 7 = 0 . For very oblique 
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modes within the same base flow the errors are up to 4 times higher. Note that there 
is no trend "larger errors for modes with larger |7s|" with respect to the angle l̂ 's 
relative to the direction of the potential stream line. Obviously, in the 45°-case the 
TS-wave (18/30) with the smallest angle in the stream-line orientated coordinate 
system does not exhibit the minimal error. PSE shows also the tendency for higher 
errors for more oblique modes, but much less pronounced than for LST. 

LST for local quantities and qualitative comparison: The high relative errors 
listed in table 1 should not discourage the use of LST in swept LSBs. Fitting the 
curves at the neutral point is necessary in the context of iV-factor calculation, but 
shows the integrated error from there up to the point of comparison. The direct re
sults of LST are local ones —growth rates, wavelengths, propagation directions- for 
which only the error at the place of comparison is taken into account. Also, many 
applications of LST mainly require qualitative comparisons of curves. This yields 
improved results, because the curves are fitted at an arbitrary point, for wtoch the 
error is equally distributed over the whole length of the domain. Furthermore com
parison with linear theories are only meaningful until one mode reaches the critical 
amplitude value of about l%Ue where nonlinear effects should not be neglected any 
longer. Therefore, the interval of comparison will typically be smaller than analysed 
here. An example of a nonlinear scenario is shown in Figure 3, where the LST of 
the dominating mode (18/0) shows excellent agreement up to the point of satura
tion and even the mode (18/40) with the extremely high relative error of 78% (at its 
peak at x « 2.25) compares more or less satisfectory within the linear regime. 

4 Stationary cross-flow modes 

In the 45° base flow the strength of the crossflow (CF) velocity Wg, the span-
wise base flow velocity in a streamline orientated coordinate system, reaches a 
value of about Ws^max/Us^max = 8% relative to its streamwise counterpart Us-
Furthermore, Ws-profiles exhibit an inflection point indicating the influence of an 
inviscid crossflow instability. LST was used to determine the most amplified sta
tionary CF-mode. The maximal growth rates on of stationary CF-modes inside the 
LSB were foimd to be roughly one-third of those of the most amplified TS-waves. 
The strongest amplification was exhibited by the modes (0/40) and (0/50), which 
showed nearly identical amplification curves. The (0/40) was chosen for further 
comparison. As dispkyed in Figure 4, the LST- and PSE-amplification curves were 
individually fitted to the DNS-result in order to achieve the best overall match. Af
ter a short transient phase PSE yields excellent agreement with the DNS solution, 
whereas LST looks even qualitatively less convincing than for the TS-waves from 
section 3. On the other hand the y-scale is much larger here. Other authors also 
indicate that LST feils to give good quantitative results in the case of CF-modes. 
Wassermaim and JCloker for example examined several CF-modes in an accelerated 
45°-boundary layer without separation in [6]. They report that the LST systemati
cally underpredicts the DNS-growth rates, a trend which is also observable in Figure 
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2 for the TS-waves investigated here. In their study amplification curves of DNS and 
LST differed at the middle of the domain already by a fector of 3 — 4. 

5 Conclusion 

The applicability and accuracy of linear stability theory and linear PSE was investi
gated for a generic family of small laminar separation bubbles. LST and PSE were 
found to be applicable in the whole sweep angle range of W^ € [0°; 45°]. As both 
methods showed beginning convergence problems in the 45°-base flow increasing 
difficulties can be expected for higher sweep angles. A packet of TS-waves with sys
tematically varying spanwise wave number 7 was compared to DNS-results for all 
sweep angles. In terms of accuracy PSE is clearly superior to LST, which systemat
ically underpredicts the DNS-growlh rates. Compared to DNS-amplification curves 
the mean error over all modes and sweep angles yielded 6% for PSE compared to 
46% for LST. An error of 64% already results in an amplitude factor difference of 
2.8 between LST and DNS, which would correspond to a AN = 1 in a Aî -factor 
prediction. On the other band the amplification in LSBs is so extreme compared to 
attached boundary-layer flows -the maximvun growth rate of the present LSB is 16 
times higher than that of the same inflow without pressure gradient- tiiat even such 
an error might result in only a small A x-shift of the predicted transition location. 

LST was found to work best for 0°-base flows. The errors increased with rising 
sweep angle, in the mean by a fector of 1.25 from <̂ cc — 0° to 45°. More pro
nounced is the dependency of LST from the propagation direction ^ of the analysed 
mode. It exhibited the general trend "larger errors for modes with larger propagation 
angles". In the present investigation the errors of the most oblique waves were up to 
4 times higher than errors for two-dimensional waves. The accuracy of PSE-results 
on the other hand was rather independent of the sweep angle. But oblique waves 
with the largest propagation angle also showed the maximum errors. In the mean 
they differed from the minimum error of the mode (18/ — 20) by a fector of 1.75. 

In application LST is very robust and easy to handle and automate because of 
its local character. It is well suited to get an overview, for the qualitative comparison 
of curves or when a great number of modes has to be calculated, as for stability 
diagrams. Due to its step-size restriction PSE requires more attention per run. PSE 
comes into play when greater accuracy is desired and is clearly superior for CF-
modes. Note that the present base flow was a flat-plate boundary layer. In curved 
geometries, PSE has the additional advantage of the inclusion of curvature terms. 
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Table 1 First number: Relative error r^i := \DNS - LST\/DNS of LST results in per 
cent with respect to DNS amplification curves, evaluated atX-position of greatest amplifica
tion of the DNS-curve (see Fig. 2). Its dependency on various modes (01/7) (columns) and 
sweep angles iPoo of the base flow (rows). Second number: Same findings for PSE. 

Wc^ 

0° 

30° 

45° 

mean 

(18/-40) 

5 8 / 8 

51 /6 

25 /6 

4 5 / 7 

(18/-30) 

5 5 / 6 

5 8 / 4 

5 1 / 2 

5 5 / 4 

(18/-20) 

1 6 / 5 

58 /6 

59 /2 

44 /4 

(18/0) 

16 /4 

19 /5 

19 /5 

18 /5 

(18/20) 

1 6 / 5 

1 5 / 1 

3 9 / 9 

2 3 / 5 

(18/30) 

5 5 / 6 

62 /6 

81/10 

6 6 / 7 

(18/40) 

5 8 / 8 

73 /2 

78/11 

7 0 / 7 

mean 

3 9 / 6 

48 /4 

5 0 / 6 

4 6 / 6 

Table 2 Propagation angle W = arctaii(7r/ar) in degrees with respect to the X-axis of 
modes in table 1 according to LST at a; = 1.4. Second number: Propagation angle W, = 
arctan(7r/ars ) in streamline orientated coordinate system, displayed in Figure 1. 

??oc 

0° 

30° 

45° 

(18/-40) 

- 4 1 

- 3 0 / - 61 

- 2 5 / - 71 

(18/-30) 

- 3 2 

- 2 5 / - 56 

- 2 2 / - 67 

(18/-20) 

- 2 2 

- 1 9 / - 49 

- 1 7 / - 62 

(18/0) 

0 

0 / - 3 1 

0 / - 4 6 

(18/20) 

22 

2 7 / - 4 

32/ - 14 

(18/30) 

32 

43/12 

54/8 

(18/40) 

41 

58/28 

79/33 
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Figure 1 30°-base flow: Topview. Disturbance strip x e [0.5; 0.64], LSB between Xs — 
1.75 & Xr = 2.13, potential streamline. Propagation direction W of investigated TS-waves 
{u)/')) according to LST at x = 1.4. Smaller Figure: potential chordwise velocity Ue (a;). 

10'h 

- l _ ^ I - .J t •„ u • , , „ i . , , , t 
I.S 1 1,S 2 i«i 

J 
3 

Figure 2 Amplification curves. Left: (18/40) in 45°-tese flow with x-positions of error 
evaluation in section 3 (example of high relative error compared to other TS-waves). Right: 
(18/20) in 30°-base flow (lowest relative error). Lines: DNS, diamonds: LST, circles: PSE. 
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Figures 45°-LSB nonlinear scenario: Dominating disturbance (18/0) with initial ampli
tude Av = IQT^, all other modes: A„ = 10"'^*', shown only (18/40). End of linear regime 
at a; « 1.8 indicated by dash-dotted lines. Lines: DNS, diamonds: LST. 

wV 

Figure 4 45°-LSB: Linearly most amplified stationary CF-mode (0/40) with disturbance 
strip. Initial amplitude: A„ = 10~^". Lines: DNS, diamonds: LST, circles: PSE. 
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Summary 

The experimental investigations described in the present paper deal with the reduc
tion of the total aerodynamic drag of a generic car model (Ahmed-Body) by means 
of periodic forcing. The experiments carried out in this study focus on a unique ap
proach to separation control using fundamental frequencies for local forcing of the 
shear layer separated from the rear end of the car model. The excitation of large scale 
vortex structures by periodic forcing intensifies the primary momentum transfer be
tween the separation region and the outer flow, resulting in a substantial reduction 
of the separation length. A total drag reduction of 27 % was achieved using the flow 
control method described in this study. 

1 Introduction 

Flow control over a bluff body for drag and noise reduction purposes is considered 
to be one of the major issues in aerodynamics. The pressure difference between 
the front and the rear end of bluff bodies is the driving factor for flow separation 
at the rear end of the car (Fig. 1, left). Hence, the pressure drag controls the skin 
friction and the flow field behind the bpdy is determined by a strong wake [3,9]. 
The flow situation in the wake is highly three dimensional and unsteady and depends 
strongly on the rear slant angle ip [7]: Longitudinal vortices occur at slant angles up 
to 30°, leading to a dramatic increase in pressure drag (Fig. 1, right). With increasing 
slant angles these horseshoe vortices burst and span wise vortices dominate the wake 
region, causing a reduction in drag. 

Both active and passive methods of flow control can be applied to avoid or re
duce this type of separation-induced performance loss [8,2] etc. Several investi
gations on active separation control in diffusers (e.g. [2]) or on simple bluff body 
geometries ([10,4] etc.) were successfully conducted using forcing frequencies in 
the range of the shear layer instabilities observed. In these experiments wall actua
tors were used to generate periodic perturbations, significantly reducing the separa
tion length. 
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Nevertheless, practical applications are almost too complicated for an accurate 
analysis of these typical phenomena. Hence, generic models with the most impor
tant boundary conditions are frequently used. The more complicated the configu
ration is, the more complicated the flow structures become. This is demonstrated, 
for instance, by Brunn [2] in the transition from plane diffusors to axisymmetric 
configurations. Here, the spanwise vortex structures, which have been shed from 
the separation region, lose their initial two-dimensional nature in their early stages 
of development. The present experimental study focusses on the active separation 
control methods for the flow behind a generic car model - the Ahmed-Body [1]. The 
flow control on this car model is an interesting application due to the possibility of 
increasing the efficiency of land vehicles: Reducing this separation wiU result in a 
strongly decreased total drag. The Ahmed-Body combines the essential geometric 
parameters determining shape, length and position of the separation, and it is used 
as a reference for numerical and experimental investigations e.g. [5]. 

2 Experimental Set-Up 

The experimental investigations were conducted in a closed water channel with 
an optically fully accessible water test section using Particle Image Velocimetry 
(PIV) and digital flow visualization methods (Fig. 2). The PIV-system consists of a 
frequency-doubled Nd: YAG laser (A = 532 nm, 25 mJ per pulse and 5 ns duration), 
two CCD-Cross-Correlation-Cameras (12 bit, cooled with 1280 x 1024 pxP) and a 
Synchronization Unit. 

The Ahmed-Body, which stretched across the whole width of the test section, 
was mounted on the channel wall. The slant angle was a = 35°, as observations on 
the fully three-dimensional model by [1,7] etc., show that the flow field of the slant 
region under these conditions is dominated by two-dimensional spanwise vortex 
structures. This kind of vortex structure is expected, even though the aspect ratio of 
the model is B/H « 4. All other geometrical parameters of the model are based 
on the data given by Ahmed [1]. The Reynolds number based on the inflow velocity 
and the model height was Reu = 1.1-10^. The flow upstream of the car model was 
fully turbulent. 

The periodic pressure perturbations were generated by a water pump connected 
to a rotating valve (Fig. 3, left) and injected into a cavity-slit-system, resulting in an 
oscillating synthetic jet with zero net mass flux. The perturbations during the forcing 
should preferably amplify the vortex structures in the separated shear layer in order 
to increase the growth of the vortices and intensify the entrainment process. 

3 Results 

First of all, the unforced base flow was investigated with the time-averaged flow field 
in terms of streamlines shown in Fig. 4. Here, an ensemble of around 200 instan
taneous PIV images in the symmetry plane is depicted. No significant differences 
in the velocity fields at different spanwise positions could be observed. The flow 
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structures typically occurring behind bluff bodies are visible (e.g. [6]): Two counter 
rotating vortex structures (time-averaged) and a settling point that closes the sepa
ration region at a position of a; ss 395 mm. Spanwise flow structures appear in the 
near wake region of the Ahmed-Body . These structures are comparable with other, 
much more simple configurations [2,10,4] etc., which is why the experiments focus 
on an unique approach to drag reduction in terms of active separation control. 

Two free shear layers (in the two dimensional point of view) collide and enclose 
a separation bubble in the wake behind bluff bodies. While the upper shear layer 
separates from the slant and is consequently driven by the slant configuration, the 
flow at the bottom is like a backward facing step flow. The snapshot of the instanta
neous velocity field in Fig. 5 shows discrete structures of spanwise vortices. Typical 
wavelengths can be assigned to these structures and they scale with a half of the 
body height H. Hence, it is the obvious solution to force the flow and amplify these 
structures with frequencies according to the shear layer instabilities. For this reason, 
a frequency range according to the Strouhal numbers 0.1 < SIH < 0.7 was chosen. 
Here, the lowest value corresponds to the vortex-shedding frequency estimated with 
the method of [4] and was confirmed through digital flow visualization documented 
by [2]. The initial shear layer instability depends primarily on the boundary layer 
conditions upstream of the separation point [6] and was calculated to be around 
StH = 0 . 7 . All control experiments in the present study were performed with a 
forcing intensity of c^ = 3 • 10~^, where 

Ao ul 

with uo as the average velocity at the inflow, c'g as the perturbation velocity at 
the slit exhaust, the cross section at the inflow Ao and the active actuator area As-

A significant reduction of the car wake separation length was achieved in all 
forcing cases, with a noticeable difference in the resulting (mean) flow field (Fig. 6). 
The excitation with the vortex shedding instability (Stn = 0.2, Fig. top, right) 
shows a drastic reduction of the recirculation area compared to the base flow (Fig. 6 
top, left). However the forcing effectiveness is consistently reduced with increasing 
forcing frequency, and in the case of an excitation in the range of the shear layer 
instability (Stn = 0.7, Fig. bottom, right) the reduction is comparatively low. 

The distribution of velocity fluctuations is a reliable indicator of an enhanced 
momentum transfer by means of local forcing. This distribution is depicted in Fig. 7 
for forcing cases 0.2 < SIH < 0.7 , while the picture on the top left represents 
the flow without forcing. At frequencies close to that of the vortex-shedding, the 
RMS-values by far exceed the base flow values. At Stn = 0.7, the distribution 
shows no significant enhancement. A closer look at Fig. 7 (top, middle) does not 
only show increased fluctuations in the slant region, but also demonstrates that the 
momentum transfer in the near wake directly at the blunt end of the car has much 
more intensity than at other forcing frequencies. As a result, the entrainment process 
starts much earlier and the forcing eifect is stronger in the near wake region behind 
the car model. 
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An analytical method to determine the vehicle drag and the drag coefficient 
C£) is the use of conservation of momentum with the velocity data of one up
stream and at least one downstream position in the integration area far downstream 
[3]. The profiles of the streamwise velocity component at the downstream position 
X = 420 mm, depicted in Fig. 8 (left), already show a qualitative drag reduction. 
The velocity u{y) in the near wake, normalized with the free stream velocity Woo. 
is significantly increased due to the local forcing. At this downstream position, an 
integral value of the velocity deficit was calculated. This one is equivalent to the 
profile drag coefficient. All three velocity components have to be measured in the 
near wake in order to fulfill the conservation of momentum. Hence, a calculated 
drag coefficient with only {u, v) = f{x, y) is incorrect. A velocity deficit in the 
measurement plane of coef = 0.35 was calculated for the unforced base flow, and 
it represents the profile drag of a two dimensional configuration. Figure 8 (right) 
summarizes the drag reductions in terms of a reduced velocity deficit achieved with 
the active separation control. The values for different forcing frequencies (Strouhal 
numbers) shown in this figure are normalized with the value of the unforced base 
flow. An excitation with the frequency of vortex-shedding leads to a dramatic drag 
reduction in the excitation range 0.2 < Stn < 0.4 (approximately 20 %). The mini
mum drag (cDef = 0-25) could be observed at Stn =0.2. The effect decreases with 
higher forcing frequencies due to the mechanisms explained earlier. Measurements 
with a force balance in addition to three dimensional far wake velocity analysis will 
be carried out to verify these results. 

4 Conclusions 

This study presents experimental investigations on active separation control used to 
reduce the total drag of an Ahmed-Body car model by means of large scale vortex 
structure excitation and amplification. Actuators generating periodic perturbations 
to the flow were used to excite the shear layer separating from the rear slant of the 
car model. Forcing frequencies in the range of the initial shear layer instability and 
the vortex-shedding were used to test the receptivity of the flow. The excitation in 
terms of periodic perturbations at the slant edge lead to increased velocity fluctu
ations in the shear layers, while the momentum transfer between the recirculation 
region and the outer flow was significantly intensified due to forcing at the vortex-
shedding frequencies. The most effective frequency for drag control was observed 
for the corresponding Strouhal number Stn = 0.2, based on the model height. A 
total drag reduction of 27 % was achieved for this forcing case. The amplified large 
scale vortices connected with the vortex-shedding process are the key to reduce 
separation and consequently the pressure drag of the Ahmed-Body. This result has 
become the basis for flow control investigations on highly three-dimensional flow 
configurations. 
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Figure 1: Ahmed Car Model with illustrated vortex structures behind the rear end (left) and 
the total drag coefficient for different slant angles (right) 
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Figure 2: Experimental Set-Up of the Ahmed-Body investigations with Particle Image Ve-
locimetry (PIV) 
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Figure 3: Rotating valve used to provide periodic perturbations in terms of spanwise vorticity 
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Figure 4: Time averaged flow field behind the Ahmed-Body 
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Figure 5: Instantaneous velocity field behind the Ahmed-Body with the characteristic wave
length of spanwise vortices 
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Figure 6: Time averaged flow fields behind an Ahmed-Body at different Strouhal numbers 
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Figure 7: Velocity fluctuations behind tlie Alimed-Body 

Figure 8: Profiles of streamwise velocities u(y) at x = 420 mm in the near wake of the 
Ahmed-Body (left) and Reduced coefficients of the velocity deficit depending on 
forcing Strouhal numbers (right) 
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Summary 

This paper demonstriates the use of active separation control on a high-lift con
figuration in order to enhance the aerodynamic performance in tenas of lift and 
drag. The aim is to delay boundary layer separation on the flap's upper surface by 
periodic excitation using a pulsed wall je t The experimental and numerical results 
show a massive improvement of almost all aerodynamic coefficients over a wide 
range of angles of attack and flap deflection angles. By actuating with correct exci
tation parameters, the jet formed by the single slotted flap can be reattached or kept 
attached, depending on the conditions, to the surface. Lift is increased by up to 12% 
while drag is reduced by the same amount. As a result, the lift to drag ratio defining 
the aerodynamic quality is improved by up to 25%. A numerical calculation on the 
basis of unsteady Reynolds-averaged Navier Stokes equations is also presented to 
determine the influence of different excitation parameters. 

1 Introduction 

Active flow control plays an ever growing part in the aerodynamic research area. 
To control flow with low-power consimiption devices enables new approaches to 
the design or modification of bodies exposed to a moving fluid. Controlling the 
boundary layer transition is one field of great interest due to its ability to reduce 
drag [1][2]. The other field of interest which is presented in this paper deals with 
the delay or suppression of boundary layer separation as it limits angle of attack 
and flap deflection of high lift devices [3]. The use of active separation control is 
demonstrated experimentally and numerically on a two dimensional generic high-
lift configuration. The aim was to delay separation on the single slotted flap in order 
to increase lift and flap deflection. Previous investigations have revealed that peri
odic excitation is by far more efiicient than steady blowing or suction [4] [5]. This 
is due to the feet that periodic excitation uses instabilities such as vortex shedding in 
the separated shear layer. The excitation is performed at the leading edge of the flap 
right where the flow field separates from the surface (fig. 1). The flow field around 
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a trailing edge device is very complex due to the fact that there are different mixing 
layers (separated shear layers, airfoil wake) and therefore a dominant instability has 
not yet been found. Earlier investigations undergoing phase averaged hot wire mea
surements led to the assumption that the flapping motion of the separated jet, which 
is generated by the slotted trailing edge device, is amplified by periodic excitation 
until it reattaches to the flap's surface [6], Free wall jets were studied extensively in 
the 70's and 80's and a flapping motion instability caused by the shedding of large 
vortices was recognized during this time.[7]. 

2 Experimental setup 

2.1 Wind Ttannel Model 

The test model (figure 2) consists of a NACA 4412 main airfoil with a single slot
ted NACA 4415 shape flap. The flap has a chord length of 0.4 • cvnoin- The semp 
is completely two dimensional with a wing span of 1.55m which yields an aspect 
ratio of 3.1. Both angle of attack a and flap deflection rj can be automatically ad
justed within a wide range in order to allow different configurations to be tested 
under the influence of excitation [8]. The main wing and flap are equipped with a 
pressure measurement system in order to acquire complete pressure distributions. To 
account for the unsteady flow around the flap when flow separation occurs, the flap is 
equippKd with 26 pressure transducers that collect unsteady wall pressure data. The 
main measurement equipment used in this investigation is a six-component wind 
tunnel balance which is installed underneath the test section. The balance allows 
simultaneous acquisition of all three forces (lift, drag and side force) and moments 
(pitch, roll and yaw). Besides pressure and force measurements a movable hot wire 
was used to measure time series in the separated shear layer in order to detect pos
sible instability frequencies. 

22 Excitation system 

The actuator development and assembly was governed by four main requirements. 

- The actuator has to reach previously defined frequencies and amplitudes. 
- The actuator has to fit inside the flap which has a maximum thickness of 30mm 

and is only about 15m,m thick at the actuator position. 
- The velocity distribution of the pulsed jet should be homogenous along the span. 
- It has to be very robust and reliable during operation. 

To combine all major attributes a system of compressed air and eleven fast 
switching small solenoid valves was finally chosen. Eleven of those valves were 
placed inside the flap side by side along the entire span. Each valve produces a very 
thin and 114mm wide (spanwise direction) pulsed wall jet oriented perpendicular 
to the surface. All valves are connected to the same compressed air line in such a 
way that a change in pressure changes the amplitudes of all the valves (see fig. 2). 
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Each valve's opening and closing times are individually controlled by a fast pro
grammable micro controller situated in the main wing. The span wise segmentation, 
together with individual control of each valve, allows for the possibility not only to 
change the excitation frequencies, but also to generate arbitrary opening and closing 
times for each valve or to use only a selected number of valves along the span for 
excitation. Besides the geometric parameters a and jj, the actuator itself has the four 
adjustable governing parameters (frequency, amplitude, opening/closing times and 
number of active valves) mentioned above. Because of the variety of parameters, 
only the results for a two dimensional excitation are presented, where all valves are 
active and open and close at the same times. The actuator system was calibrated us
ing a hot wire and fast pressure transducers attached to each of the eleven actuator 
segments. 

3 Numerical Approach 

The computational investigations are carried out using ELAN, the numerical code of 
TU Berlin (Herrmann Fottinger Institute). It is based on a three-dimensional incom
pressible Finite-Volume scheme to solve the Navier-Stokes equations. The method is 
fully implicit and of second order in space and time. Based on the SIMPLE pressure 
correction algorithm, a co-located storage arrangement for all quantities is applied. 
Advection is approximated by third-order TVD-MUSCL schemes. 

The Unsteady Reynolds-averaged Navier-Stokes computations presented here 
are based on the LLR k-co model by Rung [9] which in the past exhibited the best 
performance for steady and unsteady airfoil flows with large separation. It represents 
an improved two-equation eddy-viscosity model formulated with special consider
ation of the realizability conditions. The computational mesh is of c-t5?pe and pro
vides 45,000 cells in total. Both profiles are modeled as having bluff trailing edges. 
The non-dimensional wall-dis-tance of the first cell center remains below y^ = 1 
over the complete surfaces. Additional simulations using a finer mesh showed that 
the results are mesh independent. All simulations are based on a non-dimensional 
time-stepping of At = 0.001-^, which gives a resolution of 400 time steps per 
oscillation cycle for a typical oscillating frequency. 

To model the excitation apparatus, a suction/blowing type boundary condition 
is used. The perturbation to the flow field is introduced through the inlet velocity to 
the small chamber modeled as a group of 20 x 20 cells representing the excitation 
slot 

Uexcit) = Woo y-^^^C'f. • co.s f t • 27r —^^St) (1) 

where c^ is the non-dimensional momentum blowing coefficient defined as 

c^ ^ 2- J^^^ • ( ^ ) and H is the slot width (H = 0.004 cn„„). The excitation 
" t^main \ "Woo / J f 

frequency is given as a nondimensional Strouhal number based on the flap's chord 
length St = '''^f'-'^f wheref denotes the excitation frequency. 
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4 Results 

The results presented herein demonstrate the influence of active flow control by 
yielding lift increase and drag reduction. Tests at different Reynolds numbers were 
conducted (experimentally and numerically) reaching, a maximum Reynolds num
ber in the experiment of 1 • 10° based on the main airfoils chord. 

Numerical Results The numerical investigation shows the effect of different excita
tion parameters (fig. 3). In the beginning, the basic flow without excitation was com
puted for a— 3° and rj = 37° (tripped transition) and compared to the experiments. 
The obtained solution was later used as initial flow condition for all further simu
lations. For the low Reynolds number case the simulation yielded a lift coefficient 
of CL = 2.4. The effect of periodic excitation with St = 0.62 and C^ = 50 • 10"^ 
is comparable to that obtained by the corresponding experiment (not shown here). 
Separation can be delayed and the lift coefficient is enhanced remarkably. The un
steady flow field shows qualitatively similar behavior in the experiments and in the 
numerics. In the simulation however, separation on the flap occurs delayed but a 
completely attached boundary layer is not predicted. 

Further numerical simulations are targeting the effect of the excitation parame
ters on the flow field and its behavior for higher Reynolds numbers. Experimental 
results show that the excitation frequency St is of minor importance (in a given 
range) for the mean lift coefficient whereas the simulation shows a decrease in lift 
at higher 6'i-numbers. In the low Rejoiolds number case with Re = 160,000 and an 
excitation intensity of C^ = 50 • 10"^ up to 14% extra lift can be obtained (fig. 3, 
left). The excitation frequency -if varied in a usefiil range- seems to be less important 
than the excitation intensity. The excitation intensity C^ however, shows a stronger 
effect: The mean separation position on the flap can successfully delayed by periodic 
excitation for the whole investigated range of Reynolds numbers. At Re = 160,000 
and Re = 2,000,000 a certain level of C^ is required in order to keep the boundary 
layer attached along the first 15% to 20% of the flap chord (fig. 3, right). Further 
enhancement does not result in more improvements. At Re — 1,000,000 however, 
suction/blowing initially shows only a small effect on the separation position which 
continuously grows with increasing C^. Mean separation position delay is not cap
tured in the experiment which gives only information on the global flow condition. 

Experimental Results Results of force measurements are displayed in figure 4. 
The diagram on the left shows the influence of excitation (regarding lift and drag) 
compared to the unexcited case during a complete angle of attack sweep with fixed 
flap deflection. In the unexcited case the flow on the flap separates at a = 1°, 
marked by a sudden loss of lift. As a is increased further, the flow around the main 
wing remains attached until it separates at a = 7°. The separation process goes 
along with an increase in drag, which is shown in the drag polar. With the excitation 
turned on, the same configuration was measured and it was found that separation 
is successfully suppressed while maximum lift is increased by up to 12% and drag 



Increasing Lift by Means of Active Flow Control 261 

is lowered by the same amount. In comparison the diagram on the right shows lift 
and drag during a flap deflection sweep. As can be seen, the onset of separation is 
delayed, occurring at 39° instead of 30°, an increase of 9°. These two results show 
that periodic excitation has a dramatic effect on lift and drag. 
Figure 5 displays the lift depending on complete a and rj sweeps for the non-excited 
flow. The resulting plot reveals the two separation mechanisms for the high-lift con
figuration. With increasing flap deflection, separation on the flap starts to occur at 
angles of about 32°. By increasing a further, flap separation starts earlier and ear
lier until separation occurs on the main airfoil. The white line in figure 5 indicating 
the onset of separation divides the plot in attached and separated region. As already 
shown separation on the flap can successfully be suppressed by local excitation. 
Figure 6 compares the angles at which the onset of separation is first recognized for 
the unexcited and excited case. To test for repeatability, the onset of separation was 
retrieved from two different data sete, namely fk)m angle of attack (fixed flap angle) 
and a flap deflection sweeps (fixed angle of attack). As long as the separation occurs 
on the flap, the excitation keeps the flow attached with a maximum flap deflection 
angle of about 45°. The influence of excitation, on the other hand is limited if the 
separation occurs on the main airfoil. 
After discussing the positive effects of active flow control in terms of delaying sep
aration for different angles of attack and giving an example of how much gain in lift 
is possible, the next figure gives a quantitative answer to the question of how much 
gain is achieved at given angles. Figure 7 shows the percentage gcdn in lift due to 
excitation. The data was retrieved by first measuring lift in the unexcited case (as 
shown in fig. 5), and afterwards for the exited case with fixed excitation parameters. 
For same angles, the gain was calculated giving a two dimensional contour plot. 
There is a substantial gain in lift, up to 10% over a wide range of flap deflection 
angles and angles of attack. As mentioned earlier, the gain in lift is accompanied 
by a decrease in drag. The gain in aerodynamic performance denoted by the lift to 
drag ratio of the complete configuration is plotted on the right side diagram of figure 
7. The percentage gain of the excited case is plotted versus both geometric angles. 
Again there is an increase of up to 25% for the lift to drag ratio, where the average 
level of gain is about 20% for a wide range of angles. 

5 Conclusion 

Experimental as well as numerical investigations concerning local periodic excita
tion on a generic high-lift configuration were performed with the aim of increasing 
lift. The results show a significant improvement, resulting in an increase of up to 
25% for the lift to drag ratio. The large increase is measurable over a wide range of 
a and i] settings. The beneficial effect is obtainable by an excitation intensity that 
is higher than a certain limit of c^ whereas the excitation fi-equency plays a minor 
role. In general, the computation together with the experiments show that consid
erable improvement can be achieved up to a threshold, beyond that only a small 
improvement is possible. 
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Figure 1 Basic high-hft setup with excitation at the flap's upper surface 
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Figures Left: Relative gain in lift for varying excitation frequency; right: Dependency 
of mean separation position on excitation intensity for different Reynolds numbers. 

Figure 4 Lift polar for fixed flap deflection (left) and fixed angle of attack (right) 
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Figure 5 Lift polar for a variety of different angles of attack and flap deflections (white line 
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Figure 7 Increase in lift (left) and lift to drag ratio (right) due to excitation. 
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Summary 

Pulsed jet actuators are studied in a low-speed wind tunnel by means 
of phase-locked stereoscopic particle image velocimetry (PIV) to examine 
the interaction of the jet with a turbulent boundary layer flow along a flat 
plate. The aim is the transport of high-momentum fluid from the outer part 
of the boundary layer flow towards the wall to actively delay or avoid flow 
separation. It is shown that a properly arranged actuator jet produces a 
strong streamwise vortex, which is well suited to enhance the draired mixing 
process. The strength and position of this streamwise vortex is of primary 
importance for the efficiency of the actuator concept. Difi^erent jet-exit-hole 
geometries, their impact on the vortex-structure and their ability to suppress 
or delay separation are discussed. 

1 Introduction 

Since quite a while active control of flow separation is being studied in many 
varieties [1] because of the strong industrial interest. The most promising way 
is the stim^ulation of vortices in the boundary layer by using jet actuators. 
Such devices can be driven with a continuous ("steady vortex generator jets" ) 
or periodic mass flow ("pulsed jet actuators"). Periodic blowing is believed 
to be superior, as the required energy is smaller, whereas the effectiveness in 
suppressing stall is enhanced [2,3]. Basically there are two control strategies: 

1. Control by stimulation of natural instabilities[6]. 
2. Control by enhancing the turbulent mixing. 

In this contribution only the mixing will be considered, as that method 
seems to work in a more general fashion. However, many details of the pulsing 
procedure are not very well understood. 

Recently it has been shown quantitatively, that a symmetric actuator, 
e.g. a circular hole drilled perpendicular into the model surface (Fig. 1̂ ^̂ ) 
or a non-skewed slot, is not well suited to enhance turbulent mixing. The 
blockage of the base flow tends to promote flow separation because of the 
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retardation of the near-wall flow downstream of the jet-axis [2,5]. Asymmetric 
blowing with pitched holes (e.g. Fig. l'^^) or skewed slots on the other hand 
is efficient, because a strong, streamwise vortex is generated, which transfers 
high-momentum fluid from the outer parts of the boundary layer towards the 
wall, provided that the jet axis is properly oriented with respect to the base 
flow [4,5]. 

The goal of the present contribution is to further increase the mixing 
process by determining the most effective and efficient orifice shape for a 
pulsed jet actuator. In order to suppress stall, the actuator has to be able 
to decrease the loss of momentum due to the friction within the boundary 
layer. Therefore, the analysis has to focus particularly on the impact of the 
actuator-jet on the region of the boundary layer near the surface. It addresses 
the following questions: 

1. Which kind of structures inside the boundary layer lead to an increase of 
effectiveness for stall control? 

2. How can these structures be created most efficiently? 

2 Experimental Setup 

The experiments were performed on a 470 mm long, 248 mm wide flat pla,te, 
which was mounted horizontally between two end-plates in a Gottingen-type 
wind tunnel with a 940 mm long, open test section ( 0 = 0.5 m, Tu = 0.85%, 
see [7]). The actuator orifice was a circular 1 mm hole, located 320 mm behind 
the leading edge, which results in a local Reynolds number of Re^ w 2.85 • 
10"'' at a freestream-velocity of 13.6 m/s. The thickness of the undisturbed 
turbulent boundary layer was measured to be (5 w 20 mm with Re^. w 2750. 
The dynamic actuation was realized with an electromechanical fast-switching 
valve which ran with 100 Hz at 50% duty cycle. It was supplied with a pressure 
of pv = 1.5 bar. The jet's exit-velocity was measured with a hot-wire 1mm 
above the outlet. Peak exit-velocity during the open part of the cycle was 
Vj fv 70 m/s, giving a velocity-ratio of VR » 5.1 [5]. 

In the following x denotes the direction of the bulk flow and z indicates 
the wall-normal direction. The origin coincides with the position of the orifice. 
The angle between the surface and the blowing axis is called the pitch angle 
a, the skew angle /? is defined as the angle between the blowing axis and 
the bulk flow direction. Figure 1 gives an overview over the shape of some 
different actuator-oriflcra. 

The flow field was explored phase-locked using a stereoscopic PIV system, 
which is capable to captxire all three velocity components in the light-sheet 
plane (3C2D). The camera release was properly syndironized to the actuator 
process. Eight phase angles were investigated in steps of A<fi — 45°, whereby 
9? = 0 is defined as the moment, when the jet reaches 90% of it's maximum 
exit velocity. See [5] for a more detailed description of the experimental setup. 
The measurement results below z Ki 1.5 mm are affected by spurious vectors 
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(see the lowest row of vectors in Figure 2 for a; = 25 mm) due to reflections 
on the model surface. The analysis will therefore focus on effects happening 
above z 

All flow fields represent a phase-locked average of 100 cycles. For the visu
alization the velocity field of the undisturbed boundary layer was subtracted 
to display the fluctuations Au, Av and Aw due to the actuation. If an actua
tor is able to enforce an area of overspeed (positive Au) close to the surface, 
then it becomes likely that separation can be delayed, as the momentum loss 
due to friction is being compensated. The greater the overspeed gets, the 
more effective is the control mechanism. 

3 Design Studies 

Figure 2 displays the rasults for an unsymmetrical orifice with a = 45° and 
/? = 90° for different distances behind the jet (x = 25 mm to 60 mm). The 
flow field is shown at a phase angle oi cp — 225°. As will be shown later, 
this phasing gives a representative impression of the actuator's flow field. 
Clearly visible is a counter-rotating vortex pair (CRVP), which is slightly 
imsymmetrical due to the oblique jet-direction and the right, clockwise vortex 
features a little more peak-vorticity and is somewhat closer to the wall. As 
a result, on the right hand side of the CRVP a downwash transfers high-
momentum fluid towards the wall such that the streamwise velocity in the 
near-wall region is increased up to Auinax ~ 4.5 m/s or 45% of the local 
velocity. In contrast, on the left hand side of the CRVP only little overspeed 
is induced near the wall. This implies, that the left vortex is less efficient for 
flow control. 

A time-series of the streamwise velocity fluctuation Av, for the plane x — 
40 mm is given in Figure S.At(p = 0° some disturbances of the previous cycle 
are noticeable, but it takes up to y? = 135° tmtil the vortex-system reaches the 
displayed plane (40 mm behind the orifice) by convection. Although the valve 
is opened only 50% of the period, each of the subfigures shows an overspeed-
area close to the wall of at least 1.0 m/s. This demonstrates clearly, that 
the benefit of the jet can be obtained throughout the complete cycle with -
compared to a steadily blowing jet - reduced mass-flux. 

The phase-angles cp = 315° to 90° (the "passive part" of the period) ac
tually feature the greater overspeed, although the CRVP itself is pronounced 
during the other phase-angles. The rationale for this behavior is given in Fig
ure 4. At first it can be seen, that the counterclockwise vortex always features 
less peak vorticity than the clockwise one, thus giving the reason, why the 
overspeed is always greater on the right side of the vortex system. But peak 
vorticity of the clockwise vortex is greater during the active part of the period 
(if — 135° ~ 270°), hence still lacking an explanation, why the overspeed is 
greater during the passive part. Utilizing the "natural" imderstanding, that 
the impact of a vortex is increased, if it is located closer, the following values 
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should be noted: Overspeed is greater at 93 = 90°, where ujuim = —1200 1/s 
at 2; = 5.4 mm, than for ip — 270°, where Wmin w —2150 1/s at z » 14.7 mm. 
So the greater overspeed during the passive part seems not to be a result of 
increased peak vorticity, but of closer distance to the area of impact. Thus, 
to design an efficient actuator, a combination of peak vorticity and position 
of the vortex has to be noted and not peak vorticity alone. 

As pitched actuators are favorable for the generation of strong vortices 
the question of the optimum skew angle ^ comes up. In Figure 5 a comparison 
is shown for a pitched orifice a = 45° with different skew angles. j3 = 120° 
means, that the jet has a component in bulk flow direction (coflow. Fig. 1̂ ^̂ ), 
whereas the orifice with /? = 60° is partly blowing in countercurrent with the 
oncoming flow (counterflow). The coflow actuator does not perform very well. 
Neither can the momentum of the jet be utilized to accelerate the boimdary 
layer near the wall, nor can the CRVP shift high-momentum fluid towards the 
wall. The coimterflow configuration on the other hand does perform better. 
Compared to the perpendicular configuration peak vorticity is of the same 
magnitude, but the vortex core is located closer to the wall. As expected, a 
slight increase in peak overspeed near the wall is discoverable. 

Beside the geometry optimization of a single actuator, efficiency can fur
ther be increased by utilizing the interactions of multiple actuators. Exper
iments have shown that the use of two diverging actuators, as illustrated in 
Figure 6, is very promising. The spacing of the two orifices is 10 mm, both 
were pitched to a = 45° and skewed to /3 = 90°, but in opposite directions 
(Fig. 1̂ ^̂ ). Peak vorticity of the two inner vortices is greater than for an 
isolated orifice. Additionally, the position of the two CRVPs is much closer 
to the wall, because the two vortices induce a mutual downwind, helping to 
keep the vortex cores close to the surface. The two downwash areas are being 
combined, thtis leading to a maximum velocity fluctuation near the wall of 
•4«max ~ 5.5 m/s, which equals 55% of the local velocity of the oncoming 
boundary layer. Beside the peak overspeed, the area, which is being acceler
ated, is larger than for the single actuator. Not shown here is the increase of 
peak velocity during the passive part of the period, it is even greater for the 
double-hole actuator than for the single, pitched orifice. 

4 Conclusion 

Different pulsed jet actuators were examined experimentally using PlV-tech-
niques, to study their efficiency for active flow control. Blockage, displacement 
and the evolution of a counter-rotating vortex pair were discovered. The latter 
enhances the turbulent mixing by transferring high-momentum fluid towards 
the wall and hence increases the streamwise velocity near the surface. The 
vortex strength - namely peak vorticity - does have an influence on the 
amount of overspeed, but additionally the distance of the vortex core relative 
to the wall turned out to be an important parameter for efficient flow control. 
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Prom several orifice geometries tha t were investigated, a 45° pitched hole 
either blowing perpendicular or with a slight component in countercurrent t o 
the oncoming bulk flow turned out to be capable. Regarding simple actuator 
arrays it could b e shown tha t an increase of t h e efficiency is also possible by 
utilizing the interactions of two properly arranged actuators . 

In the future a more refined s tudy has t o follow, t o find t h e actual op
t imum of pitch and skew angle. The relationship between downwash and 
additional streamwise velocity, depending on the parameters of the oncom
ing boundary layer, and furthermore the influence of pulsing frequency / , 
du ty cycle Z\, supply pressure pv and velocity-ratio VR respectively has t o 
be evaluated for single orifices as well as for arrays of actuators . 
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Figure 1 Different actuator-orifices: (1) symmetric actuator, a = 90°, /? not 
defined; (2) asymmetric actuator, a = 45°, ^ = 120° (coflow); (3) simple array 
with two orifices, a = 45°, /3 = ±90° 

r 
<1> x=10nim 

-mm:--

"7 i .Vi.' ••_.?.<:• - --' i"0-

- .-?i! 5t: ; % . • - _ - # . - . 

i t 

p ) -A = 4&mrn 

i4 ?^ 

. - • • ; ; i 

• •tl:'-'--

. {4) «*60mD<- - : " 

"-20 ""'%¥ "(5 '~^r ' S i r -20"~ -10 "6 TO"" M ^ ' " o " " - ' i l ' g — - - r g - — | g ^ -
f ImmJ f lirwn] y [ntnri] 

Figure 2 Flow field due to actuation with orifice a = 45° (3 = 90°; phasing: 
(p = 225°; left: velocity fluctuation Au [m/s]; middle: velocity fluctuations Av and 
Aw [m/s]; right: vorticity cjx [10"^/s]. 
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Figure 3 Time series of an actuation with orifice a = 45°, fi = 90°; streamwise 
velocity fluctuation Au [m/s], 40 mm behind exit-hole. 

Figure 4 Temporal development of position and peak-vorticity for the counter-
rotating vortex pair; orifice a. = 45°, /3 = 90°, 40mm behind exit-hole. 
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Figure 5 Comparison of different skew angles /3 for unsymmetrical single-hole 
actuator a = 45°; 40 mm behind exit-hole; See Figure 2 for description. 
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Figure 6 Flow field due to actuation with diverging double-hole actuator a = 
45°, /3 = 90°; phasing: ^p = 225°; 25 mm behind exit-hole; See Figure 2 for descri]> 
tion. 
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Summary 

Surface smooth plasma actuators were used to control leading-edge flow separa
tion on the flying wing airfoil Eppler E338 for angles of attack of up to 12° past 
stall at low Reynolds numbers. The plasma actuators were operated over a range 
of free-stream speeds from 2.2 to 6.6 m/s giving chord Reynolds numbers from 
26K to 79K. The plasma actuators produced a 2-D wall jet in the flow direction 
along the surface of the airfoil and thus added momentum to the boundary layer. 
Each actuator consisted of two metal electrodes separated by a dielectric layer 
which was part of the airfoil surface. At all five free-stream speeds from 2.2 to 6.6 
m/s, the maximum lift coefficient could be reached and the stall regime relaxed. 
The power to achieve this was approximately 17 watts per meter or 8.6 watts per 
actuator over the span width. It was found that the application of low power 
plasma actuators could simplify the design of mini and micro air vehicles (MAVs) 
by calculating with the maximum possible lift coefficients obtained from simpli
fied fluiddynamic equations. 

1 Introduction 

At low Reynolds numbers (less than 200K) the flow phenomena are more com
plicated than those at high Reynolds numbers because of some peculiar features, 
namely; 

appearance of leading edge laminar flow separation 
nonlinear lift/drag characteristics caused by laminar separation bubble 
Lift/drag hysteresis at static conditions. 

In this regard, the design of mini and micro air vehicles (MAVs) flying at low 
speeds below 25 mph is mainly based on empirical and intuitive work. Com
putational analysis is difficult because many of the simplifications of the fluid-
dynamic eqxiations valid for large Reynolds numbers are not valid for MAV flight 
regimes [4]. Active flow control can help to overcome the basic design problems 
of MAVs [2], [3]. Because of the weight and space limitations in small fixed vraig 
construction only unconventional, surface-integrated flow control methods like 
piezo and plasma actuators are considered [1], [3], [5], [6]. The plasma technique 
used in these experiments is described in the following. 
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The plasma actuator consists of two metal electrodes separated by a dielectric 
layer which is part of the airfoil surface. Sufficiently high voltages (at low radio 
frequencies in the kHz-range) supplied to the actuator causes the air to weakly 
ionize at the edges of the upper electrodes. These are regions of high electric field 
potential. In asymmetric configuration, the plasma is only generated at one edge, 
Figure 1. 

The plasma moves to regions of increasing electric field gradients and induces a 
neutral air flow by momentum transfer due to Lorentzian collisions. This causes a 
plasma induced pressure gradient named "electrostatic body force" by Roth [7] 
which in one-dimension is formulated as follows: 

FE- dx 
d(\ ^ 

(1) 

In this work, plasma induced downstream orientied wall-jets were used to increase 
the aerodynamic efficiency of a flying wing airfoil by leading-edge separation 
control at low Reynolds numbers and large angles of attack. 

2 Experimental Setup 

The experiments to separation flow control by siorface smooth plasma actuators 
were conducted in the small fi^ee-stream wind-tunnel in the Institute of Bionics 
and Evolutiontechnique at Technical University of Berlin. The tuimel has a free-
stream cross-section of 0.60 m diameter and a maximum speed of 7.0 m/s. A 
sensitive two component balance was used to measure the lift and drag forces at 
five free-stream speeds of 2.2, 3.3,4.4, 5.5 and 6.6 m/s. 

2.1 AirfoU 

The airfoil used in the experiment was an Eppler E338, Figure 2. This airfoil had 
been previously used in flow control experiments with high voltage ( 1 0 - 2 0 kV) 
charged corona discharge wires [2], [3] and was originally chosen for a mini 
flying wing design. 

The airfoil has a 17.8 cm chord and a 50.0 cm spanwise length. For the five free-
stream speeds this give a range of Reynolds numbers from 26K to 79K. End plates 
from plexiglass with 22 cm diameter were used to reduce end effects. Figure 3. 

2.2 Plasma Actuator 

The plasma actuator consists of 12 pairs of tinned copper electrodes in asymmetric 
arrangement separated by a 0.5 mm thick, flexible and self-adhesive Teflon layer 
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which is bonded directly to the surface of the Eppler E338 airfoil and spans its 
width. The electrodes are made from 0.070 mm thick tinned copper foil tape and 
have a distance to each other of 9 mm. In these experiments, only two electrodes 
on the leading edge were supplied with high voltage of 5.8 kV p-p at the operating 
frequency of 11 kHz, Figure 4. The power consumption was about 17 Watts per 
meter and one-fourth of the value used in the experiments by Post and Corke with 
11 kV p-p [5], [6]. Data acquisition from the polyphase high voltage power supply 
was done using a self-programmed Lab View B-channel oscilloscope, FigureS. 

3 Results 

The results presented here relate to laminar leading-edge separation flow control 
experiments at low Reynolds numbers from 26K to 79K and large angles of attack 
up to 25 degrees using the Eppler E338 flying wing airfoil. 

At Reynolds numbers lower than 60K the flow already separates at small angles of 
attack below 10 degrees. So the maximum lift coefficient is between 0.6 to 0.8. 
With plasma actuation the flow separation can be delayed to higher angles of 
attack up to 16 degrees giving maximum lift coefficients between 1.1 and 1.2. 
Furthermore, the stall regime is more relaxed up to 24 degrees. Figures 6 and 7. 

At Reynolds numbers lower than 30K the Hft coefficient drops dramatically even 
at zero angle of attack but can be recovered after activating the plasma actuators. 
The lift characteristics is more nonlinear. Figures 8 and 9. 

At Reynolds numbers higher than 60K the flow separates at an angle of attack of 
20 degrees. Plasma actuation gives a more relaxed stall regime. Figures 8 and 9. 

At a free-stream speed of 3.3 m/s, giving Re = 39750, the flow reattached 
produced by the actuator increases lift by up to 129% for a = 16°, Figure 6. 

At a free-stream speed of 4.4 m/s, giving Re = 53000, the flow reattached 
produced by the actuator increases lift by up to 78% for a = 12°, Figure 7. 

At a free-stream speed of 2.2 m/s, giving Re = 26500, plasma actuation increases 
hft by 57% for a = 0° and at maximum by 103% for a = 10°, Figures 8 and 9. 

At a free-stream speed of 6.6 m/s, giving Re = 79500, plasma actuation relaxes the 
stall regime and increases lift by 62% for a = 23°, Figures 8 and 9. 

4 Conclusion 

Weakly ionized plasma actuators were used for leading-edge flow separation over 
the flying wing airfoil Eppler E338 for angles of attack of up to 12° past stall at 
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low Reynolds nxmibers. The effectiveness of the plasma actuator was demonstrated 
for a range of velocities from 2.2 to 6.6 m/s, corresponding with chord Reynolds 
numbers from 26K to 79K. 

The plasma actuator was arranged in an asymmelric configuration to produce a 
quasi-steady 2-D wall jet in the flow direction and thus add momentum to the 
boxmdary layer. Each of the 12 actuators over the chord length consists of two 
metal electrodes separated by a dielectric layer which is part of the airfoil surface. 
In the experiments, only two actuators with 180° phase shift were activated at the 
leading edge. 

At all five free-stream speeds from 2.2 to 6.6 m/s, giving a Reynolds number 
range from 26K to 79K, the maximum lift coefficient could be reached and the 
stall regime relaxed. The power to achieve this was approximately 17 watts per 
meter or 8.5 watts per actuator over the span width. 

The application of low power plasma actuators can simplify the design of mini 
and micro air vehicles by calculating with the maximum possible lift coefficients 
obtained from simplified fluiddynamic equations. This is of specific interest for 
the design of bionic flying wing models, currently under development at the 
Institute of Bionics and Evolutiontechnique, Figure 10. The Reynolds numbers in 
the outer wing are in the range from 26K to 97K at speeds up to 11 m/s (25 mph). 
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Figure 1 Schematic of asymmetric plasma actuators used in experiments 
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Figure 2 2-D wing with Eppler E338 airfoil and plexiglass end plates 
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Figure 3 Eppler E338 wing with plasma actuators in the small free-stream wind-tunnel 

Figure 4 Two activated plasma actuators with 180° phase shift on the leading edge 
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Figure 5 Polyphase high voltage power supply with Lab View 8-channel PC oscilloscope 
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Summary 

Supersonic lateral jets are a convenient method for aerodynamic steering of bod
ies flying at hypersonic speeds. An accurate prediction of the resulting aerodynamic 
force is difiicult, because the flowfield around such a jet in a hypersonic cross-flow 
is quite complex. In addition to the jet thrust a considerable pressure load on the 
body can be generated by the jet/cross-flow interaction. Several flow and configura
tion parameters have an effect on the flow interaction pressure force. In this study, 
the influence of the body's boundary layer upstream of the side jet is studied exper
imentally. A shock tunnel is used to generate a Mach-6-flow around a cone-cylinder 
model with a side jet. By means of flow visualization and unsteady pressure mea
surements the flowfield around the side jet is characterized for different conditions. 

1 Introduction 

A promising and convenient way to steer high-speed bodies flying in the earth's 
atmosphere is the use of supersonic lateral jets. Compared to rudders or flaps, no 
aerothermal loads are present and no drag is induced when the side jet is inactive. 
AdditionaUy, at high flight altitudes with low stagnation pressures, side jets offer the 
only possibility to exert sufficient aerodynamic forces for flight control. A recent 
example of such an application is given by the flight of SpaceShipOne, which took 
place on October 4th, 2004 [3]. After being released from the carrier plane at an 
altitude of 15 km, the pilot continued climbing and accelerated to a Mach number of 
about 3. Shortly after, a rolling motion started, which could no longer be controlled 
by the flaps. A side-jet system was then triggered to stabihze the flight path. As 
known, the mission was successful and Starship One was awarded with the Ansari 
X-prize. 

A disadvantage of lateral control jets, however, is the complex flow pattern 
around the jet: the jet is bent downstream and a bow shock appears in front of the jet. 
This shock interacts with the boundary layer leading to a separation shock. Down
stream of the jet, a wake with a recirculation zone is formed. Therefore, in addition 
to the jet thrust, an aerodynamic force resulting from the flow interaction around the 
jet acts on the body, see Fig. 1. The worst case would be a cancellation of the jet 
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thrust or even a thrust reversal. Therefore, for a correct design of a control system it 
is necessary to know the effects of the diiferent parameters on the interaction force. 
In this study, the influence of the lateral jet pressure ratio and the boimdary layer 
is studied experimentally with a cone-cylinder model mounted in the measurement 
section of a shock-tunnel facility. 

2 Experimental arrangements 

2.1 The ISL shock tunnel STA 

The experiments were conducted in the ISL shock-tuimel facility STA, which al
lows to duplicate real atmospheric flight conditions for high Mach numbers. The 
facility consists of a conventional shock tube with an inner diameter of 100 mm 
connected to a supersonic nozzle and a lOm^ dump tank (Fig. 2). The shock tunnel 
is operated in the shock-reflection mode with tailored interface conditions resulting 
in testing times of about 2 milliseconds. A single, stainless-steel diaphragm sepa
rates the shock tube into a 2.7-m-long driver tube and a 18.4-m-long driven tube. 
A parallel-flow Laval nozzle with an exit diameter of 219 mm and a design Mach 
number of 6 is used to expand the flow into the measurement section. For the experi
ments of this study, two atmospheric flight conditions with altitudes of 15 and 21 km 
were adjusted by varying the initial pressures in the shock tube. The corresponding 
freestream flow properties for nitrogen test gas are listed in Table 1. 

2.2 The cone-cylinder model 

The model consists of a conical nose with a half-angle of 7.1 ° and a circular cylin
der with a diameter of 50 mm. The total length is about 507 mm and the exit axis of 
the side jet is positioned 58 mm behind the cone shoulder, see Fig. 3. The side-jet is 
generated by expanding pressurized nitrogen gas through a supersonic nozzle (exit 
diameter: 8 mm; Mach number: 3.3). Before the experiment is started, the stagna
tion pressure of the jet is adjusted by pressurizing high-pressure bottles, which are 
connected to the stagnation chamber of the jet. An appropriate triggering of a valve 
assures that the lateral jet is expanded to a steady state before the shock-tunnel flow 
starts. 

2.3 Flow visualization and pressure measurement 

The variation of the density gradient in the compressible flow around the model 
was visualized by a differential interferometer (Fig. 4). In the set-up used here, the 
interferometer was adjusted to an infinite fringe spacing so that the interferograms 
look similar to schlieren pictures. The illtunination path is built up with an optical 
Z-configuration using two identical spherical mirrors (diameter of 250 mm, focal 
length of 1.5 m). A single-picture CCD camera with a resolution of 1280 x 1024 pix
els (PCO PixelFly S) in combination with a continuous light source captures the 
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visualized flowfield during the testing time. The camera's shutter time was set to 
100/xs. 

Up to 18 piezoresistive pressure transducers (Kulite XCL-080) were mounted 
in the model to measure the surface pressure aroxmd the lateral jet. The transducers 
were positioned in an array behind small holes (1 mm in diameter and depth, see 
Fig. 5), which resulted in a sufficiently good time response for the measurement. 
A PC-based transient memory with 12 bit A/D-resolution digitized and stored the 
amplified signals at a sampling rate of 2 Msamples/s. The measurement error is 
estimated to ±8%. 

3 Experimental results 

The experimental results consist of differential interferograms and pressure distribu
tions for the two altitude conditions and three corresponding jet pressure ratios. The 
stagnation pressures of the lateral jet were set to values from 8 to 25 bar for each 
altitude. This resulted in jet pressure ratios (defined as the jet stagnation pressure to 
the freestream pressure) from 63 to 440. 

The differential interferograms of each experiment are shown in Figures 6 and 
7 for the 15 and 21 km altitude conditions, respectively. It can be seen that if the 
pressure ratio is increased, the jet extends more into the external flow. Addition
ally, the separation shock region in front of the jet also extends more upstream. To 
quantify this effect, the extension was measured on the pictures and normalized by 
the jet exit diameter of 8 mm. The results are shown in Fig. 8, which clearly shows 
that the upstream extension of the separation shock region depends on the pressure 
ratio, but in a different manner for the two altitudes. If a similar jet pressure ratio of 
about 150 is compared, the influence of the altitude condition becomes evident; the 
normalized upstream extension of the separation shock is nearly twice as large for 
the 21 km altitude condition (image 1 in Fig. 7) as for the 15 km altitude condition 
(image 2 in Fig. 6). 

For each experimental run, the pressure measurement was obtained simultane
ously. It is easier to interpret the pressure data, if only the pressures measured di
rectly up- and downstream of the lateral jet are presented. The static wall pressures 
normalized by the corresponding freestream pressure are plotted against the jet pres
sure ratio in Figures 9 and 10 for the 15 and 21 km altitude conditions, respectively. 
Both the jet centerline pressures and the averaged pressures from the first left and 
right row are shown. Additionally, the pressures for the no-jet case are depicted to 
give an idea of measurement accuracy. Again, a dependence of the jet pressure ratio 
on the pressure distribution is visible. However, a clearer estimation of the intensity 
of the jet/cross-flow interaction can be obtained by relating the upstream pressures 
to the downstream pressures, which is an estimation of the intensity of the interac
tion. In Fig. 11 it can be seen that the ratio of upstream to downstream pressure is 
proportional to the jet pressure ratio. This time, however, the 15 km altitude condi
tion seems to have a stronger effect compared to the results obtained from the flow 
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visualization. For a similar pressure ratio of about 150, the static pressure ratio is 
about 30% higher for the 15 km than for the 21 km altitude condition. 

4 Discussion 

The experimental results have shown that the jet interaction zone depends qualita
tively and quantitatively on the jet pressure ratio. Additionally, a diiference for the 
extension and the strength of the jet interaction zone was found between the two 
altitude conditions. This difference can be explained with the boundary layer state 
upstream of the jet, which depends on the Reynolds ntunber. The unit freestream 
Reynolds numbers given in Table 1 were multiplied by a characteristic length of 
256 mm, which is the distance from the cone tip to the lateral jet orifice (Fig. 3). 
The corresponding Reynolds numbers are 6 • lO*' and 2.4 • 10^ for the 15 km and the 
21 km altitude condition, respectively. Using a prediction correlation for the transi
tion Reynolds number in hypersonic flow by Bowcutt and Anderson [1], the transi
tion Reynolds number is calculated to 3 - 10^. A measurement conducted by Jack 
[2] with a a cone-cylinder model at a Mach number of 3.12 yielded a transition 
Reynolds number of 2.4 -10^ at a similar position behind the cone shoulder as in 
our case. It can therefore be concluded that the boundary layer state at the lateral 
jet exit is turbulent for the 15 km altitude condition whereas it is laminar or in the 
transition region for the 21 km altitude condition. 

5 Conclusion 

The interaction of a supersonic side jet with a hypersonic cross-flow was studied 
experimentally on a cone-cylinder model in the ISL shock-tunnel facility. The flow 
visualization showed that an increased pressure ratio leads to an extended separa
tion shock region upstream of the lateral jet with a different correlation for the two 
altitude conditions. The pressure measurements indicated that the intensity of the 
flow interaction not only scaled with the jet pressure ratio, but also depended on 
the altitude conditions. For a similar jet pressure ratio a significant difference was 
found between the two altitude conditions indicating a stronger interaction for the 
lower altitude. This effect can be explained with different boundary layer states on 
the body in front of the lateral jet. For quantitative estimations of the aerodynamic 
interaction force it is therefore important to know if the boundary layer in front of 
the lateral jet is laminar or turbulent. 
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Table 1 Flow conditions used for the experiments. 

Altitude 
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15 

21 

Moo 
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[kPa] 
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Figure 1 Flowfield around a side jet in a hypersonic cross-flow. 
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Figure 5 Array of pressure transducers grouped around the lateral jet. 
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Figure 6 Differential interferograms for three jet pressure ratios at the 15 km altitude con
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Figure 7 Differential interferograms for three jet pressure ratios at the 21 km altitude con
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Summary 

In the present stucfy a numerical coupling tool for fluid-thermal structure interac
tion is validated in terms of a generic body-flap model with strong radiation ef
fects on the flap leeside. Coupling effects such as flow topology changes on the 
flap leeside occur. Spiecial emphasis is placed on the numerical rebuilding of the 
flow condition entering the test section which has a large impact on the coupling 
effects. The numerical results found are in good agreement with the experimental 
data gained in the arc heated facility. 

1. Introduction 
Efficiency and safety of future space vehicles strongly depend on the design of the 
thermal protection system. Therefore accurate and reliable predictions of heat flux 
and thermal loads on the surface are essential for the design. During the German 
national project IMENS (Integrated Multi-disciplinary dEsigN of hot Structures) 
three different generic models have been tested experimentally in the DLR arc 
heated facility L3K [1] and numerically rebuilt [2], [3]. Particularly the numerical 
results for a generic body flap model presented here are focussing on the radiation 
effects between the body flap leeside and the opposite model surface. The wind 
tunnel model is designed resembling a realistic space vehicle body flap configura
tion. It consists of two flaps separated by a central gap. The actuators that drive 
the flaps in a real vehicle are also simulated. The model includes optional side 
plates that close the flap box in spanwise direction. 
With this model, the validation of the coupling environment for the prediction of 
thermal loads, consisting of the DLR's finite volume CFD-solver TAU [4] and a 
commercial finite element structural solver (ANSYS) linked by an interpolation 
routine will be done. 

2. Numerical Method 
The CFD solutions are achieved with the unstructured DLR TAU-code that has 
been validated in the past for different configurations at super- and hypersonic 
flow conditions [4]. The time accurate Navier-Stokes equations are marched for 
steady or unsteady conditions by a three stage Runge-Kutta scheme. The upwind 
scheme employed is AUSMDV [5]. Available thermochemical models are perfect 
gas, equilibrium air and chemical non equilibrium. State of the art acceleration 
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techniques such as local time stepping, residual smoothing and multigrid are im
plemented. The numerical solutions for the thermal analysis of the structure have 
been carried out with structural finite element solver ANSYS. Quasi structured 
meshes have been generated to increase the accuracy of the thermal solution. Sur
face radiation effects are calculated by the structural solver. View factors of the 
different surface panels are calculated and reflections are taken into account, lead
ing to a degraded surface radiation cooling in cavity areas. The material properties 
of the C/C-SiC material are nonlinear, they are based on the analysis of the mate
rial used during the experimental tests. The coupling algorithm follows a loose 
thermal coupling and uses Dirichlet-Neumann boundary conditions. Surface heat 
flux and temperature are calculated by the solvers and exchanged as boundary 
conditions. The surface values are interpolated from the fluid to the FEM mesh 
and vice versa with the commercial interpolation routine MpCCI. This routine al
lows an efficient neighborhood search also for large numbers of surface grid 
points. 

3. Results 
The study is carried out for conditions of DLR's arc heated facility L3K (Ho = 
11.5 MJ/kg, Ma = 7.4, Re = 12.000, a = 10°) assuming laminar flow. 

3.1 Flow condition 

Special attention is given to the flow condition inside the test chamber. Since 
measuring the hot hypersonic flow core is quite challenging, numerical rebuilding 
of the wind tunnel has to be done. Durir^ the experiments, pressure in the arc 
heater's reservoir and the mass flow are measured which allows to calculate the 
other flow condition there. Density and mass fractions of the flow are calculated 
employing a model for thermochemical equilibrium there. Due to the high tem
perature in the arc heater the oxygen is almost completely dissociated. This leads 
to the following reservoir condition, see Table 1. 

Table 1 Reservoir conditions 

reservoir pressure 
" temperature 
" enthalpy 
" massflow 
" density 

Po 
To 
Ho 
m 

P 

= 4700 hPa 
= 5649K 
= 11.56 MJ/kg 
= 142 g/s 
= 0.2364 kg/m' 

a(N2) 
a(02) 
a(NO) 
a(N) 
a(0) 

= 0.7253 
= 0.0031 
= 0.0304 
= 0.0275 
= 0.2136 

The flow expands through a conical nozzle with a half angle of 12° until it reaches 
the test chamber. Inside the test chamber, the flow fbrther expands and reaches the 
model. In the past, a simple approach with an extrapolated nozzle that includes the 
test section was chosen in order to calculate the flow condition at the model posi
tion (x = 939 mm). By this, the free shear layer of the nozzle is neglected and the 
background pressure inside the test chamber is not taken into account. Fig. 1 
shows the extrapolated nozzle with a schematic model. The characteristic starting 
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at the junction between nozzle throat radius and conical nozzle passes through the 
flowfield and doesn't reach the model itself. From the axis-symmetric nonequilib-
rium calculations, the flow condition at the model position are extracted and 
shown in Table 2. A slight recombination of Nitrogen appears. 

Ma„ 
Poo 

T 

Po) 

u« 

Table 2 Flow conditions at model position 

= 7.36 
= 58.9 Pa 
= 552K 
= 0.000308 kg/m^ 
= 3866 m/s 

a(N2) =0.7621 
a(02) =0.0063 
a(NO) =0.0106 
a(N) = 10"' 
a(0) =0.2210 

The flowfield shows almost no real gas effects further down the throat, the flow is 
almost completely frozen. As can be seen from the figures, the flowfield displays 
flow gradients along the nozzle axis. Pressure is reduced by a factor of 2 along the 
300 mm model length, see Fig. 4, left. Therefore, an extensive study of the test 
chamber flow has been performed. First axis-symmetric calculations of the nozzle 
including the test chamber and the diffiiser inlet indicated a strong dependency on 
the pressure level at the diffuser due to the fact that the flow core is hypersonic 
and extends only half of the diffuser diameter. Changing the pressure there influ
ences the test chamber pressure and this confroUes the state of the nozzle: overex-
panded, matched, underexpanded or separated. Due to this problem the whole fa
cility was modeled, including the nozzle, the test chamber (with and without 
model) and both stages of the diffuser, which leads to a supersonic outflow at the 
2"* stage of the diffuser at Mach 2.5 (Fig. 2). The calculation of the flowfield in 
the test chamber without model showed a shear layer separating the flow core 
from the low Mach number reverse flow. Inside the shear layer, there is a strong 
(here 99.9 % total enthalpy) loss of total enthalpy. The diameter of the flow core 
with constant total enthalpy line follows approximately the Ma = 7.2 line. A sec
ond characteristic originating from the nozzle exit propagates through the flow-
field and crosses the model area (Fig. 3). Behind this characteristic, the total en
thalpy is constant, but the flow condition changes, especially the Mach number 
decreases. This characteristic limits the homogenous flow core. Inside the core an 
ideal conical flow is present, between core and shear layer the total enthalpy is 
constant, but flow conditions including the direction of the flow, change, see Fig. 
4, right. However at the model position the flow condition and its gradients do not 
change because it is well inside the homogenous flow core. 
In order to estimate the influence of the model itself, further axis-symmetric calcu
lations have been performed including a generic flap model in the test chamber 
with a flap deflection angle of 15° and varying the angle of attack. By this, the 
pressure in the test chamber adjusts itself from the geometry of the flow core and 
changes the position of the shear layer. Due to the increases background pressure 
the shear layer moves closer to the model. For 20° angle of attack no steady state 
solution could be achieved. The model blocked the tunnel flow, just as was ob
served during the experiments in the past. The pressure in the test chamber in-
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creases until a separation in the nozzle appears which interacts with the whole 
flowfield. 
The shear layer has to be investigated particularly weather turbulence has an im
pact on the topology. Therefore, a turbulent calculation with the Spallart-Almaras 
turbulence model has been performed. Due to the very low Reynolds-number 
(12.000) the effects in the flow core can be neglected, the shear layer position and 
size do not change significantly. 
It has to be kept in mind that the axis-symmetric calculation leads to an overpre-
diction of movement of the shear layer position. Due to an increased ai^le of at
tack, the cross section area of the axis-symmetric configuration increases and 
blocks the flow faster than a 3D model. In reality, 10° angle of attack and 30° flap 
deflection has been performed without blocking. Nevertheless, the calculations 
without model indicate the maximum size of the usable flow core. 
With the help of this study the flow field inside the test chamber can be described 
more accurately. It turns out that the extrapolated nozzle can be applied to esti
mate the flow condition and its gradients at the model position. The size of the 
core diameter indicates that the models used in the following 3D studies are not 
affected by the shear layer, but are partially outside the homogenous flow core due 
to their size. 

3.2 Generic body-flap model 

According to the strategy of the past initial 3D computations were performed with 
flow conditions determined in the extrapolated nozzle at model position without 
any flow gradients in x-direction (parallel flow). A hybrid grid of 1.1 10* points 
contains the flow domain which is solved for laminar flow with the TAU-code 
(Fig. 5, left). The thermal solution inside the structure is treated with a quasi struc
tured mesh of approximately 70.000 points, the radiation and visibility elTects par
ticularly on the flap leeside are also considered with the ANSYS code (Fig. 5, 
right). 
The CFD radiation equilibrium solution of the surface temperature and flow to
pology is shown in Fig. 6, left. Large heat peaks at the side edges are visible, be
low the flap a large separation region appears. Taking the structural heat conduc
tivity into accoTjnt, the heat peaks vanish, the lower flap side reaches almost the 
upper surface temperature. Due to radiation exchange, the lower flap side and the 
model surface interact, which increases the temperature in the former cold separa
tion area significantly (Fig. 6, right). The separation itself disappears, which is an 
effect of the structure. The Mach number below the flap is mainly subsonic, tend
ing the flowfield to be non-compressible. Therefore, increasing the surface tem
perature increases mainly the pressure which creates an artificial pressure gradi
ent, forcing the separation to disappear (F^s. 6 and 7). 
According to the previous investigations a generic farfield boundary condition was 
employed keeping the estimated flow condition and gradient at model position. In 
this case, due to the pressure gradient in the surrounding flow, the previous effects 
caimot be observed in Fig. 7, right. As shown in Fig. 8, a large pressure gradient is 
present along the model, therefore no separation is present for the CFD solution. 
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The coupling effects on the flowfield therefore are reduced just to increase the 
pressure gradient further on but not to change the flow topology significantly, see 
Fig. 7. 
Comparisons between numerical and experimental data at the flap middle section 
are shown in Fig. 8, right, for a fully catalytic surface. Good agreement between 
the surface infrared data as well as the thermocouple measurement on the model 
surface and the numerical data can be shown. A crosswise section is shown in Fig. 
9, left, which also indicates a good numerical rebuilding of the flowfield for the 
numerical solution. Further comparisons are made in [6]. Near the symmetry 
plane, the discrepancies are slightly higher. This might be due to a different sur
face cataUcity or due to the previously described phenomena of the homogenous 
flow core. For an asymmetrically deflected model. Fig. 9, right, shows the position 
of the homogenous flow core and the boundary of the shear layer. Only the flap 
edge is inside the shear layer, which was also observed in the experimental data. 
But also main parts of the model are outside the homogenous flow core, which 
means that the surface loads may differ from the numerical ones. Due to the non-
ideal flow, forced by the large model compared to the flow core, the overall heat 
transfer during the experiment is lower than the numerical one. This might explain 
the lower experimental temperature near the symmetry plane, where the surface 
temperature is mainly driven by the radiation exchange with the flaps. 

4. Conclusions 
The numerical rebuilding of the wind tuimel flow in the L3K contributed to get the 
right understanding of the flow effects around the generic body-flap model. The 
knowledge of the flow gradient is essential to get the right thermal surface loads 
and flow topology. Good agreement between the experimental resxilts could be 
shown. In order to study the effects of the shear layer for larger angles of attack or 
body-flap deflections, fully 3D computations of the whole wind tunnel domain in
cluding the model is necessary which would increase the numerical eflbrt by at 
least an order of magnitude. In the future, the results of the present study can be 
introduced to preliminary design of new models, taking into accoimt the effects of 
flow core sizes and flow gradients in the test chamber region. 
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Fig. 1: Extrapolated nozzle: flow topology with characteristic 
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Summary 

In the presented work the influence of the new defined parameter d = D/5 
on the shock system of a double ramp configuration was investigated, with 
D describing the distance between the two ramp kinks. On the basis of the 
experimental and numerical investigations the functional dependency of the 
most important parameter of the Ftee Interaction Concept, the upstream 
interaction length IQ on the parameter rf, c^uld clearly be shown. Therefore 
an enlargement of the free interaction concept is suggested with respect to 
the double ramp parameter d. Moreover, through the investigations of the 
flat plate/double ramp configuration a critical minimum of the first ramp 
length was found for the investigated iJ/m-ranges, to realise the wished two 
shock compression. 

1 Introduction 

For future, reusable two-stage-to-orbit space transportation systems, the 
fliglit in tlie hj-personic velocity regime by using an air breatliing propulsion 
system is the main problem to be soh'ed concerning the design and the over
all vehicle conception. In this context only the use of a scramjet-propulsion 
system meets all the aerodynamic and gasdynamic requirements. In regard 
to the highly sophisticated scramjet technology and its requirements to the 
preconditioning of the incoming flow the purpose of this work was to inves
tigate an highly integrated intake with two combined 2D-ramps under the 
condition of a not peeled off Lacoming turbulent boundary-layer to achieve 
the needed compression with less pressure loss compared with the single ramp 
case. The projected surface in flow duection of these compression surfaces 
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should also be minimized to reduce total pressure drag of the vehicle. 
In contrast to the 2D-vehicle design with long ramps, like the NASA Hyper-
X 43A, here the formed shocks are coupled and can only be treated as a 
common shock-system with a strong mutual interaction. The combination 
of two shodts is a verj- comphcate and sensitive structure with respect to 
small changes in the design point. This concur of a multiple shock struc
ture with the mcoming turbulent boundary-layer leads to the problem of 
the so-called shock boimdary-layer interaction, focusing a double ramp con
figuration (shock/shock) with short as possible length and moderate ramp 
angles. The semi-empirical theory describing the shodc boundary-layer inter
action is called the FVee Interaction Concept [1]. Here, the most important 
normalising factor is given by the upstream interaction length LQ, describing 
the upstream influence of the shock on the boundary-layer. LQ is used as a 
function of I/o(-Moo? Reso, on, So), usually normalised by the boundary-layer 
thickness of the imdisturbed incoming flow as LO/SQ = IQ. Up to now the 
theory is limited to the single ramp situation. So, the question is to anal
yse the influence on tlie parameter lo due to the geometrical double ramp 
configuration, specified by the two-ramp angles a i and a-2 and the distance 
D between the two ramp kinks, nonnaUsed by the boundary layer thickness 
at the reference position (position of the first ramp kink) D/60 = d. This 
extension of parameters leads to the advanced functional dependency of the 
upstream interaction length ô at the ramp kink: IQ{M^, Res^, oei, a-z, d). 
In this field experimental (LAG) and numerical (ITAM) investigations were 
carried out to darify the dependencies on the new parameter d with fixed 
ramp angles cti = 11° and 0:2 = 9°. 

2 Experimental facilities 

The experimental work was carried out in two different facihties at lAG, 
Stuttgart University. Visualisation of the flow by the Schlieren method and 
pressure measurements at a ramp/ramp-model, installed on the wind tunnel 
wall due to the design of the tumiel, were carried out in the middle sized 
supersonic wind tunnel HMMS at M = 2.5 and 3.0, [3], [7]. 
The investigations concerning measurements on flat plate models with in
tegrated ramp/ramp-models were carried out at M = 2.53 in the so-called 
shock wind tunnel, SWK [6], at different unit Reynolds numbers. 

3 Wind tunnel models 

Due to the different requirements of the used wind tunnels and the various 
intentions concerning the measurements, it was necessary to built different 
wind tuimel models. 
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For the tests in the HMMS a ramp/ramp-model was constructed with a mov
able upper ramp (a2 = 9°) on the first (ai = 11°) to realize the variation of 
the distance between the two ramp kinks. The model could be fixed directly 
on the wind tunnel wall using the turbulent boundary-layer as a kind of base 
flow in the simulation of shock boimdary-layer interactions. For the determi
nation of the boimdary conditions, a traversable Pitot-probe was installed on 
the wind tunnel wall to measure the boundary layer profiles at the reference 
position. 
For the investigation in the SWK several flat plate models with different dou
ble ramp configurations were manufactured. In all cases the basic model was 
a flat plate with a sharp leading edge. Due to the manufacturing the surface 
was polished to reduce roughness. To simulate a real 2D-flow over the flat 
plate, the model was completed with trapraoidal side wings, designed with 
supersonic edges for M=2.5. The model was motmted on a special support 
to place the whole configxuration outside the tuimel sidewail boundary-layer. 
The first two flat plate models were used to classify the incoming boundary 
layer. The tliird used model is of a modular design and gives the possibility 
of a variable sejiisor installation, like diflerent kind of hot films, the new de
veloped Atomic Layer Thermo Pile (ALTP), [5], [3] or an insert with static 
pressure ports. 
Moreover, a ll°-ramp/plate insert was used, wliich allowed to measure the 
static pressure distribution in front of the first kink and on the ramp simul
taneously with a very high spatial resolution, 1 mm in the vicinity of the 
kink, without mechanical perturbation at the changeover between plate and 
first ramp. The boundary layer profiles were determined by the traversable 
Pitot-probe. A more detailed description is given in [3]. 

4 Numerical model 

The computations were performed on the basis of F^vre-averaged Navier-
Stokes equations closed by a two-equation k-o; turbulence model by Wilcox. 
A regular grid condensed to the rigid walls was used in calculations. Typi
cally, the grid consists of 100 -̂  200 nodes in y-du:m;tion and 200 ̂  400 nodes 
in x-direction. About 50 % of the grid nodes lay inside the boundary layer 
developed along the rigid wall. The four-step implicit finite-difference scheme 
of splitting according to the space directions realized by scalar sweeps was 
used for time approximation. The TVD scheme of Flux Vector Sphtting by 
van Leer of the third order of accuracy has been used for the approximation 
of convective terms. The viscous terms have been approximated with the 
central finite-difference relations of second order of ax;curacy. The compu
tation domain is restricted by inlet and outlet sections diosen far enough 
firom the interaction zone, solid surface on the bottom and free surface on 
the top boundary. No-slip condition for velocity and adiabatic condition for 
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temperature are set on solid surfaces. So called simple wave conditions are 
used on the upper boundary. Profiles of all gasdynamic and turbulence pa
rameters obtained by using a boimdary layer approach have been specified 
at the inlet section. At the outlet section soft conditions have been used. A 
more detailed description is given in [2], [4]. 

5 Measurements and results 

Boundary conditions 
Of main interest for the experimental and numerical research in the field of 
shock/shock-phenomenon is to specify the incoming flow field and the result
ing boimdary-layer on the flat plate as well as on the HMMS tunnel floor 
flow. Therefore in both cases profiles of Pitot-pressure, Mach number, ve
locity and dimensionless velocity u^iy^) as well as the transition Reynolds 
nvunber in the case of the flat plate in the SWK were determined. In all 
investigated cases the incoming boundary-layer could be shown as turbulent 
and two-dimensional at the position of the first ramp, even under the special 
conditions in the HMMS where the starting point of the turbulent boundary-
layer can not be fixed. An overview of the most important incoming flow 
parameters is given tab. 1. 

Measurements in the field of shock boundary-layer interaction 
The measurements in the SWK were carried out for R/m x 10~^ = 9.82 and 
12.41 using a flat plate model with a double ramp configuration installed. 
It must be emphasized that the first ramp was placed in the already well-
developed turbulent boundary-layer and not at the end of transition. For 
both relevant /?/m-ranges the variation of D started at 2> = 0 mm, equal 
to a single ramp situation with ai = 20°, and went up to £> = 40 mm, nor
malised with the respective boundary-layer thickness. 
For all values of cf in %, 1 the normalised pressure distributions are plotted 
versus X/SQ, in the plate's cartesian coordinate system, where x/So = 0 indi
cates the position of the first ramp. 
Beginning from values of rf = 3.6 for R/m x 10~® = 9.82 and of d = 3.9 
for R/m, X 10"® = 12.41 the gradient in the normalised pressure distribution 
becomes smaller and a constant pressure level on the first ramp is detectable. 
The desired two-shock system is reattached and the second shock is now sep-
ai-ated from the first. Concerning the overall compression, the ratio of the 
second shock is now independent from the first. 
To get a much clearer understanding of the transition process between sep
arated one-shock and attached twoshock system the normalised upstream 
interaction length IQ, according to [8], is plotted versus d in fig. 3, left, hi 
both relevant ii/m-cases a constant value of IQI can be defined for the first 
ramp for d > 3.2, independent of the double ramp parameter d. At this 
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critical value of d again the second shock arises from fan-Uke isentropic com
pression waves as a single gasdynamic phenomenon. Ftom this point a status 
of flow is readied where the desired two-shock sj-stem develops. 
Continuing from d w 4 a second interaction length I02 can be well-defined 
and for ail values d>5, /02 is only hardly dependent on d. Compared with 
the results of fig. 1, this second critical value of rf > 5 marks the beginning of 
an almost constant pressure level on the first ramp, i.e. the boundary-layer 
starts to redevelop and the whole intake flow attains the working point, so 
that a compression takes place in two steps. 
For the two analysed Reynolds niunbers Resg due to the Mach number re
duction and the increase of pressure again the values of /oi are smaller than 
the values of 0̂2- As far as the Reynolds numbers are concerned, according to 
the FVee Interaction Concept under the condition of a constant Madx number 
and fixed ramp-angles for Reso < 10̂  with an increase of Re-So a decrease of 
0̂, i is detectable, as it could be shown in fig. 3, left. Concluding, in the case 

of a constant Mach number a non-negative influence on the theory exists, 
moreover by adding the parameter d the theory is enlarged and adapted to 
the case of a ramp/ramp-configuration. 

To get a fiist picture how D effects the coupled shock system under the 
condition of constant Reynolds number Res and different Mach number ini
tial measurements were conducted in the HMMS at M = 2.55 and 3.0. In fig. 
2 the normalised static pressure distributions are plotted versus x/So for a 
range of 20.2 min < D < 40.2 mm. Beginning from values of c? = 3.1 resp. 
d = 2.8 the gradient in the normalised distribution becomes smaller. For a 
further increase of d only in the case of M = 2.55 the pressure distribution 
reaches a constant level. 
To get a much clearer miderstanding of the transition process between sepa^ 
rated one-shock and attached two-shodc system, like for the flat plate situar 
tion in the SWK, in fig. 3, right, the noraiaJised upstream interaction length 
?o is plotted versus the new parameter d. For M = 2.55 starting from a value 
of cf = 3.8 a constant distribution of loi is detectable. For smaller values 
than d < 2.7 it is not possible to define an upstream interaction length at the 
first ramp. One can expect that beginning with this critical value of d = 3.8 
the second shock arises from fan-like isentropic compression waves as a single 
gasdynamic phenomenon and there exists no longer an influence on the up
stream interaction parameter /QI- At the second ramp from a value of d > 4.1 
the determination of the upstream interaction length I02 is possible. But in 
general the /02-values underhe noticeable fluctuations due to the not yet fully 
developed boundarj'-layer on the first ramp. Accordingly, for M = 3.0 a 
constant behaviour of 0̂1 for values of d > 2.7 and of 0̂2 for values of d > 3.8 
is detectable but with the difference that in this case no fluctuations for ?o2 
can be seen. In both cases the values of loi are qualitatively smaller then 
the corresponding values Zo2- With regard to the R-ee Interaction Concept 
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again the boundary conditions must be compared. According to the values 
in tab. 1 it must be pointed out that the Reynolds number based on the 
boundary-layer thickness is equal for both Mach numbers. So, the functional 
dependency of lo is reduced to only lo{Mo, ai, a2, d). The theory predicts 
for fixed ramp angles and constant Res^ a reduction of IQ with an increasing 
Mach number, exactly what can be derived by analysing the presented inves
tigations. Consequently, again the theory is not affected in a negative way 
by adding the new parameter d. 
Additionally, a more detailed insight into the mentioned transition process 
is given by the analysis of the ScMieren pictures, [3]. The behaviour of Lo,f 
is equivalent to the results derived fk>m the pressure measurements, so that 
the results of these measurements caji be confirmed. As a result, under the 
special boundary conditions of the HMMS, the behaviour of /Q, i is in accor
dance with the FVee Interaction Concept, proved by pi-essure measurements 
and optical methods. 

Parallel numerical investigations concerning tlie shock/shock problem were 
performed for all measurements by using the experimentaly defined bomid-
ary conditions. For the measurements in the SWK with the above men
tioned flat plate/double ramp configuration for 5 different values of d, in 
%. 4, left, the numerical results are compared with the experiment, ex-
emplaiily for R/m — 12.41 x 10'*. The agreement in the prediction of the 
pressure distribution is quite good, even in the inflection points due to the 
ramp/ramp-configuration. Beginning from a ratio of d = 3.9 the gradient 
in the normalised pressure distribution becomes smaller and at cf = 4.9 the 
constant pressure plateau is detectable. 
For the measurements in the HMMS, representatively for M = 3.0 in fig. 4, 
right, a comparison between a Schlieren picture and the computed density 
field is given. Here, the case for d = 3.3 is shown. The comparison indicates a 
very good agreement between the experiment and the numerical simulation. 
The first and the second shock can be identified clearly. Also the structure of 
the flow field between the two shocks and downstream of the second is well 
determined by the used numerical method. 

6 Conclusion 

The presented experimental investigations, pressure measurements and opti
cal visualisation, show clearly the dependency of ?o as a function of 
(Moo, -Re<So, ori, a2) and especially of the new defined parameter d. More
over the good agreement between the experimental results and the numerical 
simulations demcMistrate the applicability of the used numerical code for com
putations in the field of shock/turbulent boundary-layer interaction. 
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Tab. 1: Main parameters of the incoming flow in SWK and HMMS. 

SWK 

HMMS 

R/m 
xlO-" 

9.82 d= 0.13 
12.41 ±0.17 
9.17 ±0.06 
7.49 ± 0.05 

Re^ 
xlO-« 

5.06 ±0.11 
6.29 ±0.14 
6.99 ± 0.05 
7.00 ± 0.05 

Moo 

[/] 
2.513 ±0.05 
2.543 ±0.05 
2.546 ± 0.03 
2.995 ± 0.04 

c/ 
xlO^ 

1.98 ±0.08 
1.81 ±0.07 
1.84 ±0.05 
1.53 ±0.04 
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Summary 

Fundamental requirements for future launcher technologies are a cost-efficient ac
cess to space as well as the improvement of safety and reliability. In the presented 
contribution an unsteady turbulent flow simulation of the Ariane-5 launcher dur
ing ascent will be carried out by detached eddy simulation (DES). In a first step 
the nature of separation shocks in turbulent over-expanded axisymmetric nozzles 
is simulated. Different implementations of detached eddy simulation models are 
investigated for a compressible wake flow as a validation case. Finally steady and 
unsteady Ariane-5 simulations are carried out at Mach 0.8 wind tunnel conditions 
including jet flow and the wake of the boosters. 

1 Introduction 

Substantial requirements for future rocket technologies are the cost-efficient ac
cess to orbit as well as the increase in the system reliability. Concerning these 
requirements the engine is one of the most important parts and a deeper insight 
into the unsteady phenomena during the start and early flight phase of modem 
launchers Hke the Ariane-5 is essential. These requirements have also lead to a 
greater demand for high expansion ratio nozzles, which ensures a bigger thrust in 
vacuum, makes a detailed study of rocket nozzle concepts necessary. Especially 
unsteady side-loads, induced by the interaction of flow separation downstream of 
the nozzle throat and the wake of the launcher play an important role for the design 
of future main stage propulsion systems. This so called buffeting coupling, which 
is generated by an acoustic coupling process in the operational flight case, is one 
of the main challenges during ascent. In the last decade various experimental and 
numerical studies of the Ariane-5 launcher ascent have been carried out. However 
until now it is not possible to predict the unsteady turbulent flow field of the whole 
launcher configuration numerically. The purpose of this study is to investigate es
pecially such flowfields with recent turbulence models, namely the Detached Eddy 
Simulation approach, using the unstructured DLR-Tau code. To validate the imple
mented model a typical compressible test case with a detailed experimental data 
base of the mrbulent quantities is investigated by different variations of the turbu
lence model. For this validation the axisymmetric base flow behind a blunt cylin
der, in comparison with the experiments of Herrin and Dutton is chosen. Unsteady 
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simulations of nozzle flow under harmonic variation of the external pressure field 
are carried out by standard RANS approach to get basic information of generic 
cases. 

2 Numerical algorithm 

The numerical investigations are carried out by the DLR Navier-Stokes Code 
TAU [2]. The basic solver uses a node based dual mesh with an edge based data 
structure, created in a preprocessing step. The governing equations are discretised 
with a Finite Volume method on unstructured hybrid meshes. An explicit iterative 
scheme with central or upwind space discretisation is the basic solution algorithm. 
Time accurate simulations are carried out by a dual time stepping scheme. Var
ious one- and two equation turbulence models are implemented for steady sim
ulations. Furthermore in the latest version detached eddy simulation with one-
and two equation modeling is possible. Convergence acceleration is achieved with 
local time stepping, residual smoothing , and an agglomeration based multigrid 
technique. 

3 Axisymmetric base flow 

For basic studies of the described turbulence models a coarse hexahedral grid with 
axisymmetric character, shown at the top of Figure 1, is generated. The cell distri
bution is inspired by the work of Forsythe et al. [3] and Spalart [4]. For grid con
vergence studies also a hybrid unstructured grid is in use (Figure 1 right). While 
the hexahedral grid has only 360.000 cells, to study the accuracy of the numerical 
schemes, the hybrid grid with about 2.000.000 cells provides a significantly im
proved resolution in the shear layer and wake. 
For both grids the standard DBS model, suggested by [4] with a slightly modified 
filterlength is used. Instead of the maximum cell diameter the third root of the cell 
volume, typically used for LES simulations, is chosen in the DES-region, defined 
by the standard procedure. The advantage of this choice is a better treatment of 
highly stretched cells in hexahedral grids. 
The test conditions for the compressible base flow and the experimental data are 
taken from [3]. These conditions are: Moo = 2.46, Re = A5 • 10®/m, C/QO = 
593.8y and 31.75mm cylinder radius. 
The averaged Mach number distribution in the cylinder wake agrees well with the 
experimental data by Herrin and Dutton [1], as shown in Figure 3. Also higher sta
tistical moments, like the resolved turbulent kinetic energy k = 0.5- (crj+cr^ -l-cr^) 
are compared, with a as the standard deviation over the time of the respective ve
locity component. The result for the standard DES model is shown in Figure 4 with 
the same k-distribution in the shear layer. The results could be improved by using 
the refined unstructured grid, as shown in Figure 5. With the improved resolution 
of the free shear layer it is possible to get a better agreement of the k-distribution 
in that region. Comparisons of the pressure distribution at the base for RANS- and 
DES-calculations (Figure 7) show the significant potential advantages of the DES 
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modelling. 
To reduce the number of required grid cells for the very time consuming DES sim
ulations, also a modification of the standard model, proposed by [5] is tested. This 
algorithm redefines the wall functions of the SA model in the LES region in a way 
that guarantees a proper LES behaviour of the model in this area. The advantage 
of this formulation is visible in Figure 6, where computations on the hexahedral 
grid with both the standard and modified DES methods are carried out. The finer 
resolution of the turbulent structures in the vorticity is clearly visible. 

4 Unsteady nozzle flow simulations 

In order to simlify the the complex flow in the launch vehicle base region and 
to concentrate on the reaction of the separated internal flow to external pressure 
fluctuations the nozzle is considered at first in isolation. For these nozzle calcu
lations hybrid unstructured meshes including tetrahedral and prismatic cells are 
used. Concerning the internal flow unstructured cells allow a faster mesh genera
tion and a better adaptation. Nevertheless the resolution of the viscous flow in the 
boundary layer requires structured cells in this area. The mesh density is adapted 
locally corresponding to the current separation and shock position (Figure 8). 
The main issue of the steady computations is the validation of numerical results by 
comparison with the experiments by Tomgren [6] in the modified FFA HYP500 
wind tunnel facility at FOI. These experiments, sponsored by ESA/ESTEC, were 
carried out with a Truncated Ideal Contour (TIC) sub scale nozzle called Volvo S6 
short nozzle. The following computations were done with perfect gas assumption 
which is appropriate for the experimental setup. It has to be noted, that the main en
gine of the Ariane-5 is driven by a hydrogen/oxygen system which one has to take 
into account for simulations of the real operational case. For the experiment pre
heated air at a temperature of Tc=400K and a stagnation pressure up to pc = 25bar 
was expanded in the nozzle. An unsteady external flow was generated by using the 
plume aspiration effect to draw air through a valve consisting of a static and a ro
tating slotted disk. By this technique pressure fluctuations between 0 and 900Hz 
can be generated around the nozzle exit. The steady numerical simulations show 
the dependency of separation and shock position on the ratio between chamber 
and ambient pressure (Pc/Pa). The Mach number distribution in Figure 9 shows 
the well resolved Mach disk for the overexpanded Volvo S6 nozzle. Figure 10 il
lustrates the wall pressure distribution for pressure ratios between 14.5 and 43.4. 
It demonstrates the downstream motion of the separation position with increasing 
pressure ratio. As visible the numerical calculations are completely confirmed by 
the experimental results. 

In former investigations by Schwane et al. [7] the unsteady shock system in the 
nozzle has shown essentially the behaviour of a damped oscillator. Further exami
nations of these characteristics are performed by a sudden decrease of the chamber 
pressure. By this technique the shock is forced to settle at a new position accord
ing to the new pressure ratio. However, if the behaviour of a damped oscillator is 
appropriate, the shock should overshoot this position, performing a damped os
cillation. This behaviour is indeed displayed in Figure 11 where the pressure dis-
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tribution on the centreline of the nozzle is plotted. It was formally reported by 
Schwane et al. [7]. Every vertical pressure peak describes the shock position at a 
different time. This is just the behaviour of a sudden excited damped oscillator. In 
the experimental investigations further unsteady test runs are included [6], which 
describes the variations of the ambient pressure with respect to harmonic pressure 
fluctuations. Several unsteady pressure transducers, located inside and outside of 
the nozzle, realized time dependent pressure fluctuations. Figure 12 shows the 
measured pressure at transducer P2 cortesponding to x/1 = 0.767 in comparison 
with the external pressure at transducer PIO (see Figure 8). As P2 is fixed for the 
set-up several pressure ratios are prescribed to investigate different flow conditions 
at the same position. For a ratio Pc/Pa=20.2 P2 is located inside the separation at 
all times. Neither a significant phase shift nor a change in the amplitude is visible, 
at Pc/Pa=24.4 the separation moves forward and backward across the transducer. 
The resulting signal shows a higher amplitude with an approximated phase shift 
of 30° w.r.t. the outer pressure. For attached flow at P2 nearly no pressure signal 
can be measured. This behaviour agrees well with the simulations at a frequency 
of 40 Hz. Instead of the pressure ratio the positions for the sampling of the wall 
pressure are varied between x/l=0.804 and 0.577 in this case. The behaviour is the 
same as in the experiments. For numerical reasons the inflow conditions instead of 
the ambient pressure is varied to re-sample the wind tunnel data at a frequency of 
150 Hz. As the separation and shock position is mostly dependent on the pressure 
ratio Pel Pa the results are similar with the exception of x/l=0.534. At this position 
inside of the separation the pressure is influenced by the inflow conditions and 
consequently an oscillation is visible in contrast to the experimental case. For this 
simulation a phase shift between inner and outer pressure of 28° is found. As a 
conclusion the characteristics of the shock similar to a linear oscillator could be 
shown by different techniques. 

5 DES simulations of the flow past the Ariane-5 launcher 

For the calculations of the Ariane-5 nozzle-flowfield, wind tunnel conditions of 
M = 0.8, Re = 11- 10^/m are chosen. For these conditions detailed experimen
tal studies of NLR and ESA are carried out. The computational Ariane-5 grid is 
shown in Figure 13. To reduce computational costs for DES simulations, the rela
tively coarse hexahedral grid, provided by ESA is used. In this investigation steady 
RANS as well as unsteady DES simulations for the nozzle part of the launcher 
are performed. For these investigations the forebody part of the launcher is com
puted stationary, and the connecting plane of both grid-parts is used as a steady 
inflow-plane for the transient simulation. The density distribution for the steady 
RANS-result, (Figure 14) compares well with the experimental results, published 
in [8]. Preliminary DES results show the complex interaction between the different 
nozzle plumes of boosters and central nozzle, which is visible especially for the 
vorticity contours (Figure 15). A cut-out of the flowfield between the three noz
zles shows the system of separations and vortices resulting from the interaction of 
the separated nozzle flow and the jet coming out of the gap between boosters and 
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main stage (Figure 16). This interaction is also responsible for the main aerody
namic frequencies dominating the pressure distribution. 

6 Conclusion 

In the presented study basic investigations for the simulation of unsteady buffeting 
coupling are carried out. Isolated axisymmetric nozzle configurations as well as 
time accurate simulations of an axisymmetric cylinder wake by Detached Eddy 
Simulation have shown very good comparability with experimental data and en
courage the application of these techniques for trans- and supersonic flows of entire 
launcher configurations. Preliminary investigations of the unsteady phenomenon 
of buffeting coupling at the Ariane-5 launcher have shown reasonable results and 
will allow comparisons with detailed experimental data for this case. 
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Figure 1 Structured and unstructured cylinder grid for DES simulations 
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Figure 12 Time dependent pressures at transducer P2 (x/1 = 0.767) and PIO (ambient) 
at different frequencies. Left: L. Tomgren [6], middle: CFD 40 Hz, right: CFD 150 Hz 
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Figure 13 Symmetry plane of the Ariane-5 hexahedral grid, fore- and afterbody 
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Figure 15 Ariane-5 DES simulation: Figure 16 Ariane-5 DBS simulation: 
snapshot of vorticity in the symmetry plane snapshot of density and flow topology be

tween nozzles 
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Summary 

The main mission critical part of planned reusable re-entry vehicles is its thermal 
protection system. The surface material has to withstand high heat loads and a chem
ically aggressive environment in the upper atmosphere. In case of re-usability the 
candidate material has to withstand these loads several times. Therefore, the mass 
loss during one re-entry mission has to be as small as possible. In order to predict 
the mass loss, the material is investigated in plasma wind tunnels and meanwhile nu
merical simulation of surface processes is possible at Institut fur Raumfahrtsysteme 
(IRS). This paper describes for the first time a quantitative comparison of the spe
cific mass loss estimated on the one hand by plasma wind tunnel experiments and 
on the other hand by numerical simulation. Results for pressureless sintered silicon 
carbide (SSiC) and realistic C/C-SiC material are presented. Finally, an attempt is 
made to interpret the occurring differences. 

1 Introduction 

Thermal protection systems for future reusable re-entry vehicles have to withstand 
temperatures of about 2000 K. The up to date favored materials are silicon-based 
ceramics. The chemical reactions of SiC with oxygen lead to the formation of SiO, 
Si02, CO and some other compounds that can be neglected at elevated tempera
tures [1]. Since SiO and CO are gaseous at those temperatures erosion and thus 
material loss is the consequence. Si02 in contrast is liquid or solid and forms a 
layer on top of the SiC so that it acts as a diffusion barrier. This effect is often 
named a self protection mechanism, because the oxygen flux to the surface is hin
dered and hence, the mass loss is lowered. The process is called passive oxidation. 
At higher temperatures and lower oxygen pressures, a possible protection layer will 
be removed and SiO formation becomes easily possible. This is called active oxida
tion and obviously is a state that has to be avoided. But, as can be seen in Fig. 1(a), 
on planned re-entry missions like EXPERT and X-38 active oxidation may occur. 
In Fig. 1(a), theoretically calculated reference trajectories are plotted together with 
a regime known as passive-to-active transition calculated by Lou and Heuer [2]. In 
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this regime, active oxidation is possible and as can be clearly seen, during both mis
sions transition conditions are reached. The limits shown for the regimes (passive-
transition-active) are calculated assuming thermal equilibrium. However, the bounds 
ary layer around such vehicles during flight in the higher atmosphere is characterised 
by thermochemical non-equilibrium. At the Institut fiir Raumfahrtsysteme research 
in the field of re-entry mechanics is done since the mid eighties. During the HERMES 

project several plasma wind tunnels (PWT) were qualified to be used for material 
research for re-entry missions [3]. The purpose of plasma wind tunnels is to rebuild 
the chemical and thermal boundary layer and consequently to simulate experimen
tally the chemical behaviour of candidate materials [1], i.e. total pressure, surface 
temperature, and heat flux resulting from high enthalpy flows. The group for plasma 
modelling and simulation at the institute uses numerical methods to simulate high-
enthalpy re-entry situations, characterised by hypersonic flow conditions including 
as a consequence thereof high temperature and chemical non-equilibrium effects. 
The present paper describes the work of comparing the erosion rate, which is possi
ble by numerical modelling of the catalytic and oxidative processes [4]. 

2 Numerical Simulation 

The flow around the hot SiC probe as well as a cooled copper probe is simulated with 
the 2D/axisymmetric URANUS (Upwind Relaxation Algorithm for Nonequilibrium 
Flows of the University of Stuttgart) non-equilibrium Navier-Stokes code [5]. The 
URANUS code has been developed within the framework of the collaborative re
search center 259 "High Temperature Problems of Re-usable Space Transportation 
Systems" in order to simulate the flow around re-entry vehicles and the associated 
surface loads. The 18 governing equations in finite volume formulation are solved 
fiiUy coupled and fully implicit. The conservation vector 

Q = (pi, pu, pv, petoU Pke^ib,k,y^^ PjerotJ , Pede)^ 

3 

( « = l , . . . , 1 0 , f c = l , 2 , 3 , j = l ,2,3,6,7,8) (1) 

consist of 10 species balance equations for N2,02, NO, N, O, N J , O J , NO+, N+ 
and O" ,̂ two momentum conservation equations, the total energy equation as well as 
three vibrational, one rotational and the electron energy balance equations. The in-
viscid fluxes are discretized in physical space with the approximate Riemann solver 
of Roe [6]. Second order accuracy for the inviscid fluxes is maintained by limited 
WENO extrapolation [7]. The viscous fluxes are determined in computational space 
by central differences, as usual. The advanced CVCV multiple temperature gas-
phase model is employed to account for the coupling between internal degrees of 
freedom and chemistry in thermochemical non-equilibrium [8]. The transport coef
ficients are determined according to the Chapman-Enskog method for multi compo
nent mixtures in thermal non-equilibrium [9]. For the simulations of the flow around 
the probes, thermal and chemical equilibrium at the inflow boundary is assumed. 
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Under this assuirption, the inflow conditions given in Table 1 follow from the spe
cific total enthalpy of 6.2MJ/kg, the ambient pressure of 60Fa, the Mach Number 
of 4 and a minimum species mole fraction of 10^^^. Due to the inflow velocity of 
3115m/s approximately 4.85MJ/kg arise from kinetic energy such that possible 
errors based on thermal or chemical non-equilibrium are assumed to be negligible. 
Nevertheless, significant differences may arise due to changes in radial direction, 
which have not been determined in experiment so far. The surface boundary condi
tions based on flux balances account for chemical non-equilibrium, temperature as 
well as velocity slip. The cooled copper probe surface temperature is set to 300K. 
To account for finite catalycity of copper, recombination coefficients of 0.1 for the 
atomic species and for NO were applied, the recombination coefficients of the ion
ized species have been set to 1. For the simulation of the hot SiC probe the surface 
reaction model presented in [10] has been employed assuming radiation equilib
rium. 

3 Experimental Setup 

A plasma wind tunnel basically consists of three major parts. A vacuum vessel with 
about 6 m in length and 2 m in diameter is connected on one side to the second 
part, the vacuum system [1]. The third part is the plasma generator integrated in 
the front lid. The entire plasma flow can be investigated with optical methods using 
windows on both sides of the vacuum chamber from the generator exit on. The vac
uum system is a roots pumping system with four stages reaching 250000 m^/h at 
a minimum pressure of 10 Fa at the intake, in the vessel the pressure can be varied 
between 50 Pa and 1000 hPa. With different generator principles, a wide range of 
re-entry trajectories can be covered concemig total pressure and enthalpy [11]. Fig
ure 1(b) depicts the operational envelopes for the three different plasma generators 
used at IRS. Beside their restrictions in total pressure and enthalpy, which is mainly 
a problem of the maximum heating chamber pressure, the injection of the gas has 
to be adapted. The thermal plasma generator RB3 used for the present investigation 
is in use to simulate a segment on the re-entry trajectory, when total pressure is rel
atively high and the velocities are still high (see fig. 1(b)). Heat fluxes are in the 
range of 0.1 MW/m^ to 3 MW/m^ [12]. The generator is a coaxial thermal arc-jet 
as can be seen in figure 2(a). The plasma is mainly generated by the nitrogen part 
of the air passing along the cathode. The oxygen is injected downstream at the end 
of the anode which is forming the arc chamber. The mixed plasma is expanded into 
the vacuum chamber. To avoid possible arc attachment a coil is used generating an 
axial magnetic field such that the arc rapidly spins around. 

For a comparison of the experimental and numerical results, the free-stream 
conditions have to be similar and an appropriate grid for the numerical simulation 
has to be generated. The condition is defined according to the initial conditions for 
the numerical calculation which are Mach number and enthalpy (see chapter 2). In 
thermal arc-jet facilities the mean enthalpy of the gas can be evaluated by balanc
ing the electrical input power Pel less the cooling losses Qw per mass flow m [1, 
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3]. The Mach number is calculated using the measured pressure ratio of total pres
sure to chamber pressure en5)loying the Rayleigh-Pitot-equation for supersonic flow 
conditions 

Ptot 

Pa 

where K was set to 1.3. It should be mentioned that the coefficient K ranges in be
tween 1.1 and 1.67 depending on molecular or atomic particles as well as internal 
degrees of freedom sind chemical behaviour. For the estimation of the used Mach 
numbers the influence is smaller than 5%. in the present case, the enthalpy is es
timated to 6.2 MJ/kg, the Mach number to 4 and the chamber pressure is 60 Pa. 
The total pressure of 1250 Pa is measured using the pitot pressure port of the double 
probe as shown in figure 2(b). Total pressure, surface temperature, and heat flux are 
naturally also influenced by the distance of the probe from the generator exit, ad
justed here to 90 mm. A computer controlled probe holder is installed in the vacuum 
chamber and protected by copper shields from the hot plasma. The installed probe 
can be moved in the three directions in space and additionally in one rotational axis 
in order to use both probe heads in the same experiment. The meanwhile fifteen 
different probes can be mounted in all plasma facilities at the institute. For erosion 
rate measurements, a double probe is used. On one side of this double probe, speci
men can be mounted while on the other side a pressure port is installed. The sample 
holder itself is decoupled from the cooled probe base using a canopy made of SiC 
that holds the sample which is isolated from the cooled parts by a ceramic insulator 
made of aluminium oxide. All probes have an outer diameter of 50 mm and a sam
ple diameter of 26.5 mm. An experiment is performed as follows: After ignition of 
the plasma using only nitrogen as working gas, the flow condition is adjusted. When 
all parameters are in steady state, the probe is moved from its position outside of the 
plasma flow to the centre axis. The final position is reached after roughly 85 s. This, 
of course, depends on the plasma condition. After the specified exposure time, the 
probe is moved out of the plasma axis and the generator is switched off. Two differ
ent materials were experimentally investigated. First experiments were performed 
with commercial pressure-less sintered silicon carbide (SSiC) as it is in use for ba
sic material research. The second specimen is a carbon fibre silicon carbide ceramic 
provided by the German Aerospace Centre in Stuttgart (DLR-SiC) [13]. The car
bon fibres are infiltrated with Silicon to a conposite material. Finally, the sample 
is SiC-coated by chemical vapor deposition processing. The thickness of this layer 
is 40/xm. The erosion rate is defined as Otot = Am/A t, where Am is the mass 
loss/gain, A the area of the specimen, and t the time [14]. The mass change Am, of 
the probe is estimated by simple weighing before and after the test. The balance at 
IRS has an accuracy of 0.01 mg. For accurate measurement the sample is weighed 5 
times and average is used [15]. The inserted time t in the above formula is the time 
period during which the probe remains at its specified position, where pressure, heat 
flux and temperature are defined. As readily can be imagined, the erosion process 
starts from the time on when the probe is in contact to plasma. Therefore, the time 
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at the specified position is chosen to be long in comparison to the overall time of the 
probe in the plasma, for the present test case 1200 s. 

4 Results 

A comparison of erosion rates is possible when the boundary layers are similar. 
This is the case for the present study [16]. Measured and calculated total values at 
the surface are summarised in Table 2. 

The temperature derived from numerical calculation is close to the experiment 
using the carbon fibre reinforced SiC provided by the German Aerospace Centre. 
The sintered SiC reaches a temperature about 100 K lower compared to the DLR-
SiC. Hence, the calculated heat fluxes assuming adiabatic wall behave in the same 
way. The numerically evaluated particle densities are plotted in figure 3 together 
with experimentally gained particle densities using laser-induced fluorescence (LIF) 
measurements. The differences in density measurements compared to numerical cal
culation depend on differences in the plasma generation processes and in local en
thalpy. Measurements of radial profiles of total pressure and heat fluxes of up to 
850 kW/m^ onto a cooled copper probe allow to estimate a maximum in total local 
enthalpy of about 16 MJ/kg. The comparison actually performed is based on the 
mean enthalpy of 6.2 MJ/kg since atomic oxygen number density measured by LIF 
measurements as well as measured surface temperature agree much better with the 
numerical results. 

However, the boundary layers are generally spoken similar and the erosion rates 
can be compared. The resulting erosion rates are depicted in table 2. 

First, it can be seen that the erosion rate is very small. The difference between the 
measured SSiC erosion rate and the numerical result is a factor 4000. Taking into 
account that the thickness As increases during the instationary warm-up procedure, 
it must be noted that the mass of the sample increases, such that the true difference 
in the stationary mass loss rate is even higher. The experimental investigation of 
the start-up procedure led to an increase of sample mass of 3 • lO '̂̂ A;̂ . Hence, the 
overall mass loss rate is 1.7 • 10"^kg/m^ h, such that the relation of measured to 
calculated mass loss rate becomes 3.5 • 10^. in order to interpret this discrepancy, ad
ditional numerical calculations have been performed. Applying the radial enthalpy 
profile determined from heat flux measurements on a cooled copper probe, the mass 
loss rate at the stagnation point obtained numerically was 1.3 • 10~^ kg/m^ h, which 
complies with a factor of 1.3. This numerical simulation, however, leads to a stagna
tion pressure of 1290 Pa and a surface temperature of 1936 K, which corresponds to 
a surface heat flux close to 700 kW/m^, i.e. 3.5 times the measured value onto SSiC. 
The second test with DLR-SiC material shows a similar result. Since the layer on 
the probe is made of chemical vapour deposited SiC, the same numerical result ap
plies. The experimental erosion rate for this material is about one order of magnitude 
higher than the mean value for SSiC. Note, that the instationary warm up process is 
unknown for the DLR-SiC material, such that it is possible that the mass increase 
found for SSiC does not apply. However, the higher erosion rate corresponds to the 
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higher surface temperature as well. After the test, a part on the surface CEin be iden
tified where the layer seems to be thin compared to the rest of the probe, although 
all parameters of the experimental conditions are as specified. Hence, another con
clusion that can be made is the following: the material had a higher material loss 
due to erosion effects arising from an inhomogeneous Si02-layer as can be seen in 
Fig. 4. Additionally, the manufacturing process implies that a higher silicon con
centration at the surface occurs which leads to a faster erosion process due to faster 
chemical reaction processes with the plasma flow, especially during the instationary 
formation of the Si02-layer. 

5 Conclusion 

For the first time, the erosion rates of SiC ceramic probes measured in a plasma wind 
tunnel and numerically calculated are compared. This is possible because similar 
on-stream conditions were found and the chemical boundary layer is proved to be 
comparable. The erosion rates show rather big differences. One possible reason is 
the estimation procedure for the determination of the mass loss rate in the plasma 
wind tunnel. Another possibility is the uncertainty in plasma conditions, due to the 
fact that the plasma composition departs from equilibrium by a significantly higher 
dissociation degree of nitrogen. Hence, a final conclusion on local total specific 
enthalpy requires thoroughly investigation. 

The numerical determination of erosion rates under steady state conditions has 
been newly developed and is unique in the world. Since meaningful and consistent 
experimental data is lacking, the present model is expected to depart from realistic 
results of mass loss rates by one to two orders of magnitude, especially if mass loss 
rate is low. 

Although the present results showed rather big differences in measured and nu
merically determined mass loss rates, they give rise to dedicated numerical an ex
perimental work in future. Since the comparison is the first ever made and due to 
the complexity of the problem, the current results are considered to be very good. 
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Tkble 1 Inflow conditions for the numerical simulations. The minimum mole fraction was 
set to 10"^^. 
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Ikble 2 Resulting surface values from experiment and numerical calculation 
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Figure 1 (left) Flight trajectories of EXPERT (nominal) [17] and X-38 (Cycle-8) in relation 
to active, passive and transitional oxidation regimes based on the model of Heuer and Lou 
[2] (right) Operational envelope for IRS plasma wind tunnels together with an X-38 flight 
trajectory 
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Summary 
The electromagnetic railgun technology appears to be an interesting alternative to 
launch small payloads into Low Earth Orbit (LEO), as this may introduce lower 
launch costs. A high-end solution, based upon present state of the art technology, 
has been investigated to derive the technical boimdaiy conditions for the appli
cation of such a new system. This paper presents the main concept and the design 
aspects of such propelled projectiles with special emphasis on flight mechanics, 
aero-/thermodynamics, materials and propulsion characteristics. Laimch angles and 
trajectory optimisation analyses are carried out by means of 3 degree of freedom 
simulations (3DOF). The aerodynamic form of the projectile is optimised to pro
voke minimum drag and low heat loads. The surface temperature distribution for 
critical zones is calculated with DLR developed Navier-Stokes codes TAU, 
HOTSOSE, whereas the engineering tool HF3T is used for time dependent calcula
tions of heat loads and temperatures on project surface and inner structures. Fur
thermore, competing propulsions systems are considered for the rocket engines of 
both stagps. The striKitural mass is analysed mostly on the basis of carbon fibre re
inforced materials as well as classical aerospace metallic materials. Finally, this pa
per gives a critical overview of the technical feasibility and cost of small rockets 
for such missions. 

1. Introduction 
As a first step in the development of this alternative access to sjjace the laimch of 
scientific experiments into suborbital altitudes is plaimed, permitting to test out and 
validate all basic features of this new system in a smaller scale. The realization and 
validation of such a propulsion system is considered as a stepping-stone for a 
future envisaged launch of small satellites into Low Earth Orbit. One potential 
market considered is the launch of small payloads like pico-, nano- and micro-
satellites', which are already today used for several different applications, i.e. 
education, communication, scientific microgravity experiments, optical or radar 
spectra imaging or just as low cost technology demonstrators. 

' pico-satellite (0.1kg -1kg); nano-satellite (Ikg-lOkg); micro-satellite (10kg-50kg) 
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A first concept was developed in the frame of an ESA study with the dehvery of a 
5kg payload into LEO with a one-stage rocket launched by means of an 
electromagnetic railgun. This goal should be reached by two steps: At first 
scientific pay loads will be launched into suborbital altitudes (~ 115km) for the 
research of the upper atmosphere. The railgun needed for this purpose will be 22m 
long and powered by 32MJ capacitor bank (Fig. 1). The Im long and 2.2kg heavy 
projectile will be accelerated within 21msec at 13000g to hypersonic speed (Ma 
=6.2) and will reach the target altitude in a purely ballistic flight, i.e. it is non-
propelled [2]. Secondly, the launch of projectiles (~45kg) with a velocity of 
6kin/sec at an acceleration level of 10,000 g is foreseen [1], [3]. In this particular 
case the railgun length will be 180m and the acceleration time is approximately 51 
msec. However, to inject the payload into LEO, the total velocity must be larger 
than 10.6 km/sec to overcome gravitational and aerodynamic drag losses. The 
difference between the required velocity and the railgun start velocity must be 
provided by an additional rocket engine, which could be for instance a hybrid 
rocket motor (HRM). The corresponding projectile design is shown in Fig. 2. 

2. High-End Railgun 

To determine the technical limits based upon today's state of art technology, a 
high-end railgun solution to launch small satellites into LEO is derived. The 
concept consists of a railgun catapult (Fig. 4), the power sources, and systems 
necessary for flight control and operations. The performance data of the railgun 
launcher and the propelled rocket are simimarised in Table 1. The catapult length 
limitation imposed by the rail inductance can be circumvented by subdividing the 
railgun into 70 segments. Each segment will be fed by an independent local energy 
source. 

Table 1: Properties of High-End Railgun System 

ROCKET LEO LAUNCHER 

Payload (kg) 
Total Mass (kg) 
Sabot - Masse (kg) 
Diameter (mm) 
Length (m) 

Mach number at start ( -) 

Kinetic aieigy at start (GJ) 
Flight time to 42 km (sec) 
Apogee point/Orbit (km) 
Launch angle (grad) 

32. 
793. 
70. 

320. 
9.0 

10.83 

up 5.2 
24.0 
367. 
29.-39. 

fflGH-END RAILGUN 

Total rail length (m) 420 '̂̂  - 740^^ 
Muzzle velocity V ^ (m/s) 3700 
Energy input - fecility [OJ] 16.0-17.6 
Maximal armature current (MA) 5.3 
Start acceleration, max (g) 2000*̂ '̂  - 920̂ ^̂  

Resident time of projectile 
within gun (msec) 230 '̂̂  - 400̂ ^̂  

'̂̂  hybrid-railgun 
'̂ ^ segmented railgun 

The railgun rany is installed inside a tube with semi-circled intersection. The tube 
is evacuated (air pressure from 100 to 200 Pa) to prevent drag and heat loads on the 
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projectile surface during the acceleration phase. In this railgvin construction the 
only moving element is the armature for the acceleration of the rocket launcher 
(Fig. 3), whereas the sliding contacts of the armature should be able to transfer 
huge currents up to 5.5 MA. The armature itself is integrated with a wedge, which 
transfers the momentum from the armature and pushes the projectile with an 
acceleration of max. 2000g. This solution does not limit the projectile's span, 
which is given by the associated fins, necessary for aerodynamic stabilization 
during its flight in the atmosphere. 

The power supply must be able to deliver huge energies with huge currents in a 
short period of time. In general, there are several solutions available: today 
capacitors are used exclusively, which have sufficient power density but a limited 
energy density (S5kJ/kg). A real disadvantage is the very high cost. Alternative 
solutions are batteries, compulsators (high-speed, compensated pulsed alternators) 
and homopolar generators (HPG). The batteries have high energy density 
(5100kJ/kg), but low power density [4]. Homopolar generators provide just low 
voltage ou^uts but fliey can be used to energize a large storage inductor. At the 
Australian National University in Canberra a 550MJ homopolar generators have 
been build (June 1962) and tested, which have operated at 380MJ. Using this 
technology, 3g projectile was accelerated up to 5,9km/s [5]. Therefore, a battery of 
HPGs or capacitors seems to be the best solution for a high end railgun 

3. Two-Stage Rocket Launcher 

In the second design loop the properties of the entire rocket launcher, the 
propulsion system elements and the proportions of the subsystems were 
determined, using the DLR code ENGINE-MOD. The proposed configuration of a 
rocket with a cylindrical body and six fins is shown on the Fig. 5 and Fig. 6. The 
aerodynamic form of the projectile is optimized to provoke minimum drag and low 
heat loads. Calculations based on combined measurement data emd handbook 
methods have shown that during flight in the hypersonic velocity range the drag 
coefficient is lower than 0.1. To obtain low wave drag, the nose cone of the 
projectile has a spherically rounded tip with a 15 mm radius and a contour 
designed according to the "power law" with an exponent n = 0.75. A plug nozzle 
solution is selected because it has a compact form and contributes to the decrease 
the launcher base drag. 

3.1 Propulsion system 

The analyses show that the most promising propulsion systems are a semi-cryogen 
hquid rocket engine (LRE) based on hquid oxygen/hydrocarbon propellants for the 
marsh stage and a hybrid rocket engine (HRE) based on hydrogen peroxide/wax 
propellants for the orbital insertion stage. The HRE chosen for the 2^ stage with 
H202/wax has a propellant bulk density of 1.3g/cc, which is 30% higher than for 
L02/kerosene (1.03g/cc). Although HRE has a lower specific impulse up to 9% 
than LRE with L02/kerosene, the engine is more contact, simple, cheaper and 
reliable. Beside this advantage the HRE propulsion system cannot compete with 
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the 1* marsh stage due to its limited thrust, resultiug from the low regression rate 
of the solid fuel. Despite this fact, the selected wax has a better regression rate than 
all other HRE fuel candidates. 

3.2 Flight trajectory 

Fig. 7 shows the path for the first 30 seconds of flight, calculated with DLR code 
TRAJECTORY 3D. Trajectory optimization analysis shows that the optimal 
projectile start velocity from the railgun is 3.65km/s, i.e. Ma = 10.83. The 
minimum energy for given start conditions (PTl) are achieved for an elevation 
launch angle of 0 = 39°. The projectile passes the troposphere after 5.6 sec (PT2), 
reaches 3(X)00 m after 17 sec (PT3) and will pass the dense atmosphere layer at 
42km after just 24 sec (PT4). During the flight with hypersonic velocity the Mach 
number will be reduced down to ]VIa=8.4 at point PT4 due to gravitation and 
aerodynamic drag. The complete mission profile is shown in Fig. 8a. After passing 
point PT4, the laxmcher continues to fly without any propulsion for additional 
91 sec to an altitude of 149 km, where the semi-cryogenic liquid rocket motor of 
the first stage is fired. Its burnout is 80sec later and the stage will be separated 
from the vehicle. The launcher continues flying without any propulsion before it 
reaches LEO (approx. 360km) altitude, vdiere the angle of trajectory inclination 
becomes almost zero. At this point the launcher ignites the second stage, a hybrid 
rocket motor, which bums for approximately 40sec providing the launcher vwth the 
additional velocity to insert the pay load into a circular orbit. 

The structural mass is analysed mostly on the basis of carbon-fibre reinforced 
materials combined with classical light aerospace materials. One more 
conservative approach to the mass analysis, which takes in account higher fraction 
of metal components, should lead to rise of total rocket mass up to 793kg (Fig. 
8b). That will also have a consequence for moderate increase the start velocity (up 
to 3.7km/s) and corresponding extension of railgun length (up to 15%). 

3.3 Thermal loads and thermal protection system 

At the exit of the railgun catapult the rocket will experience the maximum 
mechanical loads due to the air dynamic pressure. However, these loads will 
decrease with increasing altitudes due to lower atmospheric density. The maximum 
thermal loads are achieved after 6sec to lOsec depending on the applied type of 
TPS protection. The heat loads will decrease rapidly when the launcher passed the 
densest earth atmosphere after 24sec. The maximum surface temperatures will be 
established on the nose tip very quickly within the first second, after that it will 
decrease sharply. 

Surface pressure distributions and thermal loads are calculated for a defined 
geometry configuration with the DLR engineering tool HOTSOSE, based on 
surface inclination method. The surface temperature distribution is computed by 
assuming stationary conditions. This is corrected afterwards as time dependent for 
a trajectory point after 6sec flight (Fig. 9). The areas of high-risk damages due to 
the high temperatures are the tip of the nose cone (~2100K), the junction between 
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fuselage and fins as well as the leading edges of the fins (~2000K). The cylindrical 
body is moderately charged (~1600K). These preliminary results are cross-checked 
for the nose cone only with an additional computer program, the DLR unstructured 
Navier-Stokes Code TAU for Ma = 10.83. This simulation is also carried out under 
stationary conditions and then corrected as time dependent for a trajectory point 
after 6sec flight (Fig. 10). Both simulations, extrapolated under same conditions, 
show a good correlation of the results with a temperature difference of about lOOK. 

With the DLR code HF3T (Heat Flux and Ten^erature as a function of Trajectory 
And Time) temperatures on the rocket launcher at two reference points were 
calculated: (a) at the stagnation point at the top of the nose cup (Fig. 11) and (b) at 
the transition point between the nose cap and the cylindrical body (Fig. 12). In the 
stagnation point a calculation based on "Fay and Riddell-Model" is carried out for 
a blunted nose cap with a sphere's radius of 15inm. The time dependent 
temperature is calculated for the nose cup surface and an in-material depth of 8mm 
for 4 different TPS materials. The best properties show the Re/C-C matrix 
composite with ULTRA2000 coating, which can withstand for 30sec ultra high 
temperatures up to 2800K, but even for such an excellent material the surface 
temperatures are too high for the first 8sec of flight. A possible solution of this 
problem may be to combine passive protection (high effective TPS naaterial) and 
controlled ablation within two-layer sandwich structures. Fig. 12 shows the surface 
temperature in a point representative for the structural design of the entire 
cylindrical body. The temperature is moderate and it may be easier to manage a 
thermal protection. In the range up to 1600K more materials do exist, which fUfill 
those requirements. For the final selection of the material, an optimization with 
respect of mass and cost has to be made. 

4. Conclusion 
Investigations conducted in this study demonstrated that an electromagnetic railgun 
with a length of approx. 485m is in the position to accelerate at the end of railgun 
launch ramp a projectile to a velocity of 3.7 km/s. In order to achieve orbital 
motion and to compensate the velocity losses due to gravity and aerodynamic drag, 
a two-stage rocket is integrated into tfie projectile's structure. The projectile with a 
calibre of 320mm itself have a total mass of 793 kg including a payload of 32 kg 
and is accelerated moderately up to 2000 g's on the railgun ramp. 

No major issues have been identified which cannot be implemented. Based upon 
today's knowledge and the use of abready existing potential key technologies, it is 
possible to complement and compete with conventional atmospheric sounding 
rockets. The study has shown that tiie application of railgun as satelhte laimcher is 
a realistic goal. Launching up to 800kg mass at 3.7 km/sec is today beyond the 
demonstrated railgun performances, but there are no physics or technological 
barriers to prevent the achievement of the goals of this study ^ligh end railgun). 
The practical limits of the railguns will depend on acceptable cost and service live 
and therefore the highest emphasis must be put on overall system operability. 
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Summary 

This paper presents an overview of numerical simulations of unsteady wing na
celle interference for the generic WIONA configuration. The geometry of the model 
[4] causes, typical aerodynamic interference effects, including the appearance of a 
shock in the channel between nacelle, pylon and wing. CFD simulations for the 
model undergoing forced pitching oscillations show a strong influence of the shocks 
on unsteady pressure distributions. Three numerical models with varying complex
ity have been applied, namely unsteady RANS and Euler, both with DLR's TAU 
code and the unsteady time linearized TDLM code. The fast TDLM code may be 
applied for attached flow, and results are validated with corresponding ones from the 
Euler solver. If flow separation occurs, the current RANS simulations are necessary. 

1 Introduction 
Wing nacelle interference can play an important role in aeroelasticity [1]. In for
mer windtuimel tests conducted within the Aeroelastic Model Program (AMP), the 
impact of unsteady airloads on flutter in transonic flow has been observed for a typ
ical transport aircraft half model configuration [6]. This study clearly indicated the 
channel effect from the integration of the nacelle on steady and unsteady pressure 
distribution on the lower wing surfece. These effects were not a main objective of 
the AMP tests, and neither detailed measurements of the local flow in the wing na
celle interference region nor data on the nacelle or pylon are available. Moreover, 
the global results of flutter tests indicated a significant effect of wing nacelle aerody
namic interference on the flutter speed [6]. Based on this experience and on the fact 
of further increasing size of engine nacelles, DLR has launched a research project 
called WIONA (Wing with Oscillating Nacelle) to investigate the unsteady flow in 
the wing nacelle pylon interference region. The aims of the WIONA project are: 

- investigation and numerical modeling of unsteady aerodynamic effects from 
wing nacelle interference, of spinning effects from the fan and of possible self 
induced unsteady shock, together with the assessment of buffet originating in 
the wing-pylon-nacelle region, 

- validation of CFD tools for both, detailed unsteady aerodynamic analysis and 
for a global fast computation of unsteady airloads, 

- application of validated tools for flutter computations for complex aircraft con
figuration and assessment of the impact of engine integration on flutter. 
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One important part of the project is conducted in cooperation between DLR and 
ONERA. A joint windtunnel test has been performed in the Transonic Windtimnel 
Goettingen (TWG). Both partners shared the work of wind tunnel model develop
ment and manufacturing and data acquisition, and they have cooperated in codes 
validation. The current paper presents an overview of DLR numerical work on the 
WIONA configuration. 

2 Methods and results 
Steady Navier-Stokes computations 

Due to restrictions of the TWG windtunnel (a Im test section did exclude a half 
model), a wall-to-wall wing section was chosen and thus excitation on both WT 
walls was necessary. The existing excitation system did not enable realistic wing 
sweep so a generic rectangular wing model showing similar flow characteristics 
at the wing nacelle interference region as real aircraft has been designed using 
Euler CFD simulations [4]. Navier-Stokes computations were performed with the 
DLR's TAU code, using a 3-D unstructured grid with 1.8 million cells (hybrid mesh 
with tetrahedra and hexahedra). Different turbulence models, namely the 1-equation 
Spalart Allmaras and the 2-equations k — LJ / LEA models have been used for the 
steady state computations. No significant differences have been observed on the re
sulting flow field. The basic test case investigated has the following flow parameters: 
Mach number 0.82, Reynolds number 2.2 million, incidence -0.6 deg. Fig. 1 presents 
a comparison of numerical results for this case with steady state windtunnel results 
[2] for the parameters Mach number 0.8269, incidence 0.09 deg. The agreement is 
good, the only discrepancy is the weaker shock of the test results in the channel 
between the wing and the nacelle. These results clearly show that the numerical de
sign of WIONA configuration described in [4] was successful, though only Euler 
solutions were used. A closer inspection of the computed steady state flow field is 
presented in Fig. 2 for the most interesting position at 47 % wing span, which in
tersects the channel close to the pylon. There are several local supersonic regions. 
The most important ones for the current investigation are in the channel flow and 
on the upper wing surface. Additional small supersonic regions on the lower nacelle 
surface are not typical for realistic engine nacelles and appear on the WIONA model 
because the nacelle profile has been chosen to be thick enough for pressure sensors. 
On the upper wing surface, the shock wave induces a significant increase of bound
ary layer thickness, but the flow remains attached. In the channel, where the highest 
local Mach numbers appear, the terminating shock is stroi^ enot^h to induce flow 
separation behind the shock. The separation regime on the nacelle extends to the 
naceUe trailing edge. On the wing's lower surface, after a shock induced separation, 
the flow attaches again, before a second separated regime close to the lower trailing 
edges appears further downstream . 

Unsteady Navier-Stokes computations 

Unsteady RANS computations were performed with the TAU code for a prescribed 
rigid pitching oscillation on the WIONA configuration around the presented steady 
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flow condition. The unsteady parameters are : pitching axis at 40 % wing chord 
position, amplitude 1 deg, reduced frequency k = ujc/v = 0.2. The numerical 
simulations were carried out with 500 time steps per oscillation period, and with 
40 inner iterations (pseudo time steps) per physical time step. The simulations were 
finished after 5 periods with a converged periodic solution, thus resulting in a total 
number of 2500 time steps. lEach period required 68 CPU hours on a cluster of 16 
Intel p4 2.0 GHZ processors. 

Fig. 3 depicts unsteady results for the oscillating WIONA configuration, in terms of 
the unsteady pressure coefiicient Cp. Three different spanwise positions through the 
model surface, namely two on the wing, one off the channel (20 % wing span) and 
one at the channel (47 % wing span), and one on the nacelle (close to the channel) 
are shown. The lower right graph of each figure presents the different instantaneous 
pressure distributions for all time steps during the last converged period of motion. 
Thus covering the shaded region and represent directly the unsteady variation of Cp. 
The variation of Cp is generally not in phase with the forced motion of the model. 
For example, on the wing the maxima of extension of supersonic region, of down
stream shock position and shock strength on the upper surface and correspondingly 
of lift are not reached at the time of maximum pitch deflection, but usually later 
This phase lag behind the imposed motion depends strongly on the flow field type 
and on the reduced frequency. In unsteady aerodynamics, the results of a Fourier 
transform of the periodic time history is usually investigated. The results are ex
pressed as magnitude and phase shift for first and higher harmonics. In the context 
of classical flutter, only the first harmonic is important, while appearance of higher 
harmonics during first mode excitation indicates nonlinear aerodynamic effects. 

At 20% wing span cut, shocks appear on both upper and lower wing surface. On 
the upper surface, the shock is close to the trailing edge and of medium strength 
and the shock motion is nearly harmonical. This is highlighted by the very small 
value of the second harmonic pressure component. Whereas on the lower surface, 
a sfrong shock is oscillating over a distance of 4% wing chord, compared to only 
1.5% on the upper surface. Correspondingly, the presure signals are significantiy 
nonlinear, shown by the large value of the second harmonic on the lower surface in 
the shock region and also downstream of the shock. On the upper surfece, the phase 
lag of the unsteady pressure behind the pitching angle is between 20 and 30 degrees 
whereas it is larger, namely 140 — 150 degrees on the lower surface. Note that the 
phase lag values on the lower surface have positive sign, because they are measured 
in reference with the upstroke pitching motion. That is, the limiting case of reduced 
fi^quency 0 defines a phase lag of 180 degrees instead of 0 degree for the upper 
surface. Therefore the actual phase lag on the lower surface is about 30-40 degrees. 

For the second cut (47%), the results appear to be similar. But on the lower wing 
surface, the pressure peaks in both the first and second harmonics are higher due 
to the stronger shock and the width of the peak is wider according to the wider 
area crossed by the oscillating shock. In addition, the second harmonic contribution 
is again significant downstream of the shock and both harmonics exhibit a wavy 
behavior. This may be due to the shock induced separation. The values on the upper 
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wing surface do not differ much from those at 20% wing cut, with the only exception 
that the phase lag of the shock motion is different. This reflects the fact that the upper 
surface pressure is nearly constant along the wing span. 
Results on the nacelle differ from those on the wing surface. In the third cut, which 
represents the lower boundary of the charmel, a strong shock with flow separation 
undergoes heavy oscillations, stronger than in cut 2 (47%). Correspondingly, there 
are strong pressure peaks for both first and second harmonics. The value at the 
nacelle trailing edge does not tend to zero and remains at a high level. This is due 
to the large fluctuations which are excited there by unsteady local flow separation 
and reattachment between the shock and the trailing edge. In the front part of this 
cut, downsfream to the shock region at a; === 100, there is a small phase lag of about 
20 degrees. Further downsfream, entering the shock region the phase angle jumps 
to +140 degrees, preceding the pitch motion and keeping this value for the whole 
region down to the trailing edge. Thus shock motion, separation and reattachment 
process are nearly in anti phase with the pitching of the model. 

TDLM and Euler unsteady calculations 

The development and validation of faster and reduced models for unsteady aerody
namics is of special importance for aeroelasticity. Usually flutter computations need 
many unsteady aerodynamic calculations (typically for 10 elastic modes, for 10 re
duced frequencies per load case : Mach number - lift combination). Thus a flutter 
analysis applying the unsteady RANS solver would demand an exfremely high com
putational effort which is only adequate for detailed investigations and validation. 
For classical flutter analysis in aircraft design and development, different sfrategies 
have been developed, all of which somehow try to reduce the effort for the CFD 
generation of unsteady airloads. One of these sfrategies is the application of time-
linearised CFD codes. These model the flow field around an aircraft structure which 
undergoes forced harmonic oscillations by superposition of the mean flow and an 
unsteady perturbation flow. For small perturbations as they appear for small ampli
tudes of the forced motion, the unsteady perturbation flow can be modeled by linear 
flow equations with varying coefiicients coming from the solution of the nonlinear 
steady equation for the mean flow. This strategy has been realised by the Transonic 
Doublet Lattice Method (TDLM) [3], solving the unsteady Transonic Small Distur
bance Potential Equation. The coefficients may be imported from any steady CFD 
solution, including Euler or RANS codes. This method provides unsteady CFD re
sults in form of AIC matrices, (all possible elastic oscillation modes are covered), 
fully compatible with commercial Computational Sfructural Mechanics (CSM) soft
ware like NASTRAN which is in use for industrial flutter computations. The method 
has been developed for complete afrcraft configurations, but it has been validated 
mainly for clean wing applications. It is tested here for the wing-nacelle problem. 
Before it is compared with the RANS results for a case with the significant flow 
separation, it is compared here with inviscid Euler results. Both a steady and an 
unsteady solution for forced oscillatory motion are generated and compared with 
Euler results obtained using the TAU code. The steady flow field supplies the co
efiicients for the time linearised equation, which is then solved by TDLM. TDLM 



334 A. Soda, T. Tefy, and R. Voss 

results in fonn of unsteady first harmonic pressure difference values ACp between 
the lower and upper surfaces are compared with corresponding results from the un
steady CFD Euler run. Fig. 5 depicts a comparison of Euler and TDLM results for 
real- and imaginary parts of the first harmonic of ACp enforced by the same steady 
and unsteady flow parameters as the RANS test case and presented for the same 3 
planes. The TDLM computations have been performed on a structured grid of only 
5760 volume cells where wing, nacelle and pylon are geometrically modeled by thin 
surfaces of 576, 180 and 26 panel cells, respectively. Results are obtained in 15min 
CPU time on 1 DELL processor in contrast to lOOh on 4 processors for the Euler 
results. The corresponding unsteady Euler results are depicted in Fig.4. The agree
ment is good between the first harmonics of Euler and TDLM, namely the peaks 
at the oscillating shock positions are similar for both methods. As for the present 
amplitude of 1 degree shock motion is quite strong for cuts 2 and 3, the correspond
ing pressure peaks from unsteady Euler are significantly wider and extend to fiirther 
downstream positions than the TDLM results. These provide pressure peaks at the 
position of the steady flow field. 

3 Conclusion 
Numerical computations, steady as well as unsteady, have been performed for the 
generic wing nacelle interfering WIONA test configuration. RANS solutions show a 
strong influence of shocks and flow separations on unsteady airloads. Computations 
applying the fast TDLM method were able to predict well unsteady airloads and 
have been validated with corresponding Euler results. Future topic is the validation 
of TDLM for flows with strong viscous effects, namely flow separation which is of 
great importance for the interfering flow on the WIONA configuration, as demon
strated by the RANS simulations. Finally, all the current computations need valida
tion by unsteady wind tunnel results which will be available in 2006. 
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Figure 4 unsteady Cp distribution for Euler calculations. 
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Summary 

Aerodynamic simulations were performed in order to compute the unsteady 
load response of the NLR7301 airfoil for heave and pitch oscillations in the 
transonic range. The data were used to determine the aeroelastic flutter 
boundary of a rectangular two degree of freedom wing. On the one hand 
the DLR TAU code was used to solve the Reynolds averaged Navier-Stokes 
(RANS) equations applying the Spalart-Allmaras and k — co turbulence mod
els. On the other hand computations were made with the DLR TDLM code, 
which solves the time linearised transonic small disturbance (TSD) equa
tion. The settings were chosen according to experiments by Dietz et al. [1] 
in the Transonic Wind Tunnel Gottingen (TWG). The comparison between 
the computed and the experimental results showed that the simulation codes 
are capable of computing reliable results. Characteristic transonic aeroelas
tic phenomena were found. The appropriate modeling of viscous effects in 
transonic flow came out to be an indispensable condition. 

1 Introduction 

The operational range of airplanes can be limited by the occurrence of flutter. 
This phenomenon may appear beyond a certain flight speed, which is charac
teristic for a given airplane configuration. The flutter speed must be higher 
than the flight speed because loss of dynamical stability may cause unstable 
wing vibrations and even failure. Efforts are made to treat the problem com
putationally besides very expensive flight and wind tunnel tests. Test cases 
for which experimental data are available are used to validate the computa
tional methods. This paper describes the computation of the flutter bound
ary of the NLR7301 transonic airfoil using different aerodynamic simulation 
approaches. The structural and aerodynamic settings of the two degree of 
freedom system were chosen according to those used in wind tunnel tests 
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by Dietz et al. [1]. The experiment provides data for the two dimensional 
transonic flow around the rectangular wing. The flutter boundary is assumed 
to be the value of the flutter index Fi for constant free stream conditions 
in which the wing oscillates harmonically with a constant, small amplitude 
after an initial excitation. The dimensionless flutter index 

Fi 
2Foc 

y/JicUJa 
; FiocVo, 

which is proportional to freestream velocity Voo and the root of air density 
Poo, describes the influence of the air load on the wing oscillations. It in
creases with the free stream air speed and the free stream air density. The 
full chord length c and the eigenfrequency of the pitch degree of freedom tOa 
were introduced for normalisation. The mass ratio // is defined in Table 1. The 
total damping resulting from structural and aerodynamic effects disappears 
in the flutter point. The investigated structure was a rigid rectangular wing 
(span b) with the degrees of freedom heave h and pitch a represented by the 
displacement vector u. The equations of motion state the basic aeroelastic 
principle - equaUty between structural (inertia [M], damping [D], stiffness 
[K]) and aerodynamic loads [A]). 

[M]u + [D]u + [K]u = [A] 

Applying the approach u{t) = UQ + ui{t) the equations can be split up into 
a steady and an unsteady problem. The unsteady part leads to an eigenvalue 
problem assuming simple harmonic vibration, (1). This system of complex 
equations must be solved to obtain the flutter point Fif. 

(1 + i2(h)cr^ 0 
0 (l + i2Ur^ " • ( 

\ 
i X(x 

2 

2 
jUTrfc 

'•h ' a 

rhhrha 
XE (1) 

The problem is presented in a dimensionless form to gain direct comparabil
ity with the experimental settings. The dimensionless and physical quantities 
used to describe the structural wing properties are listed in Tab. 1. The re
duced frequency is used in the form k = wc/Voo- The complex coefficients /«, 
Ifi , rhct and rhh are introduced to describe the unsteady air loads for har
monic oscillations. Their imaginary parts and those of the structural damping 
approach contained in the stiff'ness matrix describe the damping behaviour 
of the aeroelastic system as the flutter problem is solved in the frequency do
main. The structural parameters are assumed to be constant. Generally the 
air loads are depending on the free stream Mach number Moo, the Reynolds 
number Re and the reduced frequency of the unsteady motion. In transonic 
flow the unsteady air loads strongly depend on the steady flow fleld in con
trast to subsonic flow. This is mainly caused by the influence of the local 
supersonic domains on the phase delay between the displacement and the air 
load response [5]. A predominant phenomenon of transonic flow is the com
pression shock that closes the supersonic flow domain on the downstream 
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side. The properties and the unsteady behaviour of the shock systems may 
cause flow separation that is directly related to the pressure distribution on 
the airfoil surface and hence the overall air loads. As this is a very sensitive 
process depending on the conditions within the boundary layer the choice of 
an appropriate turbulence model is very important. These effects contribute 
to the so-called transonic dip, which is a transonic aeroelastic phenomenon 
that occurs in the Mach number range between the first presence of super
sonic regions and massive flow separation. The name transonic dip means the 
special shape of the flutter stability curve in the transonic regime, often show
ing a pronounced minimum. A reliable prediction is very important for the 
assessment of the flutter behaviour. The transonic dip has special relevance 
for supercritical airfoils [2] like the NLR7301 airfoil. The main problem of 
the presented work was therefore to determine unsteady air loads for simple 
harmonic heave and pitch motions respecting transonic phenomena. Three 
ways for obtaining appropriate unsteady air loads were chosen. 

1. Experimental data for forced heave and pitch motion by Dietz et al. [1] 
2. Data based on the unsteady RANS equations with the DLR TAU code 
3. Data based on the TSD equation using the DLR TDLM code 

2 Flow Simulations 

This section gives an overview of the different aerodynamic data that were 
used to solve the flutter problem. The DLR TAU code [6] was used to solve 
the RANS equations. Fig. 1 shows the computational grid that was used in all 
TAU code simulations. TAU is a 3D code. Symmetric boundary conditions 
were applied to the side faces to obtain the 2D case. The flow field near 
the profile surface was discretised with a structured grid of 7488 hexaedra 
elements. Those were arranged in a way convenient to capture the gradients of 
the shear stresses, which form the boundary layer. The remaining part of the 
fiow field was approximated with an unstructured grid of 15150 prisms. The 
turbulence modeling was done following two approaches. The first approach 
used the one equation turbulence model according to Spalart-Allmaras in its 
standard formulation (SA) [3]. Further simulations were performed applying 
the k - oj Linear Explicit Algebraic model [7]. Tab. 2 shows the parameter 
settings of the unsteady aerodynamic simulations using the TAU code. The 
Reynolds number was Re = 2.30 • 10® in aU simulations. The M^o - cio 
settings in the TDLM simulations were chosen according to the TAU (SA) 
simulations. The reduced frequency was covered in the range k —- 0.1...0.5. 
Experimental data were available for the same Mach number range, k = 
0.1...0.4, the mean angle of attack ao = 0.33° and Re = 2.21 • Kf ± 9.3%. 
The following section describes the steps of the aerodynamic analysis. Only 
TAU (SA) results are presented. 
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2.1 Steady Computations 

The first analysis step was meant to determine steady flow fields at the dis
crete Mach numbers listed in Tab. 2. This was required due to the depen
dency of the unsteady flow on the steady field in the transonic range, Fig. 2. 
The pictures show how the airfoil enters the transonic region with increasing 
Mach number. The shear stress distribution for the highest investigated Mach 
number shown in Fig. 3 indicates that flow separation occurs already in the 
steady case. The comparison with an experimental pressure distribution at 
the semi-span position of the model shows that significant features like shock 
positions and pressure level at the trailing edge are captured well. Deviations 
result from the slight differences in Mach number and angle of attack. 

2.2 Unsteady Computations 

The unsteady computations were performed in the second analysis step. Sev
eral cycles of harmonic oscillations had to be simulated for both degrees of 
freedom to obtain converged conditions of the response curves. This was done 
for all combinations of the Mach number and the reduced frequency, Tab. 2. 
Special care was taken of an appropriate choice of numerical parameters of 
the flow solver. The proper choice of the number of time steps per oscillation 
period (SPP) and the number of inner iterations per time step (UIPS) is 
important to insure stable and converged unsteady results with reasonable 
computational effort. Typical parameters were SPP = 90 and UIPS = 50 
for simulations adopting the SA turbulence model. The simulations were 
terminated after five oscillation periods. The pitch about the quarter axis 
x/c = 0.25 and heave amplitudes were chosen as a i = 0.5° and hi/c = 0.005. 
These values are sufficiently in order to satisfy the linear approach made in 
the flutter equations as an amplitude survey proved. The dependency of the 
unsteady load behaviour on the reduced frequency becomes clear observing 
the magnitude of the unsteady load loops and phase lag regarding the forcing 
oscillation. The deviation of the curve shapes from an ellipse indicates nonlin
ear effects caused by the presence of the supersonic domains and onset of flow 
separation. It becomes clear from Fig. 4 that the unsteadiness of the air loads 
(here magnitude and phase of the first harmonic part of the lift coefficient for 
forcing pitch oscillation) strongly depends on the Mach number, correspond
ingly the supersonic region and shock position as well. Further data sets were 
computed for both the real and imaginary parts of the aerodynamic lift and 
moment components in the flutter equations, (1). Overall 126 unsteady simu
lation runs were performed (2do/-9Moo-7A; = 126). Fig. 5 provides additional 
information regarding the unsteady load behaviour. There is a significant re
gion of up- and downstream motion of the shock position near Moo = 0.735. 
The steady flow in Fig. 2 is nearly shock-free in this Mach number regime, 
which changes significantly for off-design conditions. The NLR7301 tends to 
form a strong shock or two separated small supersonic regimes when a is 
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increased or decreased. Besides the results presented above analogue compu
tations were performed using the k - LJ LEA [7] turbulence model. 
The second simulation system used in this analysis was the DLR TDLM 
code in its 2D version [4]. It is based on the potential theory and solves the 
transonic small disturbance equation (TSD) assuming a flat plate rectangu
lar wing. In contrast to purely subsonic approaches like the Doublet Lattice 
Method (DLM) it models the influence of the supersonic flow. The transonic 
effects on the unsteady loading, namely the phase shift of signal spreading 
due to the presence and shape of supersonic regions, are computed by solving 
the time linearised unsteady transonic potential equation. This is based on 
steady transonic flow field data appearing as locally varying coefficients in the 
equation. In this case the steady fields, which were computed with the DLR 
TAU code (SA), were used. Fig. 2. The TDLM system provides two sets of re
sults. One is valid for purely subsonic flow conditions neglecting all transonic 
effects from the steady flow. The other one respected the steady transonic 
flow, Tab. 2. Besides the computational results two experimental data sets 
by Dietz et al. [1] were available. One is based on the pressure distributions 
at mid span (P), the other one on an overall load balance measurement (B). 

3 Solution of the Flutter Problem 

The results of the aeroelastic stability computations solving equations (1) are 
presented in this section. The structural settings of the two degrees of free
dom wing system was listed in Tab. 2. An iterative solution algorithm was 
used to find the points of undamped wing oscillation. The curves in Fig. 6 
represent the final results of the investigation. The diagram shows the flutter 
boundaries based on the different numerical aerodynamic approaches and the 
experimental results. All critical values of the flutter index Fif show good 
agreement in the subsonic range. The experimental results and those based 
on the unsteady TAU code simulations clearly describe the transonic dip near 
Moo = 0.735. This location corresponds to the pronounced behavior of the 
Mach number dependency of the unsteady air loads, Fig. 4. The flutter re
sults mainly differ regarding the depth of the dip. The k — co LEA turbulence 
modeling predicts a slightly greater unstable region. This proves the strong 
dependency of the unsteady air loads and hence the aeroelastic stability on 
the flow separation process. The divergence of the two TDLM based curves 
results from the growing influence of transonic effects as the Mach number 
increases. Fig. 2. The part of the transonic dip that is characterised by the 
drop of the stability curve is clearly captured using the transonic correction. 
The values do not find the minimum in contrast to the TAU code and exper
imental solutions, they keep on falling. This effect may be explained by the 
onset of unsteady flow separation, which is not captured in an appropriate 
way. The simulation results agree quite well with the experimental data based 
on the pressure measurement at semi-span. This measuring method approx-
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imates the ideal 2D case much better than the measurement of the overall 
wing loads. The latter are disturbed by three-dimensional effects. Such effects 
may be caused by the wind tunnel side walls for example. Discrepancies be
tween the experimental pressure based and the TAU code results may result 
from measuring problems like unsteady wind tunnel wall interference. 

4 Conclusion 

The presented investigations strongly underline the presence of viscous phe
nomena in transonic flow and their influence on aeroelastic stability prob
lems. The DLR TAU code delivers reasonable results simulating unsteady 
wing oscillations in the transonic range. The transonic dip was found using 
two turbulence models. A strong influence of the modeling of viscous effects 
on the flutter stability was found in the region of the dip where unsteady flow 
separation occurs. The DLR TDLM code can be used to simulate unsteady 
wing oscillations in transonic flow as long as there is no strong unsteady flow 
separation. It must be noted that the computational cost of the TDLM code 
is much less (about a factor 1000) than that required for performing tran
sient analyses solving the RANS. One unsteady simulation for a flxed Mach 
number, reduced frequency and oscillation mode costs 8000 (RANS) versus 
10 (TDLM) CPU seconds on a 2GHz Dell processor. The results could be 
validated using experimental data. 
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Table 1 Dimensionless and physical Quantities 

" V '^<^ 

'?^ = A = ^ 

W„ = / f f 

^>^ = \l'± 

(Static Moment) 

(nadius of Gyration) 

(Frequency Ratio) 

(Eigenvalue) 
(Mass Ratio) 

(Pitch Eigenfrequency) 

(Pitch Eigenfrequency) 

m 

Ic/i 

kh 

Ka 

Oa 

a 
ea 

(Wing Mass) 

(Wing Moment of Inertia) 

(Heav Stiffness) 

(Pitch Stiffness) 
(Static Unbalance) 

(Lehr's Heave Damping) 

(Lehr's Pitch Damping) 

Table 2 Settings in unsteady aerodynamic simulations with the TAU code 

SA 
Moo 

0.550 
0.653 
0.682 
0.715 
0.735 
0.759 
0.774 

QO 

0.46 
0.46 
0.46 
0.46 
0.46 
0.46 
0.46 
1.5 
2.5 

k 

0.05 
0.1 
0.2 
0.3 
0.5 
0.75 
1.0 

k — uj 

Moo 

0.552 
0.653 
0.684 
0.714 
0.734 
0.755 
0.776 

ao 

0.33 
0.32 
0.32 
0.31 
0.31 
0.30 
0.31 

k 

0.2 
0.3 
0.4 
0.5 
0.6 

Table 3 Structural parameters of the wing model 

m = 26.268A;g 
Ic/4 = 7.900 • IQ-'^kgm'^ 
Sa = 3.310 • W-^kgm 
kh = 1.078 • W^N/m 
ka = 1.078 • IffNmlrad 

a = 0.43% 
^„ = 0.15% 
Xoc = 0.0420 
r„ = 0.1828 
0- = 0.6991 
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Figure 1 Computational grid of NLR7301 airfoil used for TAU code simulations 
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Summary 

This paper gives a survey of Airbus' strategy about the low noise high-lift design. 
The different airframe noise sources on a commercial aeroplane are discussed. It 
will be completed by a physical description of especially those noise sources 
which typically occur on wings with deployed high-lift devices. Moreover the 
paper presents the concept to embed the noise criteria basically in the multidisci-
plinary high-lift design of Airbus. Finally, experimental techniques as well as 
theoretical tools suitable to describe the process of noise source generation and the 
identification of low-noise design parameters will be discussed. 

1 Introduction 

The noise sources of commercial aeroplanes might be split in two categories: The 
first one covers all the sources generated in connection with the propulsion, the 
second one describes the noise sources associated with the airframe. In the 2"'' 
category the high-lift devices and the landing gear are the main contributors to 
airframe noise during talie-off and landing. 

Up to the sixties of last century the propulsion was the dominant noise source 
through the entire flight regime. With the beginning of the seventies the introduc
tion of high-bypass engines and successfiil noise abatement measures on fan, 
turbine and jet led to a significant noise reduction of more than 10 dB. 

As a result of this, the relative part of the airframe noise on overall noise level 
increases. Especially during approach and landing, airframe noise and propulsion 
noise are of same magnitude, [4]. This fact in mind and the challenging require
ments associated with environmental commitments and the exponential fraffic 
growth in the next 15 years {Vision 2020, halving Perceived Noise until 2020) 
reveal clearly the necessity to embed noise as a parameter in the design of air
frame components. 

The long-term strategy of Airbus is the design of low-noise airframe components 
compatible to the design constraints driven by performance or economy. Airbus is 
addressing this goal through intensive collaborations with Research Establish
ments, Universities and on European level (EC projects) with other aircraft com
panies. 
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2 Airbus' participation in German national and European 
Research Programmes 

Due to the necessity to consider aeroacoustic constraints more intensive in the 
design of airframe components than it has been done in the past, the Airbus par
ticipation in Research Programmes has been increased in the last few years. 

On a German national basis (LuFoI, LuFolI) as well as on EC level (particularly 
in the project RAIN, 4* EC-Framework-Programme) studies with respect to noise 
generation and prediction on high-lift devices were conducted in close collabora
tion with Research Establishments and Universities, [3]. The activities in RAIN 
provided on one hand improved noise prediction methods and on the other hand 
precise noise reduction measures. Many of these proposed modifications were 
consequently forther investigated with respect to flight-operational applicability in 
the following EC project SILENCER (5* EC-Framework-Programme). Some of 
these solutions, which have rather the character of prototypes than certified com
ponents, were flight tested on A340. The activities in SILENCER will be contin
ued up to 2006. 

There are complementary activities together with Research partners on a German 
national basis in the two LuFo Ill-projects FREQUENZ and IHK. FRIiQUENZ 
stands for the investigation of noise source generation of commercial aeroplanes 
and the development of measures to reduce it by means of experiments and nu
merics. IHK is focusing on the low-noise design of components. The work pack
ages of both projects are well tuned to each other. 

3 Low noise high-lift design 

This paper gives a survey of Airbus' strategy to use experimental data as well as 
numerical results to understand the physical mechanisms behind the noise genera
tion process and to include this knowledge into the multidisciplinary high-lift 
design. 

The high-lift design process at Airbus can be circumscribed as follows: The wing 
mastergeometry and the Top Level Aircraft Requirements (TEAR) represent the 
requirements with respect to the flight performance and the flight mission to be 
realized. Further requirements originate from Aviation Rules and Standards 
(FAR/JAR). Moreover there are requirements coming from the project plan and 
from economical and operational aspects like the portfolio of airports to be served 
and in context with this the required runway lengths, airport infrastructure, noise 
limits (Quota Count levels, night resfriction classification scheme). 
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Even with respect to the QC-levels at take-off and landing the high-lift design is 
additionally subjected to constraints coming from low-noise procedures operation. 
This issue was and is presently, with Airbus contribution, scope of the EC pro
grammes SOURDINE I und II and AWIATOR. 

The acoustical requirements are based on the Noise Certification Standards of 
ICAO Annex 16, Volume 1. The noise limits and procedures described herein are 
directly linked to the Aircraft Standards, especially FAR/JAR Part 36. Further 
acoustical requirements will be taken into account based on development goals for 
an environmentally-friendly future aircraft outlined in the Vision 2020. 

The geometrical design is performed by means of CAD and KBE-tools (knowl
edge based engineering). These tools provide 3-dimensional surfaces which take 
fully into account the given constraints from structures and systems (e.g. position
ing and kinematics of the moveable surfaces). For the aerodynamic layout coupled 
theoretical methods (potential/boundary-layer codes) as well as Navier-Stokes 
codes are applied and from experimental side extensive wind tunnel investiga
tions. The aeroacoustical issues are examined by theoretical and experimental 
methods which will be described in the following chapters. 

It has been shown in a number of investigations that many aerodynamic design 
parameters may influence directly the noise generation process and the resulting 
sound pressure field, e.g. the sfrong dependency of Sound Pressure Level (SPL) 
from Mach-number. Without consideration of design issues from structures and 
systems, the aeroacoustical design parameters are a part of the group of aerody
namic parameters. The parameters which are identified of being crucial for low-
noise design may be organized into three classes of layout variations: 

• Variation of airfoil geometry (e.g. local curvatures, surface irregularities) 
• Variation of setting (e.g. deployment angles, gaps, overlaps) 
• Variation of flow conditions (e.g. flow velocity, angle-of-attack, flight at

titude) 

Beside the identification of fiirther crucial parameters it is a major task to define 
the sensitivity of each of the identified parameters with respect to low-noise de
sign. 

3.1 Airframe noise sources on a wing in high-lift configuration 

The most important airframe noise sources of a high-lift wing appear at: Slats, 
wing/fiiselage junction, wingtip and flaps. Further noise sources may be generated 
by gaps or cavities like fuel overpressure holes. 
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These noise sources are the result of the interaction of flow fluctuations with the 
surface (hard walls) and there especially with surface irregularities (rapid change 
of boundary conditions). The character of the generated noise source, mean direc
tivity and spectral distribution of sound pressure, is strongly influenced by the 
character of the flow (boundary layer status. Re-, St-, Ma-number). The following 
flow types when interacting with hard walls are of main interest: 

• Turbulent boundary layers passing sharp trailing edges 
• Laminar or transitional boundary layers coming along with periodic 

variation of the mean flow by hydrodynamic instabilities passing sharp 
trailing edges 

• Separated flows passing sharp trailing edges 
• Attached flows passing blunt trailing edges 
• Flow around side edges (development of side edge vortices) 

To understand the noise generation on a real high-lift configuration it is not suffi
cient to assume that the interaction of the flow with the surface happens in an 
isolated manner, moreover aspects like the turbulence-level of the incident flow or 
possible wake-interactions between other aircraft components, like landing gear, 
with the configuration have to be taken into account. 

In the end just a small part of the flow energy is transferred into acoustic energy. 
In the acoustical nearfield, where a strong interaction between hydrodynamics and 
acoustics is present, the generated noise sources (propagation with speed of sound) 
are a part of the instantaneous pressure field. The predominant part keeps its hy
drodynamic nature and is convected downstream with local flow velocity. With 
constriction to just the audible range (SPL of 10-130 dB), sound pressures of 
about 10"̂  to 10̂  Pa (dB=20k)gpin (̂2xlO'Pa)are present. For comparison, the hydro-
dynamic pressures of the flow around an airfoil are in the order of standard atmos
pheric conditions, means lO' Pa. This clarifies the aforementioned small part of 
acoustic energy in the flow field. 

3.2 Theoretical methods for investigation of noise generation 

The determination of airframe noise by means of Direct Numerical Simulations 
(DNS) is due to the present available computational and storage capacity mostly 
limited to generic test cases. These kind of calculations take place at Universities 
or Research Establishments. In order to be able to examine real or rather more 
complex configurations it is necessary to have industrial robust and reliable meth
ods which work cost- and time-efficiently. Thus, Airbus favours the hybrid ap
proach to handle the problem: Firstly the flow field is determined by means of 
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established and validated CFD-tools. Secondly the source description as the input 
for the following CAA-code {PIANO-code of DLR, [5]) is based on a description 
of turbulent quantities either by a direct expression or in terms of correlations or 
statistical quantities. The CAA-code describes the interaction of turbulent pertur
bations with hard walls, e.g. a surface, furthermore the generation of acoustic 
sources and finally the perturbation dynamics. With respect to the last-mentioned 
point the code itself acts in fact as a perturbation filter. Figure 1 shows the meth
odology which is presently implemented at Airbus to investigate airframe noise 
generation particularly with regard to high-lift design. The different ways differ 
from each other by the extent in modelling: 

• Injection of a vortex into the flow field. The interaction of the vortex with 
the given surface allows insights how the vorticity in the flow is trans
ferred into acoustic pressure. 

• Examination of sound generation by means of stochastical description of 
turbulence (based on SNGR-Amatz, [1], using the distribution of kinetic 
energy and dissipation of the calculated flow field) 

• Determination of turbulent sources by means of Large-Eddy Simulation 
(LES). 

• Modelling of the turbulent sources based on data obtained by instantane
ous and non-intrusive measurement techniques like PIV 

The CAA-code in Figure 1 is based on linearised Euler equations. These equations 
are derived from the fluidmechanical Euler equations using a perturbation ap
proach of the following form, equation (1): 

(1) 0 = <D^ + 0 ' 

<I> is a variable which may represent pressure, components of the velocity vector 
or density. This leads to a system of equations for the '-quantities which are to be 
solved and are superimposed to the given stationary flow field ("-quantities). This 
introduced in the Euler equations, neglecting quadratic terms of the '-quantities, a 
system of equations for density, the sound particle velocity and the sound pressure 
is created. This system looks in vector notation as follows, equations (2): 

dU . d\J ^ „ , „ 
(2) H-Aj -l-HU = S 

dt dxi 

For a 2D-problem U, Aj and H are defined as follows: 

(3) U = (p';u';v';p'f 
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whereas Sy stands for the Kronecker-Symbol and y is the. ratio of the specific 
heats. The vector S on the right-hand side represents a source term. 

The vortex-injection method is presently for Airbus the start of the theoretical 
aeroacoustic investigations because with this method already essential statements 
can be obtained how vorticity in the flow is transferred into acoustic pressure. 
Furthermore issues about the preferred propagation directivities close to the sur
face of the airfoil can be gained. For the theoretical assessment of the high-lift 
design in the acoustical farfield empirical methods, integral methods or acoustic 
analogies are commonly applied. 

Figure 2 shows for a 2-dimensional high-lift airfoil with deployed slat and re
tracted flap an injected vortex into the flow close to the leading edge of the slat at 
t=0. As the result of the interaction of the vortex with the airfoil, for two times 
(t=ti und t=t2>ti) the generated sound pressure fields can be seen. Presented is also 
the obtained directivity in the vicinity of the airfoil as a function of Re. 

3.3 Experimental methods for investigation of noise generation 

In-flight measurements by means of single microphones or microphone arrays 
allow for a given aircraft configuration the determination of its acoustic signature 
on the ground. It is possible to obtain the real, absolute sound pressures as a fiinc-
tion of the directivity. Furthermore noise sources may be identified and ranked to 
each other. Nevertheless, it is difficult or even impossible to gather information 
about the physics behind noise source generation. 
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In wind tunnel tests the possibility is given to do parametric studies via configura
tion changes under well defined fluidmechanical and acoustical conditions. Noise 
relevant parameters may be identified and their impact on acoustics and aerody
namics are determined (sensitivity study) simultaneously. The data of these kind of 
experiments is suitable as a validation basis for theoretical investigations and 
enhances a deeper understanding of noise source generation. 

Pre-design studies or validation experiments on simpler configurations take usu
ally place in small anechoic wind tunnels, whereas combined aerodynamic and 
acoustic measurements on realistic larger scale models are conducted in large 
facilities, like the DNW (Deutsch Niederlandischer Windkanal). The DNW has a 
closed test section as well as an anechoic open one. 

Noise source localisation can be done either by the microphone-array technique, 
[6], or by means of an acoustic mirror, [2]. The microphone-array technique was 
still quite recently not equal to the acoustic mirror with respect to spatial resolu
tion, fi-equency range and signal-to-noise ratio. The remarkable progress in data 
processing time and data storage capacity reduce more and more the aforemen
tioned system disadvantages. The microphone-array technique takes fiilll advan
tage of its ability to acquire data in a 2D-field instead of doing point investiga
tions, avoiding time-consuming traversing and adjustment work. Moreover, new 
algorithms in data processing allow to apply microphone arrays successfiilly also 
in wind tunnels with acoustic hard walls. Figure 3 shows an example for this: 
Within the fi-amework of AWIATOR combined aerodynamic and aeroacoustic 
tests took place in the closed test section of DNW. On the pressure side of the 
right wing a wake-vortex device was installed which was before the tests to be 
assessed to have a potential acoustic impact. On the left side of Figure 3 the upper 
noise source plot (10 kHz 1/3 Octave band frequency, NLR data) represents the 
noise source situation without device installed and the lower one with device in
stalled. It can be clearly seen that the device appears in the source plots in terms of 
two additional noise sources. 

For the pwpose of complete characterisation of the noise sources the aforemen
tioned measurements are usually accompanied by farfield investigations in the 
open, anechoic test section of DNW, [7]. Single microphones, which are mostly 
arranged on a traversable support, determine the directivity as well as the sound 
pressure as a fimction of space, time and frequency. 

4 Conclusion 

The aforementioned goals of the Vision 2020 are not only from aeroacoustical 
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point of view extremely challenging for the high-lift design of an environmentaly 
friendly aircraft. The first results with the hybrid approach look promising. There 
is a variety of experimental techniques to validate numerical data. It is rather es
sential to understand the physical mechanisms of noise generation and finally the 
implementation of this knowledge in the multidisciplinary high-lift design. 
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Summary 

To minimize slat noise according to the guidelines of "A Vision for 2020" brush-like 
devices were installed on a slat trailing edge to "soften" it. In experiments slat noise 
was considerably reduced by such devices. But their effect on aerodynamics is yet 
unknown. 

This study shows that the investigated brush-like devices on slat trailing edges 
influence the aerodynamic properties of high-lift systems adversely. Because of in
creasing boundary layer thickness with length and diameter of the brushes the suc
tion peaks are reduced so that CL decreases. 

These are preliminary results. An optimization of slat chord length and brush 
length should be conducted to minimize CL reduction. 

1 Introduction 

During approach the slat trailing edge of large commercial aircraft generates high 
noise levels. The goal of "A Vision for 2020" [1] is the reduction of airframe noise 
levels by 6 dB. Experiments have shown that brush-like devices installed on slat and 
flap tips reduce the noise levels significantly [6]. 

An extension of this method is the installation of brushes on the entire slat trail
ing edge to reduce its noise. Acoustic wind tunnel tests of such brush-like devices 
have already been performed using a flat plate [3]. Mau and Dobrzynski hold a 
patent on such noise reducing devices for commercial aircraft [5]. Sharp edges pro
duce a high noise level. The brushes "soften" the trailing edge. But until now only 
acoustical investigations have been performed. 

Thus the objective of this study is the assessment of the aerodynamic properties 
of high-lift systems with brush devices. 

2 Grid Generation and Flow Solver 

The original geometry is a small wing segment of a swept wing of infinite span 
whose profile has been deduced from a modem commercial aircraft wing in high-
lift configuration with slat and flap (fig. 1(a)). Periodic boundaries are defined to 
simulate a swept wing with infinite span. 
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To mount brushes on the slat trailing edge the conventional slat is reduced by 
the length of the brushes. CyUnders are installed on this (thicker) trailing edge as 
models for stiff brush hairs (fig. 1(c)) which are arranged parallel to the incoming 
flow. 

A structured grid with roughly 2.5 million nodes is generated with MegaCads 
[2]. Slat, main wing and flap formed the main grid and the brushes are added in a 
Chimera block (fig. 2). This way, the discretisation in the main grid stays the same 
and one obtains flexibility in brush spacing and sizing. 

Using the DLR FLOWer code [4] viscous flow is simulated. Fully turbulent 
calculations are done using the Spalart-AUmaras turbulence model [7] with central 
spatial discretisation with Jameson dissipation (fc2 = 2, fc4 = 64), implicit residual 
smoothing and three multigrid levels. For time stepping the 5 step Runge-Kutta 
scheme is used. 

The flow conditions are related to those of a model in a low speed wind tunnel: 
a = 16°,Maoo = 0.22, Re = 2.91£;+06,roo = 288.15° K and Poo = 101325 Pa. 
The conventional configuration features a chord length of 0.56804 m, blunt trailing 
edges and deployed slat and flap. The modifications are made by shortening the slat 
trailing edge by the length of the installed brushes. There are three brush parameter: 
length, diameter and distance. In the following chart the distances of the different 
devices for the brush length and diameter are listed. In one case no brushes are 
installed on the shortened trailing edge to obtain the influence of the trailing edge 
cutback. 

Table 1 list of the model parameters 

Distance 
Length (mm) 

1.37 

3.0 

3.5 

Diameter (mm) 
0.2 

0.05 mm 
0.01mm 
0.05 mm 
0.01 mm 

0.3 

0.05 mm 
0.015 mm 

0.4 

0.05 mm 

cutback 

V 

Expecting very small differences between global coefficients of the configura
tions grid convergence studies are performed for the conventional and one modified 
configuration. 

3 Grid Convergence Study 

To minimize the discretisation error a grid convergence study has been carried out 
for the conventional wing and one modified configuration (length = 1.37 mm, di
ameter = 0.2 mm, distance = 0.05 mm) using the coarser multigrid levels (fig. 
3). The difference between the results on the extrapolated and the fine grid are 
very small. For the conventional configuration C£,oo/C'L,/ine is about 1.26 % and 
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Co.oo/CDjine IS 1.42 %. For the modified configuration CL^oo/Chjine is 1.65 
% and CD,oo/CD,fine is 1.24 %. Thus, the results of the fine grid are of sufficient 
accuracy. Therefore, in the following the results of the fine grid will be discussed. 

4 Results 

As the first result one can see the complex flow phenomena near the brushes (fig. 4 
at a =: 16°). On pressure and suction side an attachment line is generated and on the 
sides of the brushes separation lines are visible (fig. 4 (c)). These lines are typical 
for swept cylindrical bodies and are mainly caused by the flow between the brush 
hairs. 

The flow through the brush hairs influence the pressure distribution of all three 
high-lift elements (fig. 5 and 6). The suction peaks are reduced with increasing 
length and diameter of the brush hairs, where the diameter dominates the influence 
on suction peaks of slat and flap (e.g. fig. 5 (a)). The influence of brush devices 
is also visible on the complete suction side of all three high-lift elements (fig. 6 
(a)+(b)). The pressure on almost the complete suction side increases with length 
and diameter of the brush hairs, whereas near the flap trailing edge the pressure 
decreases. This is reflected in a thickening of the boundary layer with increasing 
brush sizes. 

Figure 7 and 8 show the effect of the devices on the global aerodynamic coef
ficients. The CL-a behavior is altered adversely with brush devices. The reduction 
of CL increases with a and depends on length and diameter of the brush hairs. 
However, the effect of diameter is dominating (fig. 7 (a)). Figure 8 shows that drag 
decreases at low CL and increases at high CL-

ACL (%) and ACD (%) are plotted in figure 9 at a = 16° for a brush distance 
of 0.05 mm. The slat modification has an increased negative effect on lift of main 
wing and flap. Furthermore, the slat produces more drag, whereas the drag on main 
wing and flap decreases. The friction contribution of drag increases on the slat by 5 
% to 12 %. But the pressure contribution is dominant for the total drag. 

The effect of slat chord reduction on global coefficients is insignificant com
pared to the modified trailing edge with brushes of the same length. Thus differences 
were mainly caused by the brush hairs. 

5 Conclusions 

The flow visualisation shows a complex flow topology with separation and attach
ment lines in the brush area. This is reflected in the aerodynamic properties of the 
brushes. All devices altered the pressure distributions on the suction sides of all 
three high-lift elements adversely. But there is no significant influence on the pres
sure distribution of the pressure side. With increasing length and diameter of the 
brushes, the pressure on the suction side increases and the suction peak is reduced. 

For the same angle of attack CL is reduced for all investigated brush-like de
vices. In addition, Co increases at high CL- Shortening the slat cord length has no 
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significant influence on CL-Q- and CL-CD behavior. Differences in global coeffi
cients are caused by the brush-like devices. 

Future studies will contain installed brush-like devices on original slat trailing 
edges (original slat chord length but thicker trailing edge) and the optimization of 
slat chord length and brush length to minimize the aerodynamic effects regarding 
acoustic guidelines. Also, Co studies at take off conditions will be performed. Ad
ditionally the Reynolds number effect up to flight conditions will be investigated. 
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Figures 

m^ 
(a) (b) (c) 

Figure 1 (a) Wing of a large modem aircraft with cross section used for RANS simulation; 
(b) closeup of slat; (c) slat trailing edge with brushes. 
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(a) (b) 

Figure 2 Structured grid generated with MegaCads. (a) farfield; (b) zoom in of slat trailing 
edge with Chimera block. 

Figure 3 Grid convergence study for conventional wing and the first brush model with 
length = 1.37 mm, diameter = 0.2 mm, distance = 0.05 mm (Id.c. (drag count)= 0.0001). 
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(I)) 

(a) 
(c) 

Figure 4 Complex flow topology in brush area, (a) side view; (b) top view; (c) surface 
pressure distribution and surface streamlines. 
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(a) (b) 

Figure 5 Influence of brushes on pressure distribution, (a) slat suction peak; (b) slat trailing 
edge; 
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(a) (b) 

Figure 6 Influence of brushes on pressure distribution, (a) main wing; (b) 1 

(a) (b) 

Figure 7 CLmax studies, (a) effect of length and thickness of the brushes on CL-CH behav
ior; (b) effect of brush spacing on CL-Q. behavior. 
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(a) (b) 

Figure 8 Polars. (a) effect of length and thickness of the brushes on GL-CD behavior; (b) 
effect of brush spacing on CL-CD behavior. 

Slat Main Wing Hit MalnWlni Flap 

Figure 9 Forces of all three elements (in relation to reference length) for a == 16°. 



Experimental Study on Noise Reduction 
through Trailing Edge Brushes 

M.HERR 

Deutsches Zentrum fur Luft- imd Rautnfahrt e. V. (DLR), 
Institut fur Aerodynamik und Stromimgstechnik, Lilienthalplatz 7, 

D-38108 Braimschweig, Germany, Michaela.HeiT@dlr.de 

Summary 

Within an experimental trailing edge noise reduction study in the Aeroacoustic 
Wind Tunnel Braunschweig (AWE) both acoustic and aerodynamic effects of 
trailing edge brush devices were examined. Directional microphone and hot wire 
measurements were undertaken on a zero-lift generic plate model (Re = 2.1 to 
7.9 X10*). Various brush concepts were tested to clarify the fimctional 
relationship between design parameters and the ensuing aeroacoustic properties. 
First results of this ongoing work indicate a significant source noise reduction in 
excess of 10 dB, thereby revealing two relevant noise reduction mechanisms. In 
addition to broadband turbulent boundary layer trailing edge noise also narrow 
band contributions due to vortex shedding from the edge were alleviated. 

1 Introduction 

In order to cope with the challenging noise reduction goals as defined in the 
European strategic paper "A Vision for 2020" [1] a reinforced design effort has to 
be inade towards a significant reduction of airframe noise sources. Since the 
trailing edges of lifting surfaces (such as slats or flaps of current aircraft) were 
identified as major noise contributors during landing approach a parametric study 
was initiated aiming at a phenomenological understanding of trailing edge noise 
generation and reduction processes. The particular interest within this ongoing 
research is the reduction of turbulent boundary layer trailing edge noise which is 
closely related to turbulent boundary layer vortices shed off the trailing edge into 
the wake. Current attempts to correlate trailing edge noise signatures with 
measurable flow quantities mainly rely on Howe's approach [9], providing a 
cardioid directivity and a (velocity)^-dependence of the sound intensity which is 
emitted from the solid trailing edge of a semi-infinite plate of negligible 
thickness. The following equation yields the mean-square farfield pressure as 
generated by all turbulent boundary layer vortices within a frequency averaged 
correlation scale / parallel to the edge of wetted span L : 

{p') " pyoV'M^ [LUR' )sin asin' {612)cos' p (1) 
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where F is a characteristic mean flow velocity, ug the rms turbulence velocity, 
Mu the turbulence convection Mach number, and po the ambient density. R (dis
tance between source and observer), and 0 (observation angle) are the farfield 
observer coordinates for the retarded source position at reception time, a the 
angle between the observer direction and the edge and fi the trailing edge sweep 
angle. Based on the finding that trailing edge noise inclines with cosine cubed of 
sweep angle comb- (or brush-) type trailing edge extensions with fibres aligned 
with the mean flow direction can be considered an extreme case of serrations with 
infinitely sharp tip angles. As was demonstrated in various publications [4, 13] 
serrated trailing edges are means for trailing edge noise reduction, however in 
some cases a distortion of the flow streamlines was observed leading to less noise 
reduction than theoretically predicted. A number of studies [3, 8] also applied 
noise-abating porous edge extensions. During more recent wind tunnel 
experiments in the fl^mework of the European research program RAIN 
(Reduction of Airframe and Installation Noise) trailing edge brush extensions [11] 
were successfully tested. However, within this first turn of experiments neither 
design rules nor scaling laws for a future technical application of such devices 
could be deduced. 

The current work intends to combine the benefits of flow permeability and a 
theoretical trailing edge sweep angle of /?= ;r/2 focusing at a prospective 
application of brush devices as retrofit solutions for current aircraft components. 

2 Experimental Set-Up 

Both acoustic and aerodynamic measurements were performed in DLR's Aero-
acoustic Wind Tunnel Braimschweig (AWB) which is an open jet anechoic test 
facility with a rectangular 0.8 m by 1.2 m nozzle exit. Directional microphone 
data were acquired utilizing an elliptical mirror system (with a Vi"-condenser 
microphone in one focus). A detailed description of the applied mirror system is 
provided in [7]. Additionally, single and cross-wire measurements served to 
determine steady and unsteady characteristics of the turbulent boimdary layer 
flow. All docimiented data were taken in the midspan trailing edge region of a 
tripped zero-lift plate model where two-dimensionality of the flow was ensured. 

The acoustic test set-up is displayed in Figure 1. Due to a modular plate 
design the model exhibits four different chord lengths (0.8, 1.2, 1.6 and 2.0 m) 
and an exchangeable midspan trailing edge section (with a constant taper of 5°). 
One insert (trailing edge thickness h = 1 mm) served as solid reference 
configuration. An identical trailing edge section, however, containing a 0.5 mm 
slit in the downstream face, was used to install different brush extensions which 
were made of one single row of (flexible) polypropylene fibres. Test parameters 
included brush design characteristics such as fibre length // (15, 30 and 60 mm) 
and fibre diameter A/(0.3, 0.4 and 0.5 mm) and Reynolds number (both flow 
velocity and chord length). With regard to future full-scale applications the 
present study focuses on relatively high Reynolds numbers (2.1 to 7.9 x 10*) 
corresponding to flow velocities from 40 to 60 m/s. As to the pertinent literature. 
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e. g. Blake [2] a solid trailing edge with a "bluntness parameter" oih/S < 0.3 (S 
being the boundary layer displacement thickness ) is considered "sharp", i.e. 
vortex shedding due to a finite trailing edge thickness is not likely to occur. 
Within the range of tested chord lengths the ratio h/S covers values from 0.2 to 
0.6 for the 4 solid reference trailing edge configurations (with boundary layer 
thicknesses Pranging from 14.6 to 33.4 mm). Therefore, tonal noise generation 
due to Kirmdn-type vortex shedding fi-om blunt trailing edges (bluntness noise) 
was expected to be of some relevance only for the short plate versions. Since 
boimdary layer thicknesses were not measured for all the test configurations 
5 was also calculated by means of flat plate theory, in fact leading to a very good 
agreement with available test data. 

3 Results 

3.1 Solid Reference Trailing Edge 

Trailing edge noise spectra as obtained for different Reynolds numbers 
revealed two distinct trailing edge noise contributors. These were (i) broadband 
turbulent boundary layer trailing edge noise and (ii) narrow band vortex shedding 
noise (bluntness noise) due to finite trailing edge thickness. In contrast to current 
knowledge fi'om literature, bluntness noise was identified as major noise 
component even for small "bluntness parameters" h/S < 0.3, i.e. the above-cited 
generalizing threshold for "sharp" trailing edges could not be confumed in the 
current experiment. In this context, steady CFD-RANS calculations coupled with 
CAA non-linear perturbation simulations of the vortex shedding 
phenomenon [12] indicate that the pressure amplitudes are substantially 
dependent on geometric properties of the edge (e.g. trailing edge taper). As can be 
seen in Figure 2 aerodynamic pressure amplitudes as calculated for the plate 
geometry (5° taper) were five times higher than for a tripped NACA 0012 profile 
(ca. 15° taper) although the Reynolds- and Mach number as well as the blimtness 
parameter were identical for both cases (h/S = 0.6). The NACA 0012 profile was 
chosen with reference to the experimental data fi-om Brooks & Hodgson [5, 6] 
revealing low pressure levels for small bluntness parameters. 

Note that the trailing edge noise spectra as measured in the present 
experiment show an excellent qualitative agreement with the respective hot-wire 
u'- and V'-fluctuations spectra in the boundary layer close to the trailing edge 
(1 mm fi'om the surface, 1 mm upstream of the edge in Figure 3). 

Figure 4 documents the observed bluntness noise contributions for the 4 
solid reference trailing edge configurations and in addition for another 2 trailing 
edge thicknesses (/»= 5 mm, implemented by removing the whole exchangeable 
trailing edge section, and h = 0.5 mm by installing a solid 15 mm plate extension 
in the mounting gap instead of the brushes). Bluntness noise discrete fi-equency 
spectral peaks were found to follow a well defined Strouhal-relationship of 
St =flt/u. = 0.1 (see below) which is in good agreement with the results in [5, 6]. 
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As depicted in Figure 4 blimtness noise peaks can be considered tonal for 
h = 5 mm, but broaden and diminish with growing frequency (decreasing h). The 
effect of broadening with decreasing h/S as reported by Brooks & Hodgson was 
not clearly observed with regard to the 4 reference configurations (A = 1 mm, 
various ^ and is therefore assumed to be rather the result of a decrease in 
turbulent pressure coherence for high frequencies. As can be seen in the one-third 
octave band spectra (Figures 5,6) trailing edge farfield noise (as emitted from the 
source area) generally increases according to a Uco'-power law. It should be 
emphasized that in the present case turbulent boundary layer trailing edge noise 
levels and frequencies scale with a roughly constant correlation length / (referring 
to Equation 1) despite the variation of chord length. For the sake of simplicity 
again the trailing edge thickness h was taken as scaling length (Figure 5). In 
contrast to the commonly applied normalization procedure (choosing ^ as the 
relevant correlation scale /) it was found that ^ indeed does not represent the 
ultimate scaling parameter for trailing edge noise; as presented in Figure 6 such a 
data presentation leads to a complete mismatch of the correspondingly normalized 
spectra. This observation may be due to Reynolds number effects on boundary 
layer turbulence, since in most of the well known trailing edge noise experiments 
<? was varied through testing at different speeds or angles-of-attack, while 
keeping a constant chord length. 

3.2 Brush Trailing Edge 

Flow permeable trailing edge brush extensions provide a significant broad
band noise reduction (of up to 10 dB) covering a wide frequency range of 
relevance in terms of human perception. Both stated trailing edge noise 
contributions, namely turbulent boundsuy layer trailing edge noise and bluntness 
noise were alleviated. The maximum noise reduction (up to 14 dB, depending on 
the configuration) was always achieved in the frequency band containing the 
blimtness noise spectral peak (at 5/ = 0.1). According to the results of near wake 
hot-wire measurements (not shown here) the removal of bluntness noise spectral 
peaks can be explained by a suppression of vortex shedding from the edge. The 
same effect was aheady found by Khorrami et al. [10] within a computational 
study on porous slat trailing edge treatment. Figure 7 documents the test results 
for die brush configuration (h/= 0.4 mm, //= 30 mm) which provided the largest 
peak noise attenuation. In general, the achieved noise reduction potential was 
found to depend on the frequency and the particular configuration under review. 
As can be seen in Figure 7 the same scaling laws as formulated for the solid 
reference configurations (u«,'-dependence, constant correlation scale I) pertain for 
the brush trailing edge configurations. In Figure 8 the respectively achieved noise 
reduction potential (in terms of one-third octave band level differences from 
measurements without and with brush edge extensions installed) is presented for 
different chord lengths. Correspondingly, except for the high frequency range, 
boimdary layer thickness (plate length) and also flow velocity show almost no 
effect on the achieved noise reduction potential. The comparison of results from 
all test cases revealed always the same ranking (in terms of achieved noise 
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reduction) of brush devices, independent on the plate length: According to 
Figure 9 (displaying the results for 5 selected brush configurations installed at the 
0.8 m plate) long brush devices (//= 30 mm, //= 60 mm) were foimd to be more 
effective than short brushes (//= 15 mm) and also thicker fibres (A/=0.4mm, 
hf= 0.5 mm) provided a higher noise reduction potential than thinner ones 
(hf= 0.3 mm). Since the optimum brush design is considered a function of 
boundary layer turbulence scales (and therefore of the required correlation scale /) 
the finding of a minor influence of the plate length is in agreement with the 
experimental results on the solid reference configurations (revealing a constant 
correlation scale for different chord lengths). As a consequence, all plate 
configurations are expected to require a similar optimxmi trailmg edge brush 
design for maximum noise reduction. In summary, configurations with a fibre 
diameter hf= 0.4 mm (and //= 30 mm, 60 mm) achieved a broadband attenuation 
in the whole audible fi"equency range and also the highest peak noise reduction, 
while brushes with hf= 0.5 mm (and //= 30 mm) achieved the highest trailing 
edge noise reduction in the low ft'equency range, however, showing broadband 
excess noise contributions at high fi-equencies. Since the latter appear close to the 
non-audible range, where absolute noise levels are comparatively low, all 
examined brush devices are considered effective noise reduction means with 
respect to overall noise levels. 

4 Conclusions 

Within a parametric wind tunnel study brush edge extensions were proven to be 
effective means for trailing edge noise reduction. A broadband attenuation of 
turbulent boundary layer trailing edge source noise in the order of 2 to 10 dB 
(depending on configuration and frequency) was achieved. This reduction is 
expected to primarily result from a viscous damping of unsteady turbulent 
velocities in the trailing edge brush area. Additionally, a strong narrow band 
contribution related to high-amplitude vortex shedding fi-om the edge (bluntness 
noise) was alleviated. Bluntness noise contributions in case of the solid and thin 
reference trailing edge (thin compared to boundary layer displacement thickness) 
were observed in contrast to the pertinent literature. In this regard the model 
geometry, particularly the trailing edge shape is considered an essential parameter 
for bluntness noise amplitudes. Both solid reference trailing edge and brush 
trailing edge noise spectra show the theoretically expected (velocity)'-dependence 
and scale with a roughly constant correlation length within the chosen Reynolds 
number range of 2.1 to 7.9 x 10*. Based on this finding, which is in contrast to 
the widely applied scaling procedure, the boundary layer displacement thickness 
does not seem to represent the universal scaling parameter for boundary layer 
trailing edge noise. 
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Figure 1 Plate setup in AWB (left). Reference and brush trailing edge inserts (right). 
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Figure 2 Results of CFD/ CAA computations using DLR codes FLOWer/ PIANO. 
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Figure 3 (left) Comparison of hot-wire rms turbulent fluctuating velocity (M '- and v'-) 

narrow band spectra in the very trailing edge region with the corresponding acoustic result, 
u. = 60 m/s, 2.0 m reference. L„„ = 20 log (u', v 7 u, v). Figure 4 (right) Narrow band 
bluntness noise contributions for various solid trailing edge configurations, 4^= 24.4 Hz. 
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Figure 7 (left) Trailing edge noise reduction by means of brush edges (fibre diameter: 
0.4 nun, length: 30 mm), comparison with solid trailing edge reference configuration. 

Figure 8 (right) Influence of plate chord length and flow velocity on the noise reduction 
potential (same brush configuration as in Figure 7). 
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Summary 

The noise generation of turbulent flows near the edges of airplanes and 
automobiles is a general design problem and its importance increases in times of 
growing traffic. Turbulent boundary layers being convected past the trailiing edge 
into the wake are known to generate an intense, broadband scattering noise. In 
this feasibility study the high-speed PIV technique was applied to a generic 
trailing edge noise experiment as performed on a flat plate model in the 
Aeroacoustic Wind Timnel Braunschweig (AWB). Trailing edge noise sources 
have been measured simultaneously with instantaneous velocity vector fields to 
relate the generated soimd to the ensuing aeroacoustic source quantities. The first 
step towards a new procedure for trailing edge noise prediction, combining 
numerical methods with the high-speed PIV measurement, is presented. 

1 Introduction 

Airframe noise is essentially due to the interaction of unsteady, mostly turbulent 
flow with the structure, particularly caused by vortical flows around edges or over 
open cavities. A classical problem in this field is the trailing edge (TE) noise, 
which involves different noise generating mechanisms. Extensive investigations 
were made on airfoil- and on flat plate trailing edges. Brooks and Hodgson [1] 
described an experiment on a tripped NAG A 0012 model with different TE 
thicknesses. They observed a spectral "hump" in the acoustic measurements and 
were able to relate it to blunt TE vortex shedding for relatively thick edges, which 
vanishes with a decrease in TE thickness. For all test cases under consideration 
they found a low frequency broadband maximum in the acoustic power density 
spectrum, caused by the turbulent boundary layer (TBL) convected past the TE, at 
about 1 kHz. A predictable correlation of surface pressure measurements in the 
region close to the TE and the far field sound pressure was found. 

Howe [6] distinguishes TE noise theories of three different types: i) Those 
based on Lighthill's acoustic analogy, like from Ffowcs Williams and Hall [4], 
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ii) those based on special solutions of the linearized hydroacoustic equations and 
iii) those creating ad hoc models with postulated source distributions. It was 
pointed out that all theoretical models lead to the same (velocity/-scaling of the 
radiated sound intensity. The TBL flow structures causing the surface pressure 
fluctuations at the TE were assumed to have characteristic length scales. 
According to the distribution of the different length scales of the TBL flow 
structures, the frequency contribution of the respective pressure fluctuation can be 
recognized in the power density spectrum of the far field noise. Howe's approach, 
following Ffowcs Williams and Hall [4] provides a scheme how to solve the 
inhomogeneous wave equation from Lighthill's acoustic analogy for a flat plate 
of negligible thickness, yielding the mean-square farfield pressure for a fixed 
observer at a distance R and an observation angle 6: 

{p') !=^ py„V'M^(Ll / R')smasm'{0 / 2)cos' /3 (1) 

with V as the convection velocity, uo the rms velocity, My the turbulence 
convection Mach number, /?„ the ambient density, fithe TE sweep angle, L the 
spanwise edge length and / a characteristic length scale of the flow, which has 
been often identified with the displacement thickness of the TBL. With the three 
velocity terms in this formula the scaling of the sound pressure goes with 
(velocity)^, consistent with other relevant approaches. An essential result is also 
the obtained sin^(^2)-directivity. 

Within this feasibility study it is expected that highly time resolved PIV data, as 
obtained in the region directly up- and downstream of the TE, allow an 
identification of noise sources and their correlation with the flow structure 
movement. These velocity field measurements in the source area are a novel 
attempt to obtam the required data for Howe's approach (Equation 1) but also for 
the solution of the inhomogeneous wave equation by applying a suitable flat plate 
Green's function on the measured source quantities. According to Howe [6], 
Powell [8] and Mohrmg [7] the major noise contribution is provided by the z-
component of vorticity, the corresponding dipole mxu ("principal edge noise 
dipole") being perpendicular to the plane of the plate. In this paper the first results 
of a numerical simulation of trailing edge noise, based on HS-PIV input data are 
presented. 

2 Test Set-Up and Procedure 

A flat plate (chord based Re = 5.3x10* and 6.6x10*) with profiled leading and 
trailing edges was mounted vertically in the Aeroacoustic Wind Tunnel 
Braunschweig (AWB), which is an open jet anechoic test facility (Figure 1). The 
flat plate boundary layer was tripped at the leading edge, reaching a thickness of 
S « 0.03 m on each side of the TE, corresponding to free sfream velocities of 
[/«, = 40 m/s to 50 m/s and a 2 m chord length. Towards the trailing edge the plate 
is slightly and symmetrically convergent (5° taper), but no flow separation 
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occurs. A full description of the experimental set-up without the HS-PIV system 
is provided in [5]. 

The PIV measurement volume was located at the trailing edge in a x-y-plane 
within the turbulent boundary layer (Figure 1, left) in order to track the flow 
structures with a spatial resolution of 256 pixels in y- and 1024 pixels 
(corresponding to 135 mm) in x-direction. 

The used high-speed PIV system consists of a New Wave Pegasus PIV, dual 
cavity Nd:YLF laser with an output beam wavelength of 527 nm, a pulse length 
of 135 ns and 2x10 mJ at 1 kHz and approximately 2x7 mJ at 4 kHz for each 
resonator, optics to produce a light sheet and a HighSpeedStar4 (HSS4) CMOS 
camera with a spatial resolution of max. 1024x1024 Pixel at 2 kHz frame rate. In 
this application, a double frame rate of 4 kHz was achieved, thus yielding images 
at 8 kHz with a spatial resolution of 1024x256 pixel and a 10 bit gjeyscale 
dynamics (for details see [10]). 2.6 GB camera memory inside the camera 
housing allowed to capture 4096 double-images per run. The camera lens was a 
Nikon 105 mm with an aperture of/# = 1.8. The evaluation of the particle images 
was performed with a cross correlation scheme using standard FFT with 4x multi
pass with image deformation, interrogation window shift and a final window size 
of 32x32 pixel, with 75% overlap, corresponding to a resolution down to 3 mm in 
both directions. The Whittaker reconstruction was used for the deformation 
scheme and peak detection was achieved by a three point Gaussian fit. For post
processing, a median filter was used to remove vector outliers. 

The fluctuation velocity (w', v') vector fields for each run were assessed by 
subtracting the ensemble average of the 4096 instantaneous velocity vector fields 
from each instantaneous one. The latter were then split into the single component 
scalar fields. Additionally, all instantaneous z-vorticity fields, the rms-fields, 
probability density functions and space-time-correlations were calculated. 

The far field sound pressure, as emitted from the source area, was measured 
simultaneously with a directional microphone (acoustic mirror) at 0 = %I2 and 
R=l.\5m, focused at the TE (Figure 1, right). Acoustic data were recorded at a 
sampling rate of 80 kHz. An average run time difference from the TE noise 
sources to the microphone of Tr« 6.05 ms has to be taken into account for 
comparison of the time resolved flow fields with the respective sound pressure 
time history. Because of the local focusing of the microphone a frequency cut off 
at about 1 kHz for the long wave-lengths side has to be considered. Figure 2 
shows an example of an instantaneous velocity vector field from a series of time 
resolved HS-PIV measurements and the correspondmg acoustic data. 

A "straight forward" method which should result in a direct calculation of the 
source terms and therefore a reconstruction of the whole soimd field was applied: 
As the major vortex source term, the perturbed Lamb vector L'=m-x.u-zu-x-u, 
i. e. the source term of the acoustic analogies of Powell [8], Howe [6] and 
Mohring [7], was directly computed from the measured HS-PIV velocity field 
quantities (namely the instantaneous velocity, vorticity and the mean flow). After 
linear interpolation onto the body-fitted block-structured grid for the trailing 
edge, these source term values were fed into the subsequent computational 
aeroacoustic (CAA) simulations. Assuming a mean flow at rest {Ma = 0) the 
computations were performed by the DLR acoustic code PIANO (Perturbation 
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Investigation of Aerodynamic Noise), which in this case solves the acoustic 
perturbation equations (APE, [2, 3]). PIANO is a high resolution, high-order 
finite difference code advancing the numerical solution in time by the well known 
4-stage Runge-Kutta scheme. Spatial derivatives are discretized by the 4* order 
dispersion relation preserving (DRP) scheme of Tam and Webb [9]. A 6*/8*-
order digital filter is used to eliminate spurious waves. 

3 Results 

As a selection of the different HS-PIV runs the results of two test cases at 
f/,0 = 40 m/s and U^ = 50 m/s are presented in the followmg. 

Figure 3 (top) shows the rms velocity field as measured for U.^ = 50 m/s. The 
color coding makes visible that the highest values can be found directly 
downstream of the TE and in the shear layers between the wake and the "free" 
TBLs, which is approximately the extrapolated position of the highest rms values 
in the TBLs before they convect past the TE, at about 15 % of the boundary layer 
thickness. Consequently, the shear layers on both sides of the wake show also the 
highest contribution to the average z-vorticity (Figure 3, bottom), which is mostly 
represented by shear vorticity in this case. The spatial extent of high vorticily 
flow is narrow at the TE, as the transition between wake and TBL is of small 
scale, and with mixing fixrther downstream the shear smoothens out. 

In Figure 4 space-time correlation functions, resulting from one-point space 
correlations, of the z-vorticity fluctuation fields are shown for a wake position in 
the very vicinity of the TE (C/̂ , = 40 m/s). The size of the region of peak 
correlation is considered directly related to the average size of the coherent flow 
structure in x- and y- direction, revealing a characteristic vortex size of 6 mm in 
the current. Also, the space-time correlation provides information about the 
corresponding average convection velocity and the coherence of the wake itself 

The negative correlations on the upper and lower side are due to local shear 
vorticity with an inverse sign. The convection velocity in the wake region can be 
determined to 24 m/s at C/x) = 40 m/s fi-ee stream velocity. Together with the 
average size of the vortex structures of about 6 mm a characteristic frequency of 
4 kHz is obtained which corresponds to an appropriate "hump" in the acoustic 
spectrum. Figure 5 (left) shows the respective narrow band spectra for [/x,= 
40 m/s, 50 m/s and 60 m/s as obtained with the directional microphone 
{Af= 37 Hz). Herein, the known (velocity)'-dependence of the noise intensity is 
confirmed. According to Herr and Dobrzynski [5] the dominant spectral peak is 
related to blunt TE vortex shedding following a Strouhal-dependence of 
St =Jh/Uai.« 0.1 (h is the TE thickness). Because a Karman-type vortex shedding 
is present, a relatively extended coherence length was obtained for the wake. For 
correlation coefficients down to 0.4 a length of ±0.03 m was determmed. 

In Figure 5 (right) a snapshot of the numerically calculated propagation of 
pressure sound waves as emitted from the TE is shown. This reconstruction is a 
first result which was obtained by applying CAA, based on HS-PIV mput data 
(f/oo = 40 m/s). In this regard, further investigations (in particular, the comparison 
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with the acoustic measurement data) have to show whether the new method is 
successful. 

4 Conclusions and Outlook 

The work presented in this paper is one of the first apphcations of highly time-
resolved PIV to a classical aeroacoustic problem at industrially relevant Reynolds 
numbers. A new method for the prediction of trailing edge noise was suggested 
with the future aim to compute the noise field and directivity by using PIV data, 
namely the aeroacoustic source quantities, as input for a CAA calculation. 

Both high-speed PIV and acoustic experiments (for a later validation of the 
suggested method) were performed on a flat plate model in the Aeroacoustic 
Wind Tunnel Braunschweig (AWB). The PIV data-set was captured at a double-
frame rate of 4 kHz with a sufficiently large field of view and enough spatial 
resolution to resolve all main features of the sound generating flow. Time-space-
correlations of the velocity- and vorticity-fluctuations provided information of the 
coherent structure sizes within the trailing edge flow and their specific convection 
velocities. 

The obtained data-base will be used for further investigations concerning the 
development of prediction methods. Time resolved PIV allows the non-intrusive 
quantification of the relevant flow parameters and helps to investigate vortex-
structure interactions. In terms of the aeroacoustic optimization of existing 
aircraft components such an "optical" detection of aeroacoustic source terms will 
be beneficial, since a huge amount of (at least low speed) problems could be 
investigated at lower costs without the need of quiet test facilities. 
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Figure 1: Set-up and trigger scheme of the high-speed PIV system at the flat 
plate trailing edge (left), view against flow direction with the acoustic mirror 
(right) in the AWB, DLR-Braunschweig 
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Figure 2; Instantaneous velocity vector field (v' scalar field color coded) out of 
a 4 kHz run in the TE region (top) and corresponding directional microphone 
signal (actual value at the arrow position). 

i i<gof i -¥ 

Figure 3: Rms velocity field at C/„ = 50 m/s with high values at the shear layers 
of the wake region (top) and corresponding field of average z-vorticity (bottom) 
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Figure 4: Two space-time-correlations of the z-vorticity fluctuation field in the 
wake of the TE at the starting point x = 0.005 m and ;; = 0 m and a time delay of 
At = 500 us (top) and At = 1000 |is (bottom), C4, = 40 m/s 

Figure 5: Narrow band spectra of the sound pressure as measured for 3 different 
free stream velocities, SPL: sound pressure level (left) and snapshot of the 
propagation of pressure waves emitted from the trailing edge. This reconstruction 
is performed by a CAA code and is based on the measured HS-PIV 4 kHz 
velocity vector fields (right) 
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Summary 

Trailing edge noise can be predicted with the help of a synthetic turbulent 
velocity field. Assuming isotropic conditions this field may be generated via 
an energy spectrum of turbulence like the modified von Karman spectrum 
(MVKS). In this work one-dimensional wavenumber spectra of turbulence 
obtained from hot-wire measurements at the trailing edges of a thin, fiat plate 
and a NACA0012 airfoil were compared to the respective spectra extracted 
from the MVKS. Good agreement at all measuring positions is possible with 
a modified form of the MVKS. The remaining discrepancies can be a t t r ibuted 
to the anisotropy of boundary layer turbulence. 

1 Introduction 

Airframe noise is an important par t of an aircraft's landing approach noise. In 
order to design quieter aircraft there is a strong demand for tools tha t allow a 
computational optimisation of its respective components, e.g. landing gears, 
slats and flaps. Unfortimately this is hardly possible with present computer 
resourcas via a Direct Numerical Simulation (DNS) solving the full governing 
flow equations (Navier Stokes Equations, NSE). This has given rise t o the 
application of a hybrid C F D ^ / CAA^ approach based on simplified forms of 
the NSE and on a synthetic stochastic isotropic turbulent velocity field [7]. 
Wi th thLs means broadband trailing edge noise, a significant contribution to 

^ Computational Fluid Dynamics 
^ Computational Aeroacoustics 
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airframe noise, has successfully been computed [2, 5]. The synthetic veloc
ity field is based on the assumption of the modified von Karman spectrum 
(MVKS) as the prevailing energy spectrum of turbulence [3, 9, 10, 11]. 

The aim of the present investigations was to find out to what extent 
the MVKS is appropriate to describe turbulent trailing edge flows. There
fore one-dimensional turbulent wavemimber spectra obtained from hot-wire 
measurements at the trailing edges of two test objects were compared to the 
raspective spectra extracted from the MVKS. Please note that the topic of 
this paper is not to present trailing edge noise results computed with the 
hybrid approach (please refer to references [2, 5] in case of interest). Conse
quently the approach will only be desicribed briefly in so far as the MVKS is 
concerned. 

2 Procedure of the Studies 

2.1 Coordinate System and Measurements 

Figure 1 shows the coordinate system. Test objects were a NACA0012 air
foil (dimensions L^; = 120 mm, L^ = 140 mm) and a thin, flat plate (L ;̂ = 
200 mm, Lj, = 0.3 mm, L^ = 100 mm). In both cases the angle of attack was 
zero degrees and the incoming flow velocity VQ^ = 37.5 m/s, corresponding 
to a Mach-number Ma = 0.11. The measurements were carried out in the 
aeroacoustic wind-tunnel of the Institute of Acoustics and Speech Commu
nication at Dresden University of Technology using a triple sensor hot-wire 
probe. It was positioned with a lightweight traverse system of accuracy ±0.01 
mm in every coordinate direction. At both objects time responses of the ve
locity vector components Vi {i = x, y, z) were recorded in approximately 40 
^-coordinates at z = 0 as close as possible to the trailing edge in rr-direction 
(x « 1 mm). 16,384 = 2^* samples were recorded at a sampling frequency of 
25 kHz (plate) and 250 kHz (airfoil) using anti-aliasing low-pass filters with 
cut-ofT frequencies of 10 kHz and 100 kHz, respectively. The boundary layer 
was tripped with a tape of height 0.3 mm and length 1.2 mm on both sides of 
the objects. At the flat plate this tape was attached 6 mm downstream of the 
leading edge and at the NACA0012 airfoil at the x-coordinate of maximum 
profile thickness, r«ipectively. 

2.2 The MVKS in the Framework of the Hybrid Approach 

The hybrid approach used in [2, 5] to compute broadband trailing edge noise 
is based on spHtting the field variables into a time averaged and a generic 
fiuctuating part. In the first step the mean flow field is calculated with DLR's 
CFD-Code FLOWer as a solution of the RANS^-equations using the standard 
Wilcox k — u) turbulence model [12], k denoting the turbulent kinetic energy 

Reynolds Averaged Navier Stokes 
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and u) its specific dissipation rate, respectively. In the second step a modified 
form of the LEE^ with a source term is solved with DLR's CAA-Code PIANO 
to compute the time-dependent variables. The source term is calculated from 
a frozen synthetic turbulent velocity field Vgt which is given by a sum of 
discrete Fourier modes [7]. 

Generating v^t requires a turbulent energy spectrum E{a), 

a = Ja^ +a^ + o^ denoting the wavenumber. At present E{a) is modelled 

by the MVKS: 

It has its maximum at wave number a^ and reaches up to the Kohnogorov 
wave number a„. Both ag. and a,j, and thus the whole spectrum, can be cal
culated from the RANS-results of k and u>. The parameter C2 in the exponent 
is C2 = 2 and the scaling factor Ci ensures that 

0 0 

/ 
E{a)da = k. (2) 

Here Ci is (for every set of input parameters k and u) calculated as the ratio 
of k and the integral over E{a), which is computed numerically with the 
trapezoidal rule (for Ci = 1). Note that turbulence can only be described by 
an energy spectrum E{a) if isotropy is assumed. 

2.3 Characterising the Applicability of the MVKS 

One-dimensional wavenumber spectra ^xx{<^x), ^yyio^x) and ^zz{oix) ol> 
tained from measurement as well as from (1) were compared to each other, see 
Figure 2. E{a) given by the MVKS was transformed into these longitudinal 
{^xx) and lateral {$yy,^zz) one-dimensional spectra via [1]: 

*..(».) = i / ^ ( l - I ) d«, (3) 

0 0 

.̂./..K) = i / ^ ( l + §)da. (4) 

2.4 Generation of the MVKS 

The parameter C2 governs the decrease of the MVKS at high wavemimbers. 
To provide for a better agreement with the one-dimensional wavenumber 

* Linearized Euler Equations 
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spectra ^ii{ax) from measurement modified forms of the MVKS with C2 7̂  2 
were used in this study, too, see below. 

Furthermore the input parameters k and w were not taken from the RANS 
computation here. Actually, k was calculated from the measured Vi{x,t) at 
coordinate x — [x,y, zf^ via 

A; = i (v^{x,t)^ + vy{x,t)^ + v,(x,tf) , (5) 

the overline denoting the time-average. The value of w was estimated to pro
vide for a best possible coincidence of the ^^^(aa;) from measurement and 
theory. If k and uj would have been taken from the RANS-solution, the dis
crepancy of these spectra would have increased due to RANS inaccuracies, 
see below. However, the main goal of this study was not to assess the ap
plicability of the input parameters k and cj rather than that of the MVKS 
itself. 

3 Results and Discussion 

3.1 Wavenumber Spectra of IVailing Edge Turbulence 

Figtire 3 compares one-dimensional wavenumber spectra ^ula^) obtained 
from the MVKS and from a measurement at the NACA0012 airfoil at y » 
—1.6 mm. Due to the limited signal-to-noise ratio of the hot-wire measure
ment technique no values of ^u {ctx) below approximately 10""^ m^/s^ could 
be resolved. Using the generic form of the MVKS with C2 =2 (=> Ci = 1.69 
for the employed values of A; and LJ) there is a good agreement at wavenum-
bers tta; < 2.0 • 10^/ m but a rather poor agreement at higher wavenumbers. 
A modified form with C2 = 50 (Ci = 2.24) provides for a good coinci
dence throtighout all Q;̂ ;. The remaining deviations can be attributed to the 
anisotropy of boundary layer turbulence [4, 6, 8]. They can not be overcome 
by another E{a) spectrum as for example in Figure 3 ^xxiox) from measure
ment falls below #xx(«x) from the MVKS while at the same time ^yy{a.x) 
and ^zz{oix) from measurement exceed the respective spectra extracted from 
the MVKS. 

Figure 4 shows rasults from the flat plate at y w —0.7 mm. There is a 
satisfying agreement of the onedimensional wavenumber spectra from mea
surement and the generic MVKS throughout all wavenumbers. The remain
ing discrepancies are again due to anisotropy. The upper cut-off frequency of 
the measurement underlying Figure 4 is lower than in Figxire 3 because as 
mentioned above the samphng frequency at the flat plate was only 25 kHz 
instead of 250 kHz as in the NACA0012 measurement. The spurious peaks 
in the measured spectra at wavenumbers a.x < 100/m are most problably 
due to low-frequency electromagnetic disturbance (e.g. PC-monitor) of the 
hot-wire sensor signals. 
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At both objects the measured spectra confirm that the share of the small 
eddies increases when the coordinate y = Ois approached [6], i.e., the ^ii{aa:) 
spectra decay slower towards higher wavenumbers as y -^ 0. Considering 
similar y-coordinates, however, the share of the small eddies at the flat plate 
is always higher than at the NACA0012 airfoil. This leads to the following 
consequences: 

- Flat plate: There is a good agreement of the ^uia^) from measurement 
and from the generic MVKS for larger values of y, cp. Figure 4, but as 
y -^ 0 the ^ii{a.:c) from measurement exceed those from the MVKS at 
high wavemimbers. 

— NACA0012: The #ij(aa;) spectra from measurement fall below those of 
the generic MVKS at high wavenumbers in case of large y, cp. Figure 3, 
but on the other hand there is a good agreement as y —> 0. 

3.2 Trailing Edge RANS Results 

Next to a correct formulation of the turbulent energy spectnim E{Q) itself 
reliable values of k and LJ from the RANS-computation are also crucial to 
generate a proper E{o). In this context Figure 5 illustrates k{y) and Lj{y) 
from two RANS mean flow solutions for the flat plate. In the first computation 
its small thickness of only Ly = 0.3 mm was neglected, while in the second it 
was taken into account. Obviously this results in significant differences in k 
and uj as y —^ 0. Regarding the finite thickness clearly provides for a better 
agreement with measured data. 

However concerning the agreement of the onedimensional wavenumber 
spectra from measurement and the MVKS, the remaining RANS inaccuracies 
may be as important as the choice of the energy spectrum, see the dashed 
line in Figure 4 where k and u) were taken from the RANS solution of the 
flat plate to obtain the IVIVKS. 

4 Conclusion 

At some coordinates the one-dimensional wavenumber sp<»ctra computed 
from the generic MVKS are in good agreement with respective spectra ob
tained from hot-wire measurements at the trailing edges of a thin, flat plate 
and a NACA0012 airfoil. However, in general, modified forms of the MVKS 
provide for a significant improvement resulting in a good agreement with 
measured spectra throughout all positions at the trailing edges of both ob
jects. The remaining discrepancies are attributed to the anisotropy of the 
boundary layer turbulence. 

Thus it seems worthwhile to investigate the influence of enhanced tur
bulence spectra and anisotropy, respectively, on the computed trailing edge 
noise. Also the influence of the fidelity of the RANS r&sults underlying an 
energy spectnim of turbulence should be subject of future interest. 
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Figure 1 Coordinate system; the origin was centered at the trailing edge in the 
y and 2-direction, respectively 
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Digital Fourier Transform Taylor's hypothesis 
(periodigram) «x = 2 " f / v„,(x) Equatbns (3) and (4) 

•J'iiCx.f) 

Hot-wire measurement 

One-dimensional 
wavenumber spectra 

MVKS 

Figure 2 Illustration of the procedure to compare data from the hot-wire mea
surement to the MVKS; i = x,y,z 
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Figures Comparison of one-dimensional spectra ^ii{ax) obtained from a 
NACA0012 measurement at x = [1.0 mm, —1.6 mm, 0.0 mm]^ and from E{a) given 
by the modified von Karman spectrum. E{a) was calculated for k = 19.0 m^/s^ 
(from measurement) and oj = 25000/s (best fit); solid line; C2 = 2, dashed line: 
C2 = 50 
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Figure4 Comparison of one-dimensional spectra $ii(ax) obtained from a flat 
plate measurement at a; = [1.0mm, —0.7 mm, 0.0mm]^ and from E{a) given by the 
generic modified von Karman spectrum with C2 = 2; solid line: E{a) calculated for 
k = 12.0 m^/s'^ (from measurement) and a; = 15000/s (best fit); dashed line: E{a) 
calculated from RANS results (Ly = 0.3 mm) of A; = 8.0m'^/s^ and uj = 25000/s, 
compare Figure 5 below 
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Figure 5 RANS-solutions of (jj{y) and k{y) from the thin, flat plate at a; KS 1 mm 
for Ly = 0.0 mm (dashed lines) and Ly = 0.3 mm (soHd lines) plus the respective 
k{y) from the hot-wire measurement (symbols) 



Numerical simulation of combustion noise using 
acoustic perturbation equations 

T. Ph. Bui, W. Schroder and M. Meinke 

Institute of Aerodynamics, RWTH Aachen University, 
WflllnerstraBe zw. 5 und 7, 
52062 Aachen, Germany, 

phongOaia.rwth-aachen.de, 
WWW home page: h t t p : / /www. a i a . rwth-aachen. de 

Summary 

Combustion noise of unconfined turbulent flames has been investigated using a hy
brid CFD/CAA Method. A large-eddy simulation (LES) of a turbulent non-premixed 
flame is used to determine the source terms for the computational aeroacoustics 
(CAA) simulation. The governing CAA equations, namely the Acoustic Perturba
tion Equations (APE), have been extended to take into account noise generated by 
reacting flow effects. The right-heind side of the pressure-density relation within the 
APE system shows that the major source term, the heat release per unit volume, is 
encoded in the density fluctuation. Therefore the total time derivative of the density 
is used as source term to simulate combustion noise. 

1 Introduction 

The analysis of combustion noise which already has been of major interest in the 
seventies and eighties, has been revived over the last couple of years. On the one 
hand, today's available computation power allows the simulation of the acoustic 
output of combustion systems, while on the other hand, a solution of the unsteady 
Navier-Stokes equations by direct numerical simulations (DNS) is still infeasible 
for real technical applications. Especially the simulation of reacting flows is very 
expensive as the complete chemical reactions have to be captured additionally. An 
alternative to a DNS approach concerning combustion noise is a hybrid LES/CAA 
method, which will be presented here. 

This research project is part of the Research Unit FOR 486 "Combustion Noise", 
which is supported by the German Research Council (DFG). The objective of the 
Institute of Aerodjmamics of the RWTH Aachen University is to investigate the ori
gin of combustion noise and its mechanisms. The numerical approach is a two-step 
method, the first of which is based on an LES, which is performed by the Insitute 
for Energy and Powarplant Technology from Darmstadt University of Technology, 
followed by the CAA simulation to compute the acoustical field. Due to the large 
difference in the characteristic fluid mechanical and acoustical lengfli scales it is rea
sonable to restrict the LES to the source region only, whereas the CAA simulation 
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is performed on a much coarser grid covering the larger acoustical field. This hybrid 
LES/CAA approach is similar to that in [2]. However, in this study the Acoustic 
Perturbation Eqviations are extended to reacting flows. In flows, where chemical re
actions have to be considered, the application of such an approach is essential as the 
disparity of the characteristic fluid mechanical and acoustical length scales is even 
more pronounced than in the non-reacting case. 

It is well known fi-om the literature, e.g. [3,4], fliat noise generated by combus
tion in low Mach number flows is dominated by heat release effects, whereas in jet 
or airframe noise problems the major noise contribution originates from the Lamb 
vector ( i ' = (u>XM)'), which can be interpreted as a vortex force [ 1,5]. In principle 
it is possible to treat this task by extending Lighthill's Acoustic Analogy to react
ing flows as was done in the past [3,4]. This, however, leads to an inhomogeneous 
wave equations with an ordinary wave operator e.g. [4,6], which is valid for homo
geneous mean flow only. Therefore, this approach is restricted to the acoustic iar 
field. The APE approach remedies this drawback. It is valid in non-uniform mean 
flow and takes into account convection and refraction effects, unlike the linearized 
Euler equations [1]. 

2 Governing equations 

To derive the extended APE system the governing equations of mass, momentum, 
and energy for reacting flows are rearranged such that the left-hand side describes 
the APE-1 system [1], whereas the right-hand side (RHS) consists of all non-linear 
flow efliiects including the sources related to chemical reactions. 

^ + V - ( A + /5«')=='7c (1) 

^ + V ( t I « ' ) + v ( ^ ) = g m (2) 

dt dt ' ^ ^ 

As was mentioned before, the heat release effect dominates the generation of com
bustion noise. Therefore the investigations have been performed using Qe only, i.e. 
assuming QC = 0 and qm = 0. 

2.1 Thermoacoustic Source Terms 

In the proposed APE system the source term containing heat release effects appears 
on the RHS of the pressxu'e-density relation, i.e. Qe- This term vanishes when only 
isentropic flow is considered. However, due to the imsteady heat release in a flame 
the isentropic pressure-density relation is no longer valid in the combustion area. 
Nevertheless, it is this effect, which defines the major source term in comparison to 
the sources {QC, Qm) in the mass and momentum equations within the APE system. 
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Concerning flie other source mechanisms, which lead to an acoustic multipole be
havior though it can be conjectured that they are of minor importance in the far field. 
Using the energy equation for reacting flows the pressure-density relation becomes: 

^ _ ^ £ ^ ^ 
at 

-V{up.) 

DY„ dui 
p + V g - — T i j 

/ ' l _ ^ ^ D p _ p - - p Dp 
\ pc^j ' Dt p ' Dt 

+ 

where pe is defined as 

7 - 1 p (Vp Vp 
7 c-' \ p p (4) 

Pe = (p-P)- P-P (5) 

Perturbation and time averaged quantities are denoted by a prime and a bar, respec
tively. The volumetric expansion coefficient is given by a and Cp is the specific heat 
capacity at constant pressure. For £in ideal gas the equation a/cp = (7 — l)/(? 
holds. The quantity Yn is the mass fraction of the nth species, h the enthalpy and q 
the heat flux. 

2.2 Evaluation of the thermoacoustic source terms 

The investigations have been performed by considering gg only. Reformulating the 
energy equation for a gas with N species [4] leads to 

£1 
Dt 

1 Dp a l\-^ dh 

P,P,V„ 
(6) 

Since the combustion takes place at ambient pressure and the pressure variations 
due to hydrodynamic flow effects are of low order, the whole combustion process 
can be assumed to be at constant pressure. From oiu" analysis [5] and from litera
ture [4] it is known that combustion noise is dominated by heat release effects and 
that all other source mechanisms are of minor importance. Assuming combustion at 
constant pressure and neglecting all mean flow effects qe reduces to sources, which 
are related to heat release efiects, non-isomolar combustion, heat flux and viscous 
effects. Adding up all these soiuces under the aforementioned restrictions the RHS 
of the pressure-density relation can be substituted by the total time derivative of the 
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Dt 

1 Dp a l\-^ dh 

P,P,V„ 
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'-Dt 
+ V q 
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(6) 

Since the combustion takes place at ambient pressure and the pressure variations 
due to hydrodynamic flow effects are of low order, the whole combustion process 
can be assumed to be at constant pressure. From our analysis [5] and from litera
ture [4] it is known that combustion noise is dominated by heat release effects and 
that all other source mechanisms are of minor importance. Assuming combustion at 
constant pressure and neglecting all mean flow effects qe reduces to sources, which 
are related to heat release effects, non-isomolar combustion, heat flux and viscous 
effects. Adding up all these sources under the aforementioned restrictions the RHS 
of the pressure-density relation can be substituted by the total time derivative of die 
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3.4 CAA computation 

For the CAA computation this proposed APE-System has been implemented into 
the PIANO (Perturbation Investigation of Aeroacoustic Noise) Code from the DLR 
(Deutsches Zentrum fur Luft- und RaumMirt e.V.). 
The source terms on the right-hand side of the APE system has to be interpolated 
in time diu-ing the CAA computation. Using a quadratic interpolation method at 
least 25 points per period are required to achieve a sufficiently accurate distribu
tion. Hence, the maximal resolvable frequency is /jnax = l/{25At) = 800Hz 
since the LES solution comes with a time increment of At = 5 • lO^^.s [7]. This 
frequency is much smaller than the Nyquist frequency. The CAA code is based on 
the fourth-order DRP scheme of Tam and Webb [8] for the spatial discretization 
and the alternating LDDRK-5/6 Rxmge-Kutta scheme for the temporal integration 
[9]. At the far field boundaries a sponge-layer technique is used to avoid unph5^ical 
reflections into the computational domain. 

Solving the APE system means to solve five equations (3D) for the perturbation 
quantities p', u', v', w' and p' per grid point jmd time level. No extra equations for 
viscous terms and chemical reaction need to be considered since these terms can be 
found on the RHS of the APE system and are provided by the LES within the source 
region. On the other hand the time step within the CAA computation can be chosen 
much higher than in the LES. This means, using a rough estimation, that the ratio of 
the computation times between LES and CAA is approximately tijEs/tcTAA ~ 4 /1 . 

4 Results 

Fig. 2 shows a snapshot of the acoustic pressure field in the streamwise center plane 
at the dimensionless time t — 100. The source region is evidenced by the dashed 
box. This computation was done on a 27-block domain using approximately 4x10^ 
grid points, where the arrangement of the blocks is arbitrary provided that one block 
contains all acoustical sources. 

The acoustic directivity patterns (Fig. 3) are computed for different frequencies 
on a circle in the z = 0 plane with a radius R/D = 17 whose center point is at a: = 
(10,0,0). The jet exit diameter is denoted by D. From 150° to 210° the directivity 
data is not available since this part of the circle is outside of the computational 
domain. In general an acoustic monopole behaviour with a small directivity can be 
observed since this circle is placed in the acoustic netir field. 

5 Conclusion 

The APE system has been extended to compute noise generated by reactiag flow 
effects. The heat release per unit volume, which is expressed in the total time deriva
tive of the density, represents the major source term in the APE system when com
bustion noise is analyzed. The main combustion noise characteristic, i.e., the mono-
pole nature caused by the unsteady heat release, could be verified. In the present 
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work we have demonstrated that the extended APE System in conjunction with a 
hybrid LES/CAA approach and with the assumptions made, is capable of simulat
ing an acoustic field of a reacting flow, i.e., of a non-premixed turbulent flame. 
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Figure 1 Contours of the total time derivative of the density (Dp/Dt) at t = 100 in the 
streamwise center plane 
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Figure 2 Pressure contours of the APE solution at t = 100 in the stteainwise center plane 
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Figure 3 Directivity patterns for different frequencies 
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Summary 
A fully implicit relaxation technique is developed to accelerate convergence of 
current multigrid solvers. The flux Jacobians are efficiently recomputed during 
iteration. The implicit operator allows increasing CFL numbers of the basic 
explicit scheme to 0(100), and it properly addresses tfie stiffness in the discrete 
equations associated with highly stretched meshes. Compared to a well tuned, 
standard reference code, computation times are more than halved. 

1. Introduction 
Fast convergence is a prerequisite for efficient use of CFD in the design process, 
and multigrid has become a widespread acceleration technique. Methods as de
vised by Jameson et al. [5], where explicit Runge-Kutta time integration is com
bined with implicit residual smoothing and multigrid, represent a well balanced 
compromise of simplicity in the explicit relaxation scheme and implicit considera
tion of the cell aspect ratio. However, solving the Navier-Stokes equations at high 
Reynolds numbers, the resolution of thin boundary layers requires highly stretched 
meshes with very high cell aspect ratios. The large disparity in the corresponding 
spectral radii of the associated coordinate directions results in high stiflEhess of the 
discrete equations, thus severely deteriorating convergence of tlie numerical 
method. 

In the present work, the conventional implicit residual smoothing is converted into 
a fully implicit operator with symmetric Gauss-Seidel iteration to address the stiff
ness problem. The associated memory overhead usually renders such methods 
prohibitive for large scale computations. To address this challenge, a new formula
tion of the necessary flux Jacobians is derived which allows efficient on-the-fly 
computation at every smoothing step, thus significantly reducing stor^e require
ments. Algebraic expressions are simplified by exploiting a Mach number expan
sion of flux Jacobians. Transformation to primitive variables leads to economic 
evaluation of flux Jacobians on cell faces, and a fully implicit operator is con
structed for implicitly smoothing residuals in the framework of a Runge-Kutta 
time stepping scheme. The implications of this technique are then assessed for 
computation of viscous, turbulent airfoil flow. Comparison with a standard ap
proach for implicit smoothing in the same baseline code allows for direct estima
tion of the potential of the present method for convergence and efficiency im-
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provement. To assess the applicability to high Reynolds number flows, a variation 
of Reynolds number by more than an order of magnitude is carried out. 

2. Governing Equations 
We consider the two-dimensional compressible Navier-Stokes equations. For a 
control volume fixed in time and space, the system of partial differential equations 
in integral form is given by: 

ll^dV+ lFndS=0 , (1) 
Vol S 

where W = \p,pu,pv,pE\ represents the vector of conservative variables, F is the 
flux-density tensor, and Vol, S, and n denote volume, surface, and outward facing 
normal of the control volume. The flux density tensor F may be split into an 
inviscid, convective part Fc and a viscous part F„: 

F = F.+F„ (2) 

where Fc and F„ are given by 

F„ = 

pq 
puq+pix 
pvq + piy 

pHq 

(3) 

q is the velocity vector with Cartesian components u, v, and 4, iy denote the unit 
vectors in direction of the Cartesian coordinates x and;;. p,p,H,T represent den
sity, pressure, total specific enthalpy, and temperature, k is the coefficient of 
thermal heat conductivity, and 7„,r^^,i'^j, are the viscous stress tensor compo
nents. 

In order to close the system given by eq. (1), the equation of state 

P 
is used with R as specific gas constant. 

(4) 

3. Basic Solution Scheme 
The basic solution scheme is a cell centered, finite volume method as employed in 
Ref. [9]. A semi-discrete form of the governing equations (1) maybe written as: 

dt Volf-i ^* * 
(5) 
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where F^ is the flux density vector corresponding to the direction normal to the 
cell face, and /T represents the maximum number of cell faces of the corresponding 
control volume with k as running index. Using Flux Difference Splitting (FDS) [8], 
the convective part of the flux density vector F^ normal to a cell interface reads: 

F,=^{F'+F'')-^\A[MV , (6) 

where F^ and F^ are the left and right states of the in viscid flux density vector 
normal to the cell interface, and A is the corresponding flux Jacobian. The ex
pression hW denotes differences in conservative variables on the left side L and 
right side R of a cell interface, giving AIT = »f ̂  - ff ^ . Similarly to Ref [9], in the 
present work an implementation is used where the expression |y4[| • AfF is expanded 
in terms of the interface normal Mach number Mj , with M„ defined as [9]: 

M„ = min(|M|,l)-sig« {u) . (7) 

Discretization of the viscous terms F^ is performed by central difference opera

tors, and for implementation details the reader is referred to Reft. [7], [9]. 

Time integration of eq. (5) is achieved with an explicit 5-stage Runge-Kutta 
scheme. To accelerate convergence toward steady state, the explicit time stepping 
is augmented by implicit residual smoothing, which allows an increase of the CFL 
number of the basic scheme by a factor of 2-3 [6]. Time integration may be fijrther 
enhanced by employing multigrid following the ideas of Jameson [5]. The 
influence of turbulence is modeled according to Baldwin and Lomax [2]. The basic 
outline of the framework for time integration may be found in Ref [7]. 

4. Derivation of Present Approach 
A fiilly implicit formulation of eq. (5) may be written as: 

^ + T ; ^ I ^ i r 5 . = o ' (8) 
m Vol j ^ 

where F |"* ' ' is evaluated at the new time level ( « + 1 ) . Linearizing FI"*' ' about the 

current time level (n) leads to 

Fi"*') = F|") + f ^ W = F|"' + ^ ,̂5»F , (9) 

with ^fF defining the time difference of conservative variables and ^„ the flux 
Jacobian in normal direction: 
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SW=W^"*'^-W^"^ A.=^ . (10) 

Expressing the time derivative in eq. (8) by the forward finite difference, substitut
ing eq. (9) into eq. (8), and rearranging leads to 

i + -^t^^,^S,]sW = -^±Ft}s, =/?(") , (11) 

where R^"^ has been introduced to denote the residual at current time level («), and 
^ is the local time step. The matrix A^^ has real eigenvalues and may be split into 

two matrices A^ and A;^, where 

A:=(i.5{^^ + \A^\) , ^ : = 0.5(^,-1^4) • <12) 

With definition (12), eq. (11) may be rewritten as a point implicit scheme: 

* 

m.j .=i 
*, s 1 + T T ^ S ^ I ^ S, SIV.j = Ri")-^^AZ,S, SW^, , (13) 

M,j *=. 

where indices i,J denote the current cell and NB are all direct neighbors of cell i,j. 

The challenge of eq. (13) is the memory requirement for storing the matrices A* 

and Al. For solution of a 2D (3D) problem, these are 4x4 (5x5 in 3D) matrices, 

requiring storage of 32 (50) variables per cell face. Instead of storing these values, 
in the present work the matrix components will therefore be recomputed whenever 
needed. For efficient evaluation of matrices A^ and A^, the formalism of the Mach 
number expansion for the absolute Jacobian according Ref [9] will employed. Eq. 
(11) is first transformed to the set of primitive variables U = \p,p, u, vj : 

— + — i / ' x « ^ 5 . = - — — I F W S , , (14) 

with P^ as the analog of the normal flux Jacobian in primitive variables: 

a^ a^i^at^^ ja^T^ . (15) 
"- dW dU dW^ ' dU 

Using the definitions of eq. (12) and the formalism of Mach number expansion [9], 
performing the multiplications with the transformation Jacobians of eq. (15), 
multiplying with time changes in primitive variables SU, and sorting terms gives 
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(g^ + lg J)Sp + i ( l - K i ^ + p(l+A/„>%x 

{«x + l?x!)* + --(l-KI)* + ».(l+M„)^^ 
C 

('fx+ki)* + «,-(l + M „ ^ + n^c{l-\M„\)Sq^ 

P:SU = 

c 

fex-ki)* + n.-O-A^o)* - «,4-KI)^x 

(16) 

where y, h, c denote the ratio of specific heats, specific enthalpy, and speed of 

sound, respectively, and Sq^ and h' are defined as 

Sq^=n^Su + nj,Sv , h =(/-l)h 

with rix and % as the components of the outward feeing normal n. 

(17) 

The definitions for Pjl^^and Pj^^by eq. (16) allow an implementation of the 
implicit scheme of eq. (13) with a minimum of computational effort: only the 
expressions |qrj^|,M{|,(l-|l/j|) are pre-computed and stored for each cell fece, all 

other components can efficiently be re-computed whenever necessary. The contri
butions of the viscous flux Jacobians can easily be incorporated with the defini
tions outlined in Ref [1] for primitive variables. 

The implicit scheme of eq. (13) is implemented into the framework of the basic 
code analogously to implicit residual smoothing: in each Runge-Kutta stage, prior 
to updating conservative variables, the explicitly evaluated residuals are trans
formed to residuals in primitive variables to form the right hand side of eq. (13). 
Solution of eq. (13) with three symmetric Gauss-Seidel (SGS) sweeps through the 
computational domain yields new expressions for residuals, which are then trans
formed to conservative residuals and used to update conservative variables. 

5. Computational Results 
The proposed method was used to compute viscous, turbulent flow around the 
RAE 2822 airfoil. From the investigations of Cook, McDonald and Firmin [3], the 
subsonic Case 1 (M„ = 0.679, a = 1.98°, Re = 5.700.000) and the transonic Case 9 

(A/„ = 0.73, a = 2.31°, Re = 6.500.000) were selected. Structured C-meshes were 
used, where for the multigrid algorithm coarse meshes were created by succes
sively omitting every second grid line. Computations were performed on a SGI 
Octane workstation using a single 360 MHz processor. 



402 C.-C. Rossow 

This investigation is focused on enhancement of time integration, therefore always 
an identical space discretization is employed. For fair comparison, all computa
tions were started from free stream on the finest mesh. Pressure distributions ob
tained on a reference mesh with 256 cells along the airfoil, 32 cells in the wake 
region, and 64 cells in normal direction are shown in Figs. 1 and 2. For the inves
tigated Cases 1 and 9, a fairly well agreement with experimental results was 
achieved. 

Figs. 3 and 4 show convergence histories for two different time integration strate
gies employed on the reference mesh. In all cases, a 5-stage Runge-Kutta scheme 
with stage coefficients for a second order upwind discretization was used. The first 
strategy employs the standard implicit residual smoothing of Re£ [6], denoted by 
rk5-s, with admissible CFL number of 7.5. For the second strategy as proposed in 
this study, denoted by rk5-i, with smoothing according to eq. (14), the CFL num
ber was set to 16 for the first 8 multigrid cycles, and then fixed to 160. The scheme 
achieved a convergence improvement by a factor of 9 compared to the standard 
scheme, and CPU time was reduced by a factor of about 2.5-2.8. The rate of con
vergence, expressed by the ratio of residuals at end and begin of iteration to the 
power of the reciprocal number of iterations, improved from 0.98 for the smooth
ing of Ref [6] to about 0.85 for the present method. 

To investigate whether the proposed method alleviates stifitiess associated with 
high aspect ratio cells, a variation of Reynolds-number by more than an order of 
magnitude was carried out. The subsonic test case was used, since here it was 
possible to use the second order space discretization without any limiter functions, 
which otherwise may lead to stalling after convergence by 3 or 4 orders of magni
tude. Computational meshes were taken from Ref [4], where the effect of Rey
nolds number variation was investigated for turbulence modeling. All meshes have 
a C-topology with 312 cells along the airfoil, 56 cells in the wake region, and 88 
cells in normal direction. The meshes were adapted to the corresponding Reynolds 
number, leading to cell aspect ratios varying from about 3.000 to over 50.000. As 
can be seen from the convergence histories in Fig. 5, the effect of cell aspect ratio 
when varying the Reynolds number from 5.700.000 to 100.000.000 is only moder
ate: the number of multigrid cycles required for convergence remains at O(IOO) 
even for the highest Reynolds-number, only increasing by a factor of 2 with Rey
nolds-number. In Ref [4], where similar computations were made using a standard 
scheme, the number of cycles is already 0(1000) and then more than doubles with 
increasing Reynolds-number. 

6. Conclusion 
A computational approach was derived which addresses the stiffness problem 
associated with high aspect ratio cells for viscous flow computations by introduc
ing a fully implicit operator for smoothing of residuals in the framework of Runge-
Kutta time stepping. To avoid memory overhead usually associated with such 
methods, the components of the Jacobians are recomputed during iteration. Effi-
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cient evaluation of the corresponding terms is achieved by exploiting a Mach 
number expansion of the flux Jacobians as outlined in Ref. [9]. To solve the im
plicit equation, symmetric Gauss-Seidel iteration with three sweeps through the 
computational domain was employed, and in combination with Runge-Kutta time 
stepping CFL numbers of O(IOO) could be used. The method was applied to solve 
for compressible, turbulent airfoil flow, and convergence rates from 0.8 to 0.85 
were achieved. In comparison to well tuned common multigrid methods with 
Runge-Kutta time stepping and implicit residual smoothing, reductions in CPU 
time by more than a factor of 2.5 were realized. Variation of Reynolds number by 
more than an order of magnitude showed only moderate influence on convergence: 
the number of multigrid cycles required for convergence increased only by a factor 
of 2. This confirms that the stiffness in the discrete equations associated with very 
high cell aspect ratios is properly addressed by the proposed method. It is worth 
noting that in contrast to commonly employed implicit smoothing techniques, the 
present method is not restricted to structured meshes, since the fiilly implicit op
erator does not rely on information obtained from curvilinear coordinates. 
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Figures 

Fig. 1: Pressure distribution for Case 1 
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Summary 

Direct numerical simulation (DNS) of incompressible turbulent pipe flow was 
carried out on unstructured grids for a Reynolds number based on the friction 
velocity and the pipe diameter of Rcr = 360 using the spectral/hp element 
method (SEM) by Karniadakis and Sherwin [3]. The main objective was to 
investigate the computational aspects of this DNS with respect to accuracy, 
CPU time and memory requirements. DNS results of evaluated statistical 
moments of up to fourth order agree well with data from the literature. 
A conducted performance study reveals the computational requirements for 
DNS of turbulent flows using this SEM. 

1 Introduction 

Numerical simulations of turbulent flows by means of Direct Numerical Sim
ulation (DNS) and Large Eddy Simulation (LES) have been the subject of 
intensive research during the last years. These techniques require accurate nu
merical methods which do not produce significant artificial viscosity. Spectral 
methods which provide accurate spatial discretization have been used suc
cessfully in the past mainly for simple geometries. In these methods the flow 
variables are expanded in terms of smooth (infinitely differentiable), mostly 
orthogonal trial functions, which are defined over the whole computational 
domain. Typical trial functions are the Fourier series components (domain 
with periodic boundary conditions) or Chebyshev and Legendre polynomials 
(nonperiodic boundary condition). Principally, DNS and LES of turbulent 
flows in complex geometries can be conducted using the spectral/hp element 
method (SEM) by Karniadakis and Sherwin [3]. In this method high-order 
polynomials are used to approximate the flow fields within finite elements 
to provide spectral accuracy on unstructured meshes. The advantage is that 
this SEM inherits the geometrical flexibility of finite element methods and 
the exponentially accurate polynomial resolution of spectral methods. 

The main objective of this work is to use the SEM for a full 3D DNS of a 
turbulent flow in a computational domain with curved boundaries (which is 
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a challenge for SEM) on an unstructured mesh and to compare the obtained 
results with those from the literature. The turbulent pipe flow was selected 
as a test case since it meets the above requirements although the geometry is 
fairly simple for the SEM. The other advantage is that turbulent pipe flows 
have been intensively investigated in numerical and experimental studies. 
Some of the results are collected in the AGARD Advisory report No. 345 [1, 
Ch.5]. 

The structure of the paper is the following. The computational domain 
and parameters are presented in section 2. Section 3 contains a short descrip
tion of the used SEM, i.e the MenTar code by Karniadakis and Sherwin 
[3]. In Section 4 GPU time and storage requirements of the SEM are com
pared with those of the second order accurate finite volume method (FVM) 
by Wagner and Friedrich [5]. In this comparison the requirements of FVM 
serve only as a reference since the method is only applicable in simple com
putational domains due to the use of Fourier transformations in streamwise 
and azimuthal directions. Finally, in Section 5 the mean streamwise velocity 
{uz), the rms velocity fluctuations Ua^rms, the skewness Sa and flatness Fa 
factors {a = z,(p,r) are compared to turbulent pipe flow data by Loulou et al 
[1,4] who used a B-spline spectral method (B-spline SM) for their DNS and 
by Wagner and Friedrich [5]. Further, experimental data from Laser Doppler 
Anemometry (LDA) and Particle Image Velocimetry (PIV) measurements by 
Durst et al [2] and by Westerweel et al [8], respectively, are included. 

2 Computational details 

We consider a turbulent pipe flow for a Reynolds number, based on friction 
velocity w,-, pipe diameter D and kinematic viscosity j>, of Re-r = ^M^ — 360, 
where (?) stands for dimensional quantities. The computational domain J? 
is a pipe section of diameter D and length L = bD. For an incompress
ible Newtonian fluid the flow is governed by the dimensionless Navier-Stokes 
equations 

- ^ - h ( M - V ) M = - V p - h - — V ^ M - h F , V-M = 0, (1) 
ot iteT 

where u denotes the velocity vector field, p - the pressure field, F - the forcing 
vector. For a fully developed turbulent pipe flow the driving force F corre
sponds to the mean pressure gradient in streamwise ^-direction, {-^) — —4. 
At the solid wall u\sn = 0 enforces the impermeability and no-slip bound
ary conditions. Furthermore, periodical boundary conditions are applied in 
streamwise direction. The simulations were started from an initial turbulent 
field which was obtained in a DNS using a second order accurate FVM. 
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3 Spectral/hp element method for incompressible flows 

The MenTar code exploits structured and unstructured conforming meshes 
or a combination of both. Considering the generation of 3D meshes, this 
admits any combination of hexagonal, tetrahedral and prismatic elements 
provided that the corresponding faces of contiguous elements coincide. 

The velocity and pressure fields are sought in terms of series expansions. 
The velocity field, for example, is expressed as 

u{x,t) = ^Ui{t)ipi{x), (2) 
i 

where ipi{x) denotes an i-th mode (base function) and Ui{t) - the correspond
ing expansion coefficient. Each mode 'Pi{x) is a piecewise polynomial function 
supported by one element of the mesh. The system {ipi{x)} is constructed 
using the tensor product of the polynomials, orthogonal over a simplex, and 
the classical Jacobi polynomials (for details see [3, Ch.3]). 

The solution of Eq. (1) is obtained using the splitting method by Kar-
niadakis and Sherwin [3, p.247] which combines semi-implicit time integra
tion using a forward Adams scheme [3, p. 193] with the enforcement of the 
continuity equation. This leads to a Poisson equation for the pressure field 
and a Helmholtz equation for the velocity field which are solved with a pre
conditioned conjugate gradient method using the Schur complement (static 
condensation) technique. 

4 Performance study 

We construct an unstructured mesh consisting of 79860 prisms presented 
in Fig. 1. The elements are uniformly distributed along the axis and non-
uniformly along the pipe radius according to a quadratic law to provide 
higher spatial resolution in the vicinity of the wall. The highest order of 
the expansion polynomials is taken equal to 3 for both components of the 
tensor product, resulting in 40 modes within each element. 

In the spectral/hp element approach the combination of two parameters, 
i.e. the characteristic size h of the elements and the order p of the polynomial 
modes, defines the mesh resolution. In order to compare the spatial resolu
tion achieved in SEM and FVM simulations it seems reasonable to aggregate 
both h and p characteristics as follows. Consider the number M^f of degrees 
of freedom of the expansions (2), i.e. the number of independent global ex
pansion modes, to calculate the average value Mdf/ei{^) of degrees of freedom 

for each element e. The ratio 6{e) = "^'Jr'^} , where v{e) is the volume of 
the element e, serves as a measure of the spatial resolution of the element 
e. Finally, we define a piecewise constant function 6{x) = (5(e), x £ e, for 
each point x of the computational domain f2, which indicates the quality of 
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spatial resolution. Considering a cylindrical domain, the averaged functions 
6{r,ip) = ji J 6{x)dz and 6{r) = ^ J J 6{x)dzd(p, provide the appropriate 
spatial resolution characteristics of the mesh. 

The well resolved DNS by Wagner and Priedrich [5] who used a non-
equidistant cylindrical structured grid with Nz = 256, iV^ = 128, JV̂  = 70 
grid points in z, if and r-directions, respectively, serves as reference case. 
For this mesh and the FVM the function 5{r, ip) can be determined taking 

Mdf/el = 1-
In Fig. 2 profiles of the mesh resolution functions 5{r, ip) of the SEM and 

the above mentioned FVM are presented. It is observed that the FVM mesh 
has a significantly higher resolution near the centerUne due to its singularity 
at the axis. The unstructured mesh has a comparable resolution beyond the 
center zone and even higher resolution than the FVM mesh in the viscous 
sublayer near the rigid wall. Therefore, it is concluded that the constructed 
SEM mesh is fine enough to resolve all relevant turbulent scales. 

The spectral element simulations were conducted in a parallel mode using 
10 processors of the 32-bit Linux Cluster machine. The main characteristics 
of the meshes used and the computational requirements are summarized in 
Table 1. It is observed that the SEM needs 80 times more CPU time and 
60 times more Random Access Memory (RAM) than the FVM. It must be 
noted that in a similar performance study the second order accurate FVM 
for curvilinear staggered grids by Wesseling et al [7] required 358 times more 
CPU time and 32 times more RAM than the FVM for structured cyhndrical 
grid (see Wagner and Dallmann[6]). 

5 Numerical results 

In Fig. 3-6 the turbulence statistics obtained in the DNS with the SEM (SEM 
DNS) are compared with results of different authors. 

In Fig. 3 profiles of the mean axial velocity obtained in the SEM DNS 
are depicted together with those obtained in the FVM DNS by Wagner and 
Friedrich [5], in the B-spline SM DNS by Loulou et al [4] and in the PIV mea
surements by Westerweel et al [8]. The comparison reveals a good agreement 
to the reference data. Fig. 4 displays the root-mean-square (rms) values of 
the fluctuating velocity components for the SEM DNS in comparison with 
the FVM DNS by Wagner and Friedrich [5], the B-spline SM DNS by Loulou 
et al [4], the PIV measurements by Westerweel et al [8] and the LDA mea
surements by Durst et al [2]. Again, an exellent agreement of all the data is 
observed. The skewness and the flatness factors (Figures 6,5) are compared 
with the numerical data by Wagner and Friedrich [5] and by Loulou et al [4] 
and the measurements by Durst et al [2]. There is a certain variance in the 
behavior of the skewness Sr and the flatness Fr factors of the radial velocity 
component. Contrary to the low-order FVM DNS, the skewness factors Sr of 
the SEM DNS and the B-spline SM DNS change their sign near the wall in an 
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agreement with the measurements. Fig. 6 exhibits a discrepancy in the flat
ness factor Fr obtained in the numerical simulations and in the experiments. 
The measurements provide lower values of Fr than the simulations near the 
wall. Presently this contradiction is an open problem and needs to be inves
tigated precisely in the future. We note also tha t the SEM DNS da ta present 
a lower near-wall value of Fr than other considered numerical methods. 

6 Conclusion 

In the paper we investigated the computational aspects of DNS of a turbulent 
pipe flow using the spect ra l /hp element method. To this end, we generated an 
unstructured mesh consisting of 79860 prisms and conducted the simulation 
using the SEM code AfenTar [3]. 

The statistical results obtained in the SEM DNS are in a good agreement 
with other numerical and experimental data . Particularly, the skewness and 
the flatness factors of SEM DNS agree bet ter with the experimental da ta than 
those of FVM DNS. As compared with the F V M for simple geometries the 
SEM needs substantially more CPU time and RAM. Note tha t the considered 
version of SEM does not exploit the symmetry properties of the computa
tional domain. Therefore, the SEM can be used for turbulent flow simulations 
in complex geometries with about the same computational expenses. 
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Table 1 Computational requirements of a spectral/hp element method (SEM) and 
a finite volume method (FVM) for structured cylindrical grid in DNS of turbulent 
pipe flow. 

SEM 
FVM 

Nel 
79860 

2293760 

Mdf 
1045770 
2293760 

number 
of proc. 

10 
1 

memory 
usage 

8030 Mb 
131.25 Mb 

memory/ 

103 Kb 
60 byte 

memory/ 
Mdf 

7.86 Kb 
60 byte 

CPU-time/Md/ 
per time step 
9.8 • 10-* sec 
1.22 • 10"^ sec 

D 

L = 5D 

Figure 1 Unstructured mesh for the spectral/hp element method. 

0.5 

r/D 

Figure 2 The profiles of the mesh resolution function (5(r, ip) (see Section 4) for 
the spectral/hp mesh (SEM) and the structured cylindrical non-equidistant grid 
{N^ = 256, N^ = 128, N-r = 70)(Wagner and Friedrich [5] ). 
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F i g u r e s Mean streamwise velocity {uz) profiles obtained in the DNS of turbu
lent pipe flow using the spectral/hp element method, the FVM DNS by Wagner and 
Priedrich [5], the B-spline SM DNS by Loulou et al [4] and the PIV measurements 
by Westerweel et al [8]. 

2.5 

K. 1.5 
s 

SEM 
FVM by Wagner & Friedrich 
B-spline SM by Loulou et al 
PIV by Westerweel et al 
LDA by Durst et al 

Figure 4 rms-velocities obtained in the DNS of turbulent pipe flow using the 
spectral element method, the FVM DNS by Wagner and Friedrich [5], the B-sphne 
SM DNS by Loulou et al [4], the PIV measurements by Westerweel et al [8] and 
the LDA measurements by Durst et al [2]. 
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^ 

SEM 
FVM by Wagner & Priedrich 
B-spline SM by Loulou et al 

LDA by Durst et al x, + 

100 

Figure 5 Skewness factors of the velocity fluctuations obtained in the DNS of 
turbulent pipe flow using the spectral element method, the FVM DNS by Wagner 
and Priedrich [5j, the B-spline SM DNS by Loulou et al [4] and the LDA measure
ments by Durst et al [2]. 

SEM' 
FVM by Wagner & Friedrich 
B-spline SM by Loulou et al 

LDA by Durst et al a, +, x 

40 50 

Figure 6 Flatness factors of the velocity fluctuations obtained in the DNS of tur
bulent pipe flow using the spectral element method, the FVM DNS by Wagner and 
Priedrich [5], the B-spMne SM DNS by Loulou et al [4] and the LDA measurements 
by Durst et al [2]. 
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Summary 

The Speziale-Sarkar-Gatski (SSG) Reynolds stress model is implemented into 
DLR's Navier-Stokes solver FLOWer blended with the Wilcox stress-w model in the 
near wall region. The length scale is supplied by Menter's w-equation. Results for 
2D flows are presented for the transonic flow around the RAE 2822 airfoil. Cases 
9 and 10, and the Aerospatiale A airfoil at a = 13.3°. Results for 3D flows are 
shown for the transonic flow around the ONERA M6 wing and the DLR-ALVAST 
wing-body configuration. Improvements are achieved with respect to predictions 
with the Wilcox k-uj model concerning shock positions, trailing edge separation 
and the pressure distribution near the wing tip due to an improved resolution of the 
wing tip vortex. 

Symbols 

b semi-span, m 
Ci lift coefficient 
L chord length, m 
Ma Mach number 
Re Reynolds number 
X chordwise coordinate, m 
y spanwise coordinate, m 
yn wall normal coordinate, m 
a incidence, deg. 
r] — y/b dimensionless spanwise coordinate 
Twaii wall shear stress, kg/{m • s^) 

1 Introduction 

The fluid flow investigated in aircraft aerodynamics usually is turbulent. Therefore 
turbulence modelling is a major issue for accurate predictions especially of shock 
locations, separation zones or free vortices. 
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Currently the majority of models in use is based on the Boussinesq hypothesis, 
assuming the same proportionality between turbulent (Reynolds) stresses and the 
mean shear tensor as for the Newtonian stresses in laminar flow. The corresponding 
proportionality factor, the eddy viscosity, depends on the mean flow and is simply 
added to the molecular viscosity, which is a property of the fluid. 

Several models have been developed for providing an eddy viscosity, which are 
classified according to the equations to be solved. Algebraic models, where the eddy 
viscosity is an explicit function of the local flow properties, usually rely on Prandtl's 
mixing length concept [10], e. g. the Baldwin-Lomax model [1]. Alternatively trans
port equation models provide differential equations describing the transport of tur
bulent quantities, from which the eddy viscosity can be computed. Popular models 
for aeronautical applications are the one-equation model of Spalart and Allmaras 
[12] and two-equation models based on the turbulence kinetic energy k and the 
length scale u, e. g. the Wilcox model [15] or the Shear Stress Transport (SST) 
model of Menter [9]. 

Nevertheless the Boussinesq hypothesis brings along some disadvantages. First 
of all it is known that by a scalar eddy viscosity the normal stress anisotropy clo.se to 
solid walls cannot be resolved. Furthermore, practical computations show, that flow 
properties, such as shock positions in transonic flows or separation, are difficult to 
predict accurately with eddy viscosity models. Improvements have been achieved 
by explicit algebraic Reynolds stress models (EARSM) [11], [14] and additional 
modifications for free voritices [3]. However, these extensions are naturally limited 
by the characteristics of the required baseline eddy viscosity model. 

A substantial improvement of flow predictions is expected from full differen
tial Reynolds stress models, because they naturally include effects of streamline 
curvature and secondary motions [16]. In this approach the assumption of an eddy 
viscosity is dropped. Instead, for each component of the Reynolds stress tensor an 
individual transport equation is specified, augmented with an equation for the turbu
lent length scale. In the past this type of models has been mainly applied in academic 
research, rather than in industrial aeronautical computations. 

Therefore one major focus of the EU project FLOMANIA has been to close the 
gap between academic research and industrial aeronautical application with respect 
to Reynolds stress turbulence models. Within this project DLR has implemented a 
Reynolds stress model based on the SSG re-distribution model [13] into its struc
tured flow solver FLOWer [7|. This paper presents first results of its application to 
aeronautical flow problems. 

2 Reynolds stress modelling 

The tran.sport equation for the Reynolds stress components Rij to be solved reads 
for compressible flow 

I ,, {pR.tjUk) = pPij + pHij - pc.j + pD,j + pMij, (1) 
at oxh 
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where p represents the mean density and Ui the components of the mean velocity 
vector. In this equation the production term 

r> 9Uj ^ dUi 
p P . , = = - p i ? . . ^ - p i ? , . ^ (2) 

is given exactly, while all other terms require modelling. 
Various models exist for the re-distribution term i7y, from which in FLOMA-

NIAtheSSG-model[13] 

nij = - (cfU + C J ' ^ P C ^ ) ) bij + C2e Uikhkj - \bmnhmJi^ 

+ \Cz — C^ybmnbrnn] kSij + dk ( bikSjk + bjkSik — -xbmnSmnSij 1 

-C^k {bikWkj - Wikhkj) (3) 

has been selected for implementation. In this equation 5^ and Wij represent the 
symmetric and the antisymmetric parts of the velocity gradient tensor dUi/dxj and 
bij = Rij/2k — 6ij/3 the anisotropy tensor. P^''^ = ^Pkk is the production of 
kinetic turbulence energy. Since this model has been devised for homogenous tur
bulence, it is combined with the stress-w model of Wilcox [16] near walls, using 
Menter's Fi function [9] for blending the d, C> ' and C3 coefficients. 

Isotropy is assumed for the destruction term, i. e. 

2 
eij = -eSij with e = C^wfc, (4) 

o 

where LJ is provided by the length scale equation of the SST model [9]. 
Finally, the diffusion term is modelled as 

pD,j = ^ U : ^ + C. ^ B f e ™ ^ , (5) 
d f dRij pk Rij 

where Bkm = kdkm represents simple (SGDH) and Bkm — Rkm represents gener
alized gradient diffusion (GGDH). In this expression p, denotes the molecular vis
cosity of the fluid and Cs a model coefficient. 

The contributions of the mass flux variations pMij are neglected. 

3 Numerical method 

The above turbulence models are implemented into DLR's structured flow solver 
FLOWer [7]. This code solves the coupled system of equations by different methods 
for the mean flow and the turbulence equations. Second order central discretization 
with artificial dissipation is applied to the mean flow equations, and an explicit hy
brid five-stage Runge-Kutta scheme is used for time integration. The convergence 
of the mean flow solution is accelerated by local time stepping, implicit residual 
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smoothing and a multigrid algorithm. In contrast the turbulence equations are dis-
cretized by a first order upwind scheme for the convective terms and integrated by 
a special implicit scheme on the finest grid level only. This technique has been suc
cessfully used in the past with one- and two-equation turbulence models [5]. 

4 Results 

In order to assess the feasibility of Reynolds stress turbulence models for aeronau
tical applications, a number of simple test cases has been computed with the above 
SSG-w model. They are described in the following. 

4.1 RAE 2822 airfoil 

The RAE 2822 airfoil is a common test case for transonic flow, in particular the 
so-called case 9, {Ma = 0.73, Re = 6.5 • 10*̂ , a = 2.8°), where the shock does not 
induce separation, and case 10 (Ma = 0.75, Re = 6.2 • 10^, a = 2.8°), where the 
shock is strong enough to induce separation at its foot [2]. There is some doubt on 
the two-dimensionality of these experiments, nevertheless turbulence models that 
are able to predict both cases reasonably well usually perform also well for complex 
industrial applications in transonic flow. A mesh of 736x176 cells has been used for 
the computations, which has been checked to ensure grid independent solutions. 

Figure 1 shows the pressure distributions for cases 9 and 10 obtained with the 
Wilcox k-cj and the SSG-o; turbulence models. As one can see, the Wilcox k-uj 
model predicts the shock location quite well for case 9, but for case 10 it yields the 
shock position rather far downstream of its experimental location. In contrast the 
SSG-w model predicts shock positions that are slightly upstream the experimental 
location for case 9 and only slightly downstream for case 10. Thus the overall pre
diction quality of the SSG-w model is considered superior to the Wilcox k-cj model 
with respect to this transonic airfoil flow. Note that the freestream sensitivity of the 
Wilcox model appeared to be of minor importance for this test case. 

4.2 Aerospatiale A airfoil 

In FLOMANIA the flow around the Aerospatiale A airfoil has been computed for 
Ma = 0.15, Re - 2 • 10*̂  and a = 13.3°, representing high lift conditions. For 
these conditions a laminar separation bubble occurs on the suction side between 
10% and 12% chord, so that a very fine grid of 512x128 cells has been used to 
resolve this phenomenon. This was the finest grid, where steady solutions could 
have been obtained. Nevertheless it appeared in FLOMANIA, that the transition 
and wake region were not resolved optimally for obtaining grid independence [6]. 

Figure 2 shows details of the pressure distribution near the leading edge and 
the trailing edge. As one can see, the agreement with the experiment is improved, 
when using the SSG-w model instead of the Wilcox k-u> model. This holds even 
more, when comparing the predicted shear stress distributions with the experiments 
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(Figure 3). As one can see, the length of the separation bubble at the trailing edge 
predicted with the SSG-w model in conjunction with generalized gradient diffusion 
compares well with the experiment. This good agreement of the SSG-w model with 
the experiment is also reflected by the Reynolds stresses at xjL = 0.96 depicted in 
Figure 4 normal to the wall. 

4.3 ONERA M6 wing 

Like the RAE 2822 airfoil the ONERA M6 wing has been established as a stan
dard test case for transonic flow [2]. In FLOMANIA the conditions Ma = 0.84, 
Re = 11.72 • 10^ and a = 3.06° have been selected, corresponding to a well be
haved flow field with a lambda shock forming on the suction side, but without shock 
induced separation. Thus this test case is mainly devoted to demonstrate the appli
cability of Reynolds stress modeling to three-dimensional aeronautical flows. The 
computational grid contains 240x64x52 cells, where the distance of the wall nearest 
grid lines, di, is in wall units yf = dipur/fj. ~ 1 with Ur = \jTwaulp the friction 
velocity. No further grid refinement study has been performed. 

Figure 5 shows the pressure distributions at two different sections, namely at ry = 
0.65, where two distinct shocks are present, and at ry = 0.99, where the influence 
of the tip vortex is already felt. As one can see, at dimensionless span coordinate 
x] = 0.65 the pressure distributions predicted with the Wilcox h-u) and the SSG-w 
model are virtually identical and in good agreement with the measurements. Only 
the first shock is smoothed out a bit. In contrast, at 77 = 0.99 the SSG-w prediction 
agrees much better with the measurements than the Wilcox fc-w prediction. This 
improvement can be attributed to the better resolution of the tip vortex by the SSG-w 
model compared to the Wilcox k-w model, which is documented by the iso-Cp plots 
in Figure 6. This confirms that, due to the exact production term, Reynolds stress 
models should be superior to two-equation models in predicting vortex dominated 
flow fields. 

4.4 DLR-ALVAST wing-body 

The DLR-ALVAST wing-body model has been tested experimentally by ONERA 
within the EU-project Enifair [4]. Unfortunately the model heated up during the 
windtunnel tests and therefore deformed, so that only the mid-span sections, in 
particular 77 = 0.62, are considered meaningful for a comparison with CFD sim
ulations. First computations for that configuration were carried out within the EU-
project Airdata, where the grid has been provided by NLR [8]. This grid, which 
consists of 41 blocks with 1.1-10^ cells, is used also here without any further grid re
finement study. The flow conditions considered are Ma = 0.75 and Re = 4.8 • 10^, 
while the incidence is varied, in order to achieve a given lift coefficient. 

Figure 7 shows the computed pressure distributions for CL = 0.492 in the two 
mid-span sections 77 = 0.46 and rj — 0.62 compared to the experiments. As one 
can see, for ry = 0.46 the Wilcox k-u) and the SSG-w model both predict the shock 
position too far upsfream. Nevertheless, with the SSG-w model the prediction is 
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closer to the experiments. For the section at 77 = 0.62, which is considered the 
most meaningful one, the SSG-w model predicts the shock position in accordance 
with the measurements, while with the Wilcox k-cj model the shock is still too far 
upstream. Thus the Reynolds stress model appears superior also for the prediction 
of the flow field around more complex aircraft type configurations. 

5 Conclusion 

The SSG-u; Reynolds stress turbulence model has been successfully implemented 
into DLR's structured flow solver FLOWer [7] and applied to the flow around airfoils 
and 3D configurations. No special numerical difficulties have been encountered, 
when solving the complete system of RANS and turbulence equations. 

The results obtained show that for the RAE 2822 airfoil the shock locations 
predicted with the SSG-w model are in better agreement with the measurements than 
those predicted with the Wilcox k-u> model. The same holds for the trailing edge 
separation of the Aerospatiale A airfoil, where the shear stress predicted with the 
SSG-w model is in good agreement with the measurements as well as the Reynolds 
stress distribution normal to the wall. For the ONERA M6 wing the SSG-w model 
improves the prediction of the pressure distribution close to the wing tip, because 
the tip vortex is clearly resolved better with the Reynolds stress model. Target lift 
computations for the DLR-ALVAST wing-body show an improved agreement of 
predicted pressure distributions with the measurements, when applying the SSG-w 
instead of the Wilcox k-u model. 

As it seems, the SSG-w model provides accurate results for a wide range of ap
plications. With respect to aeronautical flows the SSG-w model has clearly demon
strated a greater universality than the Wilcox k-u) model. The memory and the CPU 
time per iteration required by the SSG-w model appeares to be about twice as high 
as the values for the Wilcox k-cv model. The number of iterations needed depends 
on the test case and is not necessarily higher, when using a Reynolds stress model. 
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Summary 

Turbulent flows at very low Mach numbers are numerically investigated using large-
eddy simulation (LES). The numerical computations are carried out by solving the 
viscous conservation equations for compressible fluids. An implicit dual time step
ping scheme combined with low Mach number preconditioning and a multigrid ac
celeration technique is developed for LES. The method is validated for turbulent 
channel flow at Re-r = 590 and flow across a cylinder at Re = 3900 and different 
low Mach numbers. The data are compared with numerical and experimental find
ings from the literature. The computations show an efficiency increase by a factor 
of up to 60. 

1 Introduction 

In many engineering problems compressible and nearly incompressible flow regimes 
occur simultaneously. In aerodynamics, for example, the flow over a multi-element 
airfoil at high angle of attack, contains transonic flow regions even for small free 
stream Mach numbers. Other examples are low speed flows, which may be com
pressible due to surface heat transfer or volumetric heat addition. The numerical 
simulation of such flows requires the solution of the viscous conservation equations 
for compressible fluids to obtain the physically correct results. 

When a compressible flow solver is applied to a nearly incompressible flow, its 
performance can deteriorate in terms of both speed and accuracy [1], [2]. it is well 
known that most compressible codes do not converge to an acceptable solution when 
the Mach number of the flow field is smaller than C(10~^). The main difficulty with 
such low speed flows arises from the large disparity between the wave speeds. The 
acoustic wave speed is |M ± c|, while entropy or vorticity waves travel at |M|, which 
is quite small compared to |w ± c|. In explicit time-marching codes, the acoustic 
waves define the maximum time step, while the convective waves determine the 
total number of iterations such that the overall computational time becomes large 
for small Mach numbers. 

Different methods have been proposed to solve such mixed flow problems by 
modifying the existing compressible flow solvers. One of the most popular ap
proaches is to use low Mach number preconditioning methods for compressible 
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codes [1-4]. The basic idea is to modify the time marching behavior of the system 
of equations without altering the steady state solution. This is, however, only useful 
when the steady state solution is sought. 

Large-eddy simulations for low Mach number flows, i.e., flows that can be con
sidered almost incompressible, have hardly been discussed in the context of so
lutions of the compressible NAVIER-STOKES equations. The reason is the strong 
susceptibility of the small scales to the dissipation level contained in the numerical 
scheme. The overall artificial dissipation is changed, however, when an efficient and 
accurate flow solver at low Mach number flows with, e.g., preconditioning is devel
oped. This means, the dilemma is on the one hand, preconditioning is required to 
satisfy the physics of low compressible flows while on the other hand, the artificial 
dissipation has to be well below the dissipation of the high wave number vortices, 
i.e., the small scales. 

In the present paper, a highly efficient large-eddy simulation method is presented 
based on an implicit dual time stepping scheme combined with preconditioning and 
multigrid. 

First, the implementation of preconditioning in the LES context using the dual 
time stepping technique is described. Then, the time marching solution technique 
and the discretization within the dual time stepping approach are discussed. Sub
sequently, the multigrid and the numerical methods are outlined and finally, the 
numerical and efficiency results are presented and analyzed. 

2 Mathematical Formulation 

The governing equations are the unsteady three-dimensional compressible NAVIER-
STOKES equations written in generalized coordinates ^i, i = 1,2,3 

where the quantity Q represents the vector of the conservative variables and Fc^, 
F„,. are inviscid and viscous flux vectors, respectively. 

2.1 Preconditioned Dual-Time Stepping Method 

As mentioned before, preconditioning is required to provide an efficient and accu
rate method of solution of the steady NAVIER-STOKES equations for compressible 
flow at low Mach numbers. For unsteady flow problems, a dual time stepping tech
nique [5], [6] for time accurate solutions is used. In this approach, the solution at the 
next physical time step is determined as a sequel of steady state problems to which 
preconditioning, local time stepping and multigrid are applied. 

Introducing of a pseudo-time r in (1), the unsteady two-dimensional governing 
equations with preconditioning read 

r - ^ ^ + ^ + R = o (2) 
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where R represents 

d^ dr] d^ dij - 0 (3) 

and r~^ is the preconditioning matrix, which is to be defined such that the new 
eigenvalues of the preconditioned system of equations are of similar magnitude. A 
preconditioning technique based on Turkel [1] has been implemented. 

It is clear that only the pseudo-time terms in (2) are altered by the precondi
tioning, while the physical time and space derivatives retain their original form. 
Convergence of the pseudo-time within each physical time step is necessary for 
accurate unsteady solutions. This means, the acceleration techniques such as local 
time stepping and multigrid can be immediately utilized to speed up the convergence 
within each physical time step to obtain an accurate solution for unsteady flow. The 
derivatives with respect to the real time t are discretized using a three-point back
ward difference scheme that results in an implicit scheme, which is second-order 
accurate in time 

Note that at r -+ oo the first term on left-hand side of (2) vanishes such that (1) 
is recovered. To advance the solution of the inner pseudo-time iteration, a 5-stage 
Runge-Kutta method in conjunction with local time stepping and multigrid is used. 
For stability reasons [7] the term ^^^ is treated implicitly within the Runge-Kutta 
stages 

Q" = Q " 

Q' = Q° - aiAr R H S (5) 

Note, the additional term means that in smooth flows the development in pseudo-
time is proportional to the evolution in t. 

3 Multigrid Method 

The multigrid method [8] is based on a Full Approximation Storage (FAS) scheme. 
Following Turkel [2], we transfer the residuals to the next grid based on the precon
ditioned system, since these residuals are more balanced than the non-preconditioned 
residuals. A 3-level sawtooth multigrid cycle is used in all calculations. To go from 
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the fine to the coarse mesh, which contains every second grid point of the fine mesh, 
a residual based full weighting restriction operator is used. On the coarsest mesh the 
same iterative method of solution as on the finest mesh is applied. The corrections 
are transferred from the coarse to the fine grid by a trilinear prolongation operator. 
In general, one iteration is performed on the finest and each intermediate grid level, 
and two iterations on the coarsest mesh before the prolongation. 

4 Numerical Method 

The governing equations are the NAVIER-STOKES equations filtered by a low-pass 
filter of width A, which corresponds to the local average in each cell volume. The 
monotone integrated large-eddy simulations (MILES) approach is used to implicitly 
model the snaall scale motions through the numerical scheme. 

The approximation of the convective terms of the conservation equations is 
based on a modified second-order accurate AUSM scheme using a centered 5-point 
low dissipation stencil to compute the pressure derivative in the convective fluxes. 
This scheme is described in detail in Meinke et al. [9], [17]. The viscous stresses 
are discretized to second-order accuracy using central differences, i.e., the overall 
spatial approximation is second-order accurate. The method is formulated for multi-
block structured curvilinear grids and implemented on vector and parallel comput
ers. 

5 Results 

The objective of this section is to show the improvement in the overall accuracy 
when a preconditioned LES solver for the compressible NAVIER-STOKES equa
tions is applied to flows at almost vanishing compressibility effects. The above de
scribed numerical method based on implicit dual-time stepping, multigrid, and pre
conditioning has been used to perform large-eddy simulations for well-documented 
internal and external flow problems in the literature. We start by considering turbu
lent channel flow at a Reynolds ite^ = 590 based on the friction velocity u^ and 
then, turbulent flow past a circular cylinder at a diameter based Reynolds number 
of RBD = 3900 is investigated. After that, the efficiency increase of the method is 
concisely discussed. 

5.1 Channel Flow 

The channel flow computations at ite,- = u^d/i/ = 590 correspond to Red = 
UciS/i/ = 12448, where u^ is the maximum velocity on the centerline and 5 is the 
channel half-width. The Mach numbers based on the centerline velocity are set to 
Ma = 0.01,0.05, 0.1. The size of the computational domain in the streamwise x, 
spanwise z, and normal y direction is given by L = 2^6, B = -KS, and H — 25. 
A mesh of 153x145x93 cells is used. 
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The boundary conditions consist of no-slip and isothermal conditions on the 
walls and periodic boundary conditions in the spanwise direction, hi the streamwise 
direction the pressure and temperature fluctuations and the mass flow are assumed 
to be periodic. Using the relation Rer — 0.1097ife^^^^ fromHussain and Reynolds 
[10] the pressure difference Ap = pu^L/H that drives the flow is determined by 
the maximum velocity. After a fully developed turbulent channel flow has been es
tablished the simulations are continued for another 200 dimensionless time units to 
compute the statistical results. Samples are stored each quarter of a dimensionless 
time unit. A direct numerical simulation for an incompressible flow at Rcr = 590 
carried out by Moser et al. [11] on a mesh of 384x257x384 cells is used as a ref
erence solution for the LES results. The comparison of the DNS data and the LES 
findings at Ma = 0.01 and At = O.OlS/ud in Fig.l show overall a convinc
ing agreement for the mean velocity profile, the turbulence intensity distributions, 
and the resolved Reynolds stress component profile although the peak value in the 
streamwise fluctuations is slightly overpredicted. This is due to an insufficient tur
bulent energy redistribution from the streamwise to the spanwise direction, caused 
by slightly too weak a coherent near wall structure. 

5.2 Cylinder Flow 

The flow around a cylinder is performed at a Reynolds number Reo = 3900 based 
on the diameter D, a free stream Mach number Moo = 0.05, and a physical time 
step At = Q.02D/Ucxi- The computational domain extends 25D, 15D, and ID 
in the streamwise, normal and spanwise direction. The C-type mesh, the near-wall 
resolution of which is shown in Fig.2, possesses 105x273x49 cells in the circumfer
ential, normal, and spanwise direction resulting in approx. 1.4 • 10^ cells. No-slip 
and isothermal conditions are specified on the walls and periodic boundary condi
tions are imposed in the spanwise direction. On all inflow and outflow boundaries 
non-reflecting boundary conditions with pressure relaxation are applied [12]. 

To show the quality of the results the LES findings are compared with exper
imental data from Lourenco and Shih [13] and Ong and Wallace [14] and LES 
results from Beaudan Eind Moin [15]. To further evidence the impact of the precon
ditioning on the solution, distributions computed with and without preconditioning 
are also presented. The statistics is based on a non-dimensional time interval of 
T = Tuoo/D = 170 plus averaging in the spanwise direction. Fig.2 shows the de
velopment of the streamwise velocity component on the centerline in tlie wake of the 
cylinder. Unlike the LES distribution computed using a pure explicit scheme with
out preconditioning the new LES method captures the location and the minimum 
value in the u-distribution measured by Lourenco and Shih [13]. The comparison of 
the distribution of the normal distribution of the u-component further downstream 
in the wake of the cylinder at X/D = 1.06 and X/D = 2.02 in Fig. 3 with LES 
and experimental data [15], [13] confirms the convincing quality of the results of 
the LES method using preconditioning, dual time stepping and multigrid. 
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6 Conclusion 

An efficient large-eddy simulation method for nearly incompressible flows based 
on solutions of the governing equations of viscous compressible fluids has been 
introduced. The method uses an implicit time accurate dual time-stepping scheme in 
conjunction with low Mach number preconditioning and multigrid acceleration. To 
validate the scheme, large-eddy simulations of turbulent channel flow atRe^ = 5 9 0 
and cylinder flow at Re£> = 3900 for several Mach numbers and physical time steps 
have been performed. The results show the scheme to be efficient and to improve the 
accuracy at low Mach number flows. The efficiency gain from the implicit method 
is presented in Fig.4 which are based on channel flow solutions. These figures show 
the convergence of the inner iterations at Ma — 0.01 and the impact of the Mach 
number on the efficiency as a function of the physical time step. A detailed efficiency 
analysis can be found in [16]. Generally, the new method is 6-60 times faster than 
the basic explicit 5-stage Runge-Kutta scheme requiring a storage increase by 15 
percent. 
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stresses (top right); distribution of the Reynolds shear stress component (u v ) (bot
tom). 



Efficient Large-Eddy Simulation of Low Mach Number Flow 429 

a 
LES-Dual Time Stepping 
LES-Explidt 
LES-lncomp. solver [15] 
EXP. [14] 
EXP.t Jli 

6 
x /D 

8 10 

Figure 2 LES of flow acax>ss a cylinder at Reo = 3900; C-type computational mesh 
(left); Streamwise velocity as a function of X/D on the centerline YfD = 0, Z/D = 0 in 
the cylinder wake (right). 

2 

1.5 

1 

0.5 

0 

-0.5 

-1 

-1.5 

' LES-buai Time Stepping 
LES-ExpllcIt 

• LES-lncomp. salver [15] 

0 
y/D 

2 

1.5 

' LES-Dual'Time Stepping 
LES-Explidt 
LES-lncomp. solver [151 
Exp. p3| " 

0 
y/D 

Figure 3 Sti-eamwise velocity as a function of Y/D in the cyUnder wake at X/D = 1.06 
(left); Streamwise velocity as a function of Y/D in the cylinder wake at X/D = 2.02 
(right). 

"3 

i 

0.01 

0.001 

0.0001 

le-D5 

1&46 

1e-07 

Is-OS 

1 

V 
"••• 'i«-

..^... Phy.T i fneSt^DT=O.OOt 
Q — Ptiy. Time Step DT-0.005 

— • — P l ^ . TlniB Slap DT=ao i 
--t^- P l7 , Time Step DT=a025 
- - - - - P lv -TmiBSlep DT=a05 

t , ; - ^ - - Plw. TWna SiBp DT=0.075 
, . p . t 3 * ^ : i . ; j - -•'--- Phy. "Time Step DT=0.1 

\ ^t^^^ai '•^»,,^^.t^^^^f^, 

' 

1 L ; ^*'°^'''**«Q-a-&B-eH&aQGCH34EM*Q-0 

70 

60 

50 

g 40 
lU 

30 

20 

10 

0 
10 IS 20 25 30 35 40 45 

number of Inner iterations 

0.02 0.04 0.06 0.08 
physical time step Atp,,, 

Figure 4 Convergence of the inner iterations at Ma = 0.01 (left); Efficiency Eim as a 
function of Atphy at Ma = 0.01 and Ma = 0.05 (right). 



Implementation and Usage of Structured Algorithms 
within an Unstructured CFD-Code 

RalfHeinrich 

Institute of Aerodynamics and Flow Technology, German Aerospace Center (DLR), 
Lilienthalplatz 7, 38108 Braunschweig, Germany, 

Ralf.Heinrich@dlr.de 

Summary 

In the CFD community structured and unstructured codes are in use and under fijr-
ther development. Both types of codes have their specific advantages. Unstructured 
codes enable a higher geometric complexity in the simulation, whereas structured 
codes are usually characterized by better performance properties. From developer 
and user side it would be desirable to have one code being able to handle structured 
and unstructured meshes as well as grids containing both types of regions. At DLR 
a first prototype of a mixed structured / imstnictured code has been developed, in or
der to explore the potential of such a combined procedure. The prototype is based on 
the unstructured DLR TAU code and includes ingredients from the block-structured 
FLOWer code like implicit smoothing techniques, which are applied in the struc
tured regions of the computational domain. Within this paper the prototype will be 
described and first promising results are presented for 2D applications. 

1 Introduction 

Within the national research project MEGAFLOW [3] two CFD codes dedicated for 
aerodynamic applications have been developed: The block-structured FLOWer code 
[3] and the unstructured TAU code [2]. During the first phase of MEGAFLOW em
phasis was laid on the block-structured capability. One reason has been that block-
structured codes are usually more efficient with respect to CPU time. The higher 
efficiency is achieved for example by implicit smoothing techniques, which can be 
easily implemented in structured codes. But with increasing complexity of the ap
plications it became more and more clear that the overall tum-around time is mainly 
driven by the mesh generation process and not by the flow calculation. Even for 
very complex aircraft configurations including high lift devices, flap-track fairings 
and other geometrical details, vinstructured meshes can be generated with a high de
gree of automation, whereas a lot of user interaction is required by structured mesh 
generation procedures. Therefore the CFD development activities at DLR were con
centrated more on the TAU code dviring the second phase of MEGAFLOW and the 
follow on project MEGADESIGN. 

Both codes have now reached a high level of maturity and are in daily use 
at DLR, industry and universities. For applications up to medium complexity the 
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FLOWer code is usually preferred (wing, fuselage, winglet, tails), for higher com
plexity the TAU code is the first choice. So currently two codes have to be main
tained. New features like improved turbulence models have to be implemented 
twice. The uSer has to train his skills for two CFD-codes. It becomes clear, that 
it is desirable to have one CFD-tool which is able to combine the advantages of 
structured and unstructured technologies. This would help to reduce costs on devel
oper and customer side. Within the DLR-ONERA project MIRACLE [4] an activity 
has been laimched to find an efficient way for combining structured and unstruc
tured technologies. It is not the idea to develop a completely new code. The plan 
is to adapt the existing TAU code, if possible while keeping the basic concepts and 
data structures. The desired features of the adapted code are: 

- The same or better performance and accuracy on purely unstructured meshes as 
the existing TAU-code 

- The same or better performance and accuracy on a purely block-structured mesh 
as the existing FLOWer-code 

- Simultaneous usage of structured and unstructured technologies in case of meshes 
including both block-structured and unstructured regions. 

Within MIRACLE a first prototype based on TAU has been developed. In order to 
find an appropriate way for implementing structured algorithms in the prototype, 
only a small subset of the existing TAU code with reduced functionality has been 
used. In the following sections the main features of the prototype named TAUijk as 
well as the ideas behind them are described. First results are presented showing that 
the code is on a good way to fiilfil the desired features mentioned above. 

2 The Prototype TAUijk 

The prototype TAUijk is based on a cell centred developer version of TAU [6]. To 
find an appropriate way for implementing structured algorithms in the code, it was 
sufficient to transfer only a small subset of the functionalities of the complete TAU-
system. To enable a simple transfer fi-om TAU to the prototype, TAUijk is written 
like TAU in the C programming language. The basic data structure is the same. In the 
following sections the main features transferred from TAU to TAUijk are described. 
Afterwards focus is set on the changes enabling structured algoritiims. 

TAUijk solves the three dimensional Euler equations. For the spatial discretiza
tion flie MAPS+ [5] scheme has been transferred fi-om TAU to TAUijk. To achieve 
second order accuracy, gradients are used to reconstruct the values of variables at 
the cell faces. A slip wall and a farfield botindary condition have b«;en implemented. 
For time integration a Runge-Kutta scheme is used. To accelerate the convergence, 
local time stepping, explicit residual smoothing and a multigrid method are used. 
All mesh based data needed by the solver is created during the preprocessing phase. 
The element types allowed within the mesh are tetrahedral, prism, hexahedra and 
pyramids. The solver itself does not need any information about the shape of el
ements or the number of neighbours of an element, because like in TAU a face 
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based data structure is used. This makes the solver very flexible and it is especially 
very helpful for the implementation of multigrid in an imstructured code. During 
the agglomeration process, where fine mesh cells are fused together to coarse cells, 
arbitrarily shaped pwlyhedra are created. 

What is now the difference between TAU and the new prototype, enabling the us
age of structured algorithms? TAUijk is able to read in meshes which include block-
structured regions. The additional information needed are the number of blocks in
cluded in the mesh, the number of cells in i, j and k direction of each block and a list 
of hexahedral elements belonging to the structured region. During the preprocessing 
phase, these elements are sorted in such a way, that from a block-number mbl, the 
loop indices i, j and k, the element address can be easily computed. Let's assume, 
for simplicity in 2D like in fig. 1, we have a mixed block- structured / unstructured 
mesh containing 2 blocks and an unstructured region. Block 0 contains 3 cells in 
i-direction and 2 cells in j-direction, block 1 contains 1x4 cells and the unstructured 
region 10 additional cells. So the number of cells in block 0 is 6, in block 1 it is 4. 
The element data (e.g. residual, size of control volume) of block 0 is addressed with 
the indices 0...5, of block 1 with the indices 6...9 and the unstructured part with the 
indices 10... 19. The element numbers are printed in fig. 1. To compute the element 
numbers as a fimction of the indices i J and the block-number, the following formula 
is used: 

elem,J,d = eoffset[mhl] +i+ imax[mhl] * j (1) 

eoffset[mhl] is the first element number of a block. In the previous example 
eoffset[0] = 0 and eofFset[l] = 6. In the code the formula is realized as a macro 
function. Using this technique, it is very easy to arrange structured loops in i, j , k 
direction for the structured part of the mesh. All imstructured elements are stored 
behind the structured part. No additional sorting is used within the imstructured 
part currently. As a demonstration the implicit residual smoothing with constant 
coefficients has been implemented in the prototype, which is known to be usually 
more efficient compared to the explicit residual smoothing available in TAU. In the 
following a comparison of a structured loop from FLOWer and the realization in 
TAUijk is shown. 

! FLOWer l i k e 

do j = 2 , j 2 
do i = 3 , 12 

t = d l j k ( l ) 
r r l = r ( i , j , l ) 
r r 2 = r ( i , j , 2) 
r r 3 = r ( i , j , 3 ) 
r r 4 = r { l , j , 4 ) 

r ( i , j , l ) = t * ( r r l + a m * r ( i 
r ( l , j , 2 ) = t* ( r r2+a t r t* r ( i 
r ( i , j , 3 ) = t * ( r r 3 fam*r (1 
r ( l , j , 4 ) = t * ( r r 4 + a m * r ( 1 

enddo 
enddo 

- 1 
- 1 
- 1 
- 1 

i 
j 
D 
] 

D ) 
2 ) ) 
3 ) ) 

, 4 ) ) 

\ \ TAUijk l i k e 
# d e f i n e EID( I , J , IM,EOFF) = \ 

( I + (J) * (IM) + EOFF) 
f o r ( j = 0 ; j < jm; j++) 

f o r ( i = 1 ; 1 < Im; i++) 
{ i n t pO- E I D ( 1 , j , i m . e o f f s e t ) ; 

i n t p l = EID( ( 1 - 1 ) , j , l n i , e o f f s e t ) 
t = d i j k [ i ] ; 
r r o = r [pO] [0] 
r r l = r [pO] [1] 
r r 2 = r [pO] [2] 
r r 3 - r [pO] [3] 

r [pO] [0]= t * ( r r O + a m * r [p i ] [0]) ; 
r [pO] [1]= t * ( r r l + a m * r [ p l ] [1]) ; 
r [pO] [2] = t * ( r r2+am*r [ p i ] [2] ) ; 
r [pO] [ 3 ] - t * ( r r 3 + a m * r [p i ] [ 3 ] ) ; 

} 
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This loop is taken from the imphcit residual smoothing, for simplicity again in 
2D. Please note, that in FLOWer, written in FORTRAN, the physical range of cells 
starts always with 2, in TAUijk with 0. In the loop the cell addresses (ij) and (i-1 J) 
are used. In FLOWer, of course, the indices are used directly via multidimensional 
arrays. In TAUijk the element indices pO and p 1 are computed from (i j ) and (i-1 j ) . 
The variable r in the exEunple is the residual of an element after summing up all 
the fluxes. This example shows that element based loops can be transferred from 
FLOWer to TAUijk easily without memory overhead. 

Fig. 2 shows results of a benchmark of the residual smoothing routine alone 
from FLOWer and TAUijk. The routine has been called 10 times, the element num
ber has been varied from 20000 up to 10000000. TAUijk and FLOWer have been 
compiled with Intel compilers and GNU compilers on a LINUX PC with the same 
optimization level. In a first step the array of the residuals in the FORTRAN routine 
has been arranged in the same way like in FLOWer (r(imaxjmax,kmax,5)). With 
respect to the location in memory the variables of equations 1 are far away from the 
variables of equation 2. Within the inner part of the loop all 5 equations are used, 
which can result in a performance loss for large arrays due to the limited size of 
the cache memory of the computer. This becomes visible in fig. 2. Using the Intel 
FORTRAN compiler the CPU time shows a linear behaviour up to 80000 elements 
(dashed line filled boxes), then the slope of the curve is increased . Switching the 
arrays from r(imaxjmax,kmax,5) to r(5,imaxjmax,kmax) the situation is improved. 
Variables of equation 1 are now direct neighbours of equation 2. For the whole range 
of element numbers the slope is now constant. The same positive behaviour is found 
for die smoothing routine of TAUijk. If for both codes the Intel compilers are used, 
the performance is more or less the same (solid lines, filled box for FLOWer and 
filled triangle for TAU). For the comparison of the performance of the whole codes 
TAUijk and FLOWer we concentrate within this paper on small cases, where the 
cache optimizing does not play a big role. Lsirge cases in 3D are currently under 
investigation. 

Beside the implicit smoothing techniques, the construction of the coarse grids 
in the frame of multigrid has been transferred from FLOWer to TAUijk. So in the 
structured area 8 fine cells in 3D or 4 cells in 2D are agglomerated to a coarse cell, 
see fig. 3. The agglomeration of the structured part is done in a first step. The rest of 
the computational domain is agglomerated Uke in TAU as described in [ 1 ]. Here it is 
irrelevant, if the number of cells is divisible by 2,4,8 or other numbers, in contrast 
to the structured part of the mesh. 

3 Results 

Within this paper we concentrate on inviscid 2D applications. 3D applications are 
currently under investigation. All meshes used here have been generated with a 
MEGACADS developer version [7]. Within this version a 2D triangular mesh gen
erator and a 3D tetrahedral mesher is included. This MEGACADS version does 
not only allow the generation of purely block-structured meshes, but also of mixed 
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Structured / unstructured meshes. 3 meshes around the NACAOO12 airfoil have been 
generated. Details of the meshes are shown in fig. 4. For all simulations the inflow 
Mach number is 0.7 with 0° angle of attack. For time integration 5 Runge-Kutta 
stages in combination with 3 or 4 level v-cycle multigird has been selected. For 
a verification of TAUijk, results have been compared to TAU and FLOWer. Fig. 5 
shows the comparison of the pressure coefficient on the profile for all three codes. 
As should be expected for this simple test case the agreement is very good. For a 
fair comparison of CPU-times and convergence rates between FLOWer and TAUijk, 
FLOWer has been slightly modified. For example the reconstruction of flow vari
ables needed for 2nd order upwind schemes is now done based on gradients, which 
are computed using the theorem of Green-Gauss. As next test case mesh II and 
III have been used. In fig. 7 and fig. 8 different convergence histories (L2-norm 
of density residual) are shown. Mesh II is a piorely structured mesh. Computations 
have been performed with FLOWer eind TAUijk. TAUijk has been used in purely 
unstructured mode and structured mode. Purely unstructured mode means like the 
original TAU-code using explicit residual smoothing, structured mode means that 
the implicit residual smoothing taken from FLOWer has been used. It becomes visi
ble, that FLOWer and TAUijk in structured mode show the same convergence rates. 
Compared to TAUijk in unstructured mode the convergence is improved, see fig. 7. 
Although the convergence properties of FLOWer and TAUijk in structured mode are 
the same, the CPU time required for one multigrid cycle is not the same. For one cy
cle FLOWer needs for this test case 57 percent more CPU time. If TAUijk is used in 
purely unstructured mode the CPU time is only 1 percent higher than in structured 
mode. So the best performance for this test-case is achieved by TAUijk in structured 
mode, because of better convergence compared to TAUijk in unstructured mode emd 
a better CPU time efficiency compared to FLOWer. The result with respect to the 
CPU time can additionally be improved by using the mixed structured, unstructured 
mesh (mesh III). Convergence histories are shown in fig. 8. The area close to the 
wall is identical to mesh II, but in order to save memory, the number of elements 
is reduced to 70 percent of mesh II by using triangular elements for the connection 
to the farfield. In fig. 6 for this test case the total pressure loss on mesh II and III is 
compared on the profile. On both meshes the same accuracy level has been reached, 
although mesh III has only 70 percent of the cells compared to mesh II. This shows 
that a mixed structured / unstructured code can help to improve the performance by 
a selective usage of the advantages of structured und unstructured technology. 

4 Conclusion 

Within this paper the prototype TAUijk has been introduced. TAUijk allows the si
multaneous usage of unstructured and structured algorithms in one CFD tool. The 
code is based on the unstructured TAU code. With relatively small effort it was pos
sible to implement for example the implicit residual smoothing technique fi-om the 
structured FLOWer code without memory overhead. First results show that TAUijk 
is able to achieve the same convergence rates like FLOWer, but with better CPU-
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time efficiency on purely block-structured meshes for tlie selected architecture. A 
further improvement with respect to memory and CPU-time requirements can be 
achieved by using mixed structured / unstructured meshes. Block-structured meshes 
are used close to the walls, unstructured meshes for filling the computational domain 
between block-structured region and the farfield. In the near future the described 
method will be tested for 3D viscous appications. 
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Summary 

The numerical analysis of aerodynamic flows is in general limited to steady ge
ometries. Depending on the flow conditions steady or tremsient flow solutions in the 
relative frame of the body are computed. In order to take into account the flexibility 
of the body (e.g. fluttering wing) and the motion of the body (manoeuvre flight), 
moving computational meshes are required. The CFD method has to take into ac
count meshes with moving nodes and deforming control volumes. The present paper 
shows computational results of different applications with moving grids, e.g. an os
cillating airfoil, a fluttering wing and a guided manoeuvre flight of an airplane. 

1 Introduction 

The numerical simulation of flows for aerodynamic configurations today allows an 
accurate prediction of the flow field and performance data with good agreement to 
experimental data [11]. These simulations require a high computational effort in or
der to resolve e.g. the boundary layers, but are still Umited to steady geometries. 
In order to take into account more physical effects or realistic conditions the defor
mation of the boundary contour (fluid-structure interaction) or the movement of the 
whole geometry (manoeuvre flight) must be included. The CFD method for steady 
meshes has to be extended with regard to two aspects: First taking into account the 
motion (non-zero grid velocity) and the deformation of the control volumes (non-
constant control volumes) for the descretized governing equations and second the 
mesh morphing in case that the mesh motion is specified at the boundaries of the 
computational domain and the location of the remaining nodes has to be determined. 

The implementation of a moving grid algorithm for a CFD method has to take 
into account the space conservation law to avoid loosing conserved quantities dur
ing a transient run [4],[9]. An example for mesh morphing in the field of external 
aerodynamics is the deformation of the geometry, whereas other parts of the grids 
(e.g. the farfield) are steady. The transient mesh is created using a method based on 
a diffusion equation. 
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2 Numerical Method 

The numerical method of moving and defonning grids is implemented in CFX-5, 
the general purpose CFD code of ANSYS Inc. CFX-5 has a finite-volume method 
and the governing equations for turbulent flow are the Reynolds-Averaged Navier-
Stokes (RANS) equations. In CFX-5 these equations are disretized using a finite 
volume method, which is conservative and time-implicit [12],[14],[3]. The compu
tational hybrid and unstructured mesh can consist of different element types such 
as hexahedrals, prisms, wedges, and tetrahedrals. A control volume is constructed 
around each nodal point of the mesh and the fluxes are computed at the integration 
points located at the subfaces between two control volumes. The discrete equations 
are evaluated using a bounded high resolution advection scheme similar to that of 
Barth and Jesperson [1] being second order accurate on regular meshes. The mass 
flow is evaluated such that a pressure-velocity coupling is achieved by the Rhie and 
Chow [13] algorithm. The discrete systems of equations are solved by a coupled 
algebraic multi-grid method developed by Raw [12]. The numerical effort of this 
method scales close to linearity with the number of grid nodes, which is selected to 
resolve the computational domain. Steady state applications are computed by time 
step iteration until a user defined convergence level is reached. For a transient com
putation an iterative procedure updates the non-linear coefficients within each time 
step (coefficient loop) while the outer loop advances the solution in time using a first 
order time discretization. 

Moving meshes introduce additional terms into the conservation equations of 
fluid dynamics. The straightforward discretization of the equations can lead to a loss 
of the conserved variables due to a first order time error in the volume discretization. 
This error manifests itself by a change in density (and any other conserved variable), 
even for trivial constant density, stagnant flow conditions. 

The consistent discretization of the moving mesh equations in CFX-5 is de
scribed in the present chapter. The conservation equation for a quantity # is written 
as: 

at ( f Mv) + f ^(uj - Vj)dAj =hv + ̂ V+ f #(uj - Vj)dAj = 0 ( 1 ) 

Uj and Vj are the fluid and grid velocity respectively and V is the control volume 
size. The average quantity is defined as: 

^=^j0dV (2) 

The time derivative of the control volume can be expressed as: 

¥V= jl^VjdAj (3) 

The conservation equation can therefore be re-written as: 
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^V+ I ^UjdAj + / ( ? - # ) VjdAj = 0 (4) 

The third term on the left hand side includes the moving grid terms. For # = 1, 
this equation satisfies the space conservations requirement for a divergence free 
velocity field Uj. The solution variables are the velocity components Uj defined in 
the absolute reference frame. 

Mesh morphing computes the mesh shape based on a specified motion of one or 
multiple boundaries. The location of the nodes in the remaining part of the compu
tational grid is obtained by solving a diffusion equation for the mesh deformation 
component d :̂ 

H^l:*)=» ^ 1 7 ^ * 1 = 0 (5) 

The prescribed mesh motion is the boundary condition for this equation. In or
der to force the mesh motion also for nodes inside the computational domain, the 
corresponding nodal equations for the mesh deformation in the equation system are 
replaced by algebraic equations. The diffusivity 7 of equation 5 is used to control the 
mesh deformation. To preserve the node distribution in certain areas (e.g. boundary 
layer), a high value for the diffusivity is chosen, resulting in a small gradient of the 
mesh displacement in this area. The diffusion equation is implemented equivalent to 
the governing flow and turbulence equations. Therefore features like parallelization 
of the solution procedure can be applied. 

3 Applications 

3.1 Oscillating Airfoil 

Transient aerodynamics are computed for the flow over an NACA 0012 airfoil pitch
ing around its quarter-chord point. Experimental data is available in the AGARD 
report R-702 [10], dataset 3. The pitching motion is defined by the mean angle and 
by the amplitude and frequency of the sinusoidal oscillation a{t) = amSin(ut), 
whereby u is expressed by the reduced frequency K = (wc)/(2{7oo)-

O-type grids with a distance from the airfoil to the farfield of about 22 chord 
lengths are used. Despite the closeness of the farfield no special treatment of the 
farfield boundary is taken into account. The grid size is 192 x 64 points. The grid 
points are clustered in the boundary layer resulting in an average |/+ value of 7. 
The moving grids are obtained by prescribing the airfoil motion, fixing the farfield 
boundary and computing the remaining nodes with the mesh morphing algorithm. 
Studies about the time step size are carried out in order to obtain a time-accurate 
lift and momentum coefficient independent on the time step size. An optimal value 
of 160 time steps per period with 5 subiterations per timestep was found. All com
putations are carried out with the BSL turbulence model with an automatic wall 
treatment [7] and a second order accurate high-resolution advection scheme. Com
putational results of the CTl test conditions with Reynolds number of 4.6 million. 
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Mach number 0.6, asymmetric pitching movement of « „ = 2.89° andao = 2.51° 
and a reduced frequency of 0.0808 are presented here. Figure 1 shows the compar
ison of the lift and momentum coefficient with experimental data. There is a slight 
mismatch of the average slope of the lift curve and a shift of the momentum cm:ve. 
A possible reason for this deviation is a too small distance of the wing to the farfield. 
Although, similar deviations to the experimental data can also be seen in results of 
other authors [6]. The hysteresis in the lift and momentum curves is mainly an in-
viscid effect. Therefore, no strong influence of the turbulence model on the result is 
expected. 

3.2 Wing Flutter 

As an example for aeroelastic coupling the AGARD wing 445.6 test case has been 
analyzed. A detailed description of the experimental set-up is given in the AGARD 
report R-765 [15]. The wing span is 0.76 m and is swept by 45 degrees at the quar
ter chord line (see figure 2). The total weight of the wing is 1.8 kg. The wing is 
disretized with 6300 solid nodes and the computational fluid domain includes about 
300.000 nodes. The material of the wing is laminated mahogany. For the present 
investigations the so-called weakened model (with holes in the wing in order to re
duce the material stiffness) is selected. The stiffness along the grain of the wood is 
taken from the AGARD report with a Young's modulus oi E — 3.25 • 10^Pa, a 
shear modulus of G = 0.412 • 10®Pa and a Poisson ration of i/ = 0.31. 

As a first step, a steady CFD solution is generated (without coupling) for each 
operating point using the experimental data for Mach number, inlet velocity and 
density using the SST turbulence model. A high resolution spatial discretization 
and a first order time discretization is used. Starting from this flow solution the 
coupled fluid-structure computation is launched. Sensitivity studies of the time step 
size (from 0.2 ms to 1.0 ms) showed a minor influence on the flutter frequency. 
Therefore, a time step of 0.001 s is chosen, which is expected to be sufficient to 
resolve the wing flutter frequency in the range of 10 to 40 Hz. At each time step, 
CFX sends the pressure plus viscous stress data to ANS YS and ANS YS sends nodal 
displacements of the interface to CFX (explicit coupling). The displacements of the 
remaining nodes are computed with the mesh morphing algorithm. 

The wing starts to oscillate with the flutter frequency. The comparison of pre
dicted and experimental flutter frequency as function of the Mach number is shown 
in Figure 2. The computational results are slightly below the curve of the experi
mental data in the high Mach number regime. A reason for this deviation is proba
bly a too coarse grid for aerodynamic computations in the transonic and supersonic 
regime. Also the chosen time step size could be too big for the explicit coupling 
algorithm. The results are comparable to the studies of other authors summarized in 
[8]. 
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3.3 Guided Manoeuvre Flight 

The moving grid algorithm is applied for the computation of a guided flight ma
noeuvre. The testcase is a forward swept wing configuration (see figure 3). Grids 
were generated with ICEM-Hexa in the frame of the European project FLOMANIA 
[5]. Different grid sizes of 320.000 and 2.5 million nodes were used for the present 
computations (j/+ = 2). Experimental data such as global performance values and 
velocity contours are provided by Breitsamter [2]. 

The flow conditions for the computations are a Reynolds number of 0.46 million, 
an inflow Mach number of 0.118 and a variable angle of attack in the range from 
10^ to 45". First, computations are carried out for different fixed angle of attack 
with steady inflow conditions on non-moving meshes using a time step of 0.5 ms 
(5 sub-iterations per time step) and the SST turbulence model. Lift and drag coeffi
cients agree quite well with the experimental data, even the coarse mesh values (see 
Figure 4). For an angle of attack of 20*̂  a comparative computation with a transla-
tional moving grid (moving opposite to the flow direction) and zero inflow velocity 
is carried out on the coarse grid. Lift and drag is compared to a steady state result 
computed with a first order and a second order temporal discretization scheme. The 
moving grid result agrees well with the steady state results (see figure 4). Figure 5 
shows the convergence history (RMS residual) for both computations (steady inflow 
on fixed grid and moving grid with zero inflow). There is a quite similar convergence 
behaviour. 

The main advantage of the moving grid method is the applicability to unsteady 
flight conditions. A guided transient motion with an increase in angle of attack from 
QP to 45" and a decrease back to 0° is computed (a = 45*'(0.5(1 — co8(ut))). The 
rotation is around the mean aerodynamic center. The time step is chosen again as 0.5 
ms. Figure 6 shows the variation of lift and drag coefficient during the motion for 
different values of rotational frequency w, whereby u can be related to the maximum 
acceleration g of the front part of the aircraft at maximum angle of attack. For both 
grid densities a similar transient behaviour is obtained. The results for the moderate 
acceleration g = 1.5 is as expected nearer to the steady state results, but all results 
show a hysteresis effect. 

The computational effort for this manoeuvre is about a factor 10 higher than a 
single steady state computation. Typical computation time for the whole transient 
run on a Linux cluster with 3GHz processors is about 8 h on the coarse grid using 4 
processors and 14 h for the fine grid using 16 processors. 

4 Conclusion 

Three different moving grid test cases demonstrate the performance of the CFD 
method for different simulation conditions: an oscillating airfoil with a prescribed 
motion, a transient fluid-structure interaction of a wing and a simulation of a ma
noeuvre flight using translating and rotating meshes. All results show the applicabil
ity of the method. The transient results are obtained with reasonable computational 
effort. 
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Some detailed studies about the influence of different parameters on the compu
tational result are missing in the present paper (like time step and grid size studies 
for the CFD computations). These studies are planned for the future and will help 
to judge the accuracy of the predictions. More accurate results are expected also 
by implementing a second order accurate time integration scheme for moving grid 
applications. 
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Figure! AGARD 445.6 wing: geometry (left) and flutter frequency ratio as function of 
Mach number. 

Figure 3 Forward swept wing: geometry. 
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Figure 4 Forward swept wing: drag polar for steady state computations (left) and compar
ison with moving grid computations (right). 

Figure S Forward swept wing: convergence history for steady state and moving grid com-
putatioa 

"n" '"(U ' 0.4 ' m ' lii ' ' i ' 'ly^^iA ' 0 0.2 0.4 0.6 0.8 I 1.2 1.4 

Figure 6 Forward swept wing: drag polar for moving grid computations of guided flight 
manoeuvre on coarse grid (left) and fine grid (right). 
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Summary 

The simulation quality of numerical flow simulations depends on the choice of phys
ical modelling as well as an appropriate numerical treatment In this study, a stan
dard two-equation turbulence model has been extended for compressible, rotational 
flow as it occurs in turbomachinery and subsequently applied to different turbo-
machinery relevant flows of varying complexity. A number of different numerical 
schemes has been employed to evaluate their impact on the solution. 

List of Symbols 

a - speed of sound, 6 - half-width of wake, c - chord, k - specific turbulence kinetic energy, 
p - pitch, S - strain rate, t - time, u - velocity , u^ - velocity defect, t/oo - free stream 
velocity, x,y,z~ cartesian coordinates, y'^ - dimensionless wall distance, 
a, P,cf ~ closure coefficients, F - generic exchange coefficient (e.g. viscosity, heat conduc
tivity), Q - momentum thickness, /*(() - dynamic (eddy) viscosity, i/(j) - kinematic (eddy) 
vLscosity, i, Ti, C - curviUnear coordinates, p - density, Ty - Reynolds stress tensor, ip -
generic transported property (e.g. k, uj), ij) - convection scheme limiter, uj - specific turbu
lence dissipation rate, Q - vorticity 

1 Introduction 

The accurate prediction of complex aerodynamic phenomena occuring in turbo-
machinery still presents a major challenge to modem CFD methods. Even though 
computer power has increased dramatically over the past years, RANS simulations 
will remain the workhorse of turbomachinery analysis and design for many years 
to come. Thus, the RANS solver TRACE has been developed at DLR's Institute of 
Propulsion Technology in Cologne over the last years and is ciurently being applied 
at a number of research institutions and industry companies. 

TRACE features parallel, distributed computations of three-dimensional, struc
tured and unstructured multi-block meshes [7]. The fluxes of the RANS equations 
are discretized using a finite volume scheme and the TVD upwind scheme by Roe 
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[9], the equations are being solved using an implicit time-stepping algorithm. The 
turbulence model equations are solved using a similar algorithm, but are decoupled 
from the mean equations of motion [16]. 

This study is mainly concerned with the improvement of turbulence modelling 
within TRACE. To this end, turbulence model extensions aimed at compressible, ro
tational turbomachinery flow are incorporated into a standard two-equation model 
and tested in conjunction with various numerical schemes. Even though newer tur
bulence modelling strategies, e.g. Reynolds stress models or hybrid approaches ex
ist, the majority of turbomachinery calculations are still carried out using two-
equation models. 

2 T\irbulence Modeling 

2.1 'Hirbulence Model Equations 

For closure of the Reynolds averaged Navier-Stokes equations, the two-equation 
k-w model as presented by Wilcox [14] is being used. One main advanage of choos
ing a fc-w model over, say, a k-e type model is that the w-equation can be integrated 
through the viscous sublayer without using special damping functions, making it 
easy to implement into a CFD solver. Several extensions of this model exist, fur
thermore, extensions aimed at other two-equation models are straightforward to im
plement into this model [16]. A number of adaptions and enhancements have been 
made in order to improve the model's behaviour in unsteady, compressible flow. The 
original turbulence model equations are as stated below: 

dpk ^ dpujk ^ ^^ duj ^ d 
dt dxj ^^ dxj dxj 

dk 

dfKjJ dpUjW IjJ dUi a 2 ^ 

(1) 

(2) 

The turbulence model production terms have been altered to enhance the model's 
behaviour in the stagnation point region. Following a proposal by Kato and Launder 
[5], the strain rate 15̂ 1 has been replaced by \SO\, where |i7| is the trace of the vor-
ticity tensor. Note that, strictly speaking, this modification violates the Boussinesq 
assumption and the conservation of energy, while on the other hand it effectively 
suppresses the unphysical overproduction of turbulent quantities at the stagnation 
point. 

In order to account for pressure dilatation and pressure diffusion, additional 
source terms depending on the turbulent Mach number Ma^ = 2k/a^ are inserted 
into the fc-equation following a proposal by Sarkar [10]: 

Pd = a2pMatTij-^ + a3/3kMa^pwk , with a2 = 0.15 , as = 0.2 (3) 
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Furthermore, the turbulence model has been adapted to improve prediction ac
curacy in compressible turbulent mixing layers by adjusting the destruction terms' 
closure coefficients [15] 

0k,c = /3fc [1 + f max (Ma? - ±,0)] 
/3 ,̂c = /3„ - /3fc [ | max (Ma? - t^, O)] ^̂ ^ 

Finally, a new destruction term has been added to the w-equation to model the 
effect of streamline curvature and rotation on the dissipation of turbulent kinetic 
energy as suggested by Bardina et al. [1]: 

Dr = -aipuj\n\ with: at = 0.15 (5) 

A more detailed discussion of these turbulence model modifications can be 
found in [6]. 

2.2 Assessment of Turbulence Model Transport Mechanisms 

To appropriately model multi-stage turbomachinery flows, both the wall-bounded 
shear layers and the free shear layers (i.e., wakes) have to be accurately predicted. 
The wall-bounded shear layers are dominated by the source terms of the govern
ing equations, while the free shear layers are dominated by transport mechanisms, 
i.e. convection and diffusion. In this chapter, the numerical modelling of transport 
terms will be analysed. 

Numerical Treatment of Transport Terms The popular first-order upwind scheme 
[4] originally employed to spatially discretize convective fluxes of the turbulence 
model's transported properties has the advantage of being unconditionally stable. 
This, however, is gained at the expense of a considerable truncation error of the or
der 0{Ax) and leads to an unphysically large amount of numerical homogenization 
of the transported quantities. 

In order to improve this, the cut-off of the discretization has been shifted so 
that the scheme is now second order accurate. Using a second-order upwind scheme 
rather than a first order one results in a considerable gain in accuracy at the expense 
of stability, especially in the transient phase of a computation. Therefore, a limiter 
of the form (assuming Ax is constant and convection velocity u > 0, i.e., backward 
differencing is applied): 

V;-

Vj -

2r 
r2 -H 

- Vj-i 

with: r = — i - , (6) Bill 

Ax Ax Ax Ax 

has been adopted and inserted into the scheme, so that the scheme for the con
vection of a property (p now takes the form: 
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Note that only the convective terms of the turbulence model equations are con
sidered in this study, while the convective terms of the Reynolds averaged equations 
of motion are always modeled by a second order accurate Fromm-scheme and are 
not altered. 

The full discretization of the diffusion term will be compared to a variant of the 
thin-layer approximation, in which only derivatives along the curvilinear direction 
normal to the wall are taken into account. Practically, in 3D turbomachinery flow, 
there are several wall-normal directions so that in fact only mixed derivatives that 
occur when converting the coordinate system from Cartesian (x, y, z) to generalised 
curvilinear (^, r/, Q coordinates are not taken into account': 

^ {nxf ifiCx + fvVx + <P(Cx)] + 
•§C, [CXJT ( V ? { 6 4- V^r/^ -I- V^cCx)] 

(8) 

Both the turbulence model equations and time-mean equations of motion are 
affected by this change in the discretization scheme. Generally, the computational 
cost of these changes is quite low, the more accurate convective flux computation 
takes slightly more time than the fully resolved diffusion terms. For a typical com
pressor test-case (one-stage TU Darmstadt research compressor, cf. below). Tab. 1 
states the increase in computational cost for the different levels of refinement. Note 
that using both improved schemes together is actually cheaper than the sum of using 
each scheme separately, as some auxiliary computations are carried out only once 
by the solver. 

Assessment of Numerical Schemes For a meaningful analysis of transported tur
bulence quantities, three combinations for different transport term modelling, de
noted as testcase A, B and C in Tab. 2 are to be tested. 

Since the far wake is mainly dominated by transport mechanisms, it is a suit
able flow for the current analysis. Also, the far wake posesses known self-similar 
solutions of mean flow quantities^ [8]: 

' An index x, $, rj and C denotes differentiation with respect to x, ^, rj and C respectively. 
^ For this analysis, b = 0.01 m, Ux, = 30 m/s and Ud = 1.5 m/s at the inlet of the 

computational domain, so that the incompressible momentum thickness G = 0.001034, 
cf. Fig. [1]. 
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y-dir.: £ = e x p { - 4 ( | ) ^ n 2 } (10) 

As inlet boundary condition for the turbulence model, it is assumed that 
ft/UooO = 0.032 [12], so that vt/v = 66.2. The latter is presumed to be constant 
in y-direction. The turbulent kinetic energy k{y/b) also approaches similarity. This 
distribution is taken from [3] and is plotted in Fig. 2. The resulting far wake is 
considered as self-similar at the inlet boundary, since the Active origin lies at a 
distance ofx/G w 1000 further upstream. 

Two grids with ca. 36 000 nodes each were generated in order to assess the 
different schemes: The cells of the first grid are aligned to the mean flow, while the 
cells of the second grid are inclined at an angle of 45° with respect to the mean 
flow. Thus, the aligned grid represents the most favorable and the non-aligned grid 
the worst case for numerical resolution of transport mechanisms. In practice, during 
the convection of a wake through a blade passage, a mixture of both cases occurs. 

Grid-independence studies (not shown here) suggest a number of at least 20 cells 
for the width of the wake (26), in order to properly resolve the flow. In the present 
study, 30 cells have been applied. Assuming that the numerical time integration 
behaves similarly as the spatial approximation, the time for lateral passing of the 
wake for a distance of 26 should also be resolved with at least 20 nodes in unsteady 
simulations. 

Figure 1 shows the influence of presented modeling configurations on the de
velopment of mean flow in x-direction. The agreement of simulations performed on 
the aligned grid with the theoretical values of 6(x) and Ud{x) is quite good. The 
simulations from the non-aligned grid show higher spreading and stronger homog-
enization of the flow. The effect of different modeling of diffusion terms on wake 
spreading is much smaller than the effect caused by the grid. However, the fully re
solved approach shows sligthly better predictions than the thin layer approximation. 
Furthermore, regarding the mean flow properties, the testcases A, B and C show 
almost no difference on corresponding grids. 

In contrast, the influence on the simulated turbulent quantities is substantial. 
In Fig. 2, k is shown in relation to ^Udd{Uoob)/dx [11], as this relation is more 
suitable for self-similarity considerations than Wd, which is also widely spread in 
literature. All testcases preserve the similarity of k very well on the aligned grid, 
while only testcases B and C show satisfactory preservation of similarity on the 
non-aligned grid. 

Primarily responsible for the better results is the higher order discretization 
scheme for convective fluxes. To a smaller degree, the fully resolved viscous fluxes 
show better results than the thin layer approximated. 

Together with the turbulent kinetic energy k, the eddy viscosity //t is also af
fected by the convection term discretization scheme. This quantity serves as a con
nection between the turbulence model and the RANS equations in Boussinesq-style 
turbulence modelling. 
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2.3 Application to Ibrbomacliinery Flows 

IVansonic Compressor Cascade Next, the flow through a highly loaded tran
sonic compressor cascade, DLR TSG-97, is considered. This test case was de
signed at DLR Cologne for validation purposes [13]. The flow is characterized by 
shock/boundary-layer interaction, separation on the suction side and a large corner 
separation in the suction side/side wall edge, which makes it particularly suitable to 
investigate the effect of the numerical scheme on separated flows. 

To investigate the test case, an 8-block 0/H-grid with 712 754 nodes (49 nodes in 
lateral direction) representing half the wind tunnel width was used with a symmetry 
boundary condition. The dimensionless wall distance of the first node was always 
2/+ « 1, so that a low-Reynolds number formulation of the boundary conditions 
could be used. 

The pressure distribution at midspan (Fig. 3, left) shows that the pre-shock suc
tion side flow is particularly dependent on the discretization scheme, while behind 
the shock and on the pressure side the influence is only slight. The laminar separa
tion bubble below the shock was not captured because the computation was carried 
out without a transition correlation, rather, the flow was assumed to be fully turbu
lent. 

Inspection of the turbulence kinetic energy and axial velocity contours (Fig. 3, 
right) in the rear corner of the suction side shows that the shape and size of the 
corner vortex and the separation zone is predicted differently by both discretization 
approaches. While the fully resolved diffusion terms predict a very round separation 
zone, the corner vortex computed using the simplified modelling is rather flat and 
more expanded in pitchwise direction. One entire blade pitch (pitch-to-chord ratio 
p/c = 0.7) and one-half blade span are shown. 

This difference in the corner separation shape has an essential impact on the 
blade loading, and therefore the entire flow is predicted differently using both ap
proaches. 

IVansonic Compressor Stage As final test-case, a single-stage, transonic research 
compressor thoroughly investigated at TU Darmstadt [2] was chosen. The relative 
tip Mach number of this test case is Ma = 1.34 at the aerodynamic design point, 
so that the use of a turbulence model adapted to compressibility and rotation is 
appropriate. A study on the effect of the rotational and compressibility extension of 
the turbulence model on the characteristic map can be found in [6]. 

The computational mesh of this test case consists of an OCH topology, with an 
extra H-grid in the tip clearance. Altogether, rotor and stator have been discretized 
using 250 OCX) nodes, with a first wall distance of j/+ w 30 for the rotor and 2/+ « 50 
for the stator. Therefore, wall function solid surface boundary conditions have been 
used. For convective transport, the second order accurate scheme was applied in all 
cases, and only the numerical scheme for diffusion was altered to assess its influence 
on the flow behaviour under turbomachinery conditions. 

For the design point as shown in Figure 4, the radial distributions of the to
tal pressure ratio and isentropic efficiency behind the stator (not shown here) show 
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good agreement with the experiment for both discretization mechanisms. However, 
looking at the radial flow angle at rotor exit (Fig. 4, left), a greater difference be
tween both schemes' predictions can be observed. The radial flow angle coincides 
very well for both discretization schemes for most of the radius, while the tip vor
tex is less pronounced in the solution using the thin layer approximation. This can 
also be observed in Figure 4 (right), in which the different rotor tip vortex shapes 
look somewhat similar to the different shapes of the comer vortex in the compressor 
cascade. 

This leads to a small underprediction of mass flow for the same back pressure, 
and thus a slight shift of the compressor performance map. In this particular com
pressor, however, due to the stator effect, the change in the overall performance is 
minor and in fact hardly visible, but, judging from the different prediction of the 
vortices, the effect of the numerical scheme is expected to grow in off-design and 
multi-stage computations. 

3 Conclusion 

To improve the accuracy of turbomachinery flow prediction, a good physical model 
is needed as well as an appropriate numerical scheme. Therefore, a number of ex
tensions have been incorporated into the k-uj model and the transport terms of the 
model and mean equations of motion discretized using different levels of numerical 
approximation. 

It can be seen that the prediction accuracy of flows in general is very dependent 
on the type of numerical scheme applied to the turbulence model and equations of 
motion. 

By and large, proper numerical modelling of diffusion is essential for a good 
simulation of separated flow, as it occurs in end wall regions, e.g. rotor tip vortices or 
edge vortices. As can be seen from the pressure distribution at midspan of the com
pressor cascade, it also helps capture the pre-shock flow development, which in turn 
is necessary for proper transition modelling. On the other hand, in two-dimensional, 
attached and simple flows, the influence of mixed derivatives on the flow solution 
is negligible so that the thin layer approximation remains a very useful tool for a 
proper prediction of these types of flows. In multi-stage, three-dimensional turbo-
machinery flows, however, it has a considerable impact on the overall simulation 
accuracy. 

The numerical scheme applied to the convective fluxes plays a significant role 
in free stream and wake regions. As usually a mixing plane model is employed 
for steady multi-stage computations, the accurate prediction of the convection of 
turbulent model quantities is particularly important for the unsteady simulation of 
multi-stage flows or blade-row interaction, e.g. wake induced transition. 
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Table 1 Computational cost for different transport term formulations 

1̂ * order upwind 
2"" order upwind 

thin layer 
100% 
109% 

fully resolved 
106% 
111% 

Table 2 Analysed combinations of transport terms modeling 

Testcase 

A 
B 
C 

Convective terms 
of turbulence model 

P ' order upwind 
2"** order upwind 
2"** order upwind 

Dittusive terms 
of turbulence model and RANS eqs. 

fully resolved 
fully resolved 

thin layer approximation 



454 T. Rober et al. 

u„ 

^ 
> 

/"Ud 

Js, Y •t 

Ud 

/ 2 

- i i b 

\ . ^ 
^u(y) 

aligned grid 

Testcase A 
-" — - 1 estcase B 

Teitca^e C 
Theoretical 

100 200 300 400 500 
x/0 

0,05 

u,/U. 

0.04 

0.03 

0.02 

0.01 

lion aligned grid 

- Te>icase A 
— — - Testcase B 
— — - Tetjlcase C 

Theoretical I 

100 200 300 400 500 
x/0 

Figure 1 Far wake notation and influence of discretization scheme of convective and dif
fusive terms at the mean flow of a far wake 

K 1.6 

TeslCdsc A. x/0=187 
— -Testcase B, x/0=387 

-Testcase C,x/0=-!S7 
, — -Thcorvucal and x/0=O 

- • • " ' i 

" • ^ • ^ s ' ' ^ 

Testcase A, x/©=387 [ 
— -Testcase B, x/©=.187 i 

Testcase C,x/e=387 \ 
ThctmMical and x/0=O; 

~*V\.. 
>\̂  

\ 

) 1 

\ - ' ' 
\̂  ^S-̂ .. 1 
f̂ -. ! "'~>-~-] ^ j , 

0.0 0.5 1.0 1.5 2.0 2.5 
y/b 

H) Aligned grid b) Non-aligned grid 

Figure 2 Influence of discretization scheme of transport terms on the turbulence quantities 
of a far wake 

0.2 0.4 0.6 08 x/c l-l' 

Figure 3 Suction side comer vortex (k and axial velocity iso-lines) at trailing edge of TSG 
compressor cascade with fully resolved diffusion terms (I.) and thin layer approximation (r.) 

1.0 

r /R 

0.8 

" \ *̂  

\ 

, — r - r ^ . 

Figure 4 Rotor tip vortex near blade trailing edge and at rotor-stator interface for Darmstadt 
compressor stage with fully resolved diffusion terms (/.) and thin layer approximation (r.) 
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Summary 

The represented investigations are concerned with simulations of unsteady aircraft 
aerodynamics and thus belongs to the research field of computational fluid dynamics 
(CFD) for aerospace applications. The calculations are based on the surface singu
larity panel method VSAERO for simulation of quasi-steady motions and on the 
solution of the Time-dependent Reynolds-averaged Navier-Stokes (TRANS) equa
tions using the finite volume parallel solution algorithm with an unstructured dis
cretization concept (DLR TAU-code). The analysis consists of two parts, in order to 
obtain a more detailed understanding of the unsteady aerodynamical and flight me
chanical behaviour of an airplane. For this purpose systematic investigations have 
been performed with basic configurations which have NACA0012 profiles (e.g. 
wing, wing + horizontal tail, wing + vertical tail). The second part of the investi
gation is the calculation of the dynamic derivatives of a modem transport siircraft 
configuration (DLR-F12). The objective of this investigation is to adapt the numeri
cal methods for the calculations of dynamic derivatives and to validate the numericeil 
results against wind-tuimel data. 
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1 Introduction 

The predictioa of the flight mechanic behavior of an aircraft in development has 
to be as precise as possible. Systematic investigations have been performed during 
several wind tuxmel entries from 1998 to 2004 ([1],[4] and [5]). For new configura
tions the standard prediction tools (half empirical methods) are not as accurate as 
required. The panel method VSAERO and the higher-order numerical DLR-TAU 
code are used to determine the dynamic behaviour of aircraft configurations. 

2 Numerical Approach 

2.1 Panel Method VSAERO 

VSAERO is a computer program for calculating the nonlinear aerodjmamic charac
teristics for aircraft of arbitrary configurations in subsonic flow. Nonlinear effects of 
wake shape are treated in an iterative wake relaxation procedure, while the effects of 
viscosity are treated in an iterative loop coupling potential flow and integral boimd-
ary layer calculation. The simulation of quasi-steady motions about the body-fixed 
axis is a very important capability of the program [6]. 

The basis of the program is a surface singularity panel method using quadrilat
eral panels on which doublet and source singularities are distributed in a piecewise 
constant form. The panel source values are directly determined by the Neumann 
boundary condition controlling the normal component of the local flow. The dou
blet values are solved after requiring the equivalent flow to be irrotational and in
compressible. Surface perturbation velocities are obtained from the gradient of the 
surface potential, while field velocities are obtained by directly summating all sin
gularity panel contributions (further informations can be found in Nathman [8] and 
Maskew [9]). 

2.2 CFD Solver TAU 

The calculations are based on the solution of the Time-dependent Reynolds-averaged 
Navier-Stokes equations. This is accomplished by employing a finite volume flow 
solution method, the DLR TAU code [7], which is characterized by an unstructured 
mesh concept. As the data structure is based on the edges of the control volume, 
the code is independent of the type of grid cells, allowing it to handle unstructured, 
structured and hybrid grids. The governing equations for three-dimensional com
pressible flows are solved on a dual background grid, which is determined directly 
from the primary grid specify the type of the dual grid. The flow variables are cal
culated at the centers of the dual grid, i.e. at the vertices of the primary grid. The 
code use an explicit multistage Runge-Kutta time stepping scheme. For steady ap
plications the convergence is accelerated using local time stepping, residual smooth
ing and multigrid. For time accurate computations the implicit dual time stepping 
approach has been implemented, to bypass the stability restiction of the explicit 
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baseline method. The inviscid fluxes are calculated either by a Roe- or AUSM-type 
2nd-order upwind scheme, or by employing a central scheme with scalar dissipa
tion, which will be used for the present study. The gradients of the flow variables 
are determined with a Gauss-Green formula The viscous fluxes are discretized us
ing central differences. For time-accurate computations the well-known dual-time 
stepping approach for 1st-, 2nd- or 3rd-order discretization in physical time is im
plemented in TAU. 

The turbulence models available in the TAU-code are the Spalart-AUmaras model 
[11], the Wilkox k—uj -model [12] and the SST-model according to Menter [10]. 
Transition can be fixed by assigning a flag (laminar or turbulent) to each surfiice 
node. Optimisation for different architectures is achieved by vector- or cache-type 
coloring of the edges, on which most of the work is done. For parallel computations 
a domain-decomposition is used providing a subset of diml-grids. 

The adaptation module detects regions with insufficient grid resolution by gra
dient sensors of flow variables and performs local grid refinement by bisection of 
cells. The initial solution is then interpolated to the adapted grid. In addition, the 
adaptation also allows the redistribution of the prismatic layers to capture the vis
cous boundary-layer in Navier-Stokes computations adequately. The solver is part 
of the MEGAFLOW-project and is presented in more detail e.g. in [2] and [3]. 

3 Experimental Data 

In order to evaluate the accuracy of the experimental and numerical methods used 
for the prediction of the dynamic derivatives a new lightweight model is used, which 
was completed in September of 2004. This DLR-F12 model should not only allow 
the measurement of unsteady forces and moments but also vinsteady pressure dis
tributions using pressure taps at specific stations on the wing and horizontal and 
vertical stabilizer. 

In October 2004 the first test campagne was performed in the DNW Low-Speed-
Wind-Tunnel Braunschweig (DNW-NWB). The experiment includes measurements 
under both steady-state and imsteady conditions in order to get the resulting force 
and moment to determine the dynamic derivatives. These examination are used to 
validate the numerical codes. 

4 Results 

Preliminary examinations with simple configurations have been performed. These 
configurations are: a NACA0012 wing, a wing with an additional horizontal tail 
plain (hip) (see Fig. 2) and a wing with an additional vertical tail pljiin (vtp). The 
size of these configurations (wingspan, lever arms of the horizontal and vertical tail 
plane) and of a conventional wind tunnel model are similar. Using the panel method 
VSAERO longitudinal/lateral solutions imder steady state and under inviscid and 
viscous conditions have been calculated. Also quasi-steady movements arovind all 
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body fixed axes are determined. Finally the Euler-ZNavier-Stokes equations are go
ing to be solved for quasi-steady and unsteady movements using the DLR-TAU 
code. 

It is planned to follow the same strategy for the DLR-F12 configuration. Differ
ent configurations will be simulated to allow the analysis of the influence of indi-
vidvial components of the aircraft. Comparable to the measurements the calculations 
are done by model frequencies up to 3 Hz and velocities of 70 m/s. 

Applying a quasi-steady pitching motion for different pitching rates q the total 
lift CL and the moment Cm are calculated (see Fig. 3). The characteristics are linear 
for these small angles of attack. The TAU results correspond well with the inviscid 
VSAERO solutions. Nearly the same results can be found for the pitching moment. 

Furthermore Fig. 4 compares the unsteady Euler and Navier-Stokes solutions 
with the qiiasi-steady solutions. Shown is the sum of the coefficients C^q and the 
Crnq for the quasi-steady motion and the derivatives with the additional a term (CLa 
and Crna) for the unsteady solutions. The data evaluation of the hysteresis loop of 
the unsteady solutions is done by the same program used in the DNW-NWB. For 
each physical point two periods including a minimum of 50 physical time steps per 
period are needed. 

The quasi-steady solutions calculated with the TAU code are in a good agree
ment with the VSAERO solutions. The predictions of these derivatives are a bit 
higher in values, due to the influence of the flow field, which can not be taken into 
account by VSAERO. But in case of the unsteady Euler result the additional lift is 
not as high as for the quasi-steady solution. The reason for this is the Ci<i term. 
Due to the unsteady behaviour of the flow field the lift is reduced. However the 
pitch damping increases. This combination of the derivatives is not as expected. 
Further investigations will be to simulate the pure heave oscillation in order to ob
tain directly the unsteady C^a term and thus the percentage of this coefiicient to the 
complete derivative. Furthermore the imsteady Navier-Stokes solutions are shown 
in these figures. It is to be expected that due to the viscous terms of the equations 
the absolute values of the derivatives are reduced. 

The first experimental data (DLR-F12) of the roU motion in comparison with 
inviscid solutions calculated with VSAERO are shown in Fig. 5. For small angles of 
attack the calculations reveal satisfactory agreements with the measurements but the 
gradients are not similar. The differences between the numerical and experimental 
results are the influences of firictional losses and due to unsteady flow field phe
nomena. The same calculations using the NACA0012 wing + htp configuration (see 
Fig. 6) confirm these conditions in case of the yaw moment and the side force due 
to the roll motion. 

5 Conclusions 

In order to improve the accuracy of the experimental and numerical methods used 
for the prediction of the dynamic derivatives systematic investigations have been 



Numerical detemiination of dynamic derivatives for transport aircraft 459 

performed using different generic models. With the panel method VSAERO quasi-
steady motions are calculated and with the DLR-TAU code quasi-steady and un
steady motions are simulated. The results obtained with the panel method match 
well with the present measurements. The quasi steady solutions calculated with 
VSAERO and TAU reveal very similar results in the damping derivatives. By the 
cross coupled derivatives the tendency is good. But it is necessary to solve the un
steady Euler and Navier-Stokes equations in order to consider die influence of the 
unsteady flow field. Further investigations have to be done in order to understand the 
unsteady behaviour in more detail. Furthermore due to these calculations viscosity 
effects are also taken into accotmt. Using the simple generic models which have 
NACA0012 profiles, basic informations about the unsteady flow fleld behaviour are 
investigated. In addition the measurement of the unsteady pressure distributions us
ing the pressure taps of the DLR-F12 full configuration which will be performed in 
flie next test campaigns are needed to validate the DLR-TAU Code accurately 
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Figures 

Figure 1: DLR-F12 model in the DNW-NWB Braunschweig. 
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Figure 2 NACA0012 wing + horizontal tail plane 
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Summary 

In this paper, the results of a Detached-Eddy Simulation (DES) of the burst vortex 
system over a delta wing using a structured, locally refined mesh is described. For 
evaluation of the simulation quality, averaged velocities are compared directly with 
the experiment, and an investigation of the instantaneous structure of the spiral burst 
of the primary vortex is presented. To assess the modelling characteristics, a com
parison with an equivalent RANS technique is conducted, in which the topology 
of the time-averaged surface flow is discussed in relation to the global structure of 
the vortex system. The simulation of the single wing presented here constitutes the 
basis of ongoing investigations, and is thereby intended to represent the minimum 
simulation quality which could be obtained for a complete configuration. 

1 Introduction 

A particular characteristic of delta wings, compared to wings of large aspect ratio, 
is the strongly separated and three-dimensional vortex system. At small angles of 
attack (a), the flow separates from the leading edge forming a vortex system over 
the suction side of the wing, which remains even after the maximum lift has been 
exceeded. As well as a nonlinear dependence of the lift on a, a dominant unsteady 
character and high anisotropy of the turbulence is caused by the phenomenon of 
vortex burst in the higher a range [3], [5]. These, together with the high curvature 
of the flow, give rise to special demands on the modelling of this problem, as the 
physical assumptions inherent in traditional linear eddy viscosity RANS models 
(such as isotropic eddy viscosity and structural equilibrium of the turbulence) are 
invalidated. Because of this, it is commonly observed that the simulation quality of 
such techniques falls with increasing a. 

Focussing on the unsteady character mentioned above, the accurate prediction of 
unsteady aerodynamic loads is of high relevance to certain practical design issues, 
such as the treatment of fluid-structure interaction or the design of flight control sys
tems. In recent years a novel hybrid modelling strategy known as Detached—Eddy 
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Simulation (DES) has been introduced [9], which promises improved performance 
over traditional RANS approaches for separated flows dominated by large-scale 
unsteadiness. The investigations presented are therefore intended to evaluate the 
performance and applicability of DES for the simulation of a realistic delta vwng 
aircraft configuration at high angle of attack. In order to assess this, an analysis of 
the instantaneous structures characterising the vortex burst is presented. This initial 
investigation of the wing in isolation therefore represents the basis for ongoing in
vestigations, which are to include the evaluation of unsteady field values and integral 
force coefiBcients of the full delta-canard configuration. In addition to the DES, the 
use of different RANS modelling techniques was tested, selected results of which 
are presented for comparison. 

2 Method 

Numerical BackgrountL The flow was computed numerically using ELAN3D [12], 
an in-house finite volume-based code solving the unsteady, and in this case in
compressible, Reynolds-averaged Navier-Stokes (RANS) equations in an impUcit 
manner of second order accuracy in space and time. All scalar quantities as well 
as the cartesian components of tensorial quantities are stored in the cell centres of 
arbitrarily curvilinear, semi-structured grids that can capture complex geometries 
afld incorporate local refinement. Diffusive terms are approximated with central 
schemes, whereas convective terms can be treated with central or upwind-based, 
limited schemes of higher order. The linearized equations are solved sequentially 
and the pressure is iterated to convergence using a pressure-correction scheme of 
the SIMPLE type. A generalized Rhie & Chow interpolation is used to avoid an 
odd-even decoupling of pressure, velocity- and Reynolds-stress components. A va
riety of turbulence models featuring various degrees of complexity are implemented 
(algebraic, one or two-equation, and explicit algebraic stress models (EASM)). 

Detached-Eddy Simulation. The computations were performed using the hybrid 
approach introduced as Detached-Eddy Simulation in 1997 [9] which seeks to com
bine the strengths of RANS and LES [10], where here the SALSA model [8] is em
ployed as the background model. The DES approach exhibits a larger dissipation 
of eddy viscosity further away fi-om the wall, which reduces the overestimated pro
duction and thereby the damping effect of the turbulence. In the LES-mode of this 
simulation, implicit grid filtering is applied requiring an unsteady, fully 3D com
putation. The constant CDBS — 0.65 is calibrated by the simulation of decaying 
isotropic turbulence [2]. A hybrid blending of central and upwind-based limited 
schemes of higher order is used, as suggested in [11]. 

Geometry and Simulation Parameters. The DES is performed for the flow over 
the delta wing presented in Figure 1. As well as a sweep angle of 50°, a root chord 
of <v = 0.529m and a span of 0.38m, this delta wing is characterised by its three-
dimensional form. The simulation parameters are summarised in Table [1]. Since 
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a wide range of periodic physical phenomena are present in the flow in question, 
the determination of the time step was carried out iteratively. Thus, the chosen time 
step At — 0.002.S was found at the point when further reduction did not result in 
a change in the unsteady solution behaviour of the integral forces. Figure 2. It was 
assumed that with a smaller time step, the influence of the more highly-resolved 
turbulent scales has no global effect on the flow structure. 

The mesh used was based on a 5.2 million point multi-block structured mesh 
created by EADS M. hi order to reduce the computational burden, this mesh was 
modified such that a locally-refined region was maiutained fi-om the trailing edge, 
over the suction side up to the region of the stagnation line on the pressure side. 
Through systematic coarsening of factor 2 in each direction outside this zone, the 
mmiber of points was reduced to 1.5 million. The height of the fine mesh zone, 
divided for topological reasons into seven blocks, was selected such that at high 
angles of attack the vortex system is completely enclosed in the local refinement. 
Figure 1. In the span-wise direction, the fine region extends fi-om the symmetry 
plane up to the b^inning of the wingtip pod. A refinement of the pod was not 
conducted, owing to the relatively small influence on the primary flow structure. 
This local refinement naturally leads to the use of hanging nodes at the relevant 
block interfaces. Because of the surface-based formulation of the gradients and the 
unstructured data storage at the block interfaces, the influence and numerical cost 
of this is small. All computations used six 1.6GHz CPUs coimected by a lOOMbit/s 
ethemet, upon which a fuU DBS computation required ?» 31 days, and a stationary 
RANS simulation « 3 days. 

Important for the quality of the DBS is the requirement that the switch to LBS-
mode occur at a sufficient distance from the wall. It was ascertained that in all re
gions, this criterion was satisfied, such that a negative influence on the boundary 
layer can be excluded for the mesh used. 

Experiment. In the benchmark experiment [1], the flow over the left wing of a 
delta-canard configuration was measured using hot-wire anemometry in an open-jet 
wind tunnel of Goettinger design. For a time interval of 6.4.s, the averaged velocities 
and their statistic characteristics were obtained using a sampling rate of ZkHz and a 
low-pass filter at IkHz. Small-scale eddy structures of maximum size 9.5mm were 
captured at 18 planes each having 33 x 16 lateral and vertical points. Regarding di
rect comparsion, it must be borne in mind that the measurements were conducted 
for the complete aircraft, whereas the simulations consider the isolated wing. There
fore, the simulated symmetry-plane at the wing root and the lack of the canard are 
misrepresentative of the experimental conditions. 

3 Results 

In the interests of brevity, only the areas of greatest contrast or similarity have been 
selected for the following comparative discussions. Furthermore, the SALSA model 
is chosen as representative of all URANS models used, as the variations between 
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these, although existant, are not relevant in the current context. In particular, as shall 
be described, all URANS models deliver exclusively steady results 

Comparison to Experiment. The downstream development of the flow is repre
sented in Figure 3 at a horizontal slice in the lower region of the vortex system. 
The DES longitudinal velocity exhibits a large negative region in the center of the 
vortex system, extending upstream to the vortex burst-point. In the experiment by 
contrast, a much weaker reduction of the longitudinal velocity values is observed, 
which remain positive throughout the entire vortex system. Furthermore, a stronger 
thickening of the vortex system is apparent in all velocity components. 

The position of the vortex burst is characterised in the experiment by a sudden 
incre^e of the longitudinal velocity rms-values, and is most easily found in the 
simulation due to the accompanying sudden pressure rise. The experimental burst 
location lies within the range 0.35 < xjcr < 0.40, and 0.25 < x/cr < 0.35 for the 
DES. 

Comparison to URANS. For the DES, a surface flow pattern dominated by the 
vortex burst can be seen in Figure 4. The primary attachment line is bent sharply 
towards the symmetry plane at burst location due to the sudden rise in turbulence 
intensity and thickening of the vortex system, and is thereafter curved towards the 
leading edge. Due to the sudden conversion of rotational energy to friction and re
duction of vorticity, the suction peak is truncated by the burst point. The secondary 
vortex is furthermore forced to separate at the leading edge by the enlargement of 
the rotation core in this region. The primary vortex separates downstream in parts 
of the rear portion of the wing. 

Turning to the URANS, the clearly-defined suction peak continues up to three 
times longer in the wing depth direction. Furthermore, the primary attachment shows 
a smoother curvature toward the symmetry plane. Likewise, the distribution of the 
secondary separation and attachment lines shows a stable, unburst vortex system. 
Between these, a weakly pronounced tertiary vortex is suggested, with two ad
ditional turning points in the streamlines. As no temporal change in the solution 
took place with the SALSA-URANS simulation, the result corresponds to that of a 
RANS. In agreement with [6] and [7], the same steady behaviour was found irre
spective of RANS-model used (fc—w, fc—e or EASM). The time-independence also 
remained unaffected by a variation of time step and convection scheme. It is there
fore concluded that URANS is not capable of deUvering information on the pres-
cence of unsteadiness and/or vortex burst, instead delivering the overly-conservative 
prediction of a stable vortex system continuing up to the trailing edge. 

Vortex burst. The type of vortex core visualisation described in [4] offers an im
pression of the spiral instabilities accompanying the vortex burst. Figure 5. These 
structures arise from inside the burst vortex system and move in the axial direction 
with a simultaneous radial enlargement. The spiral shape results from the influence 
of the incident flow and the circumferential velocity of the primary vortex. 
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The clear identity of the spiral-type burst process can be further clarified in 
the instantaneous image of Figure 6, in which regions of strongly reversed flow 
and low total pressure are represented. The spiral form of the low pressure region 
shows an avoidance of the primary vortex core, caused by a stability-related change 
in the upstream vortex system structure. Due to the sudden decrease in, and even 
reversal of the axial velocity in the core of the primary vortex, this is pushed towards 
the rotating outer area. The associated expansion of the vortex system causes axial 
gradients in the circumferential velocity. Thus, the spiral shape of the low pressure 
region rotates in the opposite direction to the primary vortex. 

Conclusions 

In this work, the behaviour of the hybrid DES method for such vortical delta wing 
flows has been investigated. The appearance of clearly identifiable unsteady be
haviour and spiral vortex burst is highly encouraging against the backdrop of the 
universal failure of conventional (U)RANS methods in this respect. 

However, the remaining deviations fi-om the experiment still raise questions con
cerning the simulation parameters and modelling assumptions, and are being ad
dressed in ongoing work. It is important to mention that it is essential for properly-
defined DES modelling that fine enough spatial and temporal discretization is used, 
although precise practical requirements remain rather elusive and highly case-
-specific. Therefore, a grid sensitivity study and investigation into the interaction 
between numerically and physically-modelled dissipation forms a further part of 
future work. Additionally, the use of different RANS models as subgrid-scale mod
els and the optimal integration of these into the DES methodology with respect to 
their individual modelling assumptions is to be scrutinised. To increase the level of 
comparability, it is necessary to simulate the flow on the complete delta - canard 
configuration used in the experiment. 

Bearing in mind the failure of industrially-established IIRANS methods to cap
ture the natural unsteadiness in this case, it is concluded that the DES method is 
much better suited to near-^future requirements in the simulation of such practically-
relevant flows for which unsteady effects play a major role. 
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Table 1 Flow parameter 

Inflow velocity 
Turbulent intensity 
Reynolds number 
Reference length 
Angle of attack 
Angle of yaw 

t/co 
Tu 

R^i, 
l^ 
a 

13 

40.0m/s 
0.4% 

970000 
0.36m 

15.0° 
0.0° 

Figure 1 Delta wing and locally refined domain on the suction side of the delta wring 
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Figure 2 Time series of integral coefficients and effects of a reduction in timestep 
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Figure 3 Comparison of {/-velocity between experiment (left) and DBS (right) in a hori
zontal cut through the vortex system 
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Figure 4 Comparison of the wall bounded flow between and DES (left) and URANS (right) 
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Figure 5 Instantaneous structure of the vortex system, iso-surfeces of A2 coloured with vt 

• l e i ^ 

Fignre6 Instantaneous structure of the vortex system, iso-surfaces of IZ-velocity and pres
sure, the wing is coloured with pressure 
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Summary 

The objective of this numerical investigation is the evaluation of the small distur
bance Navier-Stokes method FLM-SD.NS for test cases of two-dimensional tran
sonic flow. For this reason the results of a NLR7301 flap-oscillation and a pitching 
NACA 64A010 airfoil are compared to experimental data. The influence of viscos
ity is shown by comparison to results of Euler computations while the time effort is 
judged by comparing with results of unsteady fiill Navier-Stokes computations. 

1 Introduction 

The variety of parameters in aeroelastic investigations like angle of attack, frequen
cies, Mach number and eigenforms demands a time-efiicient and accurate method 
to calculate the unsteady aerodynamic forces. In order to work towards this goal 
a small disturbance Euler-code (FLM-SDEu) [4] based on a full Euler-code (FLM-
Eu) was developed at the Lehrstuhl fur Fluidmechanik of the Technische Universitat 
Miinchen. The advantage of a small disturbance method lies in the fast direct cal
culation of the flow amplitudes compared to their extraction after a time costly un
steady flow calculation. Therefore, calculations of the unsteady aerodynamic forces 
with respect to aeroelastic problems may be performed better by a factor of ten or 
more. Because of lack of accuracy of an inviscid approach and the absence of the 
ability to describe phenomena based on viscous effects like Buzz and Buffeting, a 
small disturbance Navier-Stokes method (FLM-SD.NS) was developed on basis of 
the full Navier-Stokes-code (FLM-NS) and the small disturbance Euler-code (FLM-
SDEu). 

2 The Small Disturbance Navier-Stokes Equations 

In this section the transformation of the conservative fiiU Navier-Stokes equations 
for curvilinear coordinates (1) in a small disturbance formulation is presented. 

dQ ^ ( F - F v ) <?(G-Gv) 
_ + _ + _ _ o (1) 
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Q denotes the curvilinear state vector, P, G the convective fluxes and Pv, Gv the 
viscous fluxes. The flow quantities indicated by W are splitted to three parts [5], [9]: 
a steady quantity # , an unsteady periodic quantity ^ and an arbitrary turbulent quan
tity!^' 

^ = ^ + ^ + ^'. (2) 

The periodic flow quantities of the aerodynamic cases we are focusing on here, result 
exclusively from the periodic motion of the airfoil geometry 

xi^,r,,C,T) = x(^,r,,0+3^i^,V.0e"'^. (3) 

The steady reference position is denoted by x while the amplitude of the harmonic 
grid oscillation is represented by x. The variables ^, 77 and ( denote the curvilinear 
coordinates while T represents the dimensionless time and k the dimensionless fre
quency. 
In accordance to the decomposition (2) the curvilinear state vector Q is splitted to 
the steady quantity Q, the unsteady periodic quantity Q and the turbulent quantity 

Q', 
Q = Q + Q + Q'. (4) 

Because of the harmonic behaviour of the airfoils motion, it is assumed, that the un
steady periodic state vector quantity Q also has a periodic character: 

Q = Q • e^'^ (5) 

while the conservative steady state vector amplitude Q is composed on the one hand 
by the known steady metric J and the unknown disturbed flow quantities ^marked 
by the superscript (1) and on the other hand by the given disturbed metrics J and the 
known steady flow quantities q marked by the superscript (2). 

Q = Q^^^ + Ci^^\ Q(^>==Jq, Q ( 2 ) = i q (6) 

The steady flow quantities q are taken from the steady-state solution of the full 
Navier-Stokes method and are therefore known in advance. 
Introducing the decon^xjsed flow quantities in the full curvilinear Navier-
Stokes equations (1), eliminating the a priori satisfied steady mean terms and 
the harmonic term e**̂"̂  and neglecting the second order disturbed terms, fi
nally leads to the small disturbance Navier-Stokes Equations formulation (7). 

dr d^ df) 
(7) 

d^ dr) 

F ( I ) , G ( I ) , F(2)^ G ( 2 ) are the perturbed inviscid fluxes and F ^ \ G ^ ^ F ^ ^ G^^ 
the perturbed viscous fluxes. The arbitrary turbulence quantity Q' is part of the 
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viscous fluxes in fonn of a time-averaged mean turbulent viscosity Jit and a phase-
averaged turbulent viscosity fit, with respect to the Boussinesq Formulation [9]. A 
detailed description of the small disturbance Navier-Stokes equation development 
is presented in [3], [6], [7]. 

3 Numerical method 

The numerical approach that is used for the solution of the small disturbance Navier-
Stokes equations is based on a cell-centered finite volume method on structured grids 
with second order accuracy in time and space. For the time-integration an explicit 
Runge-Kutta method is ixsed. An upwind flux-difference splitting scheme of Roe is 
applied for the discretisation of the convective fluxes. An extensive presentation of 
the discretisation of the perturbed convective fluxes can be found in [4]. In this sec
tion the focus is on the discretisation of the perturbed viscous fluxes, particularly on 
the formulation concerning the spatial derivatives of the perturbed velocities u, v and 
the temperature 1'. They are treated in accordance to the spatial derivatives appearing 
in the viscous fluxes of FLM-NS, which remain cartesian. Hence, a special treatment 
is needed due to the fact that spatial derivatives expressed in cartesian coordinates, 
cannot be discretized in a curvilinear space simply by averaging cell-center values 
at the cell interface of two adjoining cells. 

3.1 Discretisation of the spatial derivatives of the perturbed quantities 

In order to explain the discretisation of the spatial derivatives of the perturbed prim
itive quantities, the method of Chakravarthy [1] on the spatial derivatives of the in-
stjintaneous primitive quantities will be presented. The primitive quantities u, v and 
T are denoted by 4>. Further, an auxiliary cell defined by the midpoints of the two 
neighboured cells is introduced. Fig. 3. The spatial derivative of the primitive quan
tity 4> is being assumed constant over the whole auxiliary cell and it is assigned to its 
center. $ is assumed constant at every face of the auxiliary cell. The values of ^w, 
<PE are obvious 

# E = ^k+l,l, ^W = ^k,l , (8) 

while the values ^u and ^ 5 are determined by averaging 

*iV = T {^k,l + ^fe,J+l + ^k+l,l+l + ^k+u) , 

1 (9) 
* S = ^ i^k,l + ^k + l,l + * fc+ l ,H + *fc,J-l) • 

Due to these assumptions, the expression we get by applying the Gauss formula on 
the auxiliary cell leads to the spatial derivative of the primitive quantity 4'. It is shown 
here exemplarily for the derivative in a;-direction (10). 

q 
ax 

B 

r d^ 1 r 
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The substitution of the instantaneous surface area of the auxiliary cell Saux, its 
boundary Baux and the instantaneous primitive quantities 4> by their mean steady 
values Saux, Baux and 3, Euid their perturbed unsteady values Saux, Baux and #, 
respectively (11) 

'^aux ^aux i '^auxj ^aux ^aux i ^auxt ^ ^ + ^ ( . t^/ 

yields after neglecting second order terms and some transformation to the formula 
for the spatial derivatives of the perturbed primitive quantities as follows 

(12) 

This formula (12) is a necessery part for enabling the discrete formulation of (7). 
A full description of the numerical treatment of (7) can be studied in [3], [4], [7], 
[8]. With respect to turbulence modelling the algebraic Baldwin-Lomax model was 
chosen for both FLM-NS smd FLM-SD.NS due to its simplicity. 

4 Results 

In order to show the advantage of a Navier-Stokes method versus an Euler method, 
the presence of viscous effects in the flowfield should be noticeable. Therefore, a 
test case with experimental data related to a shock-induced separation bubble at 
an NLR7301 airfoil [10] is chosen to show the abilities of the small disturbance 
Navier-Stokes method. The transonic free-stream conditions are M^a = 0.7 and 
Re^o = 2.14 X 10^ and the angle of attack is a = 3.0°. A harmonic flap motion 
Eiround three quarters of the chord length with a reduced frequency offered = 0.142 
( / = 'M)Hz [10]) and an amplitude oi Arj = 1.0° generates the unsteadiness of the 
flow. The shock-induced separation-bubble is steady at steady flow conditions and 
remains more or less stable during the harmonic flap motion. 
Computations have been performed also with the full Navier-Stokes method FLM-
NS and the small disturbance Euler method FLM-SDEu. Two C-topology grids with 
384 X 96 pwints have been used. One with the flap beir^ undeflected and one with 
deflected flap. On the one hand these grids were interpolated to simulate the actual 
grid for the unsteady calculations with the fidl Navier-Stokes method FLM-NS, and 
on the other hand they were used to calculate the disturbed metrics for the small 
disturbance methods FLM-SD.NS and FLM-SDEu. The off-body distance for the 
Navier-Stokes calculations was chosen at 10~^. The density residual reached was 
for all methods 10^''. The time-integration is performed explicitly with the small dis
turbance solvers FLM-SD.NS and FLM-SDEu and implicitly by applying the LU-
SSOR method for the imsteady calculations with the full Navier-Stokes solver FLM-
NS. 

The quality of the results can be shown by the distribution of the zeroth and the real 
and imaginary part of the first harmonic of the pressure coefiicient in Fig. la. There 
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is a good agreement with the experimental data outside the shock region for all the 
methods employed. The lack of accuracy of the FLM-SDEu method to predict the 
position and the strength of the shock is obvious. The position of the shock is further 
downstream and the peak too high due to the absence of the boundary layer interac
tion. It is rather difficult to decide which of the two Navier-Stokes methods FLM-
SD.NS and FLM-NS (Fourier-transformed) show a better agreement to the experi
mental data. The peak is not that strong with the FLM-NS method and its position 
and the broadness of the shock region varies from that of the FLM-SD.NS. These 
variations may be caused due to the time development of the separation bubble. By 
using the full Navier-Stokes Method FLM-NS the separation-bubble is being calcu
lated at every time-step of the flap-motion, while the flow of the bubble is given to the 
FLM-SD.NS method as an input from the steady state solution during the whole cal
culation. Generally, the agreement with the experimental data is good. Further com
parison ofthe methods at reduced frequencies offered = 0.071 and fcred = 0.284 are 
made. Experimental data at these frequencies exist only for the first harmonic of the 
lift and pitching moment coefficients. A comparison is being presented in Fig. 2. In 
most cases the numerical data match with the experimental data. The results of the 
Euler calculations deviate more significantly from the experimental data, especially 
for the pitching moment coefficients, because of the inaccuracy in predicting shock 
position and strength. 

The main objective of improving time-efficiency is achieved. At the reduced fre
quencies of kred = 0.071,0.142 and 0.284 the calculation with FLM-SD.NS was 
2.2,2.5 and 3.3 times faster than the one performed with FLM-NS. 
Additionally, a harmonic pitching oscillation of a NACA64A010 airfoil arotmd one 
quarter of chord length is presented. The free-stream conditions are Moo = 0.8 and 
Recx = 1.26 X 10^ and the angle of attack is a = 0.0°. The reduced frequency is 
fered = 0.102 and the amplitude Aa = 1.0°. In this case, the influence of viscosity 
appears as a shock-boimdary layer interaction. The results are shown in Fig. lb. For 
this test case no flow separation occurs. The shock is predicted a little more down
stream with FLM-SDEu than with FLM-SD.NS and FLM-NS, respectively. Because 
of the boundary layer displacement the flow around the airfoil reaches the speed 
of sound fijrther upstream compared to the inviscid calculation, so that recompres
sion also takes place fltrfher upstream. The comparison with experimental data [10] 
shows good agreement outside the shock region. It is difficult to judge the accuracy 
between the Navier-Stokes methods due to the fact, that only one experimental data 
point lies in the shock region. The calculation with FLM-SD.NS was twice as fjist 
than with FLM-NS. 

5 Conclusions and Outlook 

The comparison of results of a small disturbance Navier-Stokes method with exper
imental data and, especially, with the results of a small disturbance Euler method 
indicate an improvement in the prediction of shock position and strength. Compared 
to the full Navier-Stokes method a reduction in computational time tasing the small 
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disturbance approach, is given by a factor of three. The extension of the small dis
turbance Navier-Stokes method for three-dimensional flows is conducted and test 
cases of delta wing flap oscillations and wing pylon nacelle oscillations are selected 
for further detailed investigations. 
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Summary 
Turbulent mixed convection in two generic configurations, the geometry of which 
was deduced from a passenger cabin and a sleeping bunk of a modem long 
distance passenger aircraft, has been investigated numerically by means of 
Reynolds averaged Navier-Stokes (RANS) computations. In the same 
configurations Particle Image Velocimetry (PIV) measurements were conducted to 
validate the numerical results. The performed comparison indicates that results 
obtained using RANS with low Reynolds number turbulence models agree 
considerably better with experimental data than those of RANS with high 
Reynolds number turbulence models. 

1 Introduction 
Confined mixed convection is of essential importance for a variety of practical 
applications like air-supply in offices or residential buildings, the cooling of 
micro-electronic devices, and the air conditioning of vehicle and aircraft cabins. 
The numerical prediction of such flows by means of Computational Fluid 
Dynamics (CFD) allows for an optimised design of configurations, while 
excessive prototyping can be prevented. But systematic comparative studies by 
Costa et al. [1] and Blay et al. [2] reveal large deviations of RANS results 
obtained utilizing different turbulence models, when it comes to the quantitative 
description of mixed convection flows. Especially, flow reversal due to premature 
separation of a cooling wall jet is of major importance as pointed out by Sinha [3]. 
Incautious use of inappropriate turbulence models in such configurations might 
prevent even the correct qualitative prediction of the flow direction. 
With this study we want to improve the understanding of airflow in aircraft 
passenger cabins and sleeping bunks and its effect on thermal comfort as 
described in the ISO norm [9] and discussed by Silva [8]. To achieve this, nu
merical simulations and validation measurements have been conducted and are 
discussed below. Fig. 1 shows a central cross section of a modem megaliner with 
passenger cabins at two levels and bunks at the level of the cargo bay. The figure 
also contains the CAD representation of an idealized sleeping bunk (left) and a 
generic cabin configuration (right), respectively, together with the according 
mock-up's (below). 
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2 Methodology 
2.1 Numerical method 
The commercial code StarCD, which solves the Reynolds averaged Navier Stokes 
(RANS) equations together with various optional turbulence models, was used for 
all computations presented in this paper. Three different groups of turbulence 
models were investigated: 
• The low Reynolds number k-s turbulence models includeing the cubic low 

Reynolds number k-s turbulence model by Shih [5] for which the same 
transport equations are solved in the whole computational domain. 

• The high Reynolds number k-e turbulence models together with wall 
functions which are used to determine velocity and turbulence quantities close 
to the wall. 

• The two layer k-8 turbulence models for which a low Reynolds number 
turbulence model is used close to the walls and a high Reynolds number 
turbulence model in the remaining domain. 

2.2 Measurement technique 
Particle Image Velocimetry (PIV) of the airflow in the cabin mock-up was 
conducted using an air cooled Nd:YAG double oscillator (Brilliant Twins, 
Quantel) with pulse energy of 160 mJ while a water-cooled Nd:YAG double 
oscillator (Brilliant Twins, Quantel) with a pulse energy of 350 mJ was used for 
PIV of the flow in the sleeping bunk mock-up. In both measurements a pulse 
duration of 5 ns was selected for particle illumination. The scattered light of the 
tracer particles was detected by a CCD-Camera (Sensicam QE, PCO) with an 
actively cooled CCD-sensor and a spatial resolution of 137? x 1040. The camera 
was used in combination with lenses from Zeiss (Planar T* 1.4/85). While the 
flash lamps of the laser were operated at a repetition rate of 10 Hz, the pockets-
cells as well as the camera were operated at a frequency of 2.5 Hz. 

Small droplets of Di-Ethyl-Hexyl-Sebacat (DEHS), synthetic oil, served as tracer 
particles. They were produced with a Laskin nozzle atomizer (Pivtec) together 
with an impactor. The generated particles have a mean diameter of 1 nm and are 
stable in air for hours. For more details the reader is referred to Raffel et al. [4]. 
The light sheet thickness was adjusted for these measurements to 4 mm. 

3 Idealized passenger cabin 
3.1 Configuration 
The rather complex geometry of a realistic passenger cabin has been simplified for 
this more fundamental investigation. We focused on the flow along the luggage 
compartment and close to the air inlet. As a consequence, only a part of the real 
aircraft cabin was modelled by the mock-up of height 1.35 m, length 3.43 m and 
width 2.0 m presented in Fig. 1. The air enters the mock-up horizontally through 
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three slot-shaped air inlets, which supply in total 40 1/s of air through slits of 
length 1.01 m and width 10 mm, each. They are positioned 11 mm below the 
luggage compartment, regularly along the mock-up. The distance between the 
inlets amounts to 125 mm. The air outlet is located below the air inlet at the 
ground level of the mock-up. It spans over the whole length of the mock-up and 
has a width of 50 mm (see Fig. 1). 

3.2 Numerical simulation 
Simulations were performed for a sub-domain of the whole model in order to save 
computational resources. Taking into account, that the mock-up is ventilated by 
three regularly spaced nozzles, the domain can be considered to consist of three 
equally sized cells, each of which is ventilated by one nozzle. Further, assuming 
that the flow in the central cell is weakly influenced by the flow in the 
neighbouring cells, only the central cell was taken into account. Since this central 
cell is symmetric, it can be fiirther reduced to one half of the cell (i.e. one sixth of 
the full domain) using symmetry boundary conditions. 

For the computations with the low Reynolds number turbulence models we used a 
hybrid mesh with the first point close to the wall at y+ =1 and with 343199 points, 
1036033 volume elements, where y+ denotes the normal distance to the nearest 
wall in inner coordinates. Simulations with the high Reynolds number turbulence 
models were performed on a second mesh with 166826 points, 901533 volume 
elements and the first point at y+ = 30. 

3.3 Experiment 
As depicted in Fig. 2 (right), the wall jet can be resolved using oil droplets as 
tracer particles. The velocity vectors determined by PIV are always averaged over 
the area of the interrogation window. The interrogation window size amounted to 
32 X 32 pixels, resulting in a spatial resolution of 17.5 mm. Figure 2 (right) shows 
grey levels of the resulting averaged in plane velocity magnitude as obtained fi-om 
480 double images. 

Following Bosbach et al. [6], an increase of the interrogation windows has the 
following two consequences for the PIV representations of the wall jet. First, 
velocity values close to the wall are biased to zero due to the overlap of the 
interrogation window with the boundary of the measurement domain. Further 
away fi-om the wall, the values are too large due to the overlap with the jet peak. 
This leads to a shift of the maximum to larger distances from the wall. Second, 
statistical averaging leads to a broadening of the jet profile with increasing 
window size. Therefore, for comparing wall jet velocity profiles, as presented in 
Fig. 3, the field of view has been further reduced, so that the wall jet could be 
resolved with an interrogation window size of only 4 mm (24x24 pixels). 

3.4 Comparison between experiment and computations 
In Fig. 2 the stafisfically averaged velocity magnitude fields obtained in RANS 
with the cubic low Reynolds number k-s turbulence model (left) and with PIV 
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(right) are presented. It must be noted, that, independently from the turbulence 
model used, all simulations produced qualitatively the same overall flow structure. 
Due to the Coanda effect, the jet generated by the nozzle remains attached to the 
luggage compartment wall until shortly before the ceiling where it separates. 
Then, the flow follows each sidewall separating and reattaching at every comer, 
before it leaves partially through the outlet. In the core of the mock-up, the mean 
velocity is always very small. 

A more detailed comparison of the results is presented in Fig. 3. Mean velocity 
magnitudes obtained using RANS with various turbulence models and from PIV 
are plotted as a function of the wall distance along the wall normal B and C (as 
indicated in Fig. 2) in Fig. 3 left and right, respectively. Depending on the 
turbulence model applied, the results reflect significant differences with resf)ect to 
the width and he i^ t of the predicted wall jet. Obviously, the turbulence models 
belonging to the low Reynolds number k-s group produce the smallest jet 
diffusion, followed by the high Reynolds number turbulence models, while the 
two layer turbulence models predict the largest beam. From all investigated 
turbulence models the low Reynolds number k-e turbulence models compare best 
to the PIV data. 

4 Idealized sleeping bunk 
4.1 Configuration 
The complete crew rest compartments consists of up to 12 single person sleeping 
bunks. The flow in such a single bunk is considered below. The experiments were 
conducted on a simplified box of height 0.60 m to 0.68m, length 1.98 m and 
width 0.48m to 0.55m. Fresh air at temperature 20°C enters through an inflow slot 
of size 1.59m x 15 mm emd leaves the mock-up through an outflow slot of 
1 m X 80 mm. 

4.2 Numerical simulation 
RANS computations were performed on a hybrid grid of tetras and prisms 
containing 381614 points and 11954505 volume elements. The surface mesh of 
the grid is presented in Fig. 4. Again, the smallest wall distance was chosen to 
achieve a dimensionless wall distance of y+ < 1. The simulations were performed 
with the Shih cubic low Reynolds k-e turbulence model [5]. An inflow velocity of 
0.78 m/s at 15% turbulence intensity with a turbulent length scale of 1.5 mm was 
selected. Further, the heat release of the sleeping digital hirnian was assumed to be 
90 W in total, according to DIN 1946 [7]. This norm defines that at room 
temperature (23 °C) the heat release is transported in nearly equal parts by 
convection, radiation and transpiration. Additionally, the heat releases due to 
convection and radiation were set to 27.8 W and 26.95 W, respectively. It must be 
noted, that the assumption of an isotropic heat release of the naked human body is 
supported by the ability of the blood to transfer 130 W to the extremities at 
minimum heartbeat. It was further assumed, that heat radiation from the digital 
human is transferred isotropically and directly to the walls of the bunk. 
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Consequently, the heat fluxes due to convection and radiation were modelled 
assuming constant fluxes of 21.67 W/m^ at the surface of the digital human and of 
5,4 W/m^ at the bunk walls, respectively. The latent heat transport was not 
considered directly. 

4.3 Experiments 
In the experiment the flow was driven by suction to the outlet. The flow rate of 15 
1/s was provided by a PIV calibrated tuneable fan at the end of a 2m long nozzle. 
For the velocity field measurements acryl glass windows in top and front plane 
were used and the incoming air was seeded with small tracer particles of oil. The 
mock up was insulated to be nearly adiabatic and pre-heated. Measurements were 
taken at steady state with respect to the enthalpy balance. In order to receive 
realistic heat transport inside the bunk the PIV measurements were performed 
with a human test person, the contours of which are visible in Fig. 6 (right). 

4.4 Results 
The large scale flow structure obtained in the RANS computation is characterized 
by a large convection vortex originating at the inflow slot, as shown in Fig. 5. The 
comparison of a computed flow field in a cross section to PIV measurements is 
presented in Fig. 6. The simulation predicts an injected jet which separates 0.53 m 
downstream of the entrance with reattachment at the long sidewall in front. This 
results in qualitative agreement with the PIV measurements presented in Fig. 6 
(right). 

Finally, the computed temperature distribution on the surface of the human 
dummy in Fig. 7, reveals temperature variations between 24.1 C and 36.6°C. It is 
observed that temperature are high in regions where the human body has many 
perspiratory glands. Therefore, heat release due to perspiration should be included 
in a human comfort model. This result is essential for further thermal comfort 
investigations. 

5 Conclusions 
Aircraft cabin and bunk airflow have been investigated in a generic cabin^unk 
mock-up by means of RANS and PIV. The comparison of the results reveals a 
satisfactory agreement between RANS and PIV. It turns out, that for simulation of 
aircraft cabin/bunk flow low Reynolds number turbulence models have to be used 
instead of high Reynolds number or two layer turbulence models because of their 
better ability to describe jet diffusion and separation. It is concluded that, with 
respect to heat release, a more sophisticated model of a digital human will enable 
us to give even better predictions of thermal comfort of cabins/bunks in transport 
vehicles. 
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Figure 2: In sjrmmetry plane velocity magnitude obtained in RANS with a low Reynolds 
number turbulence model (left) compared to statistically averaged PIV results (right) 
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Figure 3: Profiles of velocity magnitudes obtained in various RANS computations and 
with PIV (o) aloig the wall-normal plane A (left) and plane B (right). Solid lines denote 

Standard Low Reynolds Number, dashed lines Cubic Low Reynolds Number, dotted lines 
Standard High Reynolds Number and dashed-dotted lines Two Layer RNG turbulence 

models. 

Figure 4: Computational surface mesh of sleeping bunk simulation. 
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Figure 5: Velocity magnitude contours obtained in a RANS computation of mixed 
convection in a sleeping bunk. 
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Figure 6: In center plane velocity magnitude predicted by CFD (left) compared to 
PIV measurments (left). 
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Figure 7: Temperature distribution on the surface of a digital dummy determined in a 
RANS computation of mixed convection in a sleeping bunk. 
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Summary 

This paper is a summary of an ongoing numerical investigation dealing with the in
fluence of modelling parameters on numerical simulation of 2-D unsteady transonic 
flows. The focus of research lies on a simulation of self-sustained shock oscillation 
(shock-buffet) since this mechanism can play an important role in the aeroelastic be
haviour of modern large-span aircrafts. Three different 2-D profiles have been used 
in the investigation and the influence of following modelling parameters has been 
analysed: (a) turbulence modelling, (b) flow solver spatial discretization schemes, 
and (c) temporal resolution parameters. 

1 Introduction 

Aerodynamic excitation due to transonic shock oscillation can occur with a station
ary geometry (buffet phenomena). In general, shock-buffet is a large-scale flow-
induced shock motion that involves alternating separation and reattachment of the 
boundary layer. It can generate large transient aerodynamic loads in very narrow 
ranges of transonic Mach number and incidence angle values, and have character
istic frequencies similar to those involved in flutter. Thus, buffet onset boundary is 
one of the key features that define the upper limit of the cruise flight speed of today's 
transonic transport aircraft. 

The typical flight envelope of modern large-span aircraft, flying in the transonic 
flow regime, is characterized by the appearance of following features: local super
sonic regions closed by shock waves, strong interactions between shock wave and 
boundary layer, and flow separation. The influence of these flow features on the 
flight characteristic of an aircraft can be twofold. On one hand they can result in 
drastic changes of the aerodynamic loads (fluctuations of lift, drag and pitching mo
ment) for both stationary and oscillating wings, and therefore represent the limiting 
factor in pure aerodynamic sense. On the other hand, the unsteady loads can cause 
aerodynamic excitation of the elastic structure of the aircraft (transonic flutter, buf
feting, buzz and limit cycle oscillation phenomena) and subsequently restrict the 
flight envelope of an aircraft in an aeroelastic sense. 

Periodic shock motions on stationary aerofoils at transonic flow conditions are 
experimentally well documented phenomena [4,6,8], and they have also been de-
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tected using various viscous [1,7] and viscous-inviscid interaction numerical meth
ods [3,5]. In spite of numerous experimental and computational studies in the last 
three decades, a reliable and efficient numerical simulation of unsteady, transonic 
viscous flows still remains an important problem in fluid dynamics. 

2 Variation of Modelling Parameters 

In the investigation the DLR-Tau code [9], a time-accurate URANS flow solver 
based on the finite-volume approach, was used. It employs an unstructured spatial 
flow field discretisation and dual-time stepping scheme for time-accurate (unsteady) 
calculations. Three different profiles have been used for flow simulations: two con
ventional symmetrical NACA aerofoils (64A010 and 0012) and a supercritical NLR 
7301 aerofoil. Experimental and numerical buffet results can be found in the litera
ture for the second and third profile [6,8], while there are only steady and pitching 
measurements for the first profile available [2]. 

Influence of following modelling parameters has been analyzed: (a) turbulence 
modelling, (b) flow solver spatial discretization schemes, and (c) temporal resolu
tion parameters. Two linear eddy-viscosity-based turbulence models have been used 
in the investigation: the 1-equation model of Spalart and Allmaras (S-A) and the lin
earised explicit algebraic (LEA) 2-equation k-u model [9]. For the spatial gradients 
of fluxes, both schemes available in the Tau code, upwind and central differencing, 
have been tested. In the case of upwind solver, the Van Leer scheme was employed 
on coarse grids and the AUSMDV scheme on the finest grid level. In order to vary 
the temporal discretization of time-accurate calculations, two additional numerical 
parameters have been varied in the dual-time-stepping scheme. These are the num
ber of time-steps per period of oscillation (NTPER) and the number of pseudo-time 
steps (iterations) per physical time step (NINNER). 

3 Results for NACA 64A010 Profile 

The first investigated profile was a 10% thick symmetrical NACA 64A010 aero
foil. As a starting point for the buffet investigation, the steady and unsteady cal
culations were made for the AGARD SSC test case [2]. This case represents a 
challenge for numerical codes since the strong shock/boundary-layer interference 
and the shock-induced boundary layer separation are present in the flow. Figure 1 
shows general differences between results calculated with two turbulence models 
and two solver schemes. It can be seen that the upwind scheme (dashed line) pre
dicted more accurate shock location, while the central scheme (solid line) returned 
higher pressure level at the trailing edge (less severe flow separation). Variation of 
flow parameters (Figure 2) showed that Mach number values, critical for the onset of 
shock-buffet (according to buffet-onset criteria in [4]), are: Ma=0.72 (start of shock-
induced boundary layer separation), Ma=0.76 (separation reaches trailing edge) and 
Ma=0.789 (start of trailing edge pressure divergence). Similarly, for constant Mach 
number (Ma=0.789), the critical a values are 2 deg (start of shock-induced sepa
ration) and 3 deg (separation reaches trailing edge, start of trailing edge pressure 
divergence). 
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The analysis of results for the AGARD SSC pitching test case (Ma=0.789, 
Re=12 mio, Q!meari=4.0 deg, Attmax^i-O dcg, Ci;*=0.4) showed that qualitative as
pects of the unsteady flow development were captured with all combinations of tur
bulence models and solver schemes. The only exception was the 2-equation model 
combined with the central solver, which predicted a wrong phase shift in the shock 
wave region. Figure 3 shows the influence of pitching reduced frequency (w * = 
oj c/Uoo) on surface presstire distribution. Analysis of the phase angle for the 1st 
harmonic component of unsteady pressure (Figure 3, right) shows an interesting de
velopment: with increasing frequency the phase angle at shock location (x/c=0.40-
0.55) changed from 120° to 60° (instantaneous pressure leading the profile motion). 
This phase shift, together with the similar phase shift observed at the trailing edge, 
suggests the existence of aerodynamic natural (buffet) frequency close to the pitch
ing reduced frequency to* =0.4. Another notable feature in Figure 3 is an almost 
perfect agreement between the measured phase angle for w *=0.4 and the computed 
angle for w*=0.5. 

In order to investigate the possible existence of shock-buffet on a NACA 64A010 
aerofoil, a series of buffet calculations (stationary geometry + dual-time stepping) 
were performed. The buffet onset was taken as the first incidence angle at which the 
lift oscillation was persistent (constant amplitude) and the amplitude of oscillation 
was at least two orders of magnitude larger than any oscillations due to numerical 
instabilities. Numerical results confirmed the existence of shock-buffet, although 
at slightly higher incidence angles than expected from the analysis of steady and 
forced-response results. Furthermore, the shock oscillations could be captured by 
only one combination of modelling parameters (2-equation model + central solver), 
while all other combinations returned damped oscillations (no evidence of self-
sustained shock-buffet). Figure 4 gives an overview of numerical results in the para
metric a-Ma plane and there it can be seen that buffet was found in the Mach number 
window 0.70<Ma<0.80 and for incidence angles 4 ° < Q ! < 8 ° . Reduced frequencies 
of these oscillations were in the range 0.4<u;*<0.8 (depending on Mach number 
and incidence). In Figure 5 the time-evolutions of lift coefficient oscillations for 
selected test points (Ma-a combinations) from Figure 4 are given. For a-sweep at 
constant Mach number Ma=0.750 (Figure 5, a and b) the harmonic shock-buffet ap
pears between a-values 4 and 5 deg. With increasing incidence the amplitudes are 
growing but the harmonic nature of oscillations is lost (shock motion still remains 
periodic though) until, at a=8 deg, the fluctuations become stochastic (break-up 
of periodic shock-buffet). With increasing Mach numbers the buffet a-window be
comes narrower and lift amplitudes smaller (Figure 5 d) until no buffet could be 
found for Ma>0.80 (damped oscillations converging to steady solutions). In Figure 
5, c and d, the influence of different modelling parameters and zii-values on the 
buffet results can be seen. 

4 Results for NACA 0012 Profile 

Several reports can be found in the literature dealing with the influence of turbulence 
modelling on the calculated buffet onset boundary appearing on a 12% thick NACA 



490 A. Soda and N. Verdon 

0012 aerofoil [1,7]. In the current study the influence of one additional parameter, 
solver discretization scheme, has also been investigated. Figure 6 gives an overview 
of buffet onset boundaries calculated with the Tau code, and compares them to the 
measured and computed results found in the literature [1,3,5,6]. It can be seen that, 
different from the NACA 64A010 buffet results, the shock-buffet oscillations on a 
NACA 0012 could be predicted by both turbulence models and both solver schemes 
(bold solid lines). Furthermore, it has to be noted that for Ma>0.77 no buffet could 
be found with either 1- or 2-equation turbulence model (damped oscillations only). 
The reduced frequencies of shock oscillations were within the range 0.4<tc' *<1.0 
and, in general, they were increasing with both Mach number and incidence angle. 
With respect to the temporal resolution used in these calculations, the time-step used 
was Z\i « 1 • 10""* s, which means that each cycle of buffet oscillations was resolved 
with at least 250 time-steps. 

For one selected point from the buffet graph (Ma=0.70, a=6 deg) Figure 7 shows 
time-evolutions of lift coefficient calculated with three combinations of modelling 
parameters. Both calculations with the central discretisation of fluxes (solid and 
dashed line) predicted somewhat higher reduced frequency (w * R;!0.48) than calcula
tion using the upwind solver (w*w0.43, marked with dotted line). Furthermore, the 
2-equation turbulence predicted almost 80% larger amplitude of lift oscillation than 
the 1-equation model. In all calculations the shock amplitude (peak-to-peak) was 
between 12.5 and 15% of chord length. 

5 Results for NLR 7301 Profile 

For a 16.8% thick NLR 7301 supercritical profile a distinct buffet behaviour was 
found with both turbulence models and both solver schemes (Figure 8). Comparison 
of the calculated results and the measured buffet onset boundary from [8] shows that 
for this profile the 1-equation model and the upwind solver were the most successful 
combination of modelling parameters (dashed line). Shock motion amplitudes were 
somewhat smaller than amplitudes observed with a NACA 0012 (approximately 
10% chord). With respect to the buffet amplitudes, the solver scheme influenced the 
amplitude of lift fluctuations significantly, with upwind scheme predicting higher 
values than the central solver. The frequency of shock motion, on the other hand, was 
less sensitive and the frequencies obtained with upwind solver were only marginally 
higher. In general, reduced frequencies for the NLR 7301 shock-buffet were similar 
to those found with symmetrical aerofoils (0.4<a;*<1.0). 

6 Conclusions 

In this study three different 2-D profiles have been employed in order to investigate 
the influence of various modelling parameters on the calculations of unsteady tran
sonic flows, with the emphasis on simulation of self-sustained shock oscillations. 

It has been shown that the 2-equation turbulence model was more success
ful than the 1-equation model in predicting the shock-buffet phenomena on thin 
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symmetrical aerofoils. For a thick supercritical aerofoil, on the other hand, the 1-
equation model gave buffet onset boundary closer to the experimental data. With 
respect to the spatial discretisation scheme, the central solver returned more accu
rate results for flows with weaker boundary layer separation (thin aerofoils). The 
upwind solver scheme, while overpredicting the separation effect, was more accu
rate in capturing the shock wave location and this could be an explanation for a 
better buffet prediction on a thick NLR aerofoil. 

Regarding the analysis of physical mechanism of buffet phenomena, it has been 
shown that self-sustained shock oscillations on all three aerofoils occur in the Mach 
number window 0.70<Ma<0.80. The buffet frequency is proportional and the buf
fet amplitude is inversely proportional to the Mach number (w * increases and Z\C1 
decreases with increasing Ma-value). Furthermore, relatively high incidence angles 
(a>4 deg) are necessary to provoke the onset of shock-buffet on a thin aerofoil 
(maximum thickness about 10% chord). With increasing thickness the buffet on
set shifts toward lower a-values and, in the case of thick supercritical aerofoil, 
buffet can occur even at small negative incidence angles. Finally, it has also been 
shown that buffet reduced frequency is independent of the aerofoil thickness, i.e., 
for all three profiles the reduced frequency values were in the range OA<uj *<1.0. 
Since three geometrically different aerofoils shared the same chord length dimen
sion (c=l), similarity of calculated reduced frequencies hints at the possible acoustic 
origin of buffet excitation mechanism. In such a mechanism the crucial role is played 
by pressure waves propagating through the flow field and spreading the disturbances 
in both upstream and downstream directions. 
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Figure 1 NACA 64A010 - steady AGARD SSC results (Ma=0.789, Re=12 mio, a=4.0 
deg) calculated with different combinations of turbulence models and solver schemes. Cal
culation with the 2-equation model and central solver did not converge. 
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Steady flow results, calculated with the S-A turbulence model and central solver. 
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Figure 4 NACA 64A010 - numerical buffet results in parametric a-Ma plane (symbols 
represent test points where calculations were made). All results obtained with the 2-equation 
turbulence model and central solver. Other relevant parameters for these calculations: Re=12 
mio, NINNER=100, ziiwCSlQ-" s (giving, for example, NTPER«500 for a;*w0.8). For 
Mach number values smaller than Ma=0.72 no calculations have been made. 
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Figures NACA 64A010 - results of buffet simulations at two Mach numbers. Top: for 
Ma=0.750 large-amplitude shock oscillations were found with the 2-equation model and 
central scheme. Bottom: for Ma=0.789 buffet was targeted with different combinations of 
two turbulence models, two solver schemes and different time-step values (for example, 
AtKl.OlQ-* s gives NTPER«500 for a;*«0.4). For all calculations: NINNER=100. 
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Figure 6 NACA 0012 - buffet onset boundaries calculated with different combinations 
of modelling parameters (bold solid lines). Relevant parameters for these calculations: 
Re=10 mio, /itwl.OlO"* s (giving temporal resolution of NTPERwSOO for w*Ri0.5), NIN-
NER=200. Tau-code results compared to numerical and experimental results found in liter
ature. 
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Summary 

Txirbulent boundary layers subjected to strong acceleration (fiivourable pressure gra
dient - FPG) with reference to the Direct Numerical Simulation (DNS) of Spalart 
(1986) were examined computationally using a differential, near-wall Second-Mo
ment Closure (SMC) model within the RANS (Reynolds-Averaged Navier-Stokes) 
framework, accoimting separately for viscous and kinematic wall blocking. Besides 
the three accelerating cases treated by DNS, characterized by the acceleration pa
rameter K = 1.5 • 10"^; 2.5 • 10"^ and 2.75 • 10^^, the laminarizing turbulent 
boundary layer was also investigated. The value of K = 3.2 • 10"^ was found 
to be sufficiently high to cause complete relaminarization of the initially turbulent 
flow, agreeing well with experimental findii^s. Integral flow parameters, mean ve
locity and turbulence quantities are computed in close agreement to available DNS 
database. The analysis of the anisotropy evolution reveals a continuous tendency of 
the flow turbulence to reach the one-componental isotropic state with an increase of 
the acceleration intensity. 

1 Introduction 

Flow acceleration is common place in industrial flow systems, often a consequence 
of cross-section reduction or strong streamline curvature, as e.g. in flows along 
curved surfaces. Associated with flow acceleration is a decrease of static pressure, 
a so-called favourable pressure gradient. This negative pressure gradient, if suffi-
cienfly strong, can lead to reverse transition, that is the flow relaminarization'. This 
phenomena is desirable in flow configurations where a higher turbulence level can 
negatively influence the quality of final products, e.g. in the course of liquid film 
drying in coating processes. On the other hand, it can cause negative effects in some 
other applications, e.g. sudden decrease in the heat tnuisfer rate in the blade pas
sages of a gas turbine. From the computational point of view, the flow acceleration 

' The laminaiization phenomena is also observed in oscillating flows, Hanjalic et al. (1995), 
flows in rotating pipes and channels, Jakirlic et al. (2002) or during the cyclic compres
sion/expansion in a piston-cylinder assembly, Hadzic et al. (2001), etc. 



Anisotropy Evolution in Relaminarizing Turbulent Boundary Layers 497 

is characterized by a strong departure from the conditions of local equilibriiun, thus 
invalidating the law-of-the-wall-related assumptions. The portion of the boxmdary 
layer exhibiting strong viscosity effects is extended, the fact being documented by 
a Resoiolds number decrease. The viscous sublayer grows continuously, causing the 
production and dissipative regions in the turbulent energy spectra to approach each 
other. Consequently, the inertia! region (oc k^^l^) disappears entirely. The latter is 
a typical low Reynolds number phenomena. This process is followed by a gradual 
transition of the velocity profile to a laminar-like one, leading to a decay of the wall 
shear stress and an increase of the form factor (if 12 = 5\I6, where 61 denotes the 
displacement thickness and 0 the momentum thickness of the boundary layer). The 
favourable pressiue gradient suppresses the wall-normal velocity fluctuations. This 
leads to an increase in the near-wall anisotropy, expanding the extent of the region 
where the turbulence is closer to the two-component limit. 

Accelerating turbulent boundary layers have been studied by numerous research
ers, e.g. Launder (1964), Patel and Head (1968), Jones and Launder (1972), Simp
son et al. (1975), Wamack and Femholz (1998) and others. Spalart (1986) per
formed direct numerical simulations of self-similar sink flow boiuidary layers and 
produced valuable details of turbulence properties. Since the flow is self-similar, 
the integral parameters retain constant values. For 2-D accelerating boundary layers 
the most common criterion for laminarization is the acceleration parameter K = 
i//U^{dUe/dx), with [4 representing the free stream mean velocity. Alternatively, 
the non-dimensional pressure gradient F"*" = —u/{pU^){dP/dx) can be used. The 
computational treatment of the relaminarization process was often ignored in com
putations of aerodynamic configurations. However, the in-flight measurements due 
to van Dam et al. (1997) confirmed the existence of laminar regions over all ele
ments of a high-lift wing system. Yip et al. (1993) underlined the importance of 
accoxmting for laminarization. They have observed a sudden reduction of the lift 
coefficient caused by attachment line transition (up to 15%) on a subsonic trans
port high-lift wing section, which is expected to be partially recovered after onset of 
flow relaminarization. A sensitive test for a turbulence model is the ability to predict 
laminarization at the appropriate value of the parameter K. The critical value of if 
at which a turbulent boundary layers reverts to leuninar was experimentally found to 
be between 2.8 and 3.2 • 10~®. The corresponding range of critical P+ is between 
0.021 and 0.024. The maximum value of the K parameter in the in-flight experiment 
of van Dam et al. (at the 40 deg. flap) was aroimd 8 • 10~^. Spalart provided DNS 
results for three values of the acceleration parameter K — 1.5,2.5 and 2.75 • 10~^. 

2 Computational method 

Numerical framework A parabolizedNavier-Stokes solver based on the finite vol
ume method was used to solve the RANS equations for the axial velocity and tur
bulence quantities. The radial velocity was obtained from the continuity equation. 
The solution domain has a rectangular form {L^ • Ly = 4m • 100mm) covering the 
entire boundary layer development. The flow acceleration was imposed through the 
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prescription of the acceleration parameter, i.e. velocity/pressure change along the 
upper boundary. Both diffusion and convective fluxes were discretized by using the 
2nd order central differencing scheme. The longitudinal gradients of all variables 
were treated explicitely. The flows considered were computed also by an elliptic 
solver in order to check the functionality of the parabolic solver. Such a compari
son is displayed in Fig. 1 indicating no noticable difference between two treatments. 
TUrbuIence models In such a transitional flow, only a model scheme accoimting 
for near-wall turbulence can be successfully applied. The best prospect for accurate 
predictions of turbulent flows with favourable pressure gradients offers the second-
moment closure model which can mimic the djmamics of the turbulent stress field 
and evolution of each stress component, as well as the dynamics of the turbulence 
scale. The most important prerequisite for capturing the stress anisotropy modi
fication due to strong flow acceleration is to account separately for both viscosity 
effects (modelled in the conventional manner through the turbulence Reynolds num
ber Ret = k"^ /{ve)) and non-viscous, wall blockage effects (modelled independent 
of the distance from the wall and its topography in terms of the invariants of the 
turbulent stress tensor A2 = aijUji, A^ = OijajkCki, A = 1 — 9(^2 — A3)/8 and 
stress dissipation tensor E^ = eijBji, E3 = eijCjkeki, E = I — 9{E2 — Ez)/8, 
where a^ = l^Uj/k — 25ij/3 and Sij = Sij/e — 25ij/3 are the corresponding 
anisotropy tensors). Such a differential, near-wall, Reynolds stress model is pro
posed by Hanjalic and Jakirlic (1998, denoted throughout the work as HJ low-Re 
RSM). This model was consequently applied for the computations of all cases con
sidered in this work. This model was intensively tested in a number of 2D and some 
3D high- and low -Re-number wall flows, including cases of severe acceleration, 
by-pass and separation-induced laminar-to-turbulent transition, oscillating flows at 
transitional and high Re numbers, flows subjected to pressure gradients, separating 
and reattaching flows, rotating and swirlit^ flows as well for flows with mean com
pression with and without swirl (Hanjalic and Jakirlic, 2002; Jakirlic, 2004). An 
illusliation of the model capability to account for different levels of the mean rate of 
strain modulation through various pressure gradients (vortex filaments stretching) 
modifying strongly the Reynolds stress anisotropy is displayed in Fig. 2. 

3 Results and discussion 

Figs. 3 to 9 illustrate the computational results in a range of AT-values considered 
by DNS. Also, some results will be presented for K = 3.2 -10~^, which has been 
regarded as suflicienfly high to cause flow relaminarization irrespective of the initial 
turbulence level. 

Fig. 3 (left) displays the evolution of the free stream velocity along the flow cor
responding to the JiT-values considered. The vertical lines indicate the so-called sink 
positions, the locations at which the free stream velocites reach the infinite value. In 
order to illustrate the model performance in the limit of vanishing Reynolds number 
of turbulence Ret and in predicting the laminarization, the evolution of the turbu
lence field along the flow for two different values of K prior to and around the 
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critical value, 2.75 Jind 3.2-10^^, illustrated by the plot of maximum values of the 
turbulence kinetic energy and shear stress and compared widi the DNS solution, is 
presented in Fig. 3 (right). Both solutions were obtained by starting the computa
tions with the Spalart's solutions for K = 2.75 • 10^^. Apart from the 'settling' 
length, where the flow properties 'adjust' to the new set of equations, the agree
ment is very good. The fall recovery is achieved after the profiles, which satisfy 
the modellrai equations, are obtained. For K — 2.75 • 10"^, the solution yields the 
self-similar values very close to the DNS results. Whereas for K = 3.2 • 10~^ the 
turbulence shows a steady decay and the flow laminarizes as indicated by zero val
ues of both the kinetic energy of turbulence and shear stress at the end of the solution 
domain. This is further illustrated in Fig. 4 by displaying (he contours of the kinetic 
energy of turbulence k for the acceleration parameters mentioned above. Besides 
the flow laminarization, these figures document also the shifting of the maximum 
fc-values towards the wall. 

As already discussed in the introduction, a streamwise favourable pressure gra
dient thickens the viscous sublayer, thus strengthening the influence of the viscos
ity affected region on the overall flow development. The best representation of the 
flow evolution under the conditions of a severe acceleration is given through the 
behaviour of some integral parameters, such as Reynolds number based on the mo
mentum thicknes Reg, form factor H12 and fiiction coefficient C/ , Figs. 5 and 6 
(left). Whereas the Reynolds number and friction coefficient show a clear reduction, 
typical for the growing viscosity influence, the form factor exhibits a continuous 
increase tintil the laminar value « 2.1 was reached. The model results are compared 
with the DNS data for all if-values and with laminar solution for if=3.2x 10"^ .̂ 
Again, ^ a r t from the 'adjusting' length, the agreement is very good. Fig. 6 (right) 
represents the mean velocity evolution with increase in the acceleration intensity il
lustrating clearly the departtire of the logarithmic law being manifested through the 
log-line overshoot. The velocity profile for the laminarizing case K = 3.2 • 10"^ 
(the computation was started from the turbulent profiles for K = 2.75 • 10^^) £ind 
the laminar solution for the same acceleration parameter coincide completely. 

Figs. 7 show a comparison between model results and DNS results for all three 
normal stress components, documenting very good agreement, particularly close 
to the wall. The shape of the stress profiles resembles those in a constant-pressure 
boundary layer or channel flow at corresponding Reynolds numbers, but with an 
obvious reduction of all three components, particularly in the outer flow region. It 
is also noticable that the damping due to acceleration affects the spanwise compo
nent w+ the most and the streamwise component u^ the least, increasing the stress 
anisotropy in the near wall region (Fig. 8) as compared with a constant-pressure 
boundary layer. This points out the ability of the turbulent model to predict proper 
asymptotic behaviour of all turbulence quantities as the wall is approached. Because 
the fluctuations normal to the wall die out fester than those in the plane parallel to 
the wall, the turbulence approaches the two-component limit: Aozy^. Fig. 9 shows 
typical behaviour o f / ( - / / , / / / ) ( -17 = A2/8; / / / = A3/24) in the case of 
flow afifected by a favourable pressxire gradient. Strong acceleration promotes the 
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approach to one-componental isotropic turbulence (left end of the straight line de
noting A = 0). The evolution of f{—II, III) by increasing the K-value, display
ing in Fig. 9 (left) only the results obtained by DNS, clearly follows this tendency. 
Fig. 9 (right) shows a further increase of the accelerating parameter K compared 
to the DNS range to values corresponding to the critical one, at which the lami-
narization occurs. The curve / ( - / / , / / / ) for K = 3.2 • 10^^ was taken at the 
position a;""" w 13.500 (Fig. 3 right) before the flow completely laminarizes. The 
curve / ( — / / , / / / } corresponding to the laminar situation can obviously leave the 
invariant map only at its right comer, denoting one-component isotropic turbulence. 

4 Conclusions 
A relaminarization of an initially turbulent boundary layer was analyzed computa
tionally by using a low Reynolds number Second-Moment Closure model. Hereby, 
the DNS database of a series of self-preserving sink flows (Spalart, 1986) was used 
as a reference. An in-depth analysis of the stress anisotropy evolution under the con
ditions of severe acceleration yelded the conclusion that the anisotropy maximum 
was shifted towards the wall, extending the region (in wall units) where turbulence 
approaches the two-component limit. The final stage of the relaminarization process 
corresponds to the one-component isotropic state. 
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Figure 1: Comparison between turbulent stresses and friction coefficients obtained 
by the Navier-Stokes solver (N-S) and parabolizedN-S (B-L, boundary layer code) 
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F^ure 3: Evolution of the free stream velocity with increasing acceleration param
eter K and evolution of the maximtun values of the kinetic energy of turbulence and 
shear stress component along the boundary layer for the cases with strongest accel
eration {K = 2.75 • 10~6) and with (K = 3-20 • 10" 6) consequent laminarization 
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Figure 4: Contours of the kinetic energy of turbulence for the cases with strongest 
acceleration (K = 2.75 • 10~6) and consequent laminarization {K — 3.20 • 10~6) 
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Summary 

This paper presents a Direct Numerical Simulation (DNS) of turbulent channel 
flow with periodic hill constrictions at Re = 2808. For the DNS, special attention is 
paid to the grid design by analysis of the Kolmogorov length scale and the wall shear 
stress in order to be well resolved over the entire numerical domain. Therefore the 
DNS simulation provides data for a detailed study of physical flow phenomena and 
neju--wall studies. Results for instantaneous and averaged flow fields are presented. 
An investigation of the near wall behaviour reveals the applicability of explicit wall 
models for Large Eddy Simulation (LES) in regions with high wall shear stress and a 
complete failure of conventional wall scaling in separation and reattachment regions 
where the wall shear stress is small. 

1 Introduction 

Detached turbulent flows are difficult to predict numerically and an improvement of 
turbulence models requires a better understanding of the underlying physical pro
cesses. Therefore investigations of basic flow phenomena are especially important. 
In that respect it is reasonable to restrict oneself to simple standard test cases. 

An example of such a simplified flow is a channel flow with periodic hill con
strictions that has been analysed by Almeida et al. [I] in an experiment. The chal
lenging properties of this flow are separation and reattachment on a smoothly curved 
geometry, strong pressure gradients and a fluctuating separation point in time. The 
clean definition of boimdary conditions by using periodicity in streamwise and span-
wise direction makes it a good test case for numerical simulations such as Reynolds 
Averaged Navier Stokes (RANS) and LES simulations. Consequently, this flow has 
then been chosen as a standard test case for various research groups in order to test 
turbulence simulation strategies. As an example, in the framework of the French 
German research group "LES of complex flows" this flow has been chosen eis test 
case for benchmarking different LES codes and models. In the present work, we 
are concerned with the testing, improving, and the development of new wall models 
for LES. In comparison to the experimental setup of Almeida the numerical setup 
currently used as benchmark case has been changed. According to the geometry 
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used by Mellen et al. [9], the distance between two hills has been enlarged in order 
to achieve reattachment of the flow before the slope of the next hill. Temmermann 
et al. [13] have found that this test case is especially sensitive to near-wall resolu
tion and wall modeling approaches. This is the reason for studying the near-wall 
behaviour in detail in this work by means of Direct Numerical Simulation (DNS). 

The paper proceeds with the numerical setup and test case definitions. It then 
explains the means of grid design for the Direct Numerical Simulation and presents 
the results for instantaneous and averaged flow fields. In comparison to a coarse 
grid simulation differences are pointed out. Consequently the attention is drawn to 
the near-wall behaviour and plots of instantaneous velocities in inner coordinates. 
Finally the paper finishes with a conclusion on near-wall modeling. 

2 Numerical framework and test case definition 

The simulation was carried out with the finite volume code MGLET [5] for the 
incompressible Navier Stokes equations. The numerical grid is cartesian and non-
equidistant with a staggered arrangement of variables. For the discretization in time 
a "Leapfrog" scheme is used. 

The abbreviations are u for the velocity and p for the pressure, C for the convec-
tive term, D for the diffvisive term, and G for the pressure term. The discretization in 
space is a second order central approximation scheme. It allows an elRcient formu
lation in combination with the immersed boundary method and makes it expecially 
simple to parallelize the code. It has been shown by several authors that second order 
accuracy can be sufficient for DNS of flows provided the grid resolution is sufiicient 
(Eggels et al. [2], Friedrich et al. [3], Manhart and Friedrich [7]). Especially for ge
ometrically complex flows, true higher order is extremely difficult and expensive 
to achieve, so we prefer to use the efficiency of our 2nd order scheme to obtain 
high spatial resolution. For the solution of the Foisson equation the "Stone Implicit 
Procedure" (SIP) is implemented. For more information on the code, please refer 
to Manhart [8]. For the representation of the hill geometry in the cartesian grid an 
immersed boundary technique was developed which allows a smooth representation 
of the body surfiice by using high order interpolation for the interface cells [14]. For 
the simulation presented here, a least squares interpolation has been implemented 
[10]. This method prevents instabilities which are present in high order Lagrange 
interpolation schemes. 

The numerical setup has been introduced by Mellen et al. [9]. Based on hill 
height h, the channel extends 9.0/i in streamwise, 4.5/i in spanwise and 3.035/i in 
wall-normal direction. The hills are arranged periodically at the distance 9.0/i. In 
streamwise and spanwise direction periodic boundary conditions are used. On the 
hill surface a no-slip condition is applied as well as on the top of the channel wall. 
A sketch of the geometry can be seen in Figure 1. 
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3 Grid design and resolution study 

In order to find proper grid spacings, we use estimations based on wall shear stress 
for the wall normal resolution and estimations based on the Kolmogorov scjile in 
the core of the flow. A first evaluation of these criteria has been obtained by a pre
liminary simulation with a relatively coarse grid. The finally computed values con
firmed these resolution estimations. The grid is refined by geometric stretching in 
z-direction close to the hill surfece where strong gradients must be resolved. The 
stretching factors are kept below 3%. Due to the cartesian grid the refinement is not 
exactly wall normal at all positions of the geometry. The grid spacings in stream-
wise and spanwise direction are equidistant. The actual wall shear stresses along the 
bottom wall fi-om the DNS simulation can be seen in Figure 2. Based on the wall 
shear stress the grid spacing in z-direction remains below-d^"*" = i\/'^)^ =1 .4 

at the lower wall. 
The Kolmogorov length scale for the cross section at the hill crest can be seen 

in Figure 3 in comparison to the one of a plane channel flow at comparable bulk 
Reynolds number. Two facts can be prointed out. Firstly, the Kolmogorov length 
scale for the periodic hill simulation is smaller over the whole cross section in com
parison to channel flow. Secondly the length scale is decreasing when the wall ist 
approached. Therefore a much finer grid is needed in the near-wall region than in 
plain channel flow which is accounted for by the grid refinement in vertical direc
tion towards the wall. The Kolmogorov length scale is not directly linked to the wall 
shear stress as Figure 4 demonstrates for two streamwise positions - one at maximal 
wall shear stress {x/h = 8.7) and one at a relatively small shear stress (x/h = 0.0). 

In Table 1 the grid spacings and resulting nimiber of cells used for the prelim
inary coarse grid and the final grid are listed. The total number of cells equals 47 
million for the fine and 7 millions for the coarse grid. The computation was per
formed on the super computer Hitachi SR8000 at the Leibniz Computing centre of 
Munich with our fiilly MPI parallelized code [5]. 

A comparison of the time averaged streamwise velocity profile just after sepa
ration at x/h = 0.5 for both simulations can be seen in Figure 5. The beginning of 
the separation seems to be predicted very well even by the coarse simulation. More 
pronoimced differences are visible towards the center of the channel. Contrary to 
the averaged velocity, the profiles of the Reynolds stresses in the coarse grid simu
lation differ substantially fi-om the fine grid results. Figure 6 and Figure 7 show the 
profiles of the < u'u' > and < u'w' > Reynolds stress components at the position 
x/h = 0.5. The peak values in the coarse simulation are overpredicted and some 
details of the profiles are not captured in the coarse simulation as can be seen in 
Figure 6. 

4 Physical flow features 

During the flow separation from the smoothly contoured surface of the hills, the 
boundary layer evolves to a free shear layer that is highly active and leads to strong 
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oscillations of the separation and reattachment points (Figure 8). Because of the 
length of the domain, the reattachment region is located on the channel bottom be
fore the next hill slope. 

The recirculation region of the time averaged flow field can be identified firom 
Figure 9. The white area marks the recirculation bubble. Corresponding to the wall 
shear stress in Figure 2 the reattachment point can be found at x/h sa 5.1. Fr bhlich 
et al. [4] point out that the reattachment position is strongly dependent on the point 
of flow detachment. Both positions are well predicted even by the preliminary simu
lations (Figure 2). From the wall shear stress in Figure 2, a second tiny recirculation 
zone can be found in the mean flow at x/h ss 7.2. A considerable negative wall 
shear stress can be recognized at x/h w 3.0 within the recirculation bubble which 
shows that a strong backflow develops in the recirculation zone. 

The focus of our study lies in investigating the near-wall behaviour of separat
ing and reattaching flows. As already pointed out by Simpson [12] it is extremely 
difficult to find a wall scaling even for the time averaged flow. When developing 
wall models for statistical and Large-eddy simulations, however, some knowledge 
of possible imiversal near-wall behaviour is required. For LES the situation is even 
more complicated than for RANS, since this universal behaviour has to be found in 
the instantaneous near-wall flow fields. A step in this direction is the notion of the 
importance of instantaneous pressure gradients in a turbulent bovindary layer on a 
flat plate with a marginal separation bubble [6]. 

In the present simulation several flow regions have been identified which are or 
are not in agreement with the assumption of a canonical boundary layer as expressed 
by a lin/log law of the wall as described in Sagaut [II]. Figure 10 is a scatter plot 
of instantaneous velocity profiles over the wall distance normalized by the instanta
neous local wall shear stress. This position at the hill crest {x/h — 0.002) is close to 
the point of detachment where the wall shear stress vanishes. There is a great scatter 
in these instantaneous profiles which diifer substantially even fi-om the linear law 
of the wall. Further downstream at x/h = 8.84 (Figure 11) the instantaneous ve
locity profiles in inner coordinates are much narrower around the lin/log law of the 
wall. As can be identified fi-om the wall shear stress plot in Figure 2 the position 
x/h = 8.84 is located in the region of maximum wall shear stress. 

Further investigations of the velocity profiles suggest that the flow can be di
vided into four regions. The first region characterizes the hill top where the flow 
approaches the detachment region and is under a strong adverse pressure gradient. 
In this region a very poor agreement with the law of the wall is observed. The second 
flow region is located within the recirculation bubble. Surprisingly, there is a much 
better agreement with the law of the wall. It seems that there is a developing bound
ary layer in the upstream direction within the backflow region. The third region can 
be recognized by the reattachment of the flow where the agreement of the profiles 
is again very poor. In the fourth region, which is characterized by the maximum 
shear stress the law of the wall is again a good approximation for the instantaneous 
velocity profiles in inner coordinates. 
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5 Conclusions 

A DNS of turbulent flow in a channel with periodic constrictions by smoothly con
toured hills has been presented. The DNS has been carefully checked in terms of 
grid resolution to satisfy criteria based on the wall shear stress and the Kolmogorov 
length scale. Therefore, it can be regarded as a reliable data base for detailed inves
tigation of the flow. 

The flow exhibits two separation regions, the main region leeward of the hill 
and a second one, which is very small just upstream of the hill. A third recirculation 
region on the top of the hill as found by Fr'bhlich [4] at Re = 10595 is not present 
at the considered Re = 2808. 

Our focus lies on the near-wall behaviour. We have found four regions along 
the bottom wall of distinct near-wall behaviour. In two of them, the main backflow 
region and the strongly accelerated region, the law of the wall seems to give a rea
sonable description of the near-wall profiles. As soon as the wall shear stress is laige 
enough, scaling based on it seems to be sufficient, independent of how complex the 
surrounding flow situation is. This investigation also confirms the observation from 
other studies that conventional wall scaling completely fails when the average wall 
shear stress is small. 
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Figure 1 Numerical domain 

Figure 2 Wall shear stress on bottom 
wall for both simulations. 

Table 1 Number of grid points and grid spacings based on wall shear stress at x/h 
The grid spacing in z-direction is given at the hill crest. 

= 8.7; 

Coarse DNS 
DNS 

Points 
Nx 
172 
464 

Ny 
154 
304 

Nz 
289 
338 

Grid spacing 
Ax^ 

15 
5.5 
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8.4 
4.2 

Az'^ 
5.5 
1.4 



510 N. Peller and M. Manhart 

3 

2.5 

£ 2 

1.5 

1 

/ 

/ / 

1 

Channei -
DNS -

CoaiseONS -

0.005 0.01 0.015 0.02 0.025 
KoImEigorov tengfhscara t\ I h 

0.004 0.006 0.008 0.01 0.012 0.014 
Kolmogorov length scale ri/h 

Figure 3 Kolmogorov length scale of 
plain channel ft)w and periodic hill simu
lation at x/h = 0.0 

Figure 4 Kolmogorov length of peri
odic hill simulation at x/h = 0.0 and 
x/h = 8.7 

DNS 

0.4 0.6 0.8 

<U>/Ub 

COARSE DNS 

1.2 

Figure 5 Streamwise velocity profi les at x/h = 0.5 for both resolutions; 

£ 
T5 
£ .S> 
5 

. c 
o 
c 

s ."= O 

3 

2.5 

2 

1.5 

1 

0.5 

0 

/f i 
p— 

^^t-

>\̂  
/ { 
(*•-

0.02 0.04 0.06 0.08 0.1 
<u'u'> / U|, 

DNS COARSE DNS 

0.12 

Figure 6 Comparison of DNS with coarse grid DNS at x//i = 0.5; Reynolds normal stress 
< u'u' > for both grid resolutions. 



Tubulent Channel Flow with Periodic Hill Constrictions 511 

3 

2.5 

t,.s 
I. 

0.5 

0 

O 

-0.03 -0.025 -0.02 -0.015 -0.01 -0.005 0 

<uv>/u^, 
DNS — — COARSE DNS 

0.005 

Figure 7 Comparison of DNS with coarse grid DNS at x/h = 0.5 ; Reynolds shear stress 
< u'w' > for both grid resolutions. 

•vl? a 
Figures Absolute value of streamwise velocity; High values are colored dark. The recir
culation bubble is located below the black line 
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Figure 11 Scatter plot of instantaneous velocity profi les normalized by the instantaneous 
wall shear stress at x/h = 8.84; The solid line marks the law of the wall. 
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Summary 

Various methods for tmsteady flow computations: LES (Large Eddy Simulation), 
DES (Detached Eddy Simulation) andURANS (Unsteady Reynolds-Averaged Nav-
ier-Stokes) were used to study the effects of boxmdary-layer forcing on the mean 
flow and turbulence. Two flow configurations were considered: a periodically per
turbed flow over a backward-facii^ step (with fixed separation point) at a low 
Reynolds number {Rec = 3700, Yoshioka et al., 2001 [10]) and a high Reynolds 
number {Rec = 9.36-10^) flow over a wall-momited hump with steady suction (flow 
separation at the smooth surface), Rumsey et al., 2004 [5]. Whereas LES and DES 
reproduced all important flow characteristics observed in the experiments, RANS 
(S-A and k-w SST models were employed) method exhibited a weaker sensitiv
ity to the shear layer oscillations i.e. boundary-layer suction. It is shown that DES 
method, representing a hybrid RANS/LES approach, is capable of reproducing the 
mean flow and turbulence features of a quality comparable with the LES method, 
but employing significanfly coarser spatial resolution. 

1 Introduction 
Active flow separation control is a topic of significant interest, being especially chal
lenging for unsteady flow simulation strategies. The phenomena of flow separation 
is accompanied by large energy loses, limiting the performance and the design of 
fluid flow devices. The prevention (or at least delay) of separation or reduction of 
reattachment length can lead to performance gains in numerous engineering appli
cations. Seifert and Pack [6], [7] studied configurations at high Reynolds numbers 
relevant to the aircraft aerodynamics: flow past an airfoil and flow over a wall-
mounted hump. Chimg and Sung [1], Yoshioka et al. [10] investigated the flow 
over a backward-facing step. Turbulent flow over a wall-mounted hump (simulat
ing the upper surfece of a Glauert-Goldschmied type airfoil at zero angle of attack) 
at high Reynolds number (Rsc = 9.36x10® based on the hump cord length and 
the fi-ee-stream velocity) served as a test case for computational methods and tur
bulence models validation at the recent NASA Langley Research Center Workshop 
[5]. Flow control, i.e. shortening of the recirculation bubble was accomplished by 
steady suction through a slot (0.004 C wide) located at approximately 65 % cord 
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length (C). The spatially unifoim suction velocity (along 0.5842 C span) corre
sponds to the mass flow rate of 0.01518 kg/s. The oncoming flow is characterized 
by turbulent boundary-layer thickness being approximately half of the maximum 
hump height measured at the location about two cord lengths upstream of the hump 
leading edge. The flow over a backward-facing step (Rec = 3700, based on the 
step height H and the centerline velocity of the inlet channel Uc), perturbed peri
odically by an alternate blowing/suction jet through a thin sht situated at the step 
edge, has been investigated experimentally by Yoshioka et al. [10]. Computational 
studies pertinent to this flow configuration were recentiy reported by Saric et al. 
[8] and Dejoan et al. [2]. The uniform injection velocity is parameterized by a si
nusoidal law: «e = V^sin<^, Ve being the velocity amplitude (T4 = 0.3£/c) and 
^ is the phase angle. All perturbation frequencies /e (<̂  = ^^^fet) provided ex
perimentally, corresponding to the Strouhal numbers: St = 0.08,0.19 and 0.30 
(St = ff.H/Uc), were investigated numerically. It was found experimentally that 
the perturbation frequency corresponding to St = 0.19 represents the most effec
tive one, leading to the minimum reattachment length. The piupose of the present 
work was the computational study of the effects of botmdsiry layer, i.e. shear layer 
forcing on the mean flow and turbulence using various methods for unsteady flow 
computations: LES (Large Eddy Simulation), DES (Detached Eddy Simulations) 
and URANS (Unsteady Reynolds-Averaged Navier-Stokes) aiming also at mutual 
comparison of their features and performance in such complex flow situations. 

2 Numerical Method 
All computations were performed with an in-house computer code based on a finite 
volume numerical method for solving both three-dimensional filtered and Reynolds-
Averaged Navier-Stokes equations on block-structured, body-fitted, non-orthogonal 
meshes. The sub-grid scales were modelled by the most widely used model for
mulation proposed by Smagorinsky (1963) in the LES framework (including Van 
Driest damping of the Smagorinsky coefficient Cs = 0.1). A one-equation turbu
lence model by Spalart and Allraaras (S-A, 1994), based on the transport equation 
for turbulent viscosity, was employed to model influence of the smallest, unresolved 
scales on the resolved ones in the fi-amework of the DES computational scheme 
(e.g. Travin et al. [9]). Different statistical turbulence models including the above-
mentioned S-A model (it was interesting to see, how the same model performed in 
two different computational fi:ameworks: RANS and DES) and the k-w SST model 
(Menter, 1994) were examined. The convective transport of all variables was dis-
cretized by a second-order central differencing scheme. Time discretization was 
accomplished by applying the (implicit) Crank-Nicolson scheme. The CFL num
ber, representing the time step chosen, was less then unity in largest portion of the 
solution domain for both flow configurations. The only exception is narrow region 
aroimd the thin slot at the hump (« 2 mm width) / step edge (1 mm width). The 
solution domain for the hump geometry (dimensions: 6.14Cx0.91Cx0.152C) is 
meshed with almost 4 Mio. (426x145x64) grid cells for LES computations. The so
lution domain employed for DES with somewhat larger spanwise dimension (0.2C), 
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was meshed by approximately 1.7 Mio. (426x145x28) grid cells. RANS computa
tions have not shown significant difference in the solutions obtained if the compu
tational domain was extended fiirther upstream (6.39(7) as in the experiment. Fur
thermore, it has been demonstrated experimentally that the flow is insensitive to the 
upstream boundary conditions. Therefore, in all LES and DES computations avail
able steady profiles (the mean experimental velocity profiles) were imposed at the 
inlet plane placed at 2.14C upstream of the hump leading edge.The focus region, 
just downstream the slot including the region arround reattachment, was meshed to 
provide Ax'^ — 80, ziy+ = 1 — 80, Ziz""" = 150 (maximum values for DES grid). 
RANS/LES interface arround the hump was at y"*" = 30 — 90. Compared to DES, 
LES resolution in the spanwise direction was finer providing Az'^ = 50. 
The size of solution domain adopted behind the step was 30ffx3ilx7rf/. The inlet 
data corresponding to a fully developed channel flow were generated by pre-cursor 
LES and the channel length of H/2 was taken before expansion. Different grids 
were employed as described in [8], with the final ones comprising 590 000 (LES-
220x82x32) and 190 000 (DES-142x82xl6) grid cells. No-slip boundary conditions 
were implied at the walls (t/"*" < 1), convective outflow at the outlet and periodic 
boundary conditions along the streamwise direction. 

3 Results 

The results of backward-facing step simulations will be presented first, followed 
by the predictions of separated flow over a wall-mounted hump. The time-averaged 
results have been extracted to provide comparison with the available experimental 
data. 

3.1 Backward-facing step flow 

The results of the reference case (without perturbation) are considered first. Figs. 
1 and 2 show the mean velocity and Reynolds shear stress profiles. All compu
tations significantiy overpredict the measured reattachment length {XR = 6.0H), 
presumably because of 3D contamination in the experiment due to spanwise con
finement (aspect ratio L^/H = 12 is regarded as too short for providing a 2-D flow 
in the mid-span plane). Nevertheless, the main goal was to study the effects of per
turbations on flow characteristics compared to the reference vmperturbed case. The 
additional simulations (not shown here) using the finer grids and larger spanwise 
computational domain (8if) yield the same reattachment length (XR = 7.18/?), 
which is also in accordance with the LES predictions of Dejoan et. al (XR = 7H) 
[2]. For this reason five specific streamwise locations are normalized by both step 
height (H) and the reattachment distance of the xmperturbed flow (XRO)- Agreement 
between DES and LES solutions and experiments is very close. Due to the lack of 
space only the results obtained for the optimiun frequency St = 0.19 (as observed 
in the experiment) are presented (see ref [8] for further details). Fig 3 shows the 
profiles of the mean axial velocity and Reynolds shear stresses in all characteris
tic regions behind the step: within the recirculation zone (x/H = 2 and 4), at the 
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reattachment {x/H = 6) and in the recovery region (x/H — 8 and 10). The main 
effect of the perturbation is reproduced by LES and DES. A significant increase in 
the shear stress causes a higher momentum transfer and consequently shortening of 
the recirculation length. This is clearly illustrated in Fig. 4, where the perturbation 
effectiveness can be deduced by analysing the mean skin-friction distributions at the 
bottom wall for all perturbation frequencies. Secondary comer separation bubble is 
clearly represented. The maximum and minimum levels of skin-friction obtained 
by LES are not significantly affected by the perturbation, except for the low fre
quency case (St — 0.08). Gross effects of the perturbation are reproduced by both 
LES and DES as summarized in Fig. 5 which displays the evolution of reattachment 
length depending on perturbation frequency (normalized by the reattachment length 
obtained for the unperturbed case - Xijo)- The closest agreement with the experi
mentally observed reduction in the reattachment length (28.3 %) is obtained by LES 
(24.5 %) and DES (35 %), whereas URANS employing S-A and k-w SST models 
(these computations were performed by P. Queutey and E. Guilmineau, EC Nant, 
see Jakirlic et al. [3]) show a weak sensitivity to the perturbation, 5.9 and 12.9 % 
respectively. 

3.2 Flow over a wall-mounted hump 

Predictions of the separation and reattachment locations for the computed hump 
configurations are summarized in Table 1. In spite of premature separation in the 
baseline case, LES captures clearly the reduction in recirculation bubble in the suc
tion case. The S-A RANS overpredicts significantly reattachment but returns the 
correct separation location. DES predictions for the baseline case are closest to the 
experiment, clearly showing the advantage of the DES as a hybrid RANS/LES ap
proach (operating as RANS method within the bovindary layer and LES method in 
the separated region), as far as baseline case is concemed. However, in the suction 
case DES predictions are poor indicating the importance of grid design, i.e. RANS-
LES interface in DES. Fig. 6 displays pressure coefficient disttibutions. Generally, 
both LES and DES results agree better with the measurements than S-A RANS, 
however, in the baseline case, the peak suction pressure is underpredicted irrespec
tive of computational method. This could be explained by possible blockage effects 
of the wind tunel side walls, not accounted for in the computations. Mean stream-
wise velocity profiles are shown in Figs. 7 and 8. It is interesting to see that DES 
predictions for the baseline case are superior to the ones of LES. On the other hand, 
agreement of LES predictions with the experimental data is excellent in the case 
with flow control. This could be explained by the fact that the separation point is 
to a large extent fixed by activating the flow suction (see small differencies in the 
separation point locations obtained by different methods. Table 1). The foregoing 
discussion is supported and clearly illustrated by Fig 9 which shows the selected 
shear stress profiles across the recirculation region at x = 0.8C LES and DES are 
superior to the S-A RANS which fails to predict the peak shear stress in the sepa
rated shear layer. This is crucial for prediction of the main flow features downstream, 
particularly for capturing the reattachment location. 
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4 Conclusion 
The potential of the methods for unsteady flow computations: LES, DES and U-
RANS, to predict flow and turbulence in configurations relevant to the active flow 
control was investigated. LES and DES of a periodically perturbed backward-facing 
step flow reproduce all important effects observed in the experiments, whereas RA-
NS (S-A and k-w SST) exhibit a weaker sensitivity to the perturbation frequency. 
The LES and DES predictions of the main characteristics of separated flow over 
a wall-mounted hump, obtained on relatively coarse grids for the flow Reynolds 
number considered (Rcc = 9.36 • 10^), are encouraging, outperforming significantiy 
the S-A RANS. It is interesting to see that DES (1.7 Mio. grid cells) predictions of 
the mean flow features for the baseline case are superior to the ones of LES (4 
Mio. grid cells). On the contrary, in the steady suction case LES is superior to DES, 
indicating importance of DES grid design which dictates the RANS-LES interface. 

Acknowledgements 
The authors gratefully acknowledge financied support of the Deutsche Forschungs-
gemeinschaft through the grants GK "Modelling and numerical description of tech
nical flows" and the research group on "LES of complex flows" (FOR 507/1, JA 
941/7-1). 

References 

[1] Chun, K.B., and Sung, H.J. (1996): Control of turbulent separated flow over a backward-
feeing step. Experiments in Fluids, Vol. 21, pp. 417-426 

[2] Dejoan, A., Jang, Y.-J., and Leschziner, M.A. (2004): LES and unsteady RANS comjiu-
tations for a periodically-perturbed separated flow over a backward-feeing step. ASME 
Heat Transfer/Fluids Enginering Summer Conference, July 11-15, Charlotte, NC, USA 

[3] Jakirli6, S., Jester-Ziirker, R., and Tropea, C. (2002): 9th ERCOFTAGIAHR/COST 
Workshop on Refined Turbulence Modelling. ERCOFTAC Bulletin, Deeember, No. 55, 
pp. 36-43 

[4] Obi, S.(2002): private eonimunicatian. 
[5] Rumsey, C , Gatski, T., Sellers, W., Vatsa, V. and Viken, S. (2004): Summaiy of the 2004 

CFD Validation Workshop on Sjmthetic Jets and Turbulent Separation Control. AIAA 
2004-2217 

[6] Sdfert, A., and Pack, L.G. (1999): OscillalDiy control of separation at high Reynolds 
numbers. AIAA J., Vol. 37, No. 9, pp. 1062-1071 

[7] Seifert, A., and Pack., L.G. (2002): Active flow separation control on wall-mounted hump 
at high Reynolds numbers. AMA J., Vol. 40, No. 7, pp. 1363-1372 

[8] Sari6, S., Jakirlid, S., and Tropea, C : A Periodically perturbed backward-facing step flow 
by means of LES, DES and T-RANS: an example of flow separation control. ASME Heat 
Transfer/Fluids Enginering Summer Conference, July 11-15, Charlotte, NC, USA 

[9] Travin, A., Shur, M., Strelets, M., and Spalart, P.R. (2002): Physical and numerical up
grades in the Dettached-Eddy Simiilatian of canq)lex turbulence flows. In Fluid Mechan
ics and Its Application, R. Friedrich and W. Rodi (Eds.), Vol. 65, pp. 239-254 

[10] Yoshioka, S., Obi, S., andMasuda, S. (2001): Turbulence statistics of periodically per
turbed separated flow over backward-facing step. Int. J. Heat and Fluid Flow, Vol. 22, 
pp. 393-401 



518 S. Saric, S. Jakirlic, and C. Tropea 

0.0 0.0 0.0 OJ>i|(ti 0.0 0.2 0.4 0.6 0.8 1 0.0 0.0 0.0 0.0,m, 0.0 0.2 0.4 0.8 0.8 1.0 

Figure 1 Mean streamwise velocity profiles for St = 0.0 nonnalized by H and XRO 
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Figure 2 Reynolds shear stress profiles fiar St = 0.0 nonnalized by H and XRO 

Figure 3 Mean streamwise velocity (left) and shear stress profiles (right) for St = 0.19 
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Summary 

Several improved or new techniques for propeller integration testing have been 
implemented at the German-Dutch Wind Tunnels (DNW). Presented here is an 
air-return line bridge system along with the applicable correction methodology. 
The implementation path followed is illustrated by the air-return line bridges 
systems concept validation and the systems performance validation during wind 
tunnel operation. 

1 Introduction 

At present the most commonly used test set-up for a full model with propeller 
simulation is a sting-mounted model with an internal balance. In order to establish 
the effects of the simulated propeller slipstream on the model it is necessary to 
determine the so-called clean aerodynamic forces and moments. As an example 
Figure 1 shows the deduction of the drag force (thrust bookkeeping) from the 
measured balance force. The customer required accuracy and repeatability of the 
aerodynamic coefficients translates into a requirement for a high accuracy for the 
main balance and the rotating shaft balances (RSB) that are used to determine the 
propeller forces and moments. This holds in particular for testing in a large low-
speed facility. Furthermore, on the one hand the main balance needs to have a 
large load range due to the model weight and the high thrust simulation 
conditions. On the other hand the relatively low dynamic pressure, when 
compared to transonic cruise simulations [4], leads to relatively small 
aerodynamic forces and moments. This results in a simulation requiring a large 
(load range) main balance with a high resolution and accuracy. The latter must be 
an order of magnitude higher than those for cruise simulations. 
The propellers are powered either by electro-, hydro- or (compressed) air-motors. 
Advanced propeller blades call for a relative high torque of the motor at the 
requested advance ratios. To facilitate this at model scales used in the DNW-LLF 
only air motors have sufficient torque. To get the compressed air to the mcftors the 
air-supply lines have to cross the internal balance. This necessitates an air-supply 
line bridge system to overcome the parasitic forces and moments introduced by 
the momentum of the compressed air mass flow. 
For a good propeller simulation on a full model it is furthermore essential that the 
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exhaust flow of the air motor does not disturb the flow around the model. This 
would lead to an incorrect aerodynamic simulation since the exhaust flow of the 
air motor does not scale appropriately with the exhaust flow of the real engine. 
Relaxing the air directly after passing the air motor would mostly results in a too 
large model engine exhaust flow and momentum, causing interference effects on 
the wing and high lift devices that are incorrect. This situation can be improved by 
returning the exhaust flow of the air motor through the model and the model 
support system. Returning the air motor mass flow through the model implies that 
mass flow needs to pass the internal balance again. So also an air-return line 
system is necessary. 
All the above mentioned testing and simulation techniques: main internal balance, 
rotating shaft balances (RSB), air-supply line bridges and air-retum line bridges 
have been implemented at the DNW-LLF for an Airbus A400M model. The 
available state of the art simulation techniques [1], [4] are not sufficient to obtain 
the accuracy required at a large low speed facility. So a new small high load range 
internal balance was put into operation [1]. A new type of RSB was conceived and 
extensively tested to verify its performance before it was successfully used in a 
wind tunnel test [2]. Finally also an existing air-supply line bridge system was 
successfiilly combined with a newly developed air-return line bridge system. This 
paper will deal in more detail on how this later system was implemented and focus 
on some of the lessons learned. This work started back in 1998 and was only 
recentiy finished. 

2 Implementation of an air-retum line bridge system 

2.1 Requirements 
To achieve a good overall accuracy for aerodynamic coefficients it is necessary to 
minimize the effects that the air line bridge (ALB) has on the performance of the 
main balance. To achieve this there are two approaches possible. One, accept the 
fact that the ALB has considerable parasitic forces and moments and try to correct 
for them accurately or, second, aim to have a ALB with only small parasitic forces 
and moments in the first place. The second approach has the advantage that 
correction of the residual parasitic forces and moments to the same relative 
accuracy level becomes easier. So the accuracy of the corrective terms could be of 
less importance for the second approach. The aim therefore was to develop an 
ALB that has corrective terms that are of the same order of magnitude as the 
balance accuracy of the balance to which it is mounted. 
The new air-retum line bridge system had to have a capacity of 12 kg/s at a 
pressure of 16 Bar and an air temperature of 263 K, and had to fit into a given 
model fiiselage shape. The power and size of the air motors in general dominate 
the scale of a powered full model leading to a relatively small model given the 
size of the facility. This implies that space for any air line bridge system is limited. 
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2.2 Correction Methodology 
The following possible influences of the ALB system on the balance performance 
in tenns of attainable accuracy are to be distinguished: 
• Change in the general characteristics of the balance on which the ALB system 

is mounted. Especially the change in sensitivity of the balance for certain 
loads, due to the additional stifl&iess introduced by the ALB system. 

• Pressure effects. Pressurized air in the ALB system might result in parasitic 
forces and moments (off-set) or even a change in the sensitivity of the balance 
(pressurized air in the ALB makes the ALB system stiffer). 

• Temperature effects. Temperattire differences between the main balance and 
ALB and gradients in the bridges themselves will lead to a strain (dilatation) 
in the ALB, possibly resulting in parasitic forces and moments to the balance. 

• Momentum effects. The check on the primary goal of the air-supply and air-
return line bridge, reduce parasitic forces and moments due to a momentum 
flow crossing the balance from non-metric to metric part. 

Note that in order for the ALB system to function well the main balance should 
have heat insulation to minimize the temperature effects caused by the heated air-
supply lines. It also should have limited deflections to minimize the displacement 
between metric and non-metric part of the balance that the ALB has to cope with. 

The deduction of the corrections is split into two parts. The first part is aimed at 
obtaining a correction for the change in sensitivity of the balance due to the ALB 
and establishing preliminary pressure and temperature corrections. This can be 
done without a wind tunnel model well in advance of the actual wind tunnel test. 
The second part is the actual checkout of the system prior to a wind tunnel test to 
obtain final corrections for the pressure, temperature and momentum effects on the 
balance due to the ALB. Such a checkout is customary for each wind tunnel test. 

2.3 Concepts 
Two air-return line bridge systems concepts were developed and manufactured. 
The first concept designated as the straight pipe ALB is shown in figure 3. This 
concept comprises two air return lines, one on port and one on starboard side of 
the model. The ALB-s consist of concentrically aligned pipes, where the gap 
between the inner and outer pipes provides the same cross sectional area as the 
inner pipe. In this arrangement, where the pipes are flexibly coupled, the airflow 
through the inner tubes is directed across the couplings via the outer flow channel 
(the concentric gap). These couplings are bellow like devices that allow two free 
rotational movements around axes that are perpendicular to the pipe's axis and 
also would allow a displacement in axial direction. Using two of these couplings it 
is possible to get the desired six degrees of freedom. The area of the inner and 
outer pipe is equal so the couplings should not have any pressure forces working 
on them. The main advantage of this concept is that it needs very little space in the 
model fiiselage. The second concept designated as RALD 2001 is based on the 
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principles already established for the air-supply line bridges system (designated 
RALD 2000) with which the return lines were combined, Figure 2. This ALB is a 
so-called swan-neck type ALB. In this concept three flexible pipeline connectors 
(FPC-s) per air line are used. It was possible to design and manufacture a device 
with a bellows function that is compact, symmetric, stable and has almost 
negligible hysteresis. Each FPC allows two free rotational movements by means 
of flexure elements. Both rotations are around axes that are perpendicular to the 
flow in the air-line. The arrangement of the three FPC-s is such that the ALB has 
six degrees of freedom. The space in the model only allowed an arrangement of 
the line in such a way that the mass flow enters the system vertically and leaves 
the system horizontally, not the desired configuration for momentum decoupling. 

2.4 Concept validation 
First investigations with the system focused on the performance of the system for 
axial loading the load component expected to be the most affected. The pipe ALB 
concept was tested first and was rejected since it did not fulfill the requirement of 
having only small parasitic influences. Comparing the pipe ALB results with the 
RALD 2001 results clearly illustrates why the pipe ALB concept was rejected for 
not complying with the requirements. For the signal for axial load Rl the change 
in sensitivity of the balance is illustrated in Figure 4. The pipe ALB results in a 
0.97% change of the sensitivity compared to only a 0.07% change in sensitivity 
change for the combined RALD 2000 and RALD 2001 ALB system. Pressure in 
the pipe ALB generates relatively large off-sets and leads to hysteresis effects 
compared to the pressure effect of the RALD 2001 ALB as shown in Figure 5. 
Note that the pipe ALB is only pressurized on one side at the time so the effects 
need to be doubled for comparison with the RALD 2001 ALB. Temperature 
effects caused by temperature differences in the pipe ALB are ambiguous and 
large as shown in Figure 6. The return ALB temperature will in general be below 
the balance temperature during normal operation. Since the inner pipes of the pipe 
ALB were not accessible for cooling with nitrogen they were heated by hot air. 
Finally, the mass flow effect was established for RALD 2001 [1] indicating that 
the concept may be successfully implemented for use in a wind tunnel model. 

2.5 Full calibration and performance verification 
After the concept validation the sensitivity change due to the combined ALB 
systems RALD 2000 and RALD 2001, was calibrated for all load components of 
the balance. The pressure and mass flow effects were calibrated during a wind 
tunnel test. Since the temperature effect was negligibly small it was not corrected 
for. The pressure corrections are also very small but not negligible (about 0.1% of 
the FS load range of the balance). Note that since the air-supply and air-return line 
bridges system are now connected via the air motor, special model provisions 
need to be made for calibration of the pressure effect on the air-supply line (80 
Bar) and the air-return line (16 Bar) separately. 
The mass flow effect is calibrated by pumping mass flow through the model and 
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the blocked air motors. The blocked air motors, not doing any work, will in this 
situation require a lower mass flux than during normal operation for the same air 
return conditions. The obtained mass flow correction has to be extrapolated during 
normal operation. The mass flow effect of for the complete supply and return ALB 
system is shown for the axial component in figure 7. Again, the effect is very 
small, reproducible and therefore correctable. The model provision to block the air 
motors while pumping mass flow through the model makes it possible to verify 
performance of the ALB-s (and the application of all corrections) during real wind 
tunnel operation. Figure 8 shows a comparison of several a-polars (near negative 
stall) for the same model configuration with 0, 4.1 and 7.3 kg/s mass flow over the 
combined ALB system. The results repeat within the balance accuracy limits. The 
accuracy of a balance for a given component depends on the overall relative 
combined load level of all six load components [2]. The accuracy in Fx for the 
given test condition is between 0.09% and 1.41% FS (Fx), in this case between 
±24 and ±37 drag counts. Finally figure 9 shows cleaned aerodynamic results for 
repeat polars during normal operation with the air motors and propellers. The 
repeatability shown here indicates that the ALB performance is at least as good as 
during the verification. 

3 Conclusions 

Implementation of new simulation techniques like an air-return line bridge system 
as required for propeller simulation testing is not a straight forward first time right 
development. Implementation can be successfiiUy achieved when the correct 
correction and verification methodology is adopted. For air-line bridge systems 
used for propulsion simulation testing in low-speed wind tunnels this implies the 
effects of these systems on the main balance must be minimized before correction. 
The overall accuracy of the balance will in that case not be affected. 
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