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‘This is a thought-provoking and invaluable book for anyone who
cares about risk communication and management in the 21st century.
Professor Löfstedt, via a number of case studies and the latest theor-
etical analysis, offers new insights on how regulators and policy-makers
can best win back the public’s trust in the era of post trust.’—Anna
Jung, Director General, European Food Information Council 

‘Professor Ragnar Löfstedt has once again produced a most interesting
book on risk management and trust, well-based in theory and build
on empirical findings. Löfstedt presents a number of important and
thought-provoking conclusions on how to integrate trust into risk
management, conclusions that once implemented might not only
contribute to restored trust in society, but also to decreased risk.’—
Mikael Karlsson, President, Swedish Society for Nature Conservation 

‘Ragnar Löfstedt’s book is about the need to re-establish public
trust in policy-making for our modern societies. Understanding and
communicating risk is essential for politicians and regulators in
Europe and worldwide. In an increasingly diverse and interrelated
world, a sophisticated risk management system will be the essential
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help us to develop more appropriate risk management strategies.’—
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Foreword 

Human evolution has armed us with a repertoire of emotion-based
abilities to process information about others rapidly and uncon-
sciously, detect if they are attempting to deceive us, and determine if
they are trustworthy. For the most part these abilities provide us with
adequate guidelines for conducting the business of everyday social
life. By and large, the majority of us, most of the time, are able to
conduct our social lives with family, friends and acquaintances
relatively smoothly by sorting out the trustworthy good from the
distrust-deserving bad. The management of societal risk controversies
moves us from face-to-face encounters in small groups, the environ-
ment of the evolutionary adaptation of trust, to a different arena of
interaction. In this often impersonal arena of conflicting ideologically
based group perspectives, common everyday understandings about
trust, the folklore of trust, if you will, often let us down. It is in conflicts
about environmental hazards such as those analysed in this book
that we most need to shift to a different venue of understanding.
Successful operation in this arena requires that implicit everyday
common understandings of trust be generously supplemented with
explicit uncommon understandings consisting of empirically supported
systematic conceptualizations. This is especially so when valid under-
standings are most needed to direct relationships with the public and
develop organizational responses. 

Risk Management in Post-Trust Societies joins the increasing number
of efforts adding to the systematic empirical-based understanding of
trust. The effort here focuses on case studies in four countries including
hydro-dam relicensing, siting of a waste incinerator, management of
a nuclear power plant, and disposal of a North Sea oil storage buoy.
Ragnar Löfstedt has been personally involved in research with each
of the cases. The basic orientation of the book, reflected in its title,
represents a relatively new view on trust and risk management. The
eagerness to provide immediate simple answers to practical questions
has spawned its own folklore about trust. A prominent current piece
of this folklore goes beyond the basic recognition that trust engenders
efficient management through the production of social capital. It is
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concluded that management is not possible without trust. Often this
notion works itself out in suggestions of vapid populism where efforts
to increase citizen involvement take precedent over effective risk
management. One example to the contrary presented in the book is
the Swedish Chemical Inspectorate implementation of strict regulations
of the use of anti-fouling paints on pleasure boats. The view that
efforts should focus on understanding how to manage when there is
no trust or there is distrust is still somewhat contrarian. Certainly it is
contrary to the accepted folk lore that management can be improved
through the application of a few simple things that are presumed to
increase or recover trust. 

If we are to pursue seriously an understating of risk management
in post-trust societies, what guidelines should we followed? Ragnar
Löfstedt offers us a few valuable examples in this regard. Obviously our
efforts should be informed by conceptualizations of government and
management approaches. This would include an awareness of the
values inherent in different philosophies of government as well as a
consideration of the advantages and disadvantages of various man-
agement approaches. Risk Management in Post-Trust Societies presents
comparisons of management approaches including deliberations
involving public participation, technical risk management and
economic-based cost/benefit approaches as well as discussions of
national differences in risk management. 

Our efforts to understand post-trust risk management should expli-
citly define concepts and empirically test those conceptualizations.
Another part of current folklore is that there are a very large number
of conceptualizations and definitions of trust (which is true) and that
this confusion is indeterminate (which is not true). The existing babble
will remain indeterminate and new putative distinctions will continue
to be creatively spawned unless conceptualizations are grounded in
broader understandings that are empirically tested. In Risk Management
in Post-Trust Societies, for example, both ‘trust’ and ‘risk management
factors’ are explicitly defined. Both are tested against the evidence of
the case studies. This analytic effort yields evidence that the particular
values that affect trust may vary in different circumstances. In some
cases, impartiality of risk managers is extremely important. In other
cases, it is not, but competency or another value might be. 

Risk Management in Post-Trust Societies offers a good example of two
other important guiding principles: ‘pragmatism’ and ‘provisionalism’.
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While rejecting overly-simple quick answers to practical problems, a
series of methods that offer a good chance of success for risk managers
are developed. These are offered with recognition that current under-
standings are always provisional and highly likely to be revised or
replaced as our efforts for better understanding continue. 

Finally, as suggested in Risk Management in Post-Trust Societies, we
should operate on the understanding that, while important, trust is
not the whole story of successful risk management. Public reliance is
a necessary component of effective risk management in democratic
societies. Effective management requires that the public rely on tech-
nical risk assessments and formulated risk mitigation plans. Trust
results from a perception of shared values and people are likely to
rely on risk managers who are trusted. People are also likely to rely
on risk managers, even ones who are not necessarily personally
trusted, who are perceived to be bound by institutional structures
operating in the public’s interest. Institutional structures, such as
systematically enforced laws, procedures attempting to ensure fair and
just decisions, institutionalized accountability, and effective oppor-
tunities to voice one’s view provide assurances that risk assessments
and mitigation plans can be relied on. Applying the arguments of
practical government theorists such as David Hume and James
Monroe leads to concluding that institutional structures should be
designed to eliminate the need for trust or at least reduce its risks
even if the risk managers are knaves.* 

GEORGE CVETKOVICH

Department of Psychology
Western Washington University

*Hardin, R. (2004). Distrust., 2004, from http://www.russellsage.org/Merchant2/
working_papers/Distrust.doc
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Preface 

The aim of this book is to shed further light on how one best com-
municates risk in a ‘post-trust society’. It is fair to say that, at least since
the 1980s (if not earlier), the risk communication and management
climate in a number of countries has changed tremendously. The
primary reason for this change has to do with the erosion of the general
public’s trust toward industry and regulators. There have been a number
of explanations of why the public’s trust toward these bodies has
decreased so dramatically, including: 

• the rise of 24-hour television and internet leading to the public not
having to take policy makers’ comments for granted 

• the concentration of political power 
• the amplification of risk by the media.1 

That said, the single most important factor to the decline in public trust
has to do with the sheer number and size of regulatory scandals that
has plagued Europe in particular.2 The most significant scandals
include the Belgian dioxin crisis of the summer of 1999, the tainted
blood scandal in France, and the UK and European BSE crisis in the
1990s. These scandals should not be underestimated. The Belgian
dioxin crisis, which involved dioxin entering the Belgian food supply
via contaminated animal fat used in animal feed supplied to Belgian,
French and Dutch farms, for example, had significant repercussions.
Because the Belgian government did not promptly go public with
the knowledge of the crisis, it was accused of self-serving cover-up
leading to the resignations of two cabinet ministers and the ousting
of the ruling party in a national election.3 With regard to the BSE crisis,
in which UK government ministers continued to reassure the public
that BSE was not transmissible to humans even after it had begun to
cross species barriers, also had significant political repercussions.
John Major, the Prime Minister at the time of the BSE crisis viewed it
as the worst crisis since the 1956 Suez debacle, while the then European
Commissioner for Agriculture, Franz Fischler, viewed BSE as the biggest
crisis the European Union had ever had.4 In terms of decline in public
trust, in a 15-year period from the early 1980s to the mid-1990s,
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according to the World Values Survey, the public’s confidence in
parliament has fallen significantly in many European countries.5 For
example: 

In the countries where I have conducted most of my research, namely
the UK and Sweden, the public’s trust toward policy-makers has
fallen. In the UK, polls indicate that the public’s trust decreased
from 39 to 22 per cent in the period 1974–96,6 while trust in Swedish
policy-makers declined from 65 per cent in 1968 to 30 per cent in
1999.7 The issue of falling trust levels is important. First, past research
indicates that it is much easier to destroy trust than to build it.8 It is
therefore highly unlikely that regulators in the UK, for example, will
be able to rebuild public trust levels to the same height as they were
prior to the BSE scandal, although one should note that the falling
trust levels have tapered off. Second, in research that Paul Slovic,
myself and others have done over recent years show that public trust
is one of the most important explanatory variables of the public’s
perceptions of risk.9 That is to say if the public trusts regulators, then
they will perceive the risks to be less than when they do not trust the
regulators. In fact, there is a correlation between low public perceived
risk and a high level of public trust and vice versa. In sum, as the public
becomes increasingly distrustful, the public is increasingly risk averse. 

In this era of declining public trust it becomes increasingly difficult to
communicate risks. This is particularly the case when public distrust
is combined with elements of scientific uncertainty. Yet, that said, good
risk communication is still possible. In this book, using four case
studies that I have independently researched, and which I have written
up and had peer reviewed and published in different risk journals,
I identify a series of methods of how to best communicate risk in
what I call a ‘post-trust society’. 

This book has been more than six years in the making. The idea for
it originated when, as a Reader in Social Geography at the University
of Surrey, I stumbled upon the concept of social trust and risk via the
work of Professors George Cvetkovich and Timothy Earle (both at

 Early 1980s Mid-1990s 

Finland 65 per cent 33 per cent
Germany 51 per cent 29 per cent 
Spain 48 per cent 37 per cent 
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Western Washington University) in their most interesting book
entitled Social Trust: Toward a Cosmopolitan Society.10 Through reading
this book and subsequent weeks spent in Bellingham working alongside
Professors Cvetkovich and Earle, we all felt there was a need to work
collaboratively on trust. This led us to establish the Bellingham Inter-
national Social Trust (BIST) meetings and the publication of our book
Social Trust and the Management of Risk in 1999.11 Following these
meetings, I took the view that it was necessary to somehow bring
together the trust literature with that of risk management so as to, in
effect, reconceptualize the trust concept. In this effort I am intellectually
indebted to Professor Ortwin Renn (University of Stuttgart) for both
his and Levine’s seminal article on trust12 as well as his risk manage-
ment/types framework.13 The definitions of trust that Renn and
Levine put forth in their article, along with his risk management
framework underpins the conceptual thesis of this book. To move
this theoretical project forward I requested a sabbatical from the
University of Surrey, which was duly granted. For this I am extremely
grateful to Professor Roland Clift, the Director for the Centre for
Environmental Strategy at the University of Surrey. For the Sabbatical, I
spent the academic year 1999–2000 at the Harvard Center for Risk
Analysis, Harvard School of Public Health. It provided an intellectually
rich environment for pursuing this work. Professor John D. Graham,
the then Director of the Centre, offered insights and support at every
step of the way. In addition, Professor Jim Hammit and Dr George
Gray encouraged the fruition of this project, being extraordinarily
generous with their time and offering fresh ideas and lessons from
their own research. 

Upon my return to the UK, I circulated parts of draft chapters to a
number of academics most notably: Professor Asa Boholm, (Goteborg
University), Professor E Donald Elliot (Yale Law School), Professor
Sven-Ove Hansson (Royal Technical University, Stockholm), Dr Tom
Horlick-Jones (University of Cardiff), Dr Joanne Linnerooth-Bayer
(International Institute for Applied Systems Analysis), Edward Taylor
(Wall Street Journal Europe; he also thought up the title for the book),
Professor Kip Viscusi (Harvard Law School), and Dr Perri 6 (University
of Birmingham) all of whom provided useful comments. Following
an appointment to King’s College and the establishment of the
Centre for Risk Management, I was forced to put the book in a desk
drawer where it more or less remained until January 2004 when the
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book was redrafted. The rewriting of this book was most ably aided
by two expert editors at King’s College, namely Howard Fuller and
Rebecca Oxley, both of whom polished the English and sharpened
some of my intellectual arguments. 

The completion of this book would not have been possible without
the support of a number of funding bodies most notably: the Centre
for Technology Assessment in Baden-Wurttemberg, Harvard Center
for Risk Analysis–Harvard School of Public Health, Pfizer Global
Research and Development, the Swedish Council for the Planning
and Coordination of Research, the Swedish Research Foundation, the
UK Health and Safety Executive and the University of Surrey. 

Throughout my years as an academic, I have been supported by
three mentors, namely: Professor Baruch Fischhoff of Carnegie Mellon
University, Professor John Graham, now at the Office of Management
and Budget, and Professor Ortwin Renn, at the University of Stuttgart.
With regard to this book, they have offered intellectual encouragement,
reading numerous drafts and commenting on a wide array of intellec-
tual ideas, as well as pushing me to complete the final draft and
subsequent publication. To the three of them, thank you! Finally,
the completion of this book would not have been possible without
the support and love of my wife, Laura, and my two daughters,
Anneli and Åsa, to whom this book is dedicated. 

RAGNAR E. LÖFSTEDT
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1 
Introduction and Overview 

Risk communication helps companies, governments and institutions
minimize disputes, resolve issues and anticipate problems before they
result in an irreversible breakdown in communications. Without
good risk communication and good risk management, policy-makers
have no road map to guide them through unforeseen problems
which frequently derail the best policies and result in a breakdown
in communications and a loss of trust among those they are trying
hardest to persuade. Most policy-makers still use outdated methods –
developed at a time before health scares such as BSE, genetically
modified organisms and uranium-tipped shells eroded public
confidence in industry and government – to communicate policies
and achieve their objectives. Good risk communication is still pos-
sible, however. In this book, through the use of a host of case studies,
I identify a series of methods that are being used in a post-trust society.
That said, there is no such thing as a formula for risk communication.
The same risk communication strategy may have different outcomes
depending on the audience, the country, and context in which it is
used. A strategy for managing risk in the USA, for example, may be
wholly inappropriate in a European context. 

Thanks to good risk communication, the Swedish Chemical Inspect-
orate has managed to retain industry and public confidence while
implementing one of the strictest regulatory regimes in the world.
Since 1992, the Swedish Chemical Inspectorate has implemented
one such regime regarding the use of antifouling paints on pleasure
boats. The Inspectorate managed this despite initial opposition from
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the pleasure boat owners themselves, the various national boat and
yachting clubs, as well as the manufacturers of antifouling paints. In
its two rulings thus far (1992 and 1998), the Inspectorate has denied
approval for the use of these paints in any fresh water area as well
as along the entire Baltic Sea coast for environmental reasons. The
overall aim of the Inspectorate is to phase out usage of all marine
craft antifouling paints, from pleasure boats to working vessels. Since
there was less need for such paints on the former, they decided to
concentrate on them first. Anticipating an outcry from the pleasure
boat owners and the yachting clubs that represent them, the Swedish
Chemical Inspectorate invested some time and money communicating
the risks of antifouling paints to pleasure boat owners and their
organizations. For example, in its communications the Inspectorate
argued that antifouling paints are poisonous; they contain toxic
chemicals and heavy metals which kill algae, blue mussels and
plankton. 

The main aim of the risk communication programme was therefore
to help ensure a smooth passage for the antifouling legislation and
to attain maximum compliance among the affected boat owners.
This risk communication initiative had three major components: 

(a) meetings with representatives from boat owners’ associations
and other government bodies to discuss changes in legislation
regarding use of antifouling paints; 

(b) dissemination of information regarding the proposed phasing-out
of toxic paints in Sweden aimed at the boat owners themselves
(for example, information stands were erected at local and
nationwide boat shows such as the annual Älvsjömässa); 

(c) use of the media to explain the reasoning behind the legislative
changes. 

The results of this exercise indicated that the initial dialogue with
the boat-owning associations was not successful. The representatives
questioned the science behind the Inspectorate’s decision, and
argued that there were no realistic, cost-effective alternatives in
place, and also that phasing out the antifouling paints would not
necessarily lead to a better environment. In addition, the boat-owning
organizations pointed out that phasing out antifouling paints
would ultimately not work as boat owners would circumvent the
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legislation by buying such paints from outside Sweden or via the
Internet. 

The second component of the risk management strategy, the
communication with the leisure boat owners themselves, was highly
successful, however. A majority of the boat owners interviewed
favoured the Chemical Inspectorate’s decision not to renew the
licence for antifouling paints along the Baltic Sea either because they
felt that there were viable alternatives or because there would be
environmental benefits in doing so. In effect, the boat owners
upheld the decision made by the Inspectorate. 

Conventional wisdom dictates that stakeholder dialogue is the
best way forward. However, this case illustrates how stakeholder
dialogue does not always lead to the best risk communication
strategy. It shows that when confronted with a conflict composed of
‘low uncertainty’ and complexity (biocides are known to kill algae,
among other things), and when there is trust in the regulator, a
top-down form of risk communication (information transfer) may
be better than dialogue. Indeed, the dialogue process in this case led
representatives of the boat-owning organizations to question the
process of creating the legislation. In so doing, the boat-owning organ-
izations tried to portray the Inspectorate as untrustworthy to the boat
owners. Had this ‘counter’ risk management strategy been successful
in amplifying distrust, the overall chemical risk communication
programme would have backfired.1 

This book focuses on these sorts of issues. It argues, contrary to
popular and political opinion, that dialogue risk communication and
stakeholder involvement in the policy-making process is not the
be-all and end-all of risk management.2 One needs, rather, to proceed
on a case-by-case basis and to test for trust, since whether each party
(industry or regulator) is trusted or not will determine what type of
risk management strategy should be implemented. When one is not
trusted one has to examine why, and then factors such as fairness,
competence and efficiency come into play. 

The book is divided into seven chapters. This first chapter focuses
on the meanings of trust and risk management and concludes by
outlining a series of risk management factors which will be examined
in more detail at the end of Chapters 3–6. Chapter 2 reviews four risk
management strategies (a political regulatory process including
litigation; public deliberation; technocratic/scientific perspective; and
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risk management on strict economic grounds), and summarizes in
detail the background literatures on deliberation, competence and
efficiency. Chapters 3–6 are case studies taken from four different
countries in which the various risk management tools summarized
in Chapter 2 are applied and evaluated. In the concluding chapter,
lessons for theory and practice are discussed, including an evaluation
of some of the factors that influence risk management and the
development of a risk management ‘decision tree’. 

Why this line of inquiry? 

Public trust in policy-makers, industry officials and opinion-shapers
is declining in western societies. Opinion polls in countries such
as Sweden, the UK and the USA all highlight this.3 This decline in
public trust appears to be related to a number of factors, including
social alienation; a lack of social capital; higher levels of education
and greater availability of information resulting in a more sceptical
public; increased scientific pluralism leading to confusing messages;
cronyism in government; growth of citizen activism in an era of
complex and uncertain risks and multiple messengers; regulatory
scandals, such as contaminated blood in France and BSE throughout
Europe; and a hyper-critical media.4 Risk managers are increasingly
aware of these factors. Corporations such as Monsanto and Shell,
both having scored own goals in recent years, are nothing less than
obsessed by them. The public’s lack of trust in regulators, industry
officials and opinion-formers is manifested in the difficulty of siting
and building industrial plants, whether with or without environ-
mental impact, such as chemical plants and wind power parks, as
well as in the difficulty of disposing of obsolete plants (e.g., the oil
storage buoy called Brent Spar: see Chapter 6). 

Risk managers have, over time, re-developed a series of tools or
techniques for dealing with these types of problems.5 The term
‘re-developed’ is used as most of these techniques – such as expert-
based (technocratic) risk management – predate the decrease in public
trust of risk managers. Hence risk managers are trying to re-develop
these tools today, to make them more suited to managing risks effect-
ively and efficiently while at the same time maintaining public trust. 

Risk managers are concerned about declining public trust, which
they regard as jeopardizing the efficiency of the risk management
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process. Indeed, the use of some of these tools, depending on the
cultural setting, was nullified by the public’s mistrust, and in some
cases actually increased distrust. This presents distinct problems for
risk regulators: 

(a) it is much easier to lose or destroy trust than to gain it;6 
(b) in an ‘era of distrust’, the public will turn to other sources of

information and (in many cases) believe this information more
than that provided by the public risk managers, even when the
latter may be more accurate; 

(c) when the public has access to many more sources of information,
such as the Internet and 24-hour television, they are no longer
dependent on policy-makers or risk managers for information.
The result is a more knowledgeable but more sceptical public.7 

A debate now exists about the best way to deal with this decline in
public trust. One view is to decrease public involvement, taking the
view that the public already has too much influence on risk regulation,
resulting in both the wrong types of problems being prioritized and
inefficient decision-making.8 Other risk managers and their advisers
argue that only by increasing public deliberation, from as early as
the risk characterization stage, can public trust be increased, leading
to less public opposition regarding the regulation/measure put in place.9 

There is, however, relatively little discussion of the merits and
deficiencies of these proposed strategies in increasing public trust or
whether they are either culturally or geographically dependent. On
this last point, for example, one could hypothesize that technocratic
risk management would fit better in Sweden, where the political
culture is centralized, homogeneous, and elitist and where conflict is
avoided than in the USA, where the policy-making process is
decentralized and debate is encouraged.10 

In offering solutions to the present regulatory dilemma caused by
public mistrust, the research is based on the following premises. 

1 Regulation is essential: it offers advantages for efficiency as well as
equity. It holds obvious benefits for both public health and the
environment.11 

2 In order to be effective and influential, regulatory bodies need to
have public trust.12 
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3 There is evidence that public trust in regulatory bodies is vulnerable,
uneven and may be declining overall.13 

4 Therefore, there is a need to re-examine the use of the various risk
management tools to help buttress public trust in regulation, but
without inducing a false or unwarranted degree of confidence in
public management.14 

Trust 

Trust provides us with the lubrication to ease inherent frictions
between society and its regulators. This concept, as defined below,
helps us explain why public and interest groups15 have more confidence
in some risk management strategies (partially dependent on their
cultural and geographical background) than in others. 

So what exactly is trust? In a recent literature review, Kramer and
Tyler noted that there are no fewer than 16 definitions of the word.16

Trust can be an expression of confidence between the parties in an
exchange transaction and can either be process/system or outcome-
based. This book argues that it is both. In some cases, for example,
the public will trust regulators even if they do not agree with a regu-
latory decision, as long as they understand the process itself to be
credible (i.e., fair, competent and efficient). In most cases, however,
the public judges regulators on their past decisions (outcomes). If the
public perceives the regulator to be competent, fair and efficient
(the so-called three dimensions of trust) based on previous decisions,
the public is highly likely to trust these regulatory bodies in the future.
This approach to trust would seem the most useful. As Anthony
Giddens argues: ‘Trust may be defined as confidence in the reliability
of a person or system, regarding a given set of outcomes or events,
where the confidence expresses a faith in the probity or love of another,
or in the correctness of abstract principles (technical knowledge).’17 

For our purposes here this rather general definition will need
further refinement. Trust can be seen as a ‘complexity reduction
thesis’: that is, ‘trust’ means acceptance of decisions by the constituents
without questioning the rationale behind them. In such a case
constituents are in effect asking to accept a ‘risk judgement’ made by
the regulators.18 In using this definition, trust becomes something
regulators should strive for. It is always easier to trust than to
distrust. In order to understand how the three dimensions of trust
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(fairness, competence and efficiency)19 affect modern day risk
management, it is useful to look at them in more detail. 

Fairness 

Impartiality and fairness (also one of the main factors of deliberation)
are important elements of any regulatory decision that will have an
impact on public trust, and are cornerstones of a just society. There
are two ways to measure fairness in regulation: either via the process
itself or through the outcome of the process. Fairness is usually
defined by a view of the process or outcome as being impartial. Did
the regulators take everyone’s interests into account, not solely those
of certain powerful industrial bodies? If the regulators are not seen as
impartial or fair they are unlikely to gain trust. In such cases delibera-
tive mechanisms including public or interest groups may be needed
to build trust. For local disputes, public participatory measures are
appropriate, but for national – and in particular international –
disputes, interest groups need to be involved. It must be said that
involving interest groups in the risk management process is a high
risk strategy, as they may seek to unduly influence a process to fulfil
their own ends, and there is therefore no guarantee of a successful
outcome. Careful management of the process is essential. 

Competence 

Public perception of risk managers’ competence (one of the underlying
variables of technocracy) is viewed by researchers as the most important
component of trust.20 The easiest way to measure regulators’ compe-
tence in a specific process is to evaluate it. Did the regulators handle
the process as proficiently as possible? Did the risk managers have
the necessary scientific and practical background to deal with the
range of issues associated with the process? If the regulators are not
seen as competent, thereby compromising trust, additional expertise
may need to be brought into the process (e.g., scientific advisory
boards). 

Efficiency 

The third component of trust is efficiency and this can be viewed as
how taxpayers’ money is used in the regulatory process (saving lives
or safeguarding the environment).21 The efficiency argument is
particularly important during periods of economic stress, when levels
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of government expenditure have significant effects on the public’s
welfare and state of well-being. The concept of relating efficiency to trust
is underdeveloped because in many cases what the economists and/or
technocrats see as inefficient, such as spending public funds on cleaning
up contaminated land sites (e.g., the USA’s Superfund project), is seen
by the public as very important for reasons other than efficiency. 

* * * 

These three trust factors are closely tied to the three risk manage-
ment tools that are highlighted in this book, namely deliberation,
technocracy/expert and efficiency/rational. They will be referred to
frequently over the next few chapters. 

The role of trust in risk management 

Only in the last 20 years have researchers focused their attention on
the link between public trust and the management of risk in North
America and Europe. The reasons for this research field being
explored so late are outlined below: 

1 Risk perception itself, as applied to technological hazards, was not
popularized until the late 1960s. The research area was dominated
by the so-called ‘psychometric paradigm’ in which psychologists
focused on the reasons/factors why people were concerned about
some risks more than others.22 Hence, because the risk research
field was only discovered later, it should not be surprising that
the risk perception trust link was not popularized until recently. 

2 In the USA, with a dynamic culturally-oriented competitive climate
and a political tradition of ‘checks and balances’, there was little
need to examine the role of trust in the risk management process
as the risk management regulatory system was inherently based
on distrust.23 In effect there were elements of distrust in most of
the bodies involved with regulation. The regulators would sue
industry for not complying; industry would sue the regulators as
they found the regulators too tough, and environmental groups
would sue the regulators for being too lenient on industry and
industry for not complying. 
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3 In Europe, the opposite was the case. Regulators had no reason to
believe the public would not trust them; the issue hardly arose
since regulation was based on some form of consensus in which
the regulators and industry were seen to have the public’s best
interests at heart.24 

Researchers, as well as risk management practitioners, took an interest
in the field in the 1980s and 1990s when they started to find correl-
ations between high public perceived risk and high distrust, and vice
versa.25 Regulators realized it was now in their best interest to build
up trust with the general public. Doing so would reduce conflict,
leading to the regulatory process becoming more efficient. 

Following the publication of these findings, risk researchers regarded
trust as one of the most important dimensions for understanding
publicly perceived risk. These research findings further increased in
importance for risk managers when European pollsters in the mid to
late 1990s showed a decline in public trust towards government
institutions. Based on the public’s distrust of policy-makers, opinion
formers and industry, it is not surprising that the public increasingly
felt unsafe, although society on the whole has never been so risk
free, due to a series of factors ranging from pasteurization of milk to
clean drinking water and the invention of penicillin.26 

This prompted researchers to examine how public trust in industry
and government can be built up. In many cases, the findings made
stark reading. In a survey of the US nuclear industry, for example,
researchers concluded that because it systematically misled the
American public for so long, the industry deserved to be mistrusted.
With such a legacy of deception it was unlikely public trust towards
this sector would increase in the foreseeable future.27 Other researchers
pointed out the reverse, however: no matter how great the level of
distrust, through the involvement of the public and interest groups
(e.g., via deliberation) in the policy-making process it is possible for
public trust in policy-makers to increase.28 

In summary, for risk managers the research showed that there was
a link between high perceived risk and high distrust (and vice versa);
and also that regulators (particularly in Europe) were trusted less and
less. Based on these and other related findings, regulators started taking
the whole area of risk communication, public perception of risk, and
the role of trust in the management process much more seriously. 
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The conceptual ideas of this book 

Conceptually this book tries to develop some of the theoretical risk
ideas present in both the trust and risk management literatures. For
the sake of argument these ideas or risk factors are grouped under the
following headings: 

• context of the decision-making process 
• behaviour of the risk managers 
• perception of the actors involved 

The ideas and factors can be summarized as described below. 

Context of the decision-making process 

In a high public trust, high/low uncertainty risk situation, deliberative risk 
management strategies are not required 

Deliberation, if used incorrectly, may in effect increase public/
stakeholder distrust in the policy making process. This argument
goes against many of the current views held by research bodies
and institutions such as the European Commission. These bodies take
a carte-blanche view arguing that deliberation is in one way or
another always good. I argue, however, that deliberation works best
in situations when the public does not trust policy-makers, opinion-
formers or industrialists because they are seen as unfair or partial.
Deliberative techniques are not useful when there is already high
public trust in the regulatory process, even when decision stakes and
uncertainty levels are high. In fact, deliberation in such a situation
may in effect lessen public trust of the regulator. In such cases,
regulators should refer to experience: that is to say, they should
implement the risk management strategies they have used previously,
as these strategies in the past have led to public trust. 

In a low public trust situation, a risk management strategy (strategies) 
will need to be implemented, but the strategy selected depends on the 
reasons for the distrust in the first place 

As stated earlier there are three dimensions of trust: if the public
sees the regulator as incompetent, some form or shape of expertise
(technocracy) is required. If regulators are seen as unfair (partial),
then some form of deliberation is required. If the regulator is seen as
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inefficient by the public, then rational risk (economic) mechanisms
are necessary. In effect, the regulator/industry in question should
‘test for trust’ and, if distrusted, uncover why and act appropriately. 

Deliberative techniques can help create public trust regarding a 
contentious risk management issue, if public distrust has something 
to do with partiality, but are expensive and time-consuming 

In cases where the public perceive the regulators as partial, one of the
more effective (yet most expensive) ways to increase public trust in
the policy-making process is to include them in it. Deliberation may
work under these specific circumstances, particularly at the local
level where the public is involved (and when interest groups are kept
out), assuming that the outcome of the process is adopted. 

Behaviour of the risk managers 

In high distrust situations, charismatic individuals are extremely helpful in 
negotiating successful deliberative outcomes 

In many cases charismatic individuals can make or break outcomes.
This may seem to be an obvious conclusion for risk managers involved
in the regulatory process. That said, often regulators have not
attempted to involve such charismatic individuals, either because they
are not seen as necessary, or because, for one reason or another, the
charismatic individuals do not want to become involved in the policy-
making process in the first place. 

In any regulatory/risk management process the political actors, be they 
local or national, have to support the final outcome 

If this is not the case, then the final outcome of the process may be
worse than if nothing was accomplished. If an agreement is made
via the involvement of interest groups, experts or the public, and if
the process is acrimonious and contentious, then the political actors
should be publicly supportive of the outcome of the process to help
heal possible divisions among various actors, thereby unifying the
community. If the policy-makers, after an acrimonious and conten-
tious struggle, do not support the outcomes of the risk management
process, the wounds can remain and the community may stay
divided, thereby leading to greater public distrust in the process as
a whole. Arguably, the public distrust in the divided community
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may then be stronger at this final stage than before the risk man-
agement process even started, as the process led to seemingly false
expectations. 

It is not enough to assume the regulator has public trust; the regulator 
also has to test and see whether there is public trust 

Some regulatory bodies assume they have trust, while others (including
several US regulatory agencies) assume they are not trusted by the
general public and/or industrial interests.29 The issues are never as
clear cut as this. In situations where regulators assume they are not
trusted, and when in fact the opposite is the case, risk managers
may involve interest groups in the policy-making process, thereby
complicating it. To cope with such situations, regulatory bodies
should test, preferably via face-to-face, in-depth interview surveys,
on a frequent basis to see whether they have public trust; and, if they
do not have it, they should try to discover why not. 

Proactive regulation is more likely to gain public trust 

Proactive regulators, who act before a crisis is at hand, can increase
public trust. Those regulators who act retrospectively and end up
‘fire-fighting’ with a wide array of interest groups will only increase
public distrust. In acting thus, a policy vacuum occurs.30 In many
cases this vacuum is quickly filled by interest groups who will pursue
their own agendas, possibly undermining regulators and thereby
creating public distrust.31 

Perception of the actors involved 

Interest groups will in many cases try to create public distrust of 
regulators which in turn can lead to failures of the risk management 
process 

Related to the above, interest groups by their very nature want to
promote their own interests (whether halting the construction of
a waste incinerator or protecting the environment in general), and
the most effective way to do so is to promote distrust in those
institutions that are in charge of the issue in question (usually
regulators and industry). In many cases, the less interest group
involvement, the more successful the outcome of the proposed
strategy will be.32 
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Interest groups are needed, however, when the regulator is not seen 
as impartial and when one is dealing with national or international 
regulatory issues 

In some cases the regulator is not impartial. In such cases the public
or interest groups are needed to participate in the regulatory process
to ensure that it is fair. With regard to local regulatory issues it is
usually enough to have some form of public participation (be it
citizen panels, juries or advisory boards). However, when dealing
with national or international regulatory issues in which the regula-
tor is seen as unfair, interest groups will be needed even if they may
actually promote more distrust in the risk management process, as
the involvement of the public on national or international issues is
simply impractical. It should be made clear that involving interest
groups in these cases is a high risk strategy. Public trust may be
created, but may also be destroyed. The alternatives, however, are
no better. If interest groups are not asked to be involved, they will
inevitably choose to be so anyway with results leading to predictable
distrust. 

* * * 

These conceptual ideas will be discussed here with regard to four case
studies. Prior to this a review follows of the four major intellectual
perspectives in the field of risk management which underpin this
book’s conceptual foundations.
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2 
A Review of the Four Risk 
Management Strategies 

Introduction 

Risk management encompasses a series of strategies or models. Max
Weber, for example, defines four risk management ‘ideal types’: 

(a) political regulatory process, including litigation; 
(b) public deliberation; 
(c) the technocratic /scientific perspective; 
(d) risk management on strict economic grounds.1 

These ideal types can be represented graphically (see Figure 2.1). This
graphic illustration originates from Parson’s description of society,2

which was then developed and refined by Ortwin Renn in a number
of articles in the 1990s (the one published in German in 1996 is the
most significant).3 

The four regulatory ‘ideal types’ 

These ‘ideal types’ are customized to fit individual nations’ needs but
have different histories and came into the risk management fold
at different times. Of the four ideal types the latter three diverge
from the first, the political regulatory process. This is the standard
form of making regulations and is composed of a number of stages
including: agenda setting, decision-making, implementation and
evaluation of the regulation. The political regulatory process is centuries
old, having been implemented in different ways in western nations.



16 Risk Management in Post-Trust Societies

What happened over time, however, was that the standard political
regulatory process became increasingly questioned. The US public,
concerned about regulatory capture, for example, began showing
less confidence in technical or scientific elites.4 Likewise, following
a number of scandals throughout Europe, Europeans began trusting
regulators less and less and environmental NGOs more.5 On the
other hand, some academics argue that present day regulators are not
aware of risk-versus-risk issues in setting standards6 and that the
regulatory process should therefore be more scientific. Others point
out that the present regulatory environment is simply too costly,
whether in terms of the electromagnetic fields in Sweden7 or cleaning
up Superfund sites in the USA.8 These and other academics, policy-
makers and a variety of stakeholders, converging from many viewpoints,
began proposing different forms of regulatory strategies or ideal
types borrowed from different societies and cultures. As discussed
above, these ideal types can be grouped in three separate categories

ECONOMIC BALANCING

REGULATION

Political Structure Settings

Efficiency

Knowledge
Competence 

Values
Fairness

Legitimation

TECHNOCRACY

• Risk Minimization
• Best Technical
 Solution

DELIBERATION

Figure 2.1 The four ideal types of risk management (© Ortwin Renn, reprinted
with permission)
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and they each have very different histories which have shaped their
use in present day regulation. 

Public and stakeholder deliberation 

History 

As long ago as ancient Grecian times, citizens participated in policy-
making. Similarly, direct democracy rather like the Greek model
was also practised in a few small cantons in central Switzerland in the
thirteenth century.9 In addition, there were signs of citizen involvement
in the policy-making process in the early Renaissance in the free
‘city-states’ of Italy (such as Venice).10 It was not until the Enlighten-
ment period, however, that the fundamental elements of democracy,
division of power and equal opportunity for political action (such as
voting and running for political office) were articulated.11 

After the revolutions of the late eighteenth century in America and
France, public involvement in the policy-making process became
firmly established in both western Europe and North America, in
theory if not always in practice. Lowi, for example, argues that
participation has been a recurrent theme in American history, with
demands increasing over time as the role of government expanded.12

Referenda, for example, a formal interest representation at the
national level, developed in the early part of the twentieth century.13

Following the Second World War, participation in the policy-making
process continued to grow after the Administrative Procedure Act
was passed in 1946. This called for due process and gave the public
greater rights to comment, and gave opportunities for hearings. The
1966 Freedom of Information Act granted similar privileges. These
Acts are termed the ‘old’ school in which participation was seen as
a privilege, with only the organizations which had better resources
being able to partake.14 

The ‘new’ school of public participation arose with the federal
administrative process of the 1960s and 1970s.15 During these years
wide public participation was seen as a necessary element in many
federal statutes, and was viewed as an important contribution to
democracy and to the quality of the decision-making process itself. 

In Europe, deliberation grew in prevalence in the 1970s when it
was used as an aid to urban planning in many communities.16 The



18 Risk Management in Post-Trust Societies

purpose here was to use deliberation techniques to better understand
(and incorporate into the decision-making process) public values
and preferences.17 This work led to the development of various
public participation techniques ranging from consensus conferences,
to advisory panels and citizen juries.18 

Present day deliberation 

In this book deliberation is used to refer to an exchange of ideas
between the public and interest groups with policy-makers and industry
representatives. More specifically, it refers to the involvement of the
public and various interest groups in a multilevel framework which
characterizes the risk to be managed.19 

Deliberation has four main purposes:20 normative democracy, equity
and fairness, more effective risk communication, and relativism of
knowledge. 

Normative democracy 

Some advocates see deliberation as a good ‘democratic value’,
regardless of whether it fosters competent or trustworthy decisions.
It breeds better citizens, gives an affirmation of belonging and is
necessary for overall system stability.21 In effect, participation can
enhance the responsiveness and legitimacy of public institutions.
Otherwise, Harvey Brooks argues, the ‘modern nation risks being
no longer recognizable as a democracy, either representative or
plebiscitary, if more and more areas are excluded from public parti-
cipation because of technical complexity’.22 Or, as one of America’s
‘Founding Fathers’, James Madison, emphasized in his Federalist
Paper No.10, public participation is essential for sound government.23

These advocates take the view that it is necessary to have public
participation to keep democracy alive. Referenda (most popular in
California and Switzerland) or ‘New England Town Hall meetings’
are examples of using the public participation approach as a way of
engaging in democracy. 

Equity and fairness 

Another purpose of instigating deliberation is for equity and fairness.
Public participation levels the playing field by providing citizens
with an opportunity to influence their representatives. This is perhaps
more of an ideological perspective, however, and its proponents argue
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that in a naturally uneven capitalist society risks are affect poor
people proportionally more.24 Through public participation, the public
can help influence the distribution of wealth. Deliberation is therefore
needed to prevent capitalists from exclusively directing public goals.
Capitalists, they argue, cannot tell us what is an intolerable risk. With
deliberation, the affected public can help decide which burdens are
tolerable. In this process people’s values and the concept of fairness get
due consideration.25 

More effective risk communication 

In both Europe and the USA, using deliberation did not become popular
in the eyes of risk managers until the advent of dialogue risk commu-
nication in the late 1980s, following a significant amount of research
by UK and US based academics.26 

In the area of risk communication, practitioners as well as researchers
began discussing the need for dialogue, or reciprocal risk communi-
cation, in the late 1980s.27 Contemporary studies indicated that the
most common form of risk communication, ‘top-down’, was not
successful in alleviating public fears. The public simply did not seem
to be influenced by top-down risk communication programmes.28

The main reasons identified for this failure were poor communication
among the experts themselves, and their contemptuous response to
public opposition.29 This contributed to increased public mistrust.30 

The development of dialogue risk communication techniques was
welcomed among both industry and regulators, especially in the USA.
Industry and local and federal government regulators, frustrated by
the difficulties of siting plants and dumping and burning wastes,
were keen to learn how to increase public trust via more active
engagement, as well as gain information on the affected citizens’
preferences by involving them directly in the policy-making process.31

It is because of its perceived ability to increase public trust that dialogue
risk communication is so very much in vogue.32 Public/interest group
participation is identified as important in rebuilding the legitimacy
of the decision-making process33 and has prompted an expansion of
university-based centres on risk communication and consultancies.
In Europe particularly, there is a rush by industry to establish
deliberative risk management following the 1995 Brent Spar crisis
(see Chapter 6).34 
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Relativism of knowledge 

Another impetus to the establishment of deliberative procedures came
from the relativism of the knowledge area, where researchers saw
deliberation as a strategy to increase scientific knowledge. Academics,
including sociologists Alan Irwin and Brian Wynne, questioned the
expertise of scientists and other so-called experts on complex, highly
uncertain hazards such as BSE and nuclear power. They pointed out
that in many cases the affected publics had more knowledge about the
causes, consequences and effects of a certain hazard than the experts.35

Others argued that the use of public participation techniques supplied
decision-makers with more comprehensive information on social
values36 and was critical in bringing about a re-examination of the
problem definitions underlying American politics.37 In effect, the
work emphasized the importance of taking anecdotal information
into account. 

A widely reported study was Wynne’s on Cumbrian sheep farmers
who had seen their sheep contaminated by radiation after the
Chernobyl accident. His research showed that the procedures for the
affected sheep provided by scientists at the Ministry of Agriculture
Fisheries and Food (MAFF) and other government bodies did not
consider the sheep farmers’ local knowledge. Instead these scientists
expressed a high degree of scientific certainty about the declining
levels of radiation in the sheep in the medium to long term. As a result
farmers, who felt that MAFF’s advice was wrong, found themselves
unable to argue against scientists on ‘merely’ a common sense
approach. Time went on and radiation levels in the sheep did not
decrease as the scientists confidently predicted; their own credibility,
however, did. It also became evident that the farmers’ knowledge
was more useful in explaining why levels of radiation did not decline.
Wynne therefore concluded that the public and other stakeholders
should be more involved in risk management decisions.38 

Different forms of deliberative techniques39 

Deliberation comes in different forms. There are citizen advisory
boards where selected citizens are asked to participate and advise on
a risk management process; citizen panels and citizen juries where
citizens are randomly selected to participate in a risk management
decision process which may adversely affect them (e.g., building
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a waste-to-energy incinerator in the North Black Forest: see Chapter 3);
or industry may choose other routes such as initiating dialogue
processes with influential interest groups as a part of the risk manage-
ment process. 

Disadvantages of the deliberative approach 

Rossi40 and others (particularly Coglianese) suggest that the deliberative
process (at least in the USA) is a relative failure. There are several
reasons for this. Research has shown that more deliberation in the
policy-making process leads to public mistrust of policy-makers and
the government as a whole; they only become more aware of how
staid and ineffective bureaucrats can be. Some scientists and experts
criticize deliberation, as they see no reason why the public, whom
they view as under- or misinformed, lost, bewildered, overtly self-
interested or simply apathetic, should participate in policy-making41

at all. In addition, the popularity of the deliberative process in the
1990s has resulted in more work for government officials and a less
efficient practice. Bureaucrats concerned about transparency have
now begun to retreat from public meetings, favouring memos and
informal discussions.42 The participatory process is also criticized
for requiring the public to assimilate a lot of information about the
particular issue being deliberated, which can lead to divergent rather
than convergent views.43 

Technocracy and rational risk: symptoms of centralization 

History of the technocratic approach 

It is difficult to determine the exact history of the technocratic
approach. Its proponents take the view that risk management should
be left to the elites, led by science and strict peer review. Thus its origins,
it can be argued, are that of advising regulators. It can, for example,
be seen in the civil servants in France and the UK.44 

Viewed this way, however, technocratic risk management strategy
is no different from the political regulatory process described previously.
Both have elites and both make regulations. It has been argued,
however, that technocracy is based on expert involvement in the
policy-making process, referred to as ‘expertocracy’. From this perspec-
tive the field has its origins in the establishment of expert advisory
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agencies and councils. Although these agencies and councils existed
in some nations for many years45 they did not become very popular
until the 1970s, with the advent of social regulation and the formation
of a wide range of federal regulatory agencies such as the Environmental
Protection Agency (EPA). At that time these agencies were forced to
make explicit trade-offs between regulations’ economic costs and risks
to environment and public health. This was fuelled by a number of
controversial decisions in the chemical and public health area
ranging from Love Canal to 2,4,5-T herbicide regulation.46 In the UK,
USA and elsewhere, the use of expertise in and outside government has
grown tremendously, as scientific pluralism has increased due to lack
of public trust towards regulators and increased scientific uncertainty
regarding minute risks (e.g., genetically modified organisms and
radiation from mobile telephone handsets).47 

Experts advising the various federal agencies can be inside or outside
government. For example, the EPA has its own Scientific Advisory
Board (SAB), staffed largely by academics. Arguably the SAB should
be seen as working within government, and funded by government.
There are also experts outside government who provide advice to
the EPA, which they may or may not take. These experts may be
independent academics or staff members of environmental groups
that may criticize an EPA decision (and perhaps even sue the agency)
or provide alternative advice for a fee or free of charge. Those experts
that work within government, such as senior scientific civil servants
or members of the EPA’s SAB, are referred to here as the ‘technocracy’. 

Current use of technocratic risk management48 

Proponents of the technocratic perspective feel risk management
should be left to the elites/experts advising government ministers
and policy-makers with minimal or no public involvement. Only
through strong science-led, expert advice and strict peer review will
risk management ultimately work. Technocrats/experts want risk
managers (civil servants) to create outcomes that citizens, after careful
deliberation and training in relevant sciences, would want the
government to produce.49 They see themselves as delegated agents
of lay citizens who lack the time, expertise, resources and cognitive
capacity to make complex risk-management decisions. 

Notions of fairness as well as efficiency are important for technocrats.
Technocrats are sceptical of stakeholder-based decision-making as
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well as decisions based on opinion polls and/or raw popular opinion.
Involving the public and interest groups in a deliberative fashion can
lead to inefficiencies both in time and funds, wrong prioritization of
the hazards to be managed, and unforeseen difficulties, all of which
breed distrust. By leaving risk management to experts, who know the
issue better than anyone else, society benefits.50 Nevertheless,
technocrats argue that some form of public participation is needed
to ensure accountability, and to force technocrats/experts to formulate
decisions that are understood by the public.51 The technocrats are
experts. They know the area that they are set to regulate better than
any other. They serve as advisers to civil servants and ministers via
expert advisory councils and agencies. They are not part of the poli-
tically appointed establishment, but are rather a politically insulated
bureaucracy or expert unit that is assigned to deal with risks. 

The technocratic risk management approach is well mapped out
by John Graham, who argues that regulation of environmental and
health problems should be based on the following criteria:52 

• scientific expertise indicating that exposure to identified pollu-
tants can represent significant harm to the environment or human
health 

• environmental problems identified should be prioritized by some
type of ‘comparative risk process’ so as to ensure efficient use of
resources 

• to avoid risk–risk trade-offs, the proposed regulation should
reduce the risks of the pollutants targeted to a greater extent than
they increase other risks to the environment 

• economic costs of the proposed actions must be reasonably
related to the degree of risk reduction 

In summary, regulatory reforms should be based on risk criteria
drawn from economic and scientific spheres. By doing so regulators
are not drawn into populist regulatory arrangements which may
satisfy the concerned public, but could have negative effects on the
environment as a whole. Examples of such legislation are the US
EPA’s strict regulatory policies on toxic chemicals in the soil and
asbestos in buildings, which are arguably low actual risks, while it
ignores substantial environmental problems such as indoor air
pollution.53 The technocratic approach, as advocated by Breyer, is to
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avoid inconsistencies caused by public and interest group opinion in
the regulatory structures. 

Policy-makers and regulators tend to favour the technocratic risk
management perspective. It is more efficient (both in terms of time
and money) than the deliberative approach and less controversial
than the economic risk management alternative.54 The technocratic
approach is arguably the exact opposite of the deliberative one.
Ruckelshaus, a former US EPA Administrator, argued in the early
1980s that having scientists and experts characterizing the risks and
carrying out the risk assessments would restore the credibility of the
US EPA.55 In other words, cutting out interest groups and the public
from the risk assessment part of the risk management process would
not only lead to more efficient and competent decisions, but actually
to greater public trust in the institution. 

One important aspect of the technocratic approach is the risk–risk
trade-off, to which policy-makers pay too little attention. Graham
and Wiener postulate ‘that efforts to combat a target risk can unin-
tentionally foster increases in countervailing risks’.56 ‘Countervailing
risks’ can range from unintended consequences of public policy to
medical side effects. To reduce the chances of risk–risk trade-offs,
decision-makers need to consider all aspects of any regulatory policy.
Proponents of risk–risk trade-offs note that public-driven regulatory
agendas in many cases ignore the risk–risk trade-off. By adopting
certain regulatory policies, risks in other areas may actually increase.
A good example is the issue of water chlorination. Following risk
studies in the USA which classified chlorination as carcinogenic,
Peru stopped chlorinating the water in Lima in 1991, resulting in an
outbreak of cholera which killed 7,000 people and affected nearly
800,000 others.57 

Technocratic risk management is prominent in each of the countries
discussed in the case studies of this book. The UK, for example, has long
had a political regulatory process with a strong technocratic component
and limited interest group involvement.58 In Sweden virtually all risk
management decisions are taken centrally by representatives from
government, industry, trade unions and some particular groups with
a reliance on expert output, but with little involvement from grass-
root organizations or the public.59 Much of the discussion about
increasing the use of the technocratic approach occurs in the USA: for
example, in 1983 Ruckelshaus proposed risk management based on
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strict scientific criteria as a necessary tool for identifying environmental
threats.60 In the early 1990s a series of bills were tabled in Congress
advocating a risk-based approach for environmental decision-making.
Although these bills have so far been unsuccessful, the indications
are that risk-based criteria are increasingly utilized in government
today.61 

Criticisms of the approach 

There is still considerable debate, however, about whether wider use
of the technocratic approach will work in the USA. Researchers there
state that the system is so fundamentally different, fraught with public
distrust, and hampered by adversarial decision-making that it is
highly unlikely that the approach could function in the same way as
it has in France or the UK.62 Others are more critical of the approach
itself. Among the main problems are the following: 

1 The decision-makers (i.e., Congressmen) see Breyer’s perspective
of the technocratic approach as arrogant, as well as inherently
undemocratic.63 

2 For the process to work, Breyer believes that trust is pivotal. This
is not easily achieved in a litigious society such as the USA, where
there is genuine concern about regulatory capture.64 

3 There are limits to science: some trans-scientific issues cannot be
resolved by science because of ethical, technological or information
constraints.65 

4 Although risk-based policy is entirely rational, some observers see
it as practically unworkable since it involves a systematic under-
estimation of uncertainty, as demonstrated by the implementation
of the Toxic Substances Control Act.66 

5 Critics see the proponents of the technocratic approach as
neglecting aspects of risks related to opportunities for preventing
rather than remedying or abating risks. This is problematic as the
public places a high value on these risks. In other words, the process
is driven by regulatory failure. 

6 Scientific findings can be manipulated to fit the interests of the
agency that sponsored them (e.g., the EPA’s handling of the 1982
formaldehyde decision).67 

7 Agencies have exaggerated the claims of ‘pure’ science. 
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8 Research has shown a strong correlation between agency inaction
and science. This has led to the public remaining unprotected
against recognized hazardous substances.68 

9 Science-based regulatory statutes are a failure to date: fewer than
15 per cent of the necessary standards are promulgated under
science-based statutory mandates. This has led to charges of
scientific incompetence.69 

10 Experts are also fallible, and in some cases there have been
detrimental and fatal consequences (e.g., contaminated blood
in France or BSE in the UK).70 

11 A great deal of agency decision-making cannot be made on
scientific judgement criteria alone, but must be infused with
value judgements which may or may not be morally sound.71 

Advantages of the technocratic approach 

There are several distinct advantages of using the technocratic
approach:72 

(a) it gives credibility to industrial regulation by giving it a stronger
basis in science and economics; in so doing, science plays a vital
role in legitimizing protective regulation;73 

(b) it reduces regulatory dependency on moral and/or legalistic
claims; 

(c) it can block poor regulatory policies, where the costs of the
regulation are significantly higher than possible achieved benefits
to the environment and public health, thereby reducing costs of
compliance; 

(d) it can help solve the regulatory conundrums of the present day
which are by their very nature more difficult to detect. 

History of risk management on strict economic grounds 
(development of rational risk policy) 

There is a long history of taking costs into account in developing
health, safety and environment regulations. In the UK, for example,
a concept entitled ‘Best Practicable Means’ (BPM) was first used with
the 1874 Alkali and Clean Air Act. Yet risk management from a rational
risk perspective, adopting strict cost-benefit criteria, was not popularized
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until the 1970s. At that time US policy-makers saw a need for an
economic oversight mechanism to ensure that the emerging envi-
ronmental, safety and health regulations did not place excessive costs
on the regulatees. In the USA, for example, the Nixon Administration
put forward an informal quality of life review process (inflationary
impact assessment), to discern the actual costs of regulations. During
the subsequent Ford Administration this review process became formal-
ized as the Council on Wage and Price Stability. This review process was
more advisory than binding; regulations which ran over cost were
not necessarily ended. 

Next, under the Carter Administration, more oversight was placed
on the regulatory bodies through the requirement of a regulatory
impact analysis, implying the agencies ‘had to demonstrate that the
least burdensome of the acceptable alternatives have been chosen’,74

as well as the establishment of the Regulatory Analysis Review Group.
Under Reagan, the Office of Management and Budget (OMB) took
over the regulatory oversight function from the Council of Wage
and Price Stability. In effect this increased the importance of the
regulatory cost issue as OMB is in charge of setting the budgets of all
regulatory agencies. Coupled with this transfer a strict benefit-cost
analysis was added by Reagan’s Executive Order 12291 to the process.
This has set the criteria for all regulations up to the present day. It
reads as follows: 

Sec.2. General Requirements. 

In promulgating new regulations, reviewing existing regulations,
and developing legislative proposals concerning regulation, all
agencies, to the extent permitted by law, shall adhere to the following
requirements: 

a) Administrative decisions shall be based on adequate information
concerning the need for and consequences of proposed government
action; 

b) Regulatory action shall not be undertaken unless the potential
benefits to society for the regulation outweigh the potential costs
to society; 

c) Regulatory objectives shall be chosen to maximize the benefits
to society; 
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d) Among alternative approaches to any given regulatory objective,
the alternative involving the least net costs to society shall be
chosen; and 

e) Agencies shall set regulatory priorities with the aim of maximizing
the aggregate net benefits to society, taking into account the
condition of the particular industries affected by regulations, the
condition of the national economy, and other regulatory actions
contemplated for the future.75 

This shift in regulatory policy has resulted in increased attention to
the regulatory costs placed on industry.76 

There are similar developments in other countries. In the UK, for
example, BATNEEC (Best Available Technology Not Exceeding
Excessive Cost) replaced BPM in 1990, and is now widely used in the
justification of environmental regulations within the Environment
Agency; while in the health and safety field the Health and Safety
Executive (HSE) still takes into account costs and benefits through
the application of the ‘as low as reasonably practicable’ principle.77

Strict economic criteria are not embraced by all regulatory bodies,
however. For example, the European Union’s Directorate General-
Environment does not regard simple cost–benefit analysis as suitable
for environmental regulation, as environmental and social values
also need to be accounted for. As a way of dealing with the issue,
the Commission in the summer of 2002 put forward a Better Regulation
package in which the Commission advocated a greater use of Impact
Assessments exploring costs and benefits as well as social and
environmental values.78 

Rational risk policy holds that there is only a limited amount of
funding available for risk management and this should be used in
the best possible way. It differs from the technocratic approach on
two accounts. First, the economists want risk managers to create
outcomes that would be created by perfectly functioning markets (if
such markets existed). To them only efficiency counts and there is
no room for public or stakeholder involvement. Second, the economists
argue for risks to be individualized. The individual should decide
whether it is worthwhile taking a risk or not. By putting warning
labels on cigarettes, for example, individuals should arguably know
that by smoking, they increases their chance of reducing their
lifespan because of lung cancer. In a free market with warning labels,
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individuals can decide which risks to take and which not to. In such
a society, insurance, is also a major factor. If individuals feel exposed
they can take out insurance, thereby hedging their exposure.79 

Leading proponents of this perspective include Richard Hahn,
Cass Sunstein, Kip Viscusi and Richard Zeckhauser.80 They argue that
current regulations are killing people and costing unnecessarily large
amounts of money. As Dana argues: 

The central thesis of the critique is that government could achieve
the designated ends of environmental regulation at a much lower
social cost by replacing rigid ‘command and control regulation’
with a more market-oriented system of tradeable pollution rights,
pollution taxes, and monetary incentives for pollution prevention.
Proponents claimed that market-oriented reforms would reduce
industry’s compliance costs and government’s enforcement costs.
Moreover, a market-oriented system, unlike a command and control
system, would give industry an ongoing incentive to develop better
pollution prevention technology.81 

Breyer cites an illustrative example in his book Breaking the Vicious
Circle: 

[there was] a case in my own court, United States v. Ottai and
Goss, arising out of a ten-year effort to force a cleanup of a toxic
waste dump in New Hampshire. The site was mostly cleaned up.
All but one of the private parties had settled. The remaining private
party litigated the cost of cleaning up the last little bit, a cost of
about $9.3 million to remove a small amount of highly diluted
PCBs and ‘volatile organic compounds’ (benzene and gasoline
components) by incinerating the dirt. How much extra safety did
this $9.3 million buy? The forty-thousand-page record of this ten
year effort (and all the parties seemed to agree) that, without the
extra expenditure, the waste dump was clean enough for children
playing on the site to eat small amounts of dirt daily for 70 days
a year without significant harm. Burning the soil would have
made it clean enough for the children to eat small amounts daily
for 245 days per year without significant harm. But there were no
dirt-eating children playing in the area, for it was a swamp. Nor were
dirt-eating children likely to appear there, for future building
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seemed unlikely. The parties also agreed that at least half of the
volatile organic chemicals would likely evaporate by the year
2000.82 

The main thrust of Viscusi and Zeckhauser’s argument is that both
the public and policy-makers are prone to certain biases. These
biases, strongly grounded in cognitive psychology (particularly the
work of Kahneman and Tversky),83 are discussed in significant detail
by risk perception psychologists (in particular the work of Baruch
Fischhoff, Sarah Lichstenstein and Paul Slovic in the USA, and
Ortwin Renn and Lennart Sjöberg in Europe), the most common
being:84 

• an underestimation of large risks and overestimation of small
ones 

• greater value attached to eliminating a hazard rather than reducing
the risk 

• greater concern about visible, dramatic and well-publicized risks 
• more concern about low probability, high consequence risk (e.g.,

a nuclear plant accident or a plane crash) than high probability,
low consequence risk (such as a car crash) 

• more concern about artificial than natural risks 

These biases can lead to irrational regulation, affecting daily decisions
of policy-makers. They are illustrated in the EPA example mentioned
above, but they also come through many other Federal policies.
Other examples are seen in the US Food and Drug Administration
legislation where analysis has shown that regulation for new synthetic
chemicals is more frequent than for natural ones.85 

Biases can affect risk management policies in many ways. Irrational
fears among the public caused by these biases, for example, can affect
local and national policy-makers if they perceive that a particular
regulation may be popular among the voting public. This was seen
in Clinton and Gore’s campaign promises to continue funding the
clean-up of Superfund sites in 1996, even though research had
shown this would not be efficient in terms of lives saved.86 

Another issue that rational risk managers see as problematic is
the intentional conservative bias in cancer risk assessments which
extrapolate animal data (e.g., mice) to humans. This, according to
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some researchers,87 has led to multiple errors in overestimating
risk. 

The basis of rational risk policy is the 90–10 principle; govern-
ment regulators may incur 90 per cent of the cost to address the last
10 per cent of the risk.88 Hence, reducing the risk of a particular problem
to absolutely zero is extremely inefficient. Viscusi applies the 90–10
hypothesis to the Superfund case example. His calculations show
that the first 5 per cent of expenditure eliminates 99.46 per cent of
the total expected cases of cancers averted by hazardous waste
clean-up efforts. The remaining 95 per cent of the expenditure leads
to virtually no health risk reduction.89 Moreover, these calculations
show that the mean value of a life saved by the Superfund clean
up is a massive $11.7 billion. Critics point out, however, that this
calculation focuses on existing and not future risks. Superfund
was put in place not to remedy existing risks, but rather to prevent
potential risks by cleaning up sources of exposure before a risk is
made real. 

Under a rational risk policy, the cost of saving a life or avoiding an
illness or injury should be the same across all government departments.
When this is not the case, safety is reduced through diverting funding
from effective life-saving activities to less effective ones. Some industries,
due to how the public perceives them, have higher regulatory bands,
as measured per lives saved, than others. The nuclear industry is
notorious for putting forward regulatory measures that would cost
millions of dollars per life saved, and which, if implemented, would
take funding away from road or railway safety where regulatory meas-
ures are more cost-effective. In the USA, for example, regulatory
measures in the traffic sector will only be implemented with a maximum
cost of $3 million per life saved.90 

The proponents argue that rational risk policies, based on economic
criteria, should take precedence over deliberative procedures as bias
in this can, in effect, allow people to die unnecessarily.91 One of the
fundamental reasons for the success of the rational risk approach to
date has been the so-called ‘no losses’ phenomenon, whereby: 

(a) regulatory costs are reduced (no litigation); 
(b) industry does not face extensive uncertainty related to costs and

environmental benefits; 
(c) there is no excessive conservatism in the cancer risk assessments.92 
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Criticisms of rational risk policy 

Rational risk policy has its critics as well, both in terms of the concept
and the instruments used. The most common conceptual criticisms
are set out below: 

1 Notions of outcome equity are not considered. 
2 The costs of regulation may be overestimated. 
3 The process is elitist and unfair: why should economists decide

what risk individuals should take?93 
4 Cost-benefit analysis tends to underrate those risks that cannot be

quantified.94 
5 How does one monetize values in a rational fashion?95 
6 With scientific uncertainty it is impossible to say anything concrete

or quantitative about the benefits of regulation. 
7 Markets are not value free; in fact, Sunstein argues for a distinction

between social and market performance.96 

The instrumental criticisms are as follows. 

1 The difficulty in satisfying the methodological requirements or
data demands sound and reliable comparative risk analysis.97 It is
likely that there is a causation between general and multiple
environmental factors in causing cancer, for example. 

2 As Pildes and Sunstein point out, Willingness to Pay (WTP) and
Willingness to Accept (WTA) are fraught with problems as people
find it very difficult to quantify the costs of abating various types
of risk.98 Similarly, the rational risk management approach does
not take into account social values and norms, and these ‘soft’
issues are not easily quantified.99 

3 Some researchers point out that economists do not have the
proper tools to understand what publics’ preferences are, or how
to best aggregate them.100 

The remainder of this book 

Chapters 3 and 4 discuss the local case studies, namely the siting and
planned development of a waste incinerator and two aerobic digesters
in the northern Black Forest area of Germany and the re-licensing of
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several hydropower dams in Maine. Chapters 5 and 6 focus on two
transnational cases; Barsebäck and Brent Spar, respectively. Chapter 7
summarizes the differences and similarities between the four case
studies, and offers some lessons and suggestions for risk managers in
western societies. 
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3 
Germany and the Waste Incinerator 
in the North Black Forest 

Overview 

This case study examines the proposed siting and building of one
incinerator and two aerobic waste digesters in the North Black Forest
region of Germany. The risk management tool used was that of
deliberation, more specifically a citizen advisory board, and is a good
example of the deliberative approach, since the principal actors
eventually agreed where the waste incinerator should be sited. This
was no easy task. There was a deep, ingrained distrust between the
public and the proposers of the two waste solutions. The public,
media and the local policy-makers, moreover, were initially hostile
to the use of the citizen advisory boards to help find a solution. 

Introduction: the regulatory context 

Germany puts a strong focus on strict political regulatory regimes with
considerable litigation, to a greater extent than the other countries
surveyed in this book. German industry desires regulations to be as
detailed as legally possible, allowing for a minimal number of so-called
bureaucratic afterthought decisions, and therefore giving it an element
of predictability. Regulatory decisions are made by elites on a central or
state (Bundesland) level. Similar to Sweden, principal actors, be they
trade unions, certain favoured environmental bodies (e.g., BUND,
Bundesverband fur Umwelt and Naturschutz Deutschland (Federal
Association for Environmental and Nature Protection Germany)),
and most importantly industrial organizations, are asked to make
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regulatory policy in a consensual style. It is expected that these
groups will take due account of scientific factors and economic
conditions.1 The German regulatory system, as Ortwin Renn calls it,
is a larger version of the American phrase ‘the regulatory negoti-
ation process’.2 

Background 

Political scientists see German regulation as neo-corporatist,3 in which
different interests manoeuvre on an elite level to promote their own
concerns. The roots of the German corporatist approach can be found
in post-war West Germany, where Allied (in particular American)
occupiers encouraged the promotion of a ‘social market economy’. In
such an economy the government is in charge of social obligations,
while economic issues are resolved in the market place. For this to work
properly there needs to be frequent, albeit more formal and structured
dialogue between industry and government, as social and economic
issues are closely related.4 A second consequence of Allied control
was the decentralization of the German state, ensuring a dispersal of
power (formulated by the 1949 Constitution of the Federal Republic
of Germany), which must be understood as a response to the horrific
experiences under the preceding National Socialist regime.5 

If one were to characterize the German risk management system it
should based on the following criteria: 

(a) a federal system where power is dispersed, with consensus among
the legislative and executive authority; 

(b) a clear separation between risk assessment (science) and risk
management (policy); 

(c) an isolation of the policy-making process from public and stake-
holder critics; 

(d) a firm belief that all elite parties should work in the country’s best
interests. 

Consensus among the legislative and the executive 

Like that of the USA, Germany’s political power is distributed. The
country has a federal structure with its power constitutionally divided
between state and national governments. Legislation is passed and
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judged at both federal and state level. German states therefore have
exclusive control in enforcing regulations agreed upon nationally. In
addition, there is considerable competition between the states for power,
prestige and influence. The past 20 years have seen intense rivalry
between Germany’s richest states, Baden-Württemberg and Bavaria. 

Germany has a parliamentary system similar to that of Sweden and
the UK, in which the legislature is controlled by a political majority
acting through a prime minister and a cabinet. Party discipline will
therefore command a parliamentary majority in support of specific
legislation. It has less of a hands-on role in passing regulations in
comparison to the USA, however, simply because there is little
competition between the various law-making bodies. German courts
play no active part in the development of regulations, entering the
law-making process much later than in the USA. Cooperation is the
norm between the various policy-making branches. This relative
stability is enhanced by the existence of a well-developed body of
law governing the conduct of public authorities.6 In addition, unlike
their American contemporaries, the courts seldom play an enforcer role.
Until recently, citizens and special interest groups were unable to sue
regulators or industry over proposed legislations. In effect, the executive
was virtually untouchable by those opposed to the regulatory process. 

In Germany, legal agreements are reached through consensus
between industry and the regulators. German industries demand
legislative perfection, limiting the discretion of the bureaucrats. German
industry is also highly export-dependent and is thus concerned about
the impact of any new regulations on the economy. This ‘preference
for predictability’ is shared by the German government, which goes
to great lengths to accommodate industry. As in the UK, German
regulators feel there is little need for ‘policing’ to ensure compliance
as both bodies are working in the best interests of Germany. 

Of course, the relationship is not always perfect. An example of this
was the recent conflict between the ruling Socialist/Green coalition
and industry regarding the proposed phasing-out of Germany’s nuclear
reactors. The initial reaction to this proposal was hostile from busi-
ness organizations, Liberal and Conservative politicians and large
utilities. Some federal states prepared for court actions, for example,
which, if successful, would have led the government to pay out billions
of euro. It was not until after lengthy negotiations that a nuclear
consensus was reached.7 



38 Risk Management in Post-Trust Societies

Clear separation between risk assessment and management 

In Germany risk assessment and standard setting are entrusted to
different committees, one purely scientific, the other overtly political,
ensuring a clear separation between these two areas.8 The risk
assessments are carried out by technical committees, usually at the
state (Bundesland) level. These committees gather information on
the risk at hand and determine the principles of the risk assessment to
be used. These agencies are functionally separate from the political
wing of the ministry, which is responsible for the risk management
process, ensuring some isolation from possible critics. 

An isolation of the policy-making process from public and interest 
group critics 

In Germany regulation happens behind closed doors at an elite level
involving various industrial bodies, trade unions, regulators and certain
principal actors. These discussions take place at the pre-parliamentary
commission on law formation stage and should not be overlooked.
The 1982 Chemicals Act was, for example, formed with significant
involvement from the German Chemical Industry Association which
worked in close collaboration with expert scientists/academics and
the ministerial administrations. Negotiations were set in motion in 1980
and the law was passed by Parliament in 1982 with minimal alterations.
Meanwhile, neither Parliament itself nor environmental groups played
a significant role; the public, according to Richard Munch, was ‘com-
pletely unaware of all pre-parliamentary negotiations’.9 

Over the last few years, this process has changed somewhat. There
is a greater mobilization of the public through various citizen groups
(Burgerinitiativen Citizen initiatives: an example is discussed in this case),
as well as other forms of social environmental movement such as
Greenpeace-Deutschland which are distrustful of the present policy-
making apparatus.10 Another powerful actor in the German environ-
mental policy-making process is the German Green Party (Bundnis90/
Die Grunen), the present minority partner in the government coalition
led by the Social Democrats (SPD). 

Trust in Germany 

This form of regulatory process is largely successful. The public
largely believes that these elites are working in their best interests,
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ensuring that the German public has a higher standard of living than
most of its European counterparts. Although the public’s level of
trust in parliamentary and government agencies started to fall in the
mid-1980s and throughout the 1990s, it is still high.11 

The regulatory system has also worked well. Although the country
has faced crisis in the past, ranging from widespread forest death
(Waldsterben) in the 1980s, to the Chernobyl crisis in 1986 and
the BSE crisis in late 2000, the incidents have been quickly contained
and dealt with professionally. For example, when widespread forest
death occurred in Germany, caused by sulphur dioxide and nitrogen
oxide emissions in the 1980s, the regulators, in cooperation with
industry, acted quickly to contain it, installing de-sulphurization
scrubbers on all Germany’s coal burning plants at a huge cost to the
utility industry.12 In 1986 at the height of the Chernobyl crisis, caused
by the then Minister of Interior’s lack of competence in addressing
the public’s widespread concern about the spread of the radioactive
fall-out, the Federal Government made a quick and politically wise
decision in establishing the Federal Ministry for the Environment,
Nature Conservation, and Nuclear Safety in June 1986. In so doing
the environmental portfolio was lifted from the discredited Ministry
of Interior to a completely new agency devoid of public stigma.13 

The role of the EU and the changing regulatory environment 

Together with France, Germany is historically the most influential
country in the European Commission. It is the economic powerhouse
of Europe and successfully wields this weight to shape European
regulation.14 Being export dependent, Germany believes regulations
passed in Germany which can have an impact on the German economy
should also be passed by the EU (‘cross-national harmonization’),
thereby allowing German industry to remain competitive. There are
several examples of Germany pushing its regulations on to Europe,
ranging from Germany’s recycling laws (DSD), to the phasing-out
of lead from petrol, to EU-wide implementation of the precautionary
principle; these initiatives show mixed results. Until recently a majority
of the regulations passed by the EU were already being implemented by
Germany. This is also changing, however, as the EU is increasingly rely-
ing on a wide array of procedural steps to encourage public participation,
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self regulation and voluntary power-sharing by a number of eco-
nomic actors.15 This new European policy is very different from the
German regulatory model which is more institutionalized in nature.
Germany is trying to get around this EU policy conflict by ‘develop-
ing a strategy that puts stronger emphasis on information, financial
incentives and negotiations as well on certain types of voluntary
agreements’, and in so doing reaffirming the German corporatist
style of regulation.16 Some researchers now believe Germany will not be
able to return to the consensual model which German industry is so
keen to keep. Munch, for example, argues that in an increasingly
‘globalised’ world, with rapid information flows, it will be corres-
pondingly difficult to make regulatory policy at such a consensual
level.17 

The German case, regarding the use of citizen panels to help decide
where to build a waste incinerator in the North Black Forest, is an
example of such a change in regulatory policy-making. Here, the
elites in question realized that decision-making on a centralized level
would not necessarily lead to its acceptance either by local politicians
or the public at large. Local policy-makers and the public perceived
the risks to be high and the benefits low, while the experts perceived
the reverse. This was not unique. Both German and British citizens
are vehemently hostile to siting and building waste incinerators, so
much so that in Germany the government has resorted to exporting
waste to neighbouring countries such as Sweden and Switzerland. 

The North Black Forest case18 

Introduction: the public participation-citizen jury case study 

Between January and June 1996 a public participation panel project,
a form of deliberation, was undertaken in the North Black Forest
region by the Centre for Technology Assessment in Baden Württemberg
Stuttgart, Germany (a not-for-profit think tank supported by the
state of Baden Württemberg, henceforth referred to as the ‘Academy’).
The purpose of the project was to reach broad citizen agreement
regarding a risk management problem, namely the siting of a municipal
waste incinerator and two biological/mechanical municipal waste
disposal plants (aerobic digesters) in the region. Plants such as these
are deemed necessary, as federal legislation has stipulated that all
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waste will need to be treated (either incinerated or aerobically
digested) by 2005 since the country’s existing landfill sites will be
prohibited from taking untreated waste. To reduce the need to
transport waste over long distances to large centralized disposal
facilities, the legislation also calls for a regional network of waste
disposal facilities. 

The project was successful; to everyone’s surprise citizen panels
agreed on three sites within the allotted time. Regional politicians
have not yet implemented the recommendations of the panels,
however, citing new information on excess capacity at waste inciner-
ators in nearby Tubingen and Stuttgart. In this case study I look at
the importance of trust throughout the citizen panel process. The
role of trust and how it evolves is examined from the perspectives of
the panellists themselves, the media, and local policy-makers (here
the term is used for local mayors, local MPs, heads of the various
city/town councils, and heads of the various ministries in the state of
Baden-Württemberg). 

Background 

In 1992 the four local councils in the North Black Forest Region (Calw,
Enzkreis, Freudenstadt and Pforzheim) formed an intra-regional
corporation called PAN (Gesellschaft zur Planung der Restabfallbehandlung
in der Region Norschwarzwald). PAN is made up of representatives of
each county’s Parliament, a governing board consisting of their leading
executives, and a professional staff with backgrounds in engineering,
economics and local planning. It was established to achieve the
intraregional waste plan as stipulated in federal legislation passed by
the German federal authorities (Technische Anleitung Siedlungsabfall).
After setting the issue of waste reduction potential and the selection
of appropriate waste reduction technologies, PAN’s main task was to
identify suitable areas in the region for a waste plant. This was put out
to tender and awarded to a highly reputable engineering company,
Buro Fichtner, in Stuttgart. The study was completed in 1995, and it
identified no fewer than 228 possible sites, of which 11 were deemed
the most suitable. Of these sites, five were considered suitable for
a waste incinerator (called hot) and six for an aerobic digester (called
cold). In 1994 PAN, impressed by the results of Professor Ortwin Renn’s
citizen panel projects in Switzerland,19 asked him and his colleagues
at the Academy to conduct a citizen participation study to help
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identify three sites (two cold and one hot) based on a series of criteria
including suitability for transport, nearness to major municipal waste
sources, and environmental considerations for further exploration. 

Using random sampling techniques, Renn and his colleagues
invited 5,440 citizens from the region to participate in the panels, and
of these 198 accepted and 191 actually participated. The participants
where divided into ten groups, of which four focused on the siting of
the ‘hot’ plant and six on the ‘cold’. Each group was facilitated by
two expert moderators (either from the Academy or recruited exter-
nally). The project lasted six months, during which the participants
considered written information and oral testimony from experts
covering the various waste technologies and geographical information
on the different sites. They also visited the eleven proposed waste
sites, as well as one waste incinerator in southern Germany and an
aerobic digester in northern Germany. 

PAN hoped that with ordinary citizens involved in the decision-
making process the final sitings of the plants would be more publicly
acceptable. It was initially made clear, however, that the panels
would only provide recommendations to PAN, and would have no
legislative power to implement them. 

The citizen panel process was beset by a range of problems. Many
local policy-makers felt they were inadequately informed since
they received information about the proposed sites only very late in
the process (after the assessment of Büro Fichtner was completed and
became public knowledge). In fact, due to a lack of communication
between the various policy-maker levels (e.g., the councillors not
speaking to the local mayors), several of the mayors publicly com-
plained that they received the information only after the panellists.
Unfortunately, this prejudiced some policy-makers towards the
concept,20 creating a lack of trust at the outset of the panel process. It
also made it more difficult to gain political acceptance of the process
once it started. 

The motives of the panellists initially appear to be self-interest (to
prevent the waste plants being sited near their homes or communities);
they were not necessarily motivated to find the best waste management
solution for the region. In addition, although the sample was random,
only about 3 per cent volunteered to take part, raising doubts about
the quality of representation itself. The lack of interest in the citizen
panels by the public (although not in the waste debate as a whole)
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was also illustrated by the low level of attendance at the various
panel processes and the waste issue exhibits arranged by the Academy
in town halls throughout the region. In Horb, for example, only six
citizens turned up even though the event was publicized in the local
newspaper. The mayor of Horb, Michael Theurer, blamed the low
turn-out on poor advance warning and non-evening hours, while
the Academy felt it was more due to a lack of interest. 

In an effort to avoid political manipulation of the panels, individu-
als involved with local and/or national politics were excluded from
participating by the Academy. This further alienated local policy-
makers, many of whom expressed their critical views to the local
press. In areas where there were high concentrations of political
activists they tried to discredit the selection process by noting it was
no longer random since politicians (also citizens) were allowed to
participate.21 

The process itself was also hampered by the accuracy of the
information supplied to the panels. There was a debate in the media
regarding how much waste was actually produced in the region, and if
it was indeed necessary to build two aerobic digesters and one waste
incinerator. Hence many policy-makers argued that the assumptions
on which the panellists were working were flawed. The amount of
waste produced in the region is indeed decreasing significantly thanks
to increased recycling. In the state of Baden-Württemberg, for example,
the average citizen in 1996 produced 263 kilos of waste, only half that
produced in 1991;22 hence, many policy-makers felt the entire project
was pointless, including Michael Theurer. By the year 2005, the
amount of waste produced in the North Black Forest would be small
enough to resolve by alternative means.23 Yet this ignores legislation
put forward by the German government: no matter how much waste
is produced (and the amount of waste should not fall significantly
below present levels), interregional solutions must be in place by the
year 2005. Landfills are no longer allowed. In fact, some experts
argue that the reason for excess capacity at various incinerators in
southern Germany at present is not recycling per se, but rather the
fact that landfill owners are desperate to fill their sites ahead of the
2005 deadline and are therefore undercutting the waste dumping
fees of the incinerator operators. 

Throughout the process, the media played a major role in reporting
the views of the different actors involved in the process. 
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Methodology 

This case study is based on two methodologies: in-depth qualitative
interviews and a content analysis. Specifically, the study is based on
in-depth qualitative interviews with one panellist from each of the ten
panels; interviews with two of the leading policy-makers in the region
(Mayor Michael Theurer of Horb, who was one of the most vocal critics
to the citizen panel concept, and Mayor Sigberd Frank of Pforzheim,
who was also the Chair of PAN, the group that funded the citizen
panels),24 and interviews with members of the Academy who actively
participated in the project. These qualitative interviews with the two
mayors and with the ten panellists lasted anywhere from 50 minutes
to over two hours. The object of these interviews was to explore
in-depth the panellists’/mayors’ feelings towards the citizen panel
project. For the interviews a detailed questionnaire was produced
which was examined and scrutinized by the researchers at the Academy
for both content and clarity. 

The weakness of this aspect of the study is that the sample is non-
representative. I only interviewed ten people for this case. In this
regard, the views expressed by these ten individuals are not necessarily
the same as the views of the other remaining panellists. That said, by
using the in-depth qualitative interviews I was able to uncover a large
amount of information which would not have been made available
via a standard quantitative study. 

In addition a content analysis of all available newspapers in the
region (Schwarzwalder Bote, Stuttgarter Zeitung and Südwestpresse) was
conducted from November 1995 (one month before the start of the
project) until March 1997. The content analysis consisted of examining
all the articles from these local and regional papers written on the topic.
The analysis was greatly helped by the Academy’s media archive. The
purpose of the content analysis was both to gather background informa-
tion for the qualitative questionnaire, and to gauge the media’s attitudes
toward the panels; editorials and ‘letters’ were particularly important. 

The study was conducted when I was seconded to the Academy for
a two-month period in early 1997. The interviews were all conducted
in German by the author. 

The citizen panel concept 

Citizen panels (sometimes called planning cells) originate in
Germany where they have been used since 1972 to give citizens
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a role in local planning.25 Unlike the citizen jury process, in which
the jurors are actually empowered to make decisions for a certain
community, the role of the panellists is to offer advice to policy-
makers. The first test run took place in 1972–3 in Schwelm, Germany,
where citizens took part in the planning of a waste disposal facility.
From the 1970s to the present time approximately 26 cities
throughout Germany have used citizen panels as a method for local
planning, and more than 2,600 adults have participated in these
citizen panels to date. Citizen panels are not problem-free, how-
ever. They are not useful in helping to solve disputes where major
inequities between social groups or regions are present. Additionally,
as the panellists are not responsible for their actions (they only
provide advice), they cannot be relied upon for accountability or
long-term planning. 

Results 

The results of this case study are divided into several parts. Although
all the data were gathered retrospectively, the survey instrument
used in the interviews covered the panellists’ and policy-makers’
views before, during and after the process and the results follow this
format with a particular reference to the role of trust. The first part
focuses on the panellists’, policy-makers’ and media’s views on the
citizen panels and the actors involved (PAN and the Academy) at the
outset of the process. The next part focuses on the policy-makers’,
panellists’ and the media’s views during the process itself; while the
third part looks at the same groups’ views toward the process once
the citizen panel project was completed. The final part describes the
current situation. 

Views at the outset of the process (November 1995–January 
1996) 

With the exception of PAN, which funded the process and therefore
supported the Academy, the other actors were either neutral or
somewhat sceptical. A person from one panel said:26 

I only wanted to participate to make sure that we didn’t get a
disposal facility in our village. In fact, I was sure that most of the
people who signed up felt the same way. They all came from
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communities where a site was proposed and I guess that even
though they were sceptical, maybe they felt they could do some-
thing useful for their respective villages. Who in their right mind
would want a waste treatment plant next door anyway? 

(Heike, Nagold)

Another participant felt that receiving money for participating was
odd and thought it might be a bribe: 

I almost didn’t take part in the study as I felt it was very strange
that I would be paid to participate (700 DM). It made me very
distrustful of the whole process as it felt like a bribe and I wondered
whether the Academy had already developed a solution. In the
end I went along anyway to make sure the plant would not be
sited in my village. 

(Helmut, Eutingen)

The views of the politicians interviewed for the study differed from
one another regarding the potential of the process. Mayor Frank
from Pforzheim, who was also the Chair of PAN, felt that the process
was important for a series of reasons: 

I have always been a proponent of the citizen panel process, and
I had no misgivings on awarding the Academy the contract to con-
duct such a process here in North Black Forest. I felt then, as I do
now, that a citizen panel process in cases such as this is necessary
as we must have a more open democracy in Germany. The public
is becoming less and less vocal on issues, and this is changing the
political landscape. It is important that the public participate and
see the benefits of contributing to the policy-making process.
Especially on issues such as waste management where nobody
really wants these plants in their community, public involvement
can provide local insights and improve people’s acceptance of
a need for a facility. 

Mayor Theurer from Horb was more sceptical: 

I am not against citizen panels per se, but I had problems with
this example. Firstly, the Academy gave the impression that the
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concept was new and innovative and that it was useful for the
democratic process and should be used here. This appeared very
arrogant on their part. I did not feel that we [local policy-makers
and citizens of Horb] could question the process. Secondly, Horb
has undergone a significant change since I became Mayor. We have
used citizen panellists and have widespread public participation
in policy-making. Therefore, the citizen panel process for the
waste plant sitings was not fully relevant for Horb. I mean why
do we need to experiment with citizen panels here when we
firstly have already had them previously, and secondly already
have a strong participatory democracy in the region with high
level of public involvement in local (village) policy-making – it is
different in the northern part of the region, where in places like
Pforzheim, the public are not involved in policy-making and feel
alienated from their policy-makers. 

The local newspapers were largely positive regarding the citizen
panel concept in the two months preceding the project. For example,
in November 1995 there were ten articles on the subject, of which
only two had statements by local policy-makers criticizing it. At this
stage no opinion/editorial pieces appeared against the concept. The two
negative articles picked up on the issue, mentioned earlier, of politicians
criticizing the process as they were excluded from the panels. 

The role of local policy-makers in the panels 

Mayor Theurer was concerned that local policy-makers from Horb
were not included in the panels: 

There are ‘policy-makers’ and there are ‘policy-makers’. In this part
of the region people are very active in politics, and as I said before
we have participatory democracy here. Of 25,000 citizens approxi-
mately 200 are active in politics. This is much higher than in
Pforzheim where the figure is about 50 individuals per 100,000
people. Also a large number of the local politicians do have
community interests as their top priority.

The issue of inclusion of policy-makers in the process was also
brought up by the panellists; Lisa from Motzingen said: ‘I felt that it was
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not necessary to have local policy-makers involved. They wanted to
maintain some control and by being cut out they weren’t able to. We
handled the issues perfectly well without them. I really felt that the
issue was exaggerated out of all proportion.’ Another panellist, Johan
from Horb, said: ‘I do feel that Theurer had a point about local policy-
makers having a right to participate as they are citizens too, but the
panel process was not affected by not having them participating.’ 

The Academy held several views on this. Dr Sabine Körbele, who
was responsible for the political context in the citizen juries, felt that: 

In retrospect maybe we should have included them. The trouble
that some policy-makers made about their exclusion did affect the
credibility of the process early on, and it could have been avoided.
I don’t feel that having some policy-makers on the panels would
have influenced the outcome significantly. However, that said, as
policy-makers have other ways to influence the process, I still
believe in principle that it was correct not to include them. 

Yet Professor Renn, one of the Directors of the Academy, felt that
they were right to stand by the original decision since the object of
the panels was to seek the participation of the public and not the
policy-makers who had other channels to voice their views.27 

Summary of the views at the outset of the process 

At the outset of the process views were mixed. The citizen panellists
interviewed were somewhat sceptical about the process and mostly
participated to ensure the waste plants would not be sited in their
neighbourhoods while the media was largely neutral. As expected, of
the policy-makers interviewed, Frank was largely positive and Theurer
largely negative. 

The role of trust 

Already at this stage trust was an important variable. Citizens par-
ticipated because they did not trust the siting process, and they wished
to prevent the waste plant coming to their neighbourhood. Local
policy-makers meanwhile tried to discredit the process by questioning
its arbitrariness. Feeling excluded, they believed they could inject a
feeling of distrust among the public. For example, one of the panellists
interviewed mentioned that on several occasions policy-makers had
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mentioned in passing that the whole process was needed as a strategy
was already in place to deal with the waste issue. 

The Academy, however, stood by its assertion that including policy-
makers would exert undue influence on the process. Looking at the
actual numbers of participants this would seem to be a correct. Since
few of the random sample of the public actually agreed to participate
(200 out of 5,440 citizens, or approximately 3 per cent), interested
policy-makers would probably have carried much greater proportional
weight if they were included. 

The citizen panels in action (January–June 1996) 

Once the project was under way, criticism from the excluded policy-
makers intensified. In Horb they went as far as hiring a consultant to
advise them on the citizen panel process itself. Although they had
conducted one previously, they still felt they lacked the necessary
expertise. This consultant was also employed to contribute to news-
papers articles and participate in media and council discussions on the
‘problems with the process’, fuelling mistrust rather than minimizing it. 

Yet over time criticism subsided among the policy-makers. Before
the publication of the panel findings, the media began to argue in
favour of the process. The panellists themselves were surprised about
how their points of view changed over time and their own scepticism
subsided. One panellist said: 

At the first meeting I was highly sceptical. I did not believe that
we would come to any firm conclusion. I also did not like Prof. Renn;
I felt that he was very distant from the panellists. However, by the
end of the process I was quite happy about the whole thing. We had
worked hard and came to an agreement with the other panellists
which was satisfactory. I even felt that I could trust Prof. Renn. 

(Wolfgang, Pforzheim)

Another panellist described how she changed her mind: 

I joined the process as I did not want the waste plant in my
village. I mean no one can trust the policy-makers to help you
come up with a right decision, so it is better to be a part of it. I am
happy with the solution that we came up with and I think that it
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was the right one. However, retrospectively, I do feel that the site
close to my village would also have been appropriate. And
I wouldn’t have minded so much as it was better suited than
several others in the region. 

(Heike, Nagold)

The policy-makers interviewed did not change their views signifi-
cantly throughout the process. Frank was positive throughout: 

I have supported the process from beginning to end. I was sure
that Prof. Renn and his colleagues would do a good job and they
did. I really did not change my mind during the citizen panel
process. The outcome is more than satisfactory. However, many of
the policy-makers in the region did not want an aerobic digester
or an incinerator in their community and tried to discredit the
process. They were narrow minded and ignored the big picture.
Although some of these views can be understood as local policy-
makers are concerned about their voters, I was surprised that the
Greens also acted in this way. They say they are open-minded
about different solutions, but in actuality this was not the case. 

Mayor Theurer did change his view of the process a little over
time. He denied that he tried to discredit the process but felt that it
was important to have an external consultant review it: 

I am not an expert on citizen panels and neither are my colleagues.
Hence, I felt it was necessary to buy in this expertise and that is why
I hired a consultant. He provided the expertise that we did not
have and he showed that a lot of what the Academy was saying was
incorrect. 

[‘Like what?’]

Like the fact that the panel idea was new to the region. Also, you
must not forget, there was a great deal of mistrust generated against
the Academy. A large amount of this distrust was removed during
the citizen panel process although personally, I still am distrustful
of some members in the Academy. 

He reiterated his concern that local policy-makers should have been
allowed to participate: ‘I remain unhappy that local policy-makers
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were not able to participate in the panels but I think that the concept
is useful and important to try so I tried to be less critical.’ 

The role of the media 

The content analysis also shows a more positive attitude developing
over the time they were operational. In January 1996, at the outset of
the process, there were 14 articles criticizing the panels out of a total
of 30 (only 2 were positive while 14 were neutral), but in May only
6 out of 29 articles were negative (21 were neutral and 2 positive). The
initial articles against the process were scathing in their criticism,
comparing the panels to a game show without clear results masquer-
ading as democracy, and branding the Academy as nothing more
than a well-paid accomplice.28 At the first panel sessions panellists
were quoted as saying, ‘We wasted four hours’ and ‘The process did
not impress me’, implying that the process was manipulated by the
mediators.29 Another editorial criticized the randomness of the process
as the citizens themselves could choose in which group they partici-
pated. As a result, people from the same town/region could participate
in the same panel.30 In the first two months politicians criticized the
process as scandalous; only 200 people could participate and was
therefore hardly ‘participatory democracy’.31 

Further discussion focused on the policy-makers’ concern that the
public did not have enough knowledge. This was well illustrated in
a heated debate in Horb where Renn and one of his workers,
Dr Körbele, argued against Mayor Theurer regarding the wisdom of
the public. Körbele asked whether the Mayor believed members of
the public were as stupid as cows, a rebuke which the policy-makers
did not properly address. Renn added that one should never under-
estimate the knowledge of local citizens. 

As those policy-makers who were critical of the process were unsuc-
cessful in killing it off, they adopted a different tactic: to provide as much
information as possible to the citizen panellists to help them make
the right decision. This was commented on by one of the panellists: 

The Mayor in Horb organized several information meetings for
the panellists in the Horb area where he himself participated.
He wanted to make sure that we had the right information at
hand. I really felt that Mayor Theurer acted most professionally
and I have high respect for him. 

(Johann, Horb)
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Another panellist said, however: 

I can’t believe how much information we received. I felt that we
were over informed and I could not read all of it. It was simply far
too much. It would have been better if we had got less information
and the information we received had been better targeted. 

(Sigrid, Pforzheim)

As this process continued, policy-makers could no longer openly
criticize it since that would bring into question their commitment to
democracy and the empowerment of the people. As their criticisms
subsided so did the media’s, and simultaneously the panellists’ con-
fidence grew as they were making progress on where to site the waste
plants. 

While criticism of the process could be ascribed to a lack of under-
standing and unfamiliarity with the concept in these early stages, the
hiring of a consultant in Horb appeared to directly undermine the
process by attacking the Academy’s integrity.32 Renn and his colleagues
commented on some of these claims, reiterating that active citizens
could participate in the policy-making process but not politicians;
and that what the consultant (Friedrich) was saying was untrue.33 

As the panels grew more cohesive, criticisms on all sides declined.
One panellist said: ‘In the beginning I was unsure what I was doing
there, but we grew into a team after a while. It was like it was us
against the various pressure groups and disgruntled local policy-makers
and we wanted to make the right decision.’ Another stated: 

The claims of us being manipulated really got on my nerves and at
first I did wonder about the Academy’s motives, but as time went
on and as I got on with my work, I felt that the Academy were
independent and did the job very well, and we became a team. 

(Joseph, Neuligen)

Even the media became more positive: ‘Cool. The whole process is
going really well . . . The citizens have made a great step in the right
direction.’34 The citizen panellists were even prepared to defend
themselves in the press, explaining why they had decided on the
particular locations for the waste facilities. 



Siting Waste Processors in Germany 53

Summary of the citizen panels in action 

When the project actually began, the campaign by some local policy-
makers to discredit the process continued and in some aspects
intensified (such as the hiring of a consultant in Horb). The main
objective appears to have been to pressure the Baden-Württemberg
government into cancelling the project. In other words, by injecting
distrust into the process it would be discredited by the public and
regional policy-makers. 

The role of trust in the action phase 

It has been shown that the panellists themselves did not trust the pro-
cess and that is why they participated in the exercise. By the end of the
second part, the citizens came to believe in the project, even considering
a waste plant in their village if they saw the location as suitable. 

One of the main reasons why trust was implanted among the citizen
panellists was the perceived competence of the Academy and the
mediators. This was not an easy or straightforward task, however.
Local policy-makers, particularly in Horb, tried to discredit the process
if they could not also participate. This only backfired; the arguments
they and their hired consultant devised were proved to be unfounded
by the Academy, in whom the panellists now put their trust. According
to one of these: ‘Policy-makers care only about themselves. They are
driven by power and greed and are little concerned about the public
except during elections. How can you trust them? They will say one
thing one day and another the next.’ Another panellist said: ‘This is all
a game. Politicians are in the hands of industry. Industry has power
and money and this is what the policy-makers want. We have no
money and no power so why should they care about us?’ Yet another
panellist focused on how the panellists were influenced by the local
policy-makers: ‘They complained quite a lot, but we just got on with
it. I don’t trust local policy-makers as they are simply politicians, and
this episode did not make me trust them any more.’ 

Outcome and directly afterwards (June–November 1996) 

The press and most of the policy-makers were pleased with the
outcome. Against all expectations the panels agreed that one aerobic
digester should be built in the south of the region (they felt that no
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particular site in the south was suitable but Horb was the highest on
the shortlist) and that the other aerobic digester and the incinerator
should be built in the north of the region (the incinerator in
Pforzheim and the other aerobic digester near Pforzheim). These
were the views expressed by some of the panellists: ‘When we finished
the process I was extremely happy. We had done a great deal of work.
I couldn’t believe that it ever would be finished. The solutions
proposed were the right ones.’ Some felt that the process would be
useful in other regions: ‘Of course I would recommend the concept
to other regions. It worked well here and I am rather pleased.’ Others,
although generally happy, felt that improvements could be made: ‘It
is a concept that definitely should be repeated. But I didn’t like the
debate surrounding whether politicians should be allowed to par-
ticipate in the process or not. Next time this happens, let’s put the
local politicians in a separate group and make them happy!’ Finally,
a citizen panellist complained about the lack of time: ‘I liked the
whole idea even though we had too little time. It is a way for local
citizens to participate in democracy and therefore it is something
that should be repeated.’ 

Policy-makers were generally happy with the outcome of the
process when the results were announced. Frank said, for example: 

I am especially pleased that the citizen panels were able to
agree on three sites for the waste plants. It shows that the process
worked. You know this issue that the citizens were not smart
enough and therefore needed help from policy-makers was
completely unfounded. I mean the citizen panellists know
90 per cent more about the handling of wastes than policy-
makers, and as you see I think the decision that they made was
the right one. 

Even Theurer was almost convinced: ‘In the end the panellists did not
do a bad job, but I still wonder what the outcome will be. I wouldn’t
be surprised if Horb was selected in the end anyway.’ 

Analysis of the risk factors 

Examining the case studies in light of the risk factors outlined in
Chapter 1, one can draw the conclusions as follows. 
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In a high public trust high/low uncertainty risk situation, deliberative
risk management strategies are not required. This factor does not apply
to this case study, where there was high public distrust. 

In a low public trust situation, some form of risk management strategy
will need to be implemented, but this depends fundamentally upon the
reasons for this distrust in the first place. As stated in Chapter 1, there
are three reasons why the public does not trust regulators: lack of
impartiality, incompetence, or inefficiency. In this case, only one of
the factors is relevant. The public did not believe the local regulators
to be impartial. The regulators were obliged to put forward an intra-
regional solution for the waste problem by the German government.
They were thus acting on behalf of the state, rather than the local
public. As this was the case, a deliberative process was called for. 

Competence was not seen as an issue. Indeed, the process up until
the involvement of the publics in the citizen panels was conducted
with the utmost competence. The Stuttgart-based engineering bureau
(Fichtner) identified over 200 suitable sites for the waste incinerator
and the two aerobic digesters. The issue of competence was only raised
after the implementation of the deliberative approach, and this was an
attempt by local policy-makers opposed to the approach to undermine
it by injecting an element of mistrust. Inefficiency was never an issue
either. The process up to the involvement of the citizen panels was
seen as efficient, and neither local policy-makers nor the public
suggested a misuse of public funds. 

Deliberative techniques can help create public trust regarding a contentious
risk management issue – if the public mistrust issue has something to do
with partiality – but these techniques are expensive and time-consuming.
In this case, public mistrust was based on a conception of impartiality.
Through the implementation of the deliberative approach, public
trust was created in the regulatory process. Indeed, the citizen panel
approach in this case study was hugely successful; the panellists’ agreed
final outcome was supported by all the actors involved, including an
initially hostile media. 

The deliberative approach, however, did come at a price. It was both
expensive (it cost approximately $1 million) and time-consuming.
The citizens had six months to come up with a decision for siting
positions for the waste incinerator and the two aerobic digesters. 

In high distrust situations, charismatic individuals are extremely helpful
in negotiating successful deliberative outcomes. Although there was high
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public distrust in this Black Forest case, there were no real charis-
matic individuals. Trust was still built up in the risk management
process, however, through a high level of competence among the
Academy mediation team led by Ortwin Renn, and the citizen panel-
lists themselves who withstood criticisms from local policy-makers
and the media. 

In any regulatory/risk management process, local or national political
actors have to support the final outcome. This did not occur in this
case. Mayor Frank of Pforzheim, arguably, the most powerful actor
in the area and also from the largest town in the area, who had put
so much effort into getting the citizen panels off the ground in the
first place, opposed the final outcome. He did not want the incinerator
in ‘his’ town. Due to his opposition, the consensus that was
developed through the citizen panel process unravelled. This led to
greater public distrust, where in effect some publics opposed other
publics, than had the deliberative process not been conducted in
the first place. 

The regulator cannot assume public trust, nor take it for granted. In this
case, PAN presumed a lack of trust existed. As a result Mayor Frank
favoured a deliberative approach, though PAN did not actually test
for public trust. Results of such a survey could have better pin-
pointed why the public distrusted PAN in the first place. In so doing
the deliberative process could possibly have been better targeted and
developed. 

Proactive regulation is more likely to gain public trust. The Black Forest
case is an example of proactive regulation in which citizens them-
selves could help select where to put the waste incinerator and the two
aerobic digesters. In so doing a policy vacuum never occurred. PAN
and some local policy-makers decided to do this; they assumed the
public was mistrustful since there is a history of opposition to the
siting and building of waste incinerators in Germany and elsewhere. 

Interest groups will in many cases try to create public distrust of regulators
which in turn can lead to failures of the risk management process. In this
case interest groups did not try to discredit the regulators per se, but
rather the process of deliberative risk management process as a whole.
They too wanted to have an active role in determining where to site
and build the three waste plants; citizen panels diminished this.
NGOS, citizen activists and other special interest groups are used to
‘representing the public’. When this role was fulfilled instead by the
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citizen panels, they questioned their expediency. But the mediator,
Ortwin Renn, the Academy, and the citizen panellists themselves
enjoyed a higher level of credibility in this case than the special
interest groups. 

Interest groups are needed, however, when the regulator is not seen as
impartial and when one is dealing with national or international regulatory
issues. This risk management factor does not apply to the German
case, since it was local. 
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4 
Risk Management in the United 
States: The Case of International 
Paper’s Hydro-Dam Re-Licensing 
Procedure 

Introduction 

If we examine the ideal types summarized in Chapter 2, the USA case
stands out. It encompasses all four components in varying degrees.
The regulatory regime used more openly in the USA than other
countries surveyed in this book is a rational risk policy on strict
economic grounds. This, highlighted by the OMB’s active involvement
in regulatory policy-making in the USA, was an approach first
made popular in the Nixon and Ford administrations. Cost-benefit
analysis, cost-life analysis, and so on are therefore frequently invoked
in the policy-making process. The USA also has a technocratic/expert
element branch in regulation. An example of this is the EPA’s
Science Advisory Board, which is frequently asked to comment on
proposed regulations.1 The US regulatory system also has a well-
advanced deliberative component. Initially enshrined in legislation
(e.g., the National Environmental Policy Act of 1970) which actively
encourages public and interest group participation in the policy-making
process, it has more recently embraced negotiated rule-making, made
law in the 1990 Negotiated Rulemaking Act. 

The US approach to risk management can be termed ‘adversarial’,
as the process is inherently litigious and expensive and much more
common in the USA than elsewhere.2 That said, Robert Kagan argues:
‘Legal contestation in the United States is so cumbersome, costly,
and frightening that disputants resolve most conflicts and litigated
disputes by informal negotiation.’3 The process is also unusually
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transparent, however, and thus open to a wide range of stakeholders
and the public. Sheila Jasanoff characterizes the US risk decision-
making process as ‘costly, confrontational, litigious, formal and
unusually open to participation’.4 

History of the adversarial style of regulation 

The adversarial approach comes from England, where it was made
popular during the opposition to royal absolutism around the Civil
War in the 1640s. The philosophical origins of the perspective, in
which arguably everybody can participate, can be found in the
work of Hobbes, Locke, Moore and Plato who all argued that at the
starting point of civilization there was no political community, just
individuals.5 

The present process of regulation in the USA was taken from
England by its emigrants. The US Founding Fathers saw it as a depart-
ure from – and improvement on – the centralist system and monarchy
in England, particularly under the rule of King George III. They
called for a dual ‘State’-level (local) and ‘Federal’ (national) system of
government with an elaborate checks and balances approach both to
prevent political absolutism and to ensure competition between the
different parts of government: an Executive Branch (including the
President and its offices6), a Legislative Branch (comprised of a Senate
and a House of Representatives), and a Judicial Branch. These bodies,
as well as the individual States of the American Union, together
develop and pass laws and regulations. Through this process they are
in constant battle with each other for power and influence.7 Unlike
the other countries surveyed in this book, which sought consensus,
compromise and collaboration (albeit not before 1842 and the passage
of the Pollution Control laws which encouraged collaboration between
industry and government) so as to build trust between the various
players in the regulatory process, the process in the USA is based on
distrust of autocracy. 

US regulation since 1945 

From the end of the Second World War until the mid-1960s, the
outcomes of the US style of regulation were not significantly different
from those in Europe.8 During this period the American public was
generally supportive of business, believing that a strong industrial
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sector was essential in meeting the Soviet threat and for the USA to
continue to assert its authority in the world.9 Washington trusted
industry to manage its own affairs, a decision reinforced by a legacy
of remarkable growth and expansion. Legitimacy was never an issue
at this stage: regulators were seen as experts who simply tried to
attain certain goals (e.g., a cleaner environment and a safer work
place).10 

The state of US regulation changed drastically after a dramatic
growth in worldwide public awareness of environmental and public
health issues following groundbreaking books such as Rachel Carson’s
Silent Spring in 1962 and the Club of Rome’s Limits to Growth study
in 1972, as well as highly publicized environmental disasters including
Minimata in Japan and Seveso in Italy. Indeed between 1965 and
1975, according to Vogel, ‘more legislation was enacted and more
new regulatory agencies were established to administer them than in
the entire history of the federal government’.11 

Following this shift in worldwide opinion on environmental and
health issues, US politicians quickly capitalized on the issue. Edward
Muskie, for example, who was the vice-presidential candidate in the
1968 election and was widely tipped as the Democratic nominee to
take on Nixon in the 1972 election, pushed environmental issues
very hard.12 Indeed, during 1970 there were a series of political
events that could be seen as part of the ‘environmental bandwagon’.
First, the EPA was founded, legislation was passed to combat air pol-
lution (the Clean Air Amendments) and the National Environmental
Protection Act (NEPA) came into being, formulating general environ-
mental policy. At the time, US environmental groups welcomed the
formation of the EPA, as they were convinced that an independent,
mission-driven agency was needed to avoid capture by industrial
interests. The establishment of the EPA led to a shift in policy-making
authority from Congress to administrative agencies, leading to a change
from the system of ‘shared process’ to shared influence over bureau-
cratic decision-making.13 

Throughout this period, the public increased the pressure on
regulators via elected policy-makers. Driven by regulator concern and
media horror stories, the public demanded strict regulation of industry,
in particular large corporations, which were seen as the arrogant elite.
Industry, rightly or wrongly, was blamed for the environmental
damage that the media and environmental groups were amplifying. 
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Under the newly formed EPA, led by William Ruckelshaus, the
former Assistant Attorney General of the state of Indiana, lawyers
acting on behalf of the Agency became involved in dealing with
pollution regulation. In the EPA’s first two months of existence,
Ruckelshaus brought five times as many enforcement actions as the
agencies he had inherited had during a similar period, partially so
as to demonstrate good faith and commitment to environmental
objectives.14 As John Quarels, his General Counsel, stated: 

Ruckelshaus believed in the strength of public opinion and public
support . . . He did not seek support for his actions in the estab-
lished structures of political power. He turned instead directly
to the press and public opinion . . . The results were impressive,
especially during the period of public clamor for environmental
reform.15 

Similarly, on workers’ safety, the newly established Occupational
Safety and Health Administration (OSHA) pushed for strict controls
on industry, levying fines even for small violations.16 Studies showed
that these regulations, using new tools and techniques (particularly
the threat of legal action), were successful in ensuring that regulators
avoided the accusation of regulatory capture and in so doing kept
their legislative mandates.17 These command and control guidelines
passed by Congress also made agencies more accountable as a whole
and industry became less influential in making regulations in the
process.18 

In addition, the public itself became more actively involved in the
policy-making process. The 1970 Clean Air Act gave the public the
right to sue regulatory agencies so as to trigger policy enforcement.19

The aspect of suing became more prominent following the passage
both of the revamped 1993 Administrative Procedure Act, which acts
as a notice and comment procedure before a regulation is made into
law, and the 1996 Administrative Dispute Resolution Act, which
stipulates that consultation with a range of stakeholders must take
place before an agency issues a proposed regulation.20 

These measures put a heavy strain on the country’s industries.
They felt unfairly treated and began taking legal measures to protect
their interests so as to be able to adjust to a dramatically changed
regulatory environment. Their reaction was understandable. They
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were increasingly being sued by the EPA and the public as well as by
interest groups via ‘citizen suits’; at the same time the EPA, taking
the view that it would enforce the country’s pollution control laws,
levied more and more fines on them. Industry regulation costs
increased from $147 million in 1975 to $268 million in 1977, a jump
of 82 per cent. As a result, industry decided to start fighting the
special interest groups and regulators by taking them to court.21 Threats
of litigation could also delay decisions for years, working in favour of
industry which on the whole had more money to spend on lawyers
than the regulators.22 The problems were compounded by the eager
yet inexperienced regulatory bodies which began making mistakes.
Several issues were handled poorly, and the EPA suffered credibility
problems.23 In the face of this backlash from industry the public
demanded even stricter regulation but policy-makers were hampered
by the national ‘strategic’ costs of such legislation on industry in the
wake of the 1973 oil crisis. Regulators therefore decided to push for
a more restrained response.24 

By the 1980s, however, these regulators were under renewed and
increased pressure from Congress and its General Accounting Office
(GAO). In addition, advocates for the tighter environmental and health
protection standards became dismayed by the regulators’ repeated fail-
ure to meet deadlines and to respond forcefully to recognized hazards.
They were particularly upset at the limited success of the EPA, realizing
belatedly that the Agency’s staff were relatively inexperienced.25 

In response to this criticism the EPA began quantitative risk assess-
ments to justify their regulatory decisions and to quantify uncertainties
as much as possible. In effect the EPA took the view that ‘numbers’
(particularly if they were shown in a transparent fashion) could be
trusted more than experts’ (be they in-house or independent scientists)
qualitative judgements (this was the reverse of the arguments in the
UK).26 Quantitative risk assessment measures were further popularized
following Reagan’s and Clinton’s guidelines for strict cost-benefit
analysis to ensure regulations would not become overly expensive for
industry to implement.27 This extra layer of analysis, however, only
made the regulatory process more complex, slower, and less effective. 

The battle for regulatory authority 

The Administrative Procedures Act of 1946, which re-established the
authority of the courts and lawyers in the regulatory process, was
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challenged by a wide array of bodies in the 1970s. Most importantly,
in 1974 President Ford began to rein in the power of the agencies
and the courts by authorizing the OMB to assess the inflationary
impact of proposed rules. Executive control was further tightened
during the Reagan Administration, with an Executive-based policy of
regulatory relief through OMB. This forced regulators to provide
detailed cost-benefit analysis for its proposed regulations.28 This
requirement for regulatory agencies to submit all proposed rules to
OMB for pre-publication review – which would have an effect of
more than $100 million on the economy – is still in place today. To
expedite this, agencies such as the EPA developed a capacity to
analyse these regulations via their own in-house cost benefit analy-
ses.29 Hence, in the policy arena, conflict was then continuously
generated,30 with the agency on one side, the OMB on the other and
somewhere in the middle citizen groups, NGOs and industry. 

Regulatory reform 

The risk management process in the USA is continuously tinkered
with. Policy-makers know that there are significant problems with
the current use of command and control regulation,31 and the problems
can be summarized as follows: 

• uniform standards are economically inefficient 
• regulations are not inherently based on a proper cost-benefit analysis 
• development and revision of standards is slow32 
• end-of-pipe solutions and not pollution prevention are encouraged33 
• incentives for firms to go beyond compliance are not provided 
• the regulatory process itself is unusually adversarial and legalistic34 
• the process is too fragmented with media-specific, pollutant-

specific and sector-specific approaches.35 

In the making of regulatory reform, there are presently three trends
in US risk management thinking, which roughly correspond with
the three risk management strategies outlined in Chapter 2: rational
economic risk policy, risk–risk ranking (technocracy), and striving
for a consensus via negotiated rule-making (deliberation). Rational
economic risk policy and risk–risk ranking exercises are discussed in
Chapter 2. Negotiated rule-making, the subject of the US case study,
is briefly outlined below. 
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Negotiated rule-making: the dams on the 
Androscoggin river 

There has been a strong push to use deliberation to increase consensus
in the policy-making process. For example, for a ten-year period
(until 1993) the US EPA was actively promoting such approaches as
it recognized that high litigation costs had to be reduced. It asserted
(without any analysis) that nearly 80 per cent of the 300 regulations
that it put forward each year ended up in court.36 Although this
figure has been disputed (most notably by Coglianese, who argues
that the number is actually 30 per cent),37 the agency took the view
that negotiated rule-making would save time and money,38 as the
traditional regulatory process (in particular with regard to permits
and licensing) was not only rule-bound but highly adversarial.39 The
regulator has been unwilling to offer guidance to the regulatee on
how it could conform to the standards. Thomas Kelly, Director of
EPA’s Office of Standards and Regulations, argued at congressional
hearings in 1988 that negotiated rule-making would help EPA avoid
a ‘regulate, litigate, regulate, litigate syndrome’.40 

The idea of negotiated rule-making in the USA goes back to the
early part of the twentieth century, when it was used by the Federal
Trade Commission.41 The need to include a range of interested
parties in negotiations came up again around the time of the New
Deal in the 1930s,42 but it was not until the mid-1970s (under the
then Secretary of Labor, John Dunlop) that negotiated rule-making
came back to the fore. He argued that groups affected by a particular
regulation should be allowed to participate in its design.43 

The modern pioneer of negotiated rule-making is Philip Harter,
who argued in his seminal 1982 paper that it was a cure for the
modern regulatory malaise.44 Around the time the paper was
published, several regulatory agencies examined the potential for
negotiated rule-making. The most enthusiastic agency was the EPA,
which as early as 1980 showed support for the idea. In 1983 the EPA,
via the Federal Register (a rulebook where proposed federal legislations
are announced), expressed an interest in pursuing negotiated rule-
making, and shortly thereafter began soliciting interest from
environmental groups and industrial bodies. Consultants (ERM-
McGlennon) were hired to assist in the communication process,
and the Negotiation Program at the Harvard Law School was asked
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to comment on and evaluate the early stages of the process. This
evaluation showed that negotiated rule-making had significant
promise.45 

By 1990, five federal agencies had set up guidelines for negotiated
rule-making, and in the same year the US government passed the
Negotiated Rule-making Act.46 At this time, Senate and Congress
were supportive of the procedure, seeing it as a way to reduce the
spiralling costs of litigation.47 Al Gore’s National Performance
Review suggested that negotiated rule-making was an important
tool that all agencies should consider adopting.48 In the same year,
President Clinton’s Executive Order 12,866 argued that ‘each agency. . .
is directed to explore, and where appropriate, use consensual mechan-
isms for developing regulations, including negotiated rulemaking’.49

Since 1990 the EPA, OSHA and FERC (Federal Energy Regulatory
Commission – the subject of this case study) have implemented
a series of negotiated rule-making exercises. 

There have been some attempts to review the outcomes of the
negotiated rule-making processes that have been undertaken to date.
The findings of these evaluations are mixed and can, for the sake of
argument, be divided between those who believe that negotiated
rule-making has some promise and those who do not. Langbein and
Kerwin, for example, interviewed 50 participants in six EPA conven-
tional and regulatory-negotiation rule-making exercises and reached
the following conclusions:50 

1 Participants in the negotiated rule-making process express greater
satisfaction with the final rule than those in the conventional
rule-making process. 

2 Participants learn more in the negotiated rule-making process
than in the conventional rule-making process. 

3 Participants view negotiated rule-making as an inclusive yet
resource-intensive process in which they all learned a great deal.
Indeed, 78 per cent of the participants felt that the benefits
outweighed the costs. 

4 Data suggests that the negotiated rule-making participants are
significantly more likely than conventional rule-making partici-
pants to report that the other parties will comply with the final
agreed-upon rule. In sum, negotiated rule-making is likely to
improve compliance. 
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5 Through face-to-face communication, something that negotiated
rule-making encourages, the rule-making procedures help to
improve social outcomes, including core relationships of trust and
reputation. This latter point is consistent with the literature
which shows that face-to-face communication increases the likeli-
hood of the process being seen as fair and trustworthy.51 

In addition, EPA’s own internal evaluation of the first seven negoti-
ated rule-making exercises point out that they produce rules more
quickly and use fewer resources than conventional ones.52 

That said, other evaluations of the process, by Caldart and
Ashford, Coglianese, Freeman, Rose-Ackerman, Siegler, and Susskind
and Secunda, are rather pessimistic. These researchers make the
following points: 

1 Negotiated rule-making has not caught on; less than 0.1 per cent
of all rules have been based on negotiated rule-making (in the
time period 1983–96).53 

2 It is not a popular way of doing things among EPA’s own staff,
who prefer conventional regulation. There is deep scepticism
within the agency about working with industry.54 

3 Negotiated regulatory processes are driven from the top by
politically appointed individuals rather than by the inspectors
working on the ground, which has caused internal conflicts.55 

4 The switch from traditionally rewarding successful enforcement
actions to rewarding successful regulatory outcomes is not welcomed
by enforcers.56 

5 The negotiated rule-making process is resource-intensive and
takes a considerable amount of EPA staff time.57 

6 Negotiated rule-making does not decrease the amount of litigation
so supposedly apparent in conventional forms of regulation.58 

7 Negotiated rule-making may in fact increase conflict, through
excluding some groups from participation in preference to
others.59 

8 EPA’s enforcement structure and culture is a barrier to the imple-
mentation of regulatory negotiation developments.60 

9 Negotiated rule-making cannot succeed unless all the participants
have a clear idea of the actions that the instigator of the process
will take if an agreement cannot be made.61 
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10 Some environmental groups are reluctant to work with govern-
ment and industry on confrontational issues (such as permits) as
they feel that participating may lend credibility to an unsatisfac-
tory outcome.62 

11 The negotiated rule-making process is in many cases unfair for
industry participants vis-à-vis environmental NGOs, as the
former frequently have to check back with their constituents
regarding proposed policies being negotiated.63 

12 Some, particularly smaller, local public interest groups do not have
the capacity to participate in regulatory negotiation processes.64 

13 Negotiated rule-making procedures are not democratically legiti-
mate unless all interested parties can participate, which is not
the case for most of them.65 

14 Negotiated rule-making procedures hamper creativity and lead
to weaker regulations overall, as the drive for consensus (among
a wide array of different actors representing different interests)
ensures that a weaker form of rule will be more likely to achieve
unanimous agreement than a tougher one.66 

Some of these claims have been refuted by the proponents of
negotiated rule-making, most notably Harter.67 In a recent article,
Harter disputes the claim that negotiated rule-making is more
time-consuming than conventional forms of rule-making, and argues
that it is both time-efficient and viewed as highly positive by those
who participate in the process, as well as by the agencies themselves.68

Harter states, for example, that EPA’s experience with negotiated
rule-making has reduced the rule-making period by an average of
a whole year. He takes the view that Coglianese’s 1997 findings are
misleading, pointing out, for example, that Coglianese counts
negotiated rule-making processes that have in effect been abandoned
into his overall calculations. As a result, EPA negotiated rule-making
exercises perform considerably better than Coglianese suggests.
Harter also questions Coglianese’s criteria for when a negotiated
rule-making procedure should be viewed as complete. With regard to
the Coast Guard’s negotiated rule-making concerning Vessel
Response Plans, for example, Harter takes the view that the goal of
the agency instigating the procedure is not the issuance of a final
rule. These and other claims are vehemently dismissed by Coglianese
in a reply to Harter.69 There Coglianese states, among other findings,
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that the case which Harter refers to (farm worker protection) was
in fact not abandoned, but rather an example of where one of the
participating parties walked away from the negotiating table. In
addition, through new data, Coglianese dismisses the other cases
that Harter puts forward and states categorically that negotiated
rule-making procedures do take more time than conventional ones
and thus concludes that Harter’s defence of the negotiated rule-making
tool is a form of advocacy rather than a robust analysis. 

Taking into account the earlier positive and negative findings
associated with the use of the negotiated rule-making procedure,
this chapter evaluates the use of the procedure as applied by FERC to
a dam re-licensing case, by focusing on three criteria raised by other
evaluators, namely cost, time and trust. 

Re-licensing of hydropower dams 

This case study focuses on International Paper’s/Otis Power’s attempts
to re-license four of its hydropower stations on the Androscoggin
River in central Maine. Like other pulp and paper companies in
Maine, most notably Bowater/Great Northern Paper, International
Paper (IP) and its subsidiary, Otis Power, owns and operates several
hydropower stations. These stations generate electricity that is used
in part to run the company’s pulp and paper mill at Jay, Maine. As
these hydropower stations are located on rivers owned by the Federal
Government of the United States, licences are needed to operate
them.70 The licences for the operation of these dams have to be
renewed, usually every 35–50 years. This involves the dams’ owners
making a case to the Federal Government that continued operation
will not adversely impact the river ecosystem. This is usually done
through an Environmental Impact Assessment or a Draft Environ-
mental Assessment, backed up with a number of environmental and
historical studies. Often the licence renewal process involves the
licensee making some environmental concessions to ensure that
the benefits of having the dam (renewable, relatively pollution-free
electricity) do not exceed the environmental costs associated with it
(e.g., negative effects on fish species or siltation).71 

Every year a large number of dams come up for re-licensing. Since
1993, for example, the licences for over 260 dams across the USA
have expired and over 550 more will expire in the next 15 years. Past
studies show that re-licensing can be a complex regulatory affair.
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Detailed analysis and a critique of the applicant’s environmental
impact assessment can come from the regulators and interest groups
and, in addition, the ruling can be appealed and counter-appealed,
resulting in the licence being challenged in the courts for up to a
decade, if not longer. In 1988, for example, Bowater/Great Northern
Paper Company began re-licensing procedures for two of its hydro-
electric dams (out of a total of 16 it owns) along the Penobscot River
in Maine. To date the issue has not been resolved. After a 10 year
effort, and at a cost of approximately $11 million to the company
(mainly for lawyers’ fees but also for a significant number of environ-
mental improvements), the company did receive a licence renewal
to continue operating the two dams.72 This, however, has been
appealed by interest groups on environmental grounds.73 

In other cases the re-licensing procedure has not been successful.
In 1998, for example, the FERC ordered the Edwards Dam in Augusta,
Maine, to be dismantled, arguing that the environmental damage
caused by the dam exceeded the economic benefits. In April 1998,
the same commission rejected a proposal by Bangor Hydro to build
a new dam on the Penobscot River, stating that this would hinder
attempts to restore wild salmon there. 

In recent years, recognizing that the re-licensing procedure can be
tedious, expensive and highly adversarial (all trademarks of the
US regulatory system), the government, industry and other stakeholders
have felt that a new approach should be adopted. The approach that
regulators favoured and which a large number of interest groups
agreed to try out was negotiated rule-making.74 In fact, the FERC so
favoured this new approach that it added a series of incentives to
encourage applicants to consider it: 

1 FERC allowed the applicant to conduct Draft Environmental
Assessments rather than the more expensive and more tedious
Environmental Impact Assessments. 

2 The Commission would provide feedback throughout the re-licensing
process. This feedback included commenting on scoping reports,
examining Draft Environmental Assessments and taking part in
public fora. 

3 A fast-track application process. The Commission would ensure that
the re-licensing procedure would not be subject to unwarranted
delays. 
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Regulatory negotiation within the hydropower sector 

Within the hydropower sector the regulatory negotiation process
was first announced by a Notice of Intent in the Federal Register on
3 December 1996, and made law in October 1997.75 All the interested
stakeholders could be involved early on in the discussion of the
re-licensing process for hydropower stations for the first time.76

Preliminary analysis of this new collaborative re-licensing process
projected that cost savings of 20–50 per cent could be realized.77 To
date, several power companies including Niagara Mohawk Power
Company and the New England Power Company, as well as other
industries with hydropower assets, have successfully used the regula-
tory negotiation procedure to reduce the cost and acrimony related
to re-licensing existing dams.78 IP’s re-licensing application for its
four dams on the Androscoggin River was seen as the first successful
example of this new re-licensing process for a hydropower dam in
USA, beginning even before the regulatory negotiation approach was
codified in the FERC regulations. 

Negotiated rule-making and the Androscoggin case 

International Paper, and its subsidiary Otis Power, currently operate
four dams along the Androscoggin River, namely the Jay, Livermore,
Otis and Riley dams in west-central Maine close to International
Paper’s Androscoggin Mill in the town of Jay located 60 miles
inland.79 These dams operate in a run-of-river capacity in which
there is a continuous flow of water through the turbines with a min-
imum flow of 1,245 cubic feet downstream from the dam project.80

These four hydropower dams currently have an installed capacity
of 29MW, and generate on average 111,828 MWh per year, which
provides approximately 13 per cent of the energy requirements of
the Androscoggin Mill. The licences for the generation of electricity
at the dams were due to expire in September 1999 and, as Inter-
national Paper felt that their hydropower stations generated electricity
more cheaply and with less environmental impact than comparable
fossil fuel sources, it sought to have them re-licensed. In fact,
research on the economic benefits of the four units indicated that
they generated a net benefit of $660,000 per year for International
Paper.81 
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The Androscoggin Mill has had a mixed environmental and public
relations record. During the 1970s and 1980s the mill was considered
to be one of the most environmentally polluting in the country. By
1990 the situation had changed for the better, following a series of
environmental improvements. Today the Mill has one of the best
environmental records of IP’s mills and is by far the most profitable.
With regard to its reputation, in 1991, following a prolonged strike,
IP fired the entire unionized workforce at Androscoggin, replacing
them with non-unionized workers. This caused a massive outcry in
Jay, the town closest to the mill, where IP was the largest employer.
In fact, as an outcome of the massive lay-offs, the town of Jay
adopted its Environmental Ordinance and began to pursue IP
aggressively through a Code Enforcement Officer, the only such
code enforcer in the USA.82 There was massive public distrust of
IP’s Androscoggin operations, not only regarding pollution but
also labour laws. This led to concern within IP that the re-licensing
procedure could become difficult, even though the process itself
was uncontroversial and would not result in any major changes to
the river. 

While the company was grappling with the re-licensing issue, the
Environment, Health, and Safety Manager at the plant, Steve Groves,
was approached by Dan Sosland, a Senior Attorney at the Conservation
Law Foundation (CLF), a New England-based environmental NGO,
who suggested using a regulatory negotiation approach. Dan Sosland
was highly influential both within and outside IP. He was on the
Androscoggin Mill’s Environmental Advisory Board, and served as
CLF’s chief legal representative for the re-licensing of Bowater/Great
Northern Paper’s two hydropower stations on the Penobscot River.
In this case, Bowater/Greater Northern Paper had used a traditional
notice-and-comment rule-making process, whereby it tried to gain
the licences by persuading the State of Maine to rewrite the re-licensing
laws, contrary to the objectives of the EPA.83 This effort was largely
unsuccessful, as the EPA appealed Maine’s legislative proposal.
Following the successful appeal, the FERC ordered Bowater/Great
Northern Paper to make substantial improvements at the two sites.
Bowater/Great Northern Paper then tried a collaborative approach
with a range of environmental actors, but this was unsuccessful as
the differences between the environmental groups and the company
were too great. The Conservation Law Foundation felt that a particular
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section of the river should contain water, for example, while Bowater/
Great Northern Paper wanted the section dry. Although FERC decided
to offer Bowater/Great Northern a licence if all the environmental
improvements were made, the Conservation Law Foundation appealed
the Commission’s decision as it felt that further environmental
improvements were necessary. This appeal is currently being looked at
by the Commission. 

The Bowater/Great Northern Paper’s case seriously worried regu-
lators, industrialists84 and even the media.85 In addition, Sosland
and fellow environmentalists (in particular Ken Kimball of the
Appalachian Mountain Club) were concerned that this case would
set a precedent for similar re-licensing procedures in Maine and
therefore sought out Steve Groves (who had a background in state
regulation) at Androscoggin to discuss the possibility of using the
regulatory negotiation approach. At the same time Sosland (as well
as Steve Groves) felt that the state regulators, tired of the long-drawn-
out adversarial struggle on the Penobscot River, would also welcome
a new type of re-licensing process. Steve Groves was persuaded by
Sosland’s arguments and, with backing from his managers at Inter-
national Paper, agreed to try the approach. Groves realized that he
was taking a risk, but he felt that he could afford to do so. He had
been brought out of early retirement by IP, previously holding a
senior post in the State of Maine’s Department of Environmental
Protection, and had his gamble not paid off he could simply have
retired again. 

In 1994 he set up a collaborative team with local and national
environmental NGOs, representatives from International Paper, the
Maine regulatory authorities, and national regulatory authorities
(EPA and FERC). The participants were not financially compensated,
although they would have a hand in influencing the outcome of
the re-licensing process. The collaborative approach was based
on a regulatory negotiation similar to that outlined by Harter,86

comprising the following elements: 

• frequent meetings closed to outside observers to allow more open
discussion 

• confidentiality of proceedings 
• a mediator would be involved to guide discussions 
• the legitimacy of the process is a form of collective judgement 
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The team met on numerous occasions over a three-year period (at
one stage they met on a weekly basis) and they looked at the following
issues: 

(a) shortlisting consultants to conduct the scoping studies and
prepare the hydropower licence; 

(b) identifying background studies (29 were ordered) for the Draft
Environmental Assessment as well as the consultants to carry
them out; 

(c) commenting on the wording of the Draft Environmental
Assessment, scoping studies and licence applications; 

(d) outlining the concessions International Paper should make on
environmental grounds (e.g., lack of a free-flowing stream); 

(e) participating in public meetings and site visits associated with
the re-licensing procedure.87 

The collaborative team, with International Paper’s backing, hired
two consulting firms to handle the re-licensing process. Kleinschmidt
Associates, an engineering firm based in Pittsfield, Maine, received
the general contract, while a sub-contract was issued to Alec Giffen
at Land and Water Associates of Hallowell, Maine. Land and Water
Associates provided technical support for the environmental NGOs
participating in the re-licensing process (that is to say, Atlantic
Salmon Federation, American Rivers, Appalachian Mountain Club,
Conservation Law Foundation and Trout Unlimited). In addition
smaller sub-contracts were awarded to a large number of consulting
firms to conduct the various background studies needed for the Draft
Environmental Assessment. 

Outcome of the process 

As a result of the process, International Paper received its four
hydropower licences in record time; the process took four years to
complete, and cost around $4–5 million. The company received
licences for up to 50 years, 15 years longer than usual, and was
allowed to increase the generation capacity at one of its dams,
Livermore, by more than 50 per cent. Once submitted, the licence
application was commented by the US EPA and the town of Jay
which was neutral towards it, as well as by the Conservation Law
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Foundation and the Appalachian Mountain Club which came out
strongly in favour of the licences being given (these two latter groups
bitterly oppose Bowater/Great Northern’s re-licensing application).
The FERC accepted the application without any requests for further
information and, on 21 September 1998, prior to the old licence
expiration, re-licenced International Paper’s four dams, a first for
FERC. 

IP’s successful result did have a cost. The environmental concessions
that emerged from the negotiated rule-making process included: 

(a) donating 96 shoreline acres in the Rangeley Plantation to the
state of Maine to be added to Rangeley Lake State Park; 

(b) negotiating a land stewardship deal, giving 280 acres to the
Androscoggin Land Trust and conservation leases of up to
50 years on an additional 956 acres to the Trust; 

(c) stocking 250 brown trout annually in the Androscoggin River
downstream from the Livermore Dam; 

(d) developing or enhancing several recreation facilities along the
Androscoggin River (e.g., boat launching facilities). 

Environmental NGOs, state and national officials and IP itself were
all pleased by the outcome of the process. This was reflected in the
media88 following the licences being granted.89 

Dan Sosland of the Conservation Law Foundation was quoted as
saying: ‘International Paper will obtain its licences in record time
and at a low cost.’ Another commentator on the process said: ‘The IP
process clearly demonstrates that the federal licensing of Maine’s
major hydro stations produces significant benefits to the ecology
and people of Maine’,90 while the Governor of Maine, Angus King,
was quoted as follows: ‘An excellent example of how the regulatory
system should work . . . you’ve got a faster licence, lower litigation
costs, land for the people of Maine, and a really spectacular result.’
Finally, Steve Groves announced that ‘IP saved as much as $1 million
in pursuing its licence with a collaborative approach instead of the
normal FERC process.’ 

Following the successful completion of the project, IP’s Androscoggin
Mill has won both state and national environmental awards. It is
now involved with two of the US Environmental Protection Agency’s
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XL projects (of which there are only 50 in the USA) and it is being
considered for a Partnership Excellence Award from the EPA for the
success of the re-licensing effort. The paper mill is also the most
profitable in the IP group. 

The people participating in the collaborative effort saw the following
advantages to the approach:91 

1 It increased public trust in this form of regulatory (consensual
building) process. 

2 It allowed the team to develop integrated ways of compensating
the environment for the 50 year re-licensing agreement. 

3 The bulk of the resources involved were directed towards the
environment rather than towards lawyers, as would have been
the case in a traditional re-licensing procedure. 

4 It promoted greater environmental engagement for the licence-
seeker. IP was not simply dictated to by state and national
regulatory agencies; rather, the collaborative effort, involving a wide
array of interest groups, commissioned a series of background
studies, fully funded by IP, on topics from the history of exploiting
the river to brown trout populations, which were then included
in the Draft Environmental Assessment.92 

5 The process almost completely excluded lawyers who could have
increased the lack of trust in the regulatory process as a whole and
would have inevitably increased the costs as well. 

Analysis: the issue of trust 

The negotiated rule-making process appears to have contributed to
rebuilding public trust in IP. What were the reasons for this? 

First, although there was little public trust of IP, the re-licensing
issue was not controversial. The re-licensing of the run-of-river
hydropower stations would have little noticeable adverse effect on
the environment in the eyes of the local public. It was not a question
of siting and building new dams, or a new paper mill. If that had
been the case, there would arguably have been considerably greater
public opposition. 

Second, the main NGO stakeholders involved in the process, Ken
Kimball of the Appalachian Mountain Club and Dan Sosland of the
Conservation Law Foundation, were not interested in promoting
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distrust in either the industry or the regulator.93 Their previous
experience in environmental regulatory processes, where distrust
had caused problems and less desirable outcomes, had made them
open to new approaches. Kimball and Sosland were interested in
getting environmental compensation measures in the local region in
exchange for a re-licensing of the four dams. 

Third, IP was open-minded and willing to work with environmental
groups. IP, in this case led by Steve Groves, saw distinct advantages
in working with NGOs and regulators as a way of building positive
public views toward the Androscoggin Mill, a site known for its
environmental and labour controversies. 

Fourth, as shown in past case studies as well as in the literature
on communication, face-to-face interactions with a wide array of
participants can lead to the process being perceived by the partici-
pants as fair and trustworthy. Contentious issues can be more easily
addressed in an open negotiating setting thereby making the process
fairer and, in addition, face-to-face communication makes it easier
for participants to assess the trustworthiness of one another.94 

Analysis of the risk factors 

This part of the analysis is grouped around the risk factors high-
lighted in Chapter 1, focusing on the four main actors in the process: 

• International Paper Company, the ‘industrialists’ 
• the environmental NGOs, in particular American Rivers, Appa-

lachian Mountain Club and the Conservation Law Foundation 
• the regulators, both State and Federal 
• the general public, here represented by the Canton Planning

Board and Jay Town Office 

In a high public trust, high/low uncertainty risk situation, deliberative
risk management strategies are not required. This factor does not apply
in this case. IP perceived a high level of public and interest group
distrust in the Androscoggin case. 

In a low public trust situation, risk management strategies are needed
but the choice of strategy depends on the reasons for the mistrust. Inter-
national Paper was in a difficult position, with a poor environmental
and social record. It was mistrusted by both the environmental
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groups and the local public. To combat the issue of competence,
IP first hired Steve Groves, formerly of the Maine Department of
Environmental Protection (DEP), to lead on health, safety and
environmental issues at the Androscoggin Mill. To address the issue
of fairness it set up a deliberative exercise in which federal and state
regulators, industry representatives and environmental groups could
all participate. 

Deliberative techniques can help create public trust in a contentious
risk management issue, if the public distrust issue has something to do
with partiality, but are expensive and time-consuming. In the Andro-
scoggin case, public trust of IP increased through the use of deliber-
ation in the re-licensing process. This was exemplified in three
main ways: 

1 The collaborative team held three public meetings regarding the
re-licensing procedure. According to observers at these events,
not a single individual opposed the process or criticized what IP
was doing. 

2 The initial hostility of the environmental groups on the collabora-
tive team towards IP and their plans changed to more constructive
engagement as the process developed. Following the completion
of the process they supported the outcome, saying it was the most
favourable for the environment. 

3 Several senior IP staff were sceptical about the process. They were
particularly concerned that by involving Dan Sosland and other
environmentalists, the re-licensing process could run into the
same problems as Bowater/Great Northern Paper’s attempts to
re-licence dams along the Penobscot River. Following the success-
ful outcome they were highly complimentary of Dan Sosland and
the model used. 

The deliberative process in this case was time-consuming. People
were spending at times half a day a week working on the re-licensing
project,95 but it was not expensive. The cost to IP was in the order of
$4–5 million for the re-licensing agreement. Perhaps it was no less
expensive than a conventional form (adversarial) of re-licensing
procedure in which the regulators decide what the outcome will be,96

yet the process itself (of seeking the licence) was extremely efficient
(IP received the licence in record time) and generated significant
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trust towards IP’s Androscoggin operations from the local public as
well as state environmentalists and regulators. 

In high distrust situations, charismatic individuals are extremely helpful
in negotiating successful deliberative outcomes.97 In many cases these
individuals can make or break outcomes. In the interviews conducted
for this case it was basically unanimously agreed that without the
involvement of both Steve Groves and Dan Sosland the Androscoggin
case would not have been as successful as it was. Steve Groves,
brought back from early retirement to deal with this and other
contentious issues at the Androscoggin Mill, was seen by outside
observers as a risk-taker. In this case he pushed for a consensual
agreement, even when others within his organization were initially
opposed. If Groves had failed in this effort he would have lost his job
(and gone back to retirement). On the other hand, if he had adopted an
adversarial command and control process and had failed, he probably
would have retained his position. As with other colleagues involved
in earlier cases, environmentalists would be blamed instead. Dan
Sosland, meanwhile, wanted a success story. He wanted to develop
a consensual model that could be applied to other hydro re-licensing
projects, and in so doing avoid a repeat of the Bowater/Great Northern
Paper controversy which reflected negatively on environmental
groups. 

In any regulatory/risk management process, the political actors, local or
national, must be supportive of the final outcome. In the Androscoggin
case, all actors, including the political ones, were clearly supportive.
Local, state and national actors all rallied round the collaborative
effort once the licence was sent to FERC. Both the Conservation Law
Foundation and the Appalachian Mountain Club sent in letters in
support of IP receiving the licence, and the state and national regula-
tors voiced their support for the licence both in the media and via
passing the state permit. In return FERC kept its promise. It delivered
the new hydro permit in record time and awarded IP a 50-year
licence rather than the standard 35-year one. Hence, all the actors
maintained the agreement and public trust in the outcome remained. 

It is not enough to assume the regulator or the regulatee has public trust.
This must be tested. In the Androscoggin case this was not done. IP
assumed it was highly distrusted by both the NGOs and the public,
and indeed this view was supported by the actors in the collaborative
process. The main reason for this distrust was the prolonged strike
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that IP suffered and the union-busting activities it implemented. The
regulator, in this case the State of Maine’s Department of Environ-
ment Protection, also realized it was under public scrutiny. As Dana
Murch at Maine’s Department of Environment Protection argued in
an interview on 11 July 2000: ‘We had been meeting for too long
under adversarial conditions. These conditions led to bad blood and
further distrust for all actors involved including the general public.
Hence, we wanted to find a win–win, and this case was an example
of such a win–win.’ 

Proactive regulators are more likely to gain public trust than retroactive
regulators. With retroactive regulation a policy vacuum could result and be
filled by special interest groups. This case study is an example of pro-
active regulation. The regulators, at both state and national level,
were highly proactive and really encouraged IP to adopt this new
approach. The outcome of the process was thus one of building trust.
The process would not have been successful, however, had represen-
tatives from certain environmental NGOs not been asked to participate
in the process. In this case they were both enlightened and interested
in working with industry to find a win–win agreement, and hence
trust in both the process and outcome remained. If an anti-industry
environmental group had been asked to participate, the outcome
would be significantly different. As Alec Giffen argued (in an interview
on 11 July 2000): ‘This IP model had the right ingredients. We had
enlightened and open-minded NGOs, a risk-taking industrial repre-
sentative and regulators interested in being proactive.’ 

Interest groups will in many cases try to create public distrust of regu-
lators which in turn will lead to failures of the risk management process.
In most cases interest groups by their very nature want to promote
their own interests (be it halting the siting of a waste incinerator or
protecting the environment in general). One effective way to do so
is to promote distrust in those institutions that are in charge of
the issue in question (usually regulators and industry). There are
exceptions, however. Appalachian Mountain Club and the Conser-
vation Law Foundation, the two main environmental NGOs in this
case, had previously worked with industry regarding re-licensing
procedures with win–win results. Arguably, these groups realized
that environmental benefits from the collaborative process would
be significantly higher through working with industry. According
to Alec Giffen: 
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Had we gone through a standard command-control adversarial
process in this case, in which the regulator decides what the
company needs to do in order to get an environmental improve-
ment, there is no way in the world that the regulator would have
forced IP to give away 280 acres of forest property or set aside
956 acres in a 50-year managed trust. At most IP would have been
asked to add some recreation facilities such as boat ramps and
picnic tables as well as ensuring a certain flow, but that would
have been it. 

(Interview with author, 11 July 2000)

Interest groups are needed, however, when the regulator is not seen as
impartial and when one is dealing with national or international regulatory
issues. In many cases the regulator is not seen as impartial, as in this
Androscoggin case. In the Bowater/Great Northern case, the state
regulator was highly partial, regarded by environmentalists as working
directly with industry in opposition to them. Androscoggin was a
local case, neither national or international; the public should have
had greater involvement (as in the German case study), but environ-
mental groups were much more involved. Does this imply that the
above risk criteria are incorrect? 

The difference between this and the German case in Chapter 3 is
that re-licensing procedures are complicated and drawn out. With
Androscoggin, interest groups occasionally met half a day once a
week for nearly 3 years, discussing re-licensing related issues from
stream flows to pollution discharges from the paper mill settling in
ponds. Most often the general public was unwilling to participate in
such processes due to time and finance constraints.98 In addition,
both the state regulators and the representatives from the local
towns argued that they effectually represented the public in the
process.
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5 
Sweden: Barsebäck, Risk 
Management and Trust 

Overview 

This case study examines the Swedish Nuclear Inspectorate’s and
Sydkraft’s successful communication and management strategy in
the aftermath of an INES 2 (nuclear accident of the second lowest
severity) incident at the Barsebäck nuclear power plant in southern
Sweden in 1992. Sydkraft (the owner of the nuclear plant) and
special interest groups, such as Greenpeace Denmark, felt that the
Inspectorate handled the situation, that of a near-miss meltdown of
a reactor after a filter blockage, properly. The example is all the
more striking because a technocratic form of risk management was
used, with virtually no involvement of the public or special interest
groups in the policy-making process. In addition, a top-down form
of risk communication strategy was put in place rather than a
dialogue form. 

Sweden’s overall risk management approach 

The overall risk management approach of Sweden is not dissimilar to
that of Germany or the UK, in that it is corporate in nature and
based on public consensus.1 As Anton once wrote, the approach is: 

extraordinarily deliberative, involving long periods of time during
which more or less constant attention is given to some problem
by well trained specialists. It is rationalistic, in that great efforts
are made to develop the fullest possible information about any
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given issue, including a thorough review of historical experiences
as well as the range of alternatives suggested by scholars in and
out of Sweden. It is open, in the sense that all interested parties
are consulted before a decision is finally made. And it is consensual,
in that decisions are seldom made without the agreement of virtually
all parties to them.2 

In Sweden there is very little public deliberation in the policy-
making process. Representatives of traditional and established stake-
holder interest groups, however, including trade unions, industry
representatives and regulators, do participate in policy-making, and
it is assumed that these groups act in the interests of the public they
represent. Second, there is a strong technocratic tradition of regulation
with frequent use of experts to advise on complicated risk management
issues, ranging from building a train tunnel through an environmental
preserve to analysing the costs of phasing out the country’s 12
nuclear power stations. Rational risk policy does play a role, although
not as strong as in the USA where regulatory impact analyses have
been in place since the Nixon Administration. Third, the precautionary
principle, whereby regulators argue for a reversed burden of proof, is
a central part of the risk management strategy.3 Fourth, to cope with
scientific uncertainty, safety criteria are inherently conservative,
resulting in average occupational health standards for Sweden being
among the highest in the world.4 

Sweden’s risk management approach can be summarized as shown
below: 

1 It has a strong technocratic bias with little public participation in
the policy-making process. 

2 The courts have a limited role in either making or testing regula-
tions. 

3 There are close links between the elite stakeholders (called Överhet
in Swedish) ensuring that consensus emerges, resulting in little
conflict in the regulatory process. 

4 Levels of public trust in the regulatory system are high as the public
sees the regulators as acting in their best interests. 

5 There is a strong focus on the precautionary principle (reverse
burden of proof) which is agreed through negotiation between
the regulated party and the regulator. 
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6 There is widespread acceptance of the överhet by the public,
entrusting it to make the right decisions for the country as a whole.
The public sees the överhet as having made a significant contri-
bution to its welfare. 

7 The överhet, and in particular policy-makers, are driven by the
agenda of the political party which originally put them in power. 

8 Any distrustful interest groups (be they environmental groups or
pension organizations) are included in the centralized policy-
making process and, in some cases, are directly funded by the
central government to reduce their impact.5 

9 Highly proactive regulators lead to little chance of a policy
vacuum. 

10 The regulator takes the role of overseer while the regulatee is
responsible for all the risk management measures carried out. 

Historical background 

Swedish regulation is consensual rather than adversarial. The Swedish
system of regulation emerged from the överhet-state, in which domin-
ant values encouraged individuals to defer to the wishes of the gov-
ernment and encouraged leaders to be self-confident in charting a
course for how people should behave.6 This överhet has emerged
over the last 500 years, and remains strong. One of the characteristics
of the system is that policy-makers are seen as individuals who
shape public opinion; this is in sharp contrast to the USA where
some researchers argue that policy-makers are hostages to public
opinion (reactive policy-making).7 The roots of inclusive consensual
decision-making can be traced back to the partial democratization
of Sweden in 1865 (20 per cent of the male population was allowed
to vote), when the traditional class system, referred to in some circles
as the pre-democratic patriarchal state, fell apart. In its place a new
överhet, composed of local and national policy-makers, senior civil
servants, and senior industry spokespeople emerged. These groups
formed the so-called new Swedish elite. As the country is small
and homogeneous, this rising class tended to interrelate personally,
read the same left-of-centre newspaper (Dagens Nyheter), frequented
the same social circles and was educated in the same universities.8

Many up-and-coming policy-makers therefore shared a similar back-
ground; most joined the government after extensive periods in their
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respective party’s youth society (more than half of the present
Swedish cabinet were members of the Social Democratic youth
organization, SSU); and they are referred to in colloquial Swedish
as ‘political broilers’ (i.e, chickens raised for politics rather than
meat). The political affiliations of the policy-makers are formed
very early in their childhood, and are traditionally passed from
generation to generation, ensuring that most individuals today vote
in the same way as their parents and grandparents. Because of their
early involvement in the political youth organizations, Sweden’s
current policy-makers may have known their counterparts for most
of their lives. 

Just as the old överhet maintained power, so does the överhet today.
As Tom Anton once said, ‘In Swedish politics, to accommodate is to
survive.’9 

Adversarial as opposed to consensus decision-making 

There are few confrontations in Sweden. In comparison to federal
states such as Germany and the USA, power in Sweden is centralized
and based on consensus, resulting in consistency and leading to
effective decisions that suffer few challenges once proposed. 

Thanks to an inclusive approach to decision-making, Sweden has
one of the lowest occurrences of industrial disputes in the western
world,10 as most problems that arise are dealt with centrally by the
main players, such as the large trade union bodies (in particular LO),
the employers’ federation (SAF) and government. For more than 50
years these bodies have negotiated annual wage increases without
a strike. 

For example, Sweden has the highest percentage of unionization
in the western world with 85 per cent of the work force belonging,11

and as a result union bodies such as LO and TCO have considerable
amounts of power. Because of this, Lennart Lundqvist argues, partici-
pation in the policy-making process is based on competence and
not citizenship.12 Indeed, the public by and large appears to have
accepted this, and on the whole people do not take an active part in
trying to influence the policy-making process.13 

Regulations that are developed centrally, involving SAF and other
industry representatives, various union officials, and government
agencies, are thus simply imposed on industry. Although at the local
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level there may not be an agreement regarding a particular regulatory
decision, it is highly unlikely that it will be challenged. Historically,
there has been a sense that the regulator will work with industry to
ensure compliance rather than seek judicial intervention or impose
fines, as with the country’s regulation of vinyl chloride in the 1970s.14

In addition, unlike the USA, where regulation is by the book, Swedish
regulation is inherently flexible, implementing a dialogue between
the regulator and those regulated as to how risks are best managed.
In this process, the regulated party is responsible for putting forward
risk management alternatives and implementing them, while the
regulator is seen strictly as an overseer.15 

As the regulatory process is more flexible, if not less bureaucratic,
changes can be made at a moment’s notice if new scientific evidence
becomes available. Regarding the regulation of vinyl chloride in the
1970s, for example, Sweden first adopted a 5 parts per million (ppm)
limit but, following evidence from the USA stating that limits above
1 ppm could be carcinogenic, the Swedish regulators swiftly adopted
similar standards. In this case the only industry plant that produced
these chemicals in Sweden was unsure that it could cut back to 1 part
per million. During the regulatory process, however, the director of
the industry in question was assured by the regulatory counterpart
(they were close friends) that the regulator would not shut down the
industry and would help it reach the desired limit.16 

A final explanation of the high degree of consensus in Sweden
relates to the relationship between the public and the government.
Unlike the USA, where the main interaction with national govern-
ment is through the tax system, there is a significant fiscal link
between people and government, and a bigger government presence
in most areas. Sweden, for example, has a big public sector, with half
of all Swedes dependent on the state for their salaries. 

In the area of environmental and safety regulation, regulators,
industry and other principal actors have similar goals to develop
regulations centrally with little confrontation by involving all the
powerful stakeholders. A good example of building consensus can be
found in the Swedish environmental policy arena where the first
Director General of the Swedish Environmental Protection Agency, the
legendary Valfrid Paulsson, adopted a strong cooperative relationship
to form greater consensus between the regulator and the regulated.
Paulsson, who was the Director General for 25 years, took the view
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that a working relationship between the regulator and the regulated
had to be nurtured. As Lundqvist argues, the formation of such a
climate is only possible via information and trust: 

One key was information; if only each side knew exactly what the
other wanted and why, the relations between controllers and
polluters would lead to rational and balanced decisions. Another
was trust; polluters should be relied upon to execute agreed pollution
control programmes and prescribed control measurements, with-
out day-to-day interference from regional or local environmental
officers.17 

The role of trust between regulator and those regulated is also shown
in the emphasis on self-regulation. Companies in Sweden conduct
their independent health and safety audits so as to improve safety
awareness at all levels of the organization. The strength of this
approach remains to the present day. 

Consensus leads to slow decision-making 

The regulatory approach adopted in Sweden is on average rather slow
in its formation, as it is incrementalist and long term in nature.18 To
ensure consensus, all the major decision-makers interact, as Thomas
Schelling argues, through the creation of several fora for negotiating
with interested parties. When decisions are made, every participant
feels part of the process and the outcome is psychologically rewarding.19 

Swedish policy-makers do not want to have what they call ‘a cow
on the ice’ (literally translated, but meaning a large element of
uncertainty): that is, they do not want to be driven by public opinion
to such an extent that the implementation of environmental or
safety regulations may lead to a sacrifice of various socio-economic
variables. Doing so could have detrimental effects on the main
cornerstones of Swedish policy, namely full employment, stable
socio-economic growth and welfare. One way of reducing the element
of policy uncertainty is to narrow the political focus via the establish-
ment of Royal Commissions, which consist of administrators and
representatives of regulated interests. These commissions, together
with the cabinet and bureaucracies, help decide what is feasible
practically with regard to a particular regulation. Once a regulatory
decision is passed it is always viewed as general, flexible and by no
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means final. Regulators want to ensure that the legislation passed
will not simply focus just on a specific pollution source from a
particular plant, but will be more holistic in its orientation so that it
can be applied to a variety of pollution problems and cases. It must be
flexible so that the regulator can implement his or her discretionary
powers to assess the balance of costs and benefits involved in the
regulation case by case. 

Role of the public 

Until recently, public participation in the policy-making process was
discouraged by local and national policy-makers. Public opinion is
taken into account through the so-called remiss process whereby,
following the passing of draft legislation, the wider community (be
they special interest groups or private citizens) is allowed to pass
comment before it becomes law. Policy-makers may act on these
comments in the final drafts of their bills, but this usually depends
upon the nature of the comments themselves and the perceived
influence/power of the body making them. 

Policy-makers argue that state regulatory bodies must act in the
public’s best interests, such as by advocating a safer work place and a
cleaner environment. Therefore the public does not really need to
participate in decision- or policy-making at all unless employed by
the government. Indeed, policy-makers view public participation as
leading to inefficiency, thereby prolonging the regulatory process.
The public appears to accept this situation just as it did the old överhet
and the powers that be. Indeed some observers acknowledge that
over the years a new aristocracy has formed, which is based on political
connections rather than blood ties.20 This should not be surprising,
as in terms of outcome the Swedish public are no worse off and may
be considerably better off in terms of regulatory decisions than their
counterparts elsewhere.21 

The political process 

Sweden’s current parliamentary system, based on proportional
representation, also encourages strong party loyalties. Several commen-
tators argue that this makes policy-makers less responsive to public
pressure on emotive issues.22 The Swedish political system is generally
classified as a stable multiparty system with a high degree of internal
party cohesion.23 The parties usually vote in blocs, although exceptions
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have occurred in the past. The Conservatives, Liberals and the Centre
Party usually vote together and form a centre-right bloc. Similarly the
Social Democrats, the Communists and the Greens form the Socialist
bloc. The political bloc with the most votes wins, and within that bloc
the party with most votes is asked to form a coalition and establish
the government. As a result, the MPs are not directly beholden to
public opinion and can therefore liaise with the other members of
the överhet. Because of the lack of direct public accountability, some
policy observers argue that on the whole Sweden is considerably less
democratic than other European countries and the USA.24 That said,
voter turn-out in Sweden is almost twice as high as in the USA.
Although there is built-in flexibility in the policy-making process,
there is a sincere wish among Swedish policy-makers to make
rational rather than simply populist policies. 

The limited role of the courts 

The law courts, to date, have played only a limited role in regulatory
policy-making. Judicial review of administrative performance is
extremely rare as administrations are seen to act in the interests of
the country. Although there is a right of appeal regarding regulatory
decisions in a court of law, this only applies to formulaic errors.
Hence citizens and interest groups cannot use the courts to challenge
government policy (something that environmental NGOs in particular
oppose).25 This has changed somewhat since Sweden joined the
European Union. Swedish citizens or organizations can now appeal
to the European Courts, as the utility company Sydkraft did recently,
regarding the government’s decision to close one of the company’s
nuclear power plants. 

Proactive regulation 

Sweden’s regulatory system can be characterized as relatively proactive.
The government and regulators actively draw upon new scientific
research to develop existing and forthcoming legislation. The precau-
tionary principle and shifting the burden of need/proof to industry are
both part of the regulatory process. In some cases, industry has not
introduced potentially hazardous chemicals to Sweden, as it has taken
the view that the costs of satisfying the regulator (i.e., proving that the
chemical substances are indeed safe) are too high in relation to the
small market Sweden represents. As a result, the country has fewer
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chemicals in circulation than most other western nations.26 Swedish
regulators have asked a Criteria Group to reconstruct unsystematic
(and even, at times, non-existent) implicit safety margins for chemicals.
The outcome of these reconstruction experiments has, in some cases,
led to the imposition of conservative safety margins so as to reduce
scientific uncertainty about safety. Sweden has the lowest occupa-
tional exposure limits to chemicals in the world.27 

Introduction to the Barsebäck case 

There are several important factors that contributed to the broadly
satisfactory outcome for all participants and stakeholders, and this
chapter explores how a risk management approach which avoided
direct involvement with special interest groups actually succeeded. 

What happened? 

The controversy centred around the Swedish nuclear (boiling reactor)
plant located 20 km from both Malmö and Copenhagen, near the
small harbour town of Barsebäck (see Figure 5.1), which first came on
line in the 1970s. The plant is situated close to densely populated
areas (Copenhagen has approximately 1.5 million inhabitants, while
Malmö has approximately 350,000 inhabitants) and has therefore
been a source of public and political friction between Denmark and
Sweden for over 25 years. On 28 July 1992, during the start-up of
reactor II at the Barsebäck plant and following routine maintenance,
a safety valve became stuck, causing insulation material to fall into
the reactor’s water-cooling system, blocking the reactor’s inlet filters.
Within 20 minutes, however, this material was cleared through a back-
flooding mechanism. Nevertheless, the incident prompted the SKI
(the Swedish Nuclear Inspectorate) on 17 September 1992 to force
a shutdown of all similar filters, arguing that any blockage increased
the risk of a complete core meltdown. It also ordered the owners of
the five affected reactors to redesign their filter systems. 

The SKI regulator was particularly concerned about an incident
violating the so-called ‘30 minute rule’ which compromises the safe
operation of the nuclear power plant. Studies have shown that most
mistakes in dealing with nuclear-related accidents or incidents take
place within the first 30 minutes when operators are under acute
stress. The rule therefore states that an operator of a nuclear power
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plant should always be allowed 30 minutes to come to terms with
the problem at hand, thus ensuring that he or she responds correctly
to the incident in question. 

The Danes felt that the reactors should not have been constructed
in the first place, since the plant not only put Sweden’s third largest
city, Malmö, at risk, but also the Danish capital with its 1.5 million
inhabitants. Danish officials discovered that Copenhagen’s evacuation
plans were insufficient, estimating the costs for dealing with the
accident at nearly 50 billion Danish crowns (approximately 6 billion
euro). This prompted the Danish Parliament to pass a bill in May
1986 calling for Sweden to close Barsebäck.28 Yet pressure for closure
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fell on deaf ears in Sweden, as the Swedes saw the plant as being
completely safe, prompting the Danish government to raise the issue
on a yearly basis ever since.29 

Opposition to the plant could also be found in Sweden where
the Swedish Centre Party (headed by the anti-nuclear campaigner,
Olof Johansson), and several other influential Swedes (including
Kjell-Olof Feldt, the ex-Finance Minister) lobbied alongside NGOs
such as Greenpeace Sweden and Friends of the Earth to close the
plant permanently.30 In effect a single stuck safety valve seemingly
threatened to wipe out nuclear power as a viable energy source for
Sweden. 

Despite opposition, Sydkraft completed modifications to the filtering
systems and the reactors went back on line in January 1993. This
generated a massive outcry in Denmark. The complete lack of success
in finding a diplomatic or political solution agreeable to both countries
prompted the Danish Interior Minister, Thor Pedersen, to suggest that
his country take over the provinces Sweden captured in 1658 (includ-
ing Scania [Skåne] where the Barsebäck plant is located) by military
means. Carl Bildt, the Swedish Prime Minister, felt this statement
to be extremely ill advised, as it jeopardized the foundation of wider
Scandinavian cooperation.31 

While diplomatic initiatives stumbled forward, anti-Barsebäck
campaigners stepped up their own initiative with a high-profile
‘war of humour’. Diplomatic relations were at such an all-time low
that Sweden’s Minster of Defence, Anders Björk, threatened to ‘attack’
the Danes with fermented herring. Journalists from the Danish news-
paper Ekstra Bladet responded by dumping old smelly cheese at the
Barsebäck plant.32 

The price of safety 

The consequences of action taken to avoid danger are instructive.
Shutting down the reactors and redesigning the filters may have
protected the population in the long run, but short-term conse-
quences for the environment included a 10 per cent increase in
Sulphur dioxide (SO2) and nitrous oxide (NOX) emissions in southern
Sweden, causing increased acid rain. This was because the shortfall in
nuclear-generated electricity was compensated for by an increased
usage of fossil fuels in southern Sweden and Denmark. Renewed
reliance upon old Danish coal plants meanwhile increased emission of
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sulphur dioxide. Studies show that on average up to 23 per cent of
sulphur dioxide (the main ingredient of acid rain) falling over southern
Sweden originates from Denmark.33 The Barsebäck shutdown also
resulted in a loss of Sydkraft revenue to the order of SEK 25 million per
week – with substantial profits flowing into Danish power companies
now supplying energy to large parts of southern Sweden. 

Before proceeding further, some background to the siting and build-
ing of the two Barsebäck reactors is necessary: this is given in Figure 5.2. 

The seeds of opposition 

Opposition to the Barsebäck nuclear plant was a domestic issue in
Sweden and did not erupt into international activism until the early
1970s. In 1965, the utility company Sydkraft was not planning to
invest in radical, state-of-the art nuclear power. Instead it envisaged
a large oil-fired heating and electric plant, and negotiated the pur-
chase of a large tract of land near Barsebäck harbour in the province

 

1965 Sydkraft buys land at Barsebäck. 
1968 Sydkraft seeks permission to build a nuclear plant at the site. 
1970 Swedish Government grants Sydkraft a planning and operation licence for

a nuclear plant. 
1975 Barsebäck I starts to produce nuclear-generated electric power. 
1976 Sweden’s ‘nuclear election’; the anti-nuclear Centre Party comes into 

power, forming a coalition with two pro-nuclear parties. 
1977 Barsebäck II starts to produce power; Barsebäck is discussed as an issue 

in the Danish Parliament. 
1980 National Referendum on nuclear power in Sweden. 
1982 First Swedish-Danish review on the Barsebäck plant; Danish–Swedish 

Barsebäck Committee is formed. 
1985 Danish–Swedish Barsebäck Committee reports to the Danish 

Parliament. 
1986 Danish Parliament demands closure of the Barsebäck plant; Chernobyl 

accident leads to anti-nuclear public outcry in Sweden and Denmark. 
1988 Swedish Parliament decides to shut down two nuclear reactors (one of 

them Barsebäck) by 1996. 
1991 Swedish Parliament revokes the 1988 decision. 
1992 Nuclear accident occurs at Barsebäck, causing public outcry in 

Denmark. 
1993 Two reactors at Barsebäck are reopened, generating more public and 

political controversy.

Figure 5.2 Barsebäck history, 1965–93
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of Skåne for SEK 9.5 million. But heightened concern over the political
situation in the Middle East (the Arab–Israeli conflicts) and its effect
on oil prices, in addition to encouragement from Asea (now ABB-Asea
Brown Boveri), led Sydkraft to consider nuclear power as a serious
energy alternative. The location was viewed as particularly favourable
for a nuclear plant since it had a very low population density within
the required 5 km safety radius at the time.31 

During the siting process of Barsebäck, the Danish government
was kept informed of Sydkraft’s plans by their Swedish counterparts.
At that stage, although the proximity of the site to nearby urban
centres was close, the feeling among the majority of Swedish and
Danish politicians was that the plants did not pose a massive threat,
leading the Swedish Government to grant Barsebäck its planning
and operating licence in February 1970.32 By 1975 the first reactor,
Barsebäck I, was generating power, and by 1977 so was the second
reactor, Barsebäck II. 

Between the initial planning application in 1968 and the granting of
permission to build in 1970, Danish policy-makers raised no objections
to the reactors. In fact, in the early 1960s, a group of Swedish utility
companies, with the full collaboration of the Swedish government,
built a small nuclear reactor virtually in central Stockholm (Ågesta). 

Studies of safety were being conducted. The Danish government
received a report from the Risö laboratory and the Danish Atomic
Energy Commission (the Risö safety document) which discussed the
possibility of aircraft from nearby Copenhagen airport crashing into
the Barsebäck plant.36 

The lack of Danish opposition towards Barsebäck may also be
partly explained by the country’s own plans for nuclear power. Until
the mid-1970s, Danish utility companies considered building nuclear
reactors of their own. 

Barsebäck and Swedish opposition 

Towards the mid-1970s, Barsebäck began to face strong domestic
opposition from the Swedish Centre Party. At that time, nuclear
power entered the headlines as members of the Centre Party showed
concern about the treatment of the nuclear waste being produced,
something that the public became increasingly worried about as
well. Although public opposition to nuclear power was also seen as
a protest vote to the centralized system in Stockholm,37 the issue of
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nuclear power became so politically charged that the country polarized
into yes and no camps, culminating in the so-called nuclear elections
of 1976. A centre-led coalition gained power for the first time in
44 years, mainly due to its anti-nuclear platform. The Centre Party
leader, Torbjörn Fälldin, pledged at his election that all nuclear
plants currently in operation would be phased out by 1985, and that
those still under construction would never be completed. His pledge
was soon abandoned, but after the 1979 Three Mile Island nuclear
accident in America, which led to a national referendum on nuclear
power in 1980, the Swedish government passed a law calling for
a complete phasing-out of nuclear power by 2010.38 

What is remarkable is that only a year after the referendum, opinion
polls showed antinuclear sentiment to have died down. An antinuclear
rally at the Barsebäck site in 1982 only attracted 6,000 people,
compared to 20,000 a year prior to the referendum (March 1980),
and the nuclear power issue was thought to be resolved.39 With
the exception of a brief period six months after the Chernobyl nuclear
accident in 1986, when 85 per cent of the public opposed nuclear
power, Swedish opposition to nuclear power has remained a marginal
rather than a mainstream political issue. 

The Barsebäck plant and the Danes 

It is evident that Danish political opposition to Barsebäck has grown
over time. Safety concerns were voiced by Preben Wilhjelm in the
Danish Parliament in October 1977. Worried about the start up of
Barsebäck II (in the light of the Risö safety report), he challenged the
Environment Minister to explain how the government planned to
protect Danish territory against the risks posed by Swedish nuclear
reactors. The Minister, ignoring the safety aspects raised in the Risö
document, replied that there was no reason to complain to Sweden
about the safety of the reactors until the Ministry received additional
information. Parliamentary debate on Barsebäck, however, continued.
Following increasing pressure from smaller opposition parties, the
Danish government in December 1979 announced that they were
seeking a joint Swedish–Danish review of Barsebäck. This was
completed in early 1982 and suggested that the plant was nominally
safe from risk. Nevertheless, the Danish Environment Minister wrote
to Sweden’s Minister of Labour expressing Danish concern over the
plant’s proximity to Copenhagen, resulting in the formation of a
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further committee to carry out a more thorough analysis of all aspects
of the plant. 

The new committee presented its results to the Danish Parliament
in March 1985. Among the report’s findings, those relating to the
unthinkable economic and political consequences stemming from
a hypothetical sudden forced evacuation of Copenhagen due to a
Swedish nuclear safety alert prompted the Danish Parliament to pass
a bill in May 1986 calling for Sweden to close Barsebäck.40 Since the
autumn of 1982, the majority of the Danish public and policy-makers
have been opposed to both domestic and foreign use of nuclear power.
Studies in 1992 indicate that 83 per cent of Copenhagen’s residents
and 73 per cent of the Danish population as a whole believe that
Sweden should close Barsebäck since it is so close to Denmark.41

A majority of policy-makers also share this view. 

The risk management process that led to the restarting of 
Barsebäck following the filter case 

The risk management process implemented was that typically found
in Sweden: a mix of the standard political regulatory regime with
considerable doses of technocracy and rational risk policy. The
Nuclear Inspectorate was the main regulator, or risk manager, while
the other actors – namely Sydkraft, the Swedish and Danish nation-
states and Danish environmental groups – tried to influence SKI’s
management process. 

Following the initial incident on 28 July 1992, as per the Swedish
model of regulation, Sydkraft’s central safety committee at the
Barsebäck plant took the lead in analysing the specific causes of the
incident for SKI, informing the Nuclear Inspectorate that the evaluative
studies conducted would be completed by 31 August. SKI agreed with
these measures and the time scale. After the completion of the analysis,
and in particular the study conducted by ABB Atom (the constructor
of the original reactor) for Sydkraft, showing that the 30-minute rule
could be dangerously compromised, Lars Högberg, the Director of the
Nuclear Inspectorate, ordered the temporary closure of the five
boiler reactors with similar types of outlet valves in Sweden. In an
independent evaluation conducted by Göran Steen, chief of the
Swedish State’s Accident Commission on behalf of SKI, regarding
SKI’s handling of the 1992 incident, two findings are noteworthy:
the Inspectorate was criticized by Steen for allowing Sydkraft to
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conduct the investigation, stating that this should have been done
by the Inspectorate. To the evaluator this would have been more
efficient time-wise. In addition, the evaluator expressed concern that
immediately after the incident the reactors operated between 28 July
and 17 September 1992, despite the fact that they were deemed
unsafe. The evaluator did, however, praise the Inspectorate for closing
the five nuclear reactors once the analysis was complete.42 

There are two issues of interest here. First, the Swedish Inspectorate
gave its approval when Sydkraft, the company responsible for the
incident, volunteered to conduct the in-depth analysis. The Inspect-
orate trusted the regulatee to conduct a proper study of the causes
and consequences of the incident, probably believing that the utility
company was in a better position than itself to conduct this type of
professional inquiry. In addition, the regulator saved considerable
amounts of resources (money and human power) which could be
used elsewhere by allowing Sydkraft to assume responsibility. Second,
once Sydkraft’s analysis was complete, the Inspectorate decided,
based on the results of the analysis, to close down almost half of
Sweden’s nuclear capacity for a period of six months. Based on SKI’s
decision, one can take the view that SKI was right to let Sydkraft do
the evaluation, at the same time supervising any action resulting
from the evaluation. 

Sydkraft and the utilities 

It is crucial to understand that in Sweden the drastic measure to close
down the five reactors was not publicly questioned by the leading
utility companies. This is all the more interesting considering that
no other nation implemented such tough measures regarding reactors
that were of similar construction and filter design following the
Barsebäck incident.43 

In Sweden, the regulator, the industry and the state all acted in what
can be termed ‘the best interests of Sweden’. The regulator knew that
drastic action needed to be taken; the event was not predicted by the
quantitative probabilistic risk analyses (QPRA) put into place by ABB
Atom and it violated the so-called 30-minute rule. The reason why
SKI’s enforcement measures were made possible with little industry
opposition was because of its excellent relationships with the various
industrial and political bodies based on mutual respect. In particular,
a dialogue process put into place between the nuclear utilities and the
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Inspectorate, following the US 1979 Three Mile Island accident, helped
considerably.44 In an interview with the Head of Communication at
Sydkraft, Stieg-Åke Claesson, for example, he had the following to say: 

Yes, we felt the measures that the SKI put forward were harsh. Yet
we knew that in effect the incident was our fault and that had we
complained about it, it would have led to further ramifications lead-
ing to loss of credibility in eyes of the regulator as well as the public. 

(Claesson, 29 February 2000, interview with author)

Trust and the Swedish regulatory process 

The Swedish style regulatory process, in which a majority of the
principal actors were trusted, was seen to be fair in this case. Green-
peace, the SKI, Sydkraft and the Swedish public saw the regulators
working in their best interests (e.g., taking drastic regulatory action
in closing down five nuclear power stations because the regulators
were concerned about public safety). Public concern thus abated only
six months after the incident. I conducted a random telephone survey
of 100 inhabitants of Malmö which showed that 60 people believed
the plant to be safe. When asked why they did (open-ended question),
57 replied that they trusted Swedish industry.45 

Environmental interest groups, such as Greenpeace, also felt that the
process was correct since the regulator took such a strong regulatory
step against the nuclear utilities. When asked whether or not the
public interest was indeed served by this action, a spokesperson at
Greenpeace Denmark responded (in September 1993): ‘I trust the SKI
more than I trust the Danish inspectorate. SKI is truly not in the
hands of industry. In face of industry pressure, it took drastic action
to close down reactors that it did not feel were safe. That would
never have happened in Denmark.’ 

Sydkraft, although a private company and owned largely by foreign
shareholders (in particular the German company, Eon), did what it
considered best for Sweden. For example, Stieg-Åke Claesson, Informa-
tion Director at Sydkraft, said: 

Of course we were not very happy about closing the two reactors.
It was a major blow for us. However, we never considered ques-
tioning the decision of the regulators. Rather we decided to work
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with them to find an optimal solution. In addition we invested
quite a bit of resources to build up public trust.

(29 February 2000, interview with author)

The company was also actively engaged in a dialogue process with
the Inspectorate prior to the incident and was acutely aware of how
high the stakes were. If the company chose to publicly oppose the
temporary closure of Barsebäck, this would not only have damaged
their credibility in the eyes of the government and other utilities, but
might have further eroded public trust in nuclear energy as a whole.
Clearly this would not have been in the interest of the utilities:
Sweden is one of the few nations in Europe in which a majority of
the public are pro-nuclear power, a state of affairs that the nuclear
industry does not want to jeopardize. There were 12 nuclear power
stations at risk in Sweden and the 1980 referendum had already
stipulated their eradication by 2010. The war for and against nuclear
power was to be won or lost in the hearts and minds of the public
after all. 

Analysis of the risk factors 

If we examine the case study in light of the risk factors outlined in
Chapter 1, we come to the following conclusions. 

In Sweden, a high public trust high/low uncertainty risk situation,
deliberative risk-management strategies are not required. Barsebäck is an
example of this. There was considerable uncertainty concerning the
risk in question during the risk-management process (e.g., should
the reactors be closed down, and would it be possible to widen the
outlet filters, etc.) yet a high element of trust, based on past experience
also existed, both towards the regulator and industry. That is why
these bodies were already trusted by the general public when these
actors went into the (crisis) risk management process following the
filter incident. The outcome of the process – the addition of a series
of safety measures (widening the filter outlet valves and changing
the type of insulation material being used), and then reopening the
nuclear reactors – did not change this level of trust in Sweden. 

This risk management process, as in most Swedish cases, imple-
mented a strict political regulatory regime, with a high amount of
technocracy/expertise and rational risk thinking. Throughout the
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process there was no direct public participation or interest group
involvement in the decision making process. 

Had the main actors in the risk management process (that is,
Sydkraft and SKI) pursued deliberative strategies, the outcome of the
overall risk management process may have led to a higher level of
distrust toward the regulators and industry. Past studies46 have
shown that direct public participation would have led the public to
question the need for deliberation in the first place. Similarly, had
interest groups been asked to participate, particularly those that were
antinuclear in their orientation, they would have pushed their own
interests (i.e., a permanent closure of the reactors), arguing throughout
the process that neither industry nor the regulators could be trusted
(see Chapters 1 and 2). 

In a low public trust situation, some form of risk management strategy
(strategies) will need to be implemented, but this depends fundamentally
upon the reasons for distrust in the first place. This does not apply to
this case, as there was a high level of public trust. 

Deliberative techniques can help create public trust regarding a contentious
risk management issue, if the public distrust issue has something to do
with partiality; but these techniques are expensive and time-consuming.
This does not apply to this case since deliberation was not regarded as
necessary by either the regulators or the general public. Decision-
making is inclusive in Sweden, minimizing the risk of public involve-
ment, and therefore public distrust. 

In high distrust situations, charismatic individuals are extremely helpful
in negotiating successful deliberative outcomes. This does not apply to
this case, as there was a high level of public trust. 

In any regulatory/risk management process, the political actors (local
or national) have to support the final outcome. In the Swedish consensual/
elite model, all the actors work for one another. In this case the
regulator and industry were, on the whole, assured of local and
national support for the decisions taken. Policy-makers were consulted
prior to the decision being made public, and their concerns and
reservations were taken into account in the making of the legislation
in question.47 

It is not enough to assume the regulator is trusted; the regulator must
test this first. In the Barsebäck case, the Swedish regulator did not test
to see whether it had public trust, the most obvious reason being
that it did not have time, and testing for public trust was probably
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furthest from SKI’s mind when the incident at Barsebäck occurred. It
could have tested the public’s trust toward SKI prior to the event but,
as with other elements of Swedish elitism, it assumed that the public
would somehow realize that it was acting in the public’s best interest. 

Proactive regulation is more likely to gain public trust. As discussed in
this chapter, Swedish regulators, largely due to the elite/consensual
system, are seen to be proactive and hence were able to avoid so
called fire-fighting. Although the regulators and industry reacted
retroactively in this case (since an accident had already occurred),
they quickly came to grips with the situation, putting forward strong
regulatory measures that were accepted by all parties involved. As
the decision was taken rather swiftly, with little hesitation or debate,
and as there were no opponents to the decision (even those who
labelled themselves ‘anti-nuclear’ viewed the decision to close the
five reactors as ‘good’ as well as tough) there was no need for SKI to
‘justify’ its decision. As an added element of security it appointed
a consultant, Goran Steen, to evaluate SKI’s risk management process
in this case. Although expressing some reservations, the consultant
was on the whole positive.48 

Interest groups will in many cases try to create public distrust of regulators
which in turn will lead to failures of the risk management process. This
does not apply to this case. The principal actors, such as trade union
and industry representatives, actively participated in the risk manage-
ment process. The actors who could be viewed as being opposed to
nuclear power and who may have wanted to see the nuclear reactors
closed permanently, however, such as various environmental activist
groups, were, as in previous risk management cases, only peripherally
involved.49 

Interest groups are needed, however, when the regulator is not seen as
impartial and when one is dealing with national or international regulatory
issues. In this case a majority of both industry and nuclear opponents
viewed the regulator as impartial and hence there was no need to
involve interest groups. 
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6 
Risk Management in the UK: 
The Case of Brent Spar 

Overview 

This case study examines the communication and management
strategy of both Shell and the British Department of Trade and
Industry (DTI) during the proposed dumping of the redundant oil
storage buoy, Brent Spar, in the North Sea in the spring of 1995, and
its occupation by Greenpeace demonstrators. A technocratic form of
risk management was used, with virtually no involvement of the
public or special interest groups in the policy-making process. In
addition, a top-down form of risk communication strategy was put in
place rather than a dialogue form. It is an example of an unsuccessful
technocratic approach. Both in the UK and elsewhere the public sided
with Greenpeace against the DTI and Shell. These results, however,
are not particularly surprising. Following a series of scandals running
from salmonella in eggs to mad cow disease, the British public has
little trust in government regulators or of industry as a whole.1 

Introduction: the regulatory context 

The British regulatory environment is seen as consensual, retroactive
and incremental: regulators work closely with industry and special
interest groups. This approach is well summarized by Hayward, who
argues: 

Firstly, there are no explicit, over-riding medium or long term
objectives. Secondly, unplanned decision-making is incremental.
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Thirdly, humdrum or unplanned decisions are arrived at by a con-
tinuous process of mutual adjustment between a plurality of
autonomous policy-makers operating in the context of a highly
fragmented multiple flow of influence. Not only is plenty of scope
offered to interest group spokesmen to shape the outcome by
participation in the advisory process. The aim is to secure through
bargaining at least passive acceptance of the decision by the
interests affected.2 

Or, as Macrory argues: ‘Discretion and practicability might be described
as the hallmarks of British environmental law and policy, with a degree
of satisfied isolationism and administrative complacency running close
behind.’3 

However, recalling the ideal types outlined in Chapter 2, the British
regulatory approach has, like the other countries surveyed in this
book, a strict regulatory regime with components of litigation
attached to it. Like Sweden, it also has a strong technocratic (expert
component) dimension, consisting of expert scientists giving
enlightened civil servants advice as to how to best manage risks.
Rational risk management on strict economic grounds does play a role
in the UK, but the use of cost–benefit analysis and other such economic
tools is not as pronounced as in the USA.4 Until recently, the British
regulatory regime had very little room for either public or interest
group deliberation, yet because of growing public distrust in the
regulatory process this is changing.5 

Historical context6 (1840s–circa 1990) 

The consensual approach in Great Britain dates from the peak of the
industrial revolution in the 1840s–1860s, when industry abandoned
its controversial, aggressive stance which typified the early part of
industrialization. This reflected a change in the political climate. In
1842 the government had already introduced the ‘best practice’
principle as a way of decreasing its involvement in industry and
letting industry regulate itself, which it welcomed. (The more
modern concept ‘safe as reasonable practicable’ was first coined in
the 1949 court case of Edwards v. The National Coal Board when Lord
Asquith, presiding over the case, referred to it.)7 Similarly in the early
1860s, Parliament, concerned about increasing levels of air pollution,
pushed for stricter regulations which the mill owners initially
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opposed. In 1863 Parliament passed the Alkali Act which required
the manufacturers of akali to remove 95 per cent of the hydrochloric
acid produced by their factories. To enforce this act the Parliament
established the government’s first pollution control agency, namely
the Alkali Inspectorate, the world’s first environmental regulatory
agency.8 The industry owners’ initial reaction to this Act and the
setting-up of the Inspectorate was hostile. Working with industry,
however, the Inspectorate was able to reduce 98 per cent of the
hydrochloric acid emissions and, in so doing, it showed industry
that regulation actually reduced their costs.9 This was, of course,
welcomed by industry, which then worked on establishing close
links with the Inspectorate. For example, as late as 1981 the then
Chair of the Chemical Industries Association’s Environment Committee
noted the following: 

In the UK we are very fortunate in having relatively easy and
frequent access to Civil Servants in both the Scientific and
Administrative Branches and many opportunities, both formal
and informal, to state a case and to influence the opinions of
policy-makers. By and large, our inspectors are practical, profes-
sional people, generally able, willing to take account of economic
and employment factors so long as willingness to progress is being
shown and progress is made.10 

In addition, in 1874, Parliament passed the Factory Acts, which
allowed local authorities to regulate industry themselves. Some
scholars, most notably Martin Weiner, suggest that there was a
cultural backlash against the values of industrialization. Instead
of ‘free-market’ competition and expansion, and the reactionary
opposition to any form of government regulation (indeed this ‘entre-
preneurial’, often ‘middle-class’, ethos was responsible for much of
Victorian England’s wealth and power), industrialists, coopted by a
resurgent aristocracy, sought social acceptability and economic
stability over increasing profits. In addition, as the industrialists grew
in wealth they too acquired large country estates, and through this
process saw for themselves the destruction of the countryside by
industry.11 

Some of the industries recognized for themselves the long-term
benefits of these regulations, and in other cases inspectors were able
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to persuade manufacturers that this was indeed in their economic
self-interest (as occurred following the set up of the Alkali Inspector-
ate). In addition, because of the change of view within industry,
regulators realized that there was less need to police industry, and
that it was possible to work with it to find acceptable solutions for all
actors involved. 

This was made easier by the perceived prestige of the British civil
service, and a strong, if not socially overriding, tradition of political
authority. At this crucial stage of industrialization, when industrialists
developed a conscience and wanted to become more socially accept-
able, they found counterparts among civil servants who helped to
guide them. The public at large accepted this arrangement as they
now viewed the industrialists as ‘gentlemen desirous of doing what is
right’.12 For much of the twentieth century, this consensual style of
relationship grew stronger. Throughout the 1980s, for example, senior
staff of the National Farmers’ Union met their counterparts at MAFF
almost daily to discuss policy.13 

Development of current practice 

This collaborative arrangement, with civil servants in the various
inspectorates becoming in effect free consultants for industry on
how to best implement pollution control measures, lasted until the
early 1990s. 

The consensual regulatory approach worked when there was trust
in the system: that is, when the public believed industry leaders
could and would work for interests other than their own. This was the
case until the late 1980s when there was an upsurge of regulatory
scandals. On the other hand, many industrial leaders considered civil
servants highly qualified to help them with their specific pollution
problems without the risk of being persecuted, and hence promoted
the regulatory system as much as possible. As one study on British
Water’s pollution control policy noted: 

a policy of strict enforcement would destroy the spirit of co-operation
with dischargers, painstakingly nurtured by Authorities for decades...
although increased enforcement through the courts may yield
short-term benefits of reduced discharges, in the longer term it
could destroy firm–Authority cooperation, resulting in a decrease
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in information flow and an increase in the aggregate costs of
reaching a specified water level.14 

Public trust in the regulatory system lasted for a long time. As late as
1979, only 4 per cent of British respondents in a survey on public
perceptions toward regulators felt that a close collaboration between
industry and the regulator was improper.15 

As a result of this ‘regulatory relationship’ there was little cause
for litigation. In fact, inspectors see litigation as a form of failure,
believing persuasion to be better in a confrontational situation. It is
also difficult for third parties to put forward litigation measures
regarding particular regulatory policies, since regulations in the UK
are administrative decisions which are, at least in theory, accountable
to Parliament and not the courts.16 

Unlike some forms of technocratic regulatory approaches, the
consensual approach is not completely elitist. Both industry and
civil servants feel that the best way to achieve a low confronta-
tional environment is to have informal relationships between the
regulator, the regulatee and certain so-called interest groups. These
last are sometimes referred to as ‘legitimate interests’, which
include several of the leading NGOs and other special interest
groups. They can participate as long as they ‘behave’, acting in such
a way as to achieve the best outcome rather than furthering their
respective organizations (such as by leaking confidential minutes to
the press). As a result, organizations such as the Royal Society for
the Protection of Birds, the Royal Society for Nature Conservation
and the National Trust have almost received the official stamp of
approval in the UK. 

This regulatory process was, by most accounts, highly satisfactory.
Britain and America achieved similar standards of safety and environ-
mental improvements, for example (the latter with significantly
higher costs owing to its adversarial nature), and the regulators were
viewed as competent and trustworthy.17 

Secrecy lies behind the success of the consensual approach. Under
the UK’s Official Secrets Act there was no obligation to disclose
discussions between the regulator and the regulatee concerning the
levels of acceptable risk, so that frank discussions could be encouraged.
In addition, and in particular until the mid-1990s, the regulatory
agency in question was often reluctant to strongly enforce regulation
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as this would go against the Conservative government’s de-regulation
policy. This cosy atmosphere was made possible by the fact that the
majority of the inspectors had previously worked in industry before
joining the inspectorates. Indeed, in some inspectorates this was
a requirement for the job.18 

The UK consensual model also has some negative features, including
an overreliance on self-policing. It works when industrial elitists
truly act with some form of ‘social consideration’, if not conscience,
but past research indicates that some of the regulators have occa-
sionally flouted the process. In the British offshore oil industry, for
example, in their quest for consensus, the regulators sacrificed
safety for industry cooperation, and it has been argued that this led
to needless loss of life. Carson, for example, states that the regulatory
agencies’ attempts to achieve cooperation on safety with oil com-
panies when offshore oil exploration began in the 1960s took the
place of a statutory regulatory framework for the industry, and
had this been in place at an earlier stage it would have led to higher
safety standards. Because of the regulator’s quest for consensus,
however, a regulatory framework was not in place until the end of
the late 1960s. Additionally, the fines assigned by the regulator to
the offshore oil industry for non-compliance were minimal: an average
of £214.19 Similar standards, according to some observers, were also
rather lenient with regard to regulations on hazardous waste in the
1980s.20 

The changing nature of British regulation 

Over the past fifteen years or so, this regulatory environment has
undergone profound changes. There are two major developments
and a number of smaller ones. The two major ones are associated
with changing levels of public trust and the influence of European
regulation on the UK. 

The decline of public trust in regulators and the effect of European 
regulations 

Over the past years, national polls point to an increasing decline of
public trust in both local and national policy-makers. Levels of trust
in the UK have been reduced from 39 per cent in 1974 to 22 per cent
in 1996.21 At the same time as the levels of public trust towards
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regulators are declining they are increasing towards other groups,
most notably environmental NGOs. One MORI survey from 1999,
for example, asked the following question:22 

Thinking now about pollution, which two or three, if any, of these
sources would you trust most to advise you on the risks posed by
pollution? 

Pressure groups (e.g., Greenpeace or Friends 
of the Earth) 61 per cent

Independent scientists (e.g., university professors) 60 per cent
Television 25 per cent
Government scientists 23 per cent
Friends or family 15 per cent
Newspapers 14 per cent
Government ministers 6 per cent
Politicians generally 4 per cent
Civil servants 3 per cent

In sum, environmental NGOs were considerably more trusted than
any one else, most notably civil servants, who were only trusted by
3 per cent of the populace. 

Why have these levels of public trust in regulators declined so much
in the UK? Research has identified a number of factors, ranging from
the destruction of social capital (Putnam), to the role of centralization,
to increased public knowledge. The largest cause of the decline in
public trust towards policy-makers, however, has to do with the large
number of regulatory scandals that the UK has been plagued with over
the past 20 years, ranging from the mad cow crisis in which MAFF
was seen to have lied to the public, to foot and mouth, to salmonella
in eggs. The public simply did not view the regulators as being either
competent or fair.23 

A second important factor has to do with the increased importance
of European regulation. Increasingly environmental regulations are
actually not developed in the UK but in Brussels. There are many
examples of this. Because of the 1987 European Large Combustion
Plant Directive, the UK government was forced to reduce acid rain emis-
sions, an issue that the Thatcher government had been fighting against
for many years. Similarly, the calls for greater use of environmental
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impact assessment has also been driven by EU laws. Indeed, senior
policy-makers in both the Environment Agency and the Health and
Safety Executive have noted on a number of occasions that up to 80
per cent of all UK environmental and public health regulations are
developed by the European Commission.24 

There have been the following changes: 

1 The government has become more centralized. The Thatcher govern-
ment sought to reduce the remit of local authorities by shifting
regulatory powers to central government. 

2 The Government has reconsidered the role of the public. In a climate
of high public mistrust of government and industry the Royal
Commission on Environmental Pollution (RCEP) recommended
that public values should be more included in the policy-making
process.25 This view is shared by the House of Lords26 and the
Lord Chief Justice.27 

3 The government has been forced to create a more explicit and
transparent framework, in line with EU open government guide-
lines.28 

4 The government started to change its legal nature from British
Common Law to Continental European Roman (civil law), with
its more formal legal system.29 

5 The government has responded to the neo-liberal agenda. Of
particular importance is the push for an internal European market,
the growth of neo-liberal tendencies within this market (particu-
larly deregulatory initiatives and the opening-up of previously
closed public/private markets), and the overall strengthening of
globalization.30 

6 The government has examined the separation of risk assessment
from risk management. Similar to the exercise undertaken in the
USA in the 1980s, British regulatory bodies are considering the
implementation of a more formal separation of the scientific
process (risk assessment) from policy-making (risk management).31 

7 The government has come under greater scrutiny from an
increasingly environmentally aware, highly critical and educated
public. Combined with this the regulatory environment is forced
to recognize the influence of environmental NGOs, especially at
the international level. 
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As Sheila Jasanoff summarizes: 

British society has changed in profound ways that call for new
forms of engagement between citizens and their government . . .
institutions which may have been robust enough in their time
will have to reconsider some of their fundamental assumptions in
order to catch up with the altered state of things.32 

Yet at least until early 1995 there was an inherent belief that the
unique consensual relationship between government officials, certain
selected stakeholders and industrial representatives still existed in the
UK. If regulatory bodies, industry officials and other principal actors
came to an agreement it was presumed it would not face significant
opposition from special interest groups and/or the public. By this
time, however, surveys indicated that the public trusted environmental
groups considerably more than industry, government or regulators.
As one contemporary stated, ‘Brent Spar was predictable.’ 

Brent Spar 

In early 1994 two oil companies, Shell and Exxon, needed to dispose
of the oil storage buoy, Brent Spar, in the North Sea. The buoy was
141 metres tall, had a capacity of 300,000 barrels of oil and weighed
14,500 tons when empty, of which 6,700 tons were steel and 6,800
tons were ballast (mainly concrete). 

The buoy, originally commissioned in 1976, had been unused for
five years and was thus seen as redundant since pipelines had been
laid on the sea bed from the Brent field to Sullom Voe in the Shetland
Islands. The buoy was located in deep water (that is to say, more
than 75 metres deep). According to the International Maritime
Organization’s existing guidelines, disposal of the structure in the
ocean was an acceptable option. Shell commissioned 30 separate
studies to consider the technical, safety, and environmental implications
of its disposal and came up with six different options: 

• disposal on land 
• sinking the buoy at its current location 
• decomposition of the buoy on the spot 
• deep sea dumping (but within British territorial waters) 



112 Risk Management in Post-Trust Societies

• refurbishment and reuse 
• continued maintenance 

After a thorough examination of these options, Shell decided to
implement the fourth option, mainly due to its fairly low cost with
little environmental impact (Best Practicable Environmental Option,
or BPEO). The next best option, horizontal dismantlement on land,
was nearly four times as expensive (£46 million rather than £12 million)
and a high risk for workers (six times higher), with a low but measurable
risk of pollution of inshore water in case of an accidental break-up
during transport. The remaining options were regarded as either
unfeasible or environmentally harmful. 

Once the deep-sea dumping option was chosen, Shell commissioned
a site specific survey to find a location that met two specific criteria: 

• the dumped buoy should not interfere with fisheries or navigation 
• the area chosen should not be considered a place for either present

or probable future legitimate use33 

Of the three North Atlantic sites shortlisted, the North Feni Ridge,
with a water depth of some 2,300 metres, at the northern end of the
Rockall Trough some 150 nautical miles to the west of the Hebrides,
was selected.34 

On the basis of these studies, Shell asked the DTI for permission to
dump the buoy in the deep sea in the autumn of 1994; to them, the
BPEO. In December 1994, the DTI gave its approval. At this point the
dumping of the Brent Spar was not an issue. The Energy Minister,
Tim Eggar, said retrospectively: ‘It had been very difficult to have
a public debate about decommissioning because there was very little
interest in the issue’, while Shell noted that: ‘Decisions were neither
made suddenly nor in secret. Material was available to the public and
the media but no one showed any interest; granting the licence to
sink the Spar was covered in the press but only in a few lines because
the media decided the story was boring.’35 

Under the guidelines of the New Convention on the Marine
environment (the Oslo–Paris Convention), the British government
notified other European nations on 16 February 1995 of Shell’s plan
to sink the platform. As no country responded within the 60-day
deadline for objections imposed by the Convention (by 16 April),
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the government issued a disposal licence to shell in the first week of
May. On 30 April, however, just before the licence was issued, Green-
peace dramatically occupied the Brent Spar buoy itself, while publicly
releasing an inventory of what was on board under the title of ‘toxic
inventory’. The three page document said among other things that it
contained 100 tons of toxic sludge and 30 tons of radioactive scale.36 

A crisis began to unfold. Brent Spar hit the media with pictures,
supplied by Greenpeace, of their activists braving water cannons
from Shell’s tug boats.37 On 9 May, the German Environmental and
Agricultural Ministries lodged a complaint with the British govern-
ment that land disposal had not been sufficiently investigated by
Shell in their opinion. Since this came after the 60-day deadline British
officials disregarded this. Meanwhile, throughout May, Brent Spar
remained high on the media agenda thanks to concerted lobbying
by Greenpeace and certain political groups (particularly in Germany),
including a Greenpeace petition signed by politicians against deep
sea sinking. These efforts culminated on 26 May when Conservative
political groups in Germany joined Green action groups in asking for
a consumer boycott of Shell petrol stations. The boycott was effective
in Germany, Holland, and parts of Scandinavia. On 23 May, after
several attempts, Shell finally removed the Greenpeace activists from
the platform, but this did little to silence the actual public controversy,
so that by early June a Greenpeace-funded poll in Germany suggested
74 per cent of the population would boycott Shell. 

On 5 June the North Sea Protection Conference took place in Esbjerg,
Denmark. It was attended by Environment Ministers from the
countries surrounding the North Sea and the EU Environmental
Commissioner, Ritt Bjerregaard. At the opening of the conference,
virtually all the official delegates (except those from the UK and
Norway) condemned the sinking of the platform and strongly criticized
the British Environmental Minister, John Gummer. On 6 June, the
German Environmental Minister, Angela Merkel, demanded a universal
halt of deep ocean disposal, including oil platforms. At the G7 summit
in Canada, Helmut Kohl, the German Chancellor, informed the
British Prime Minister, John Major, that this was ‘not the looniness
of a few Greens but a Europe-wide, worldwide trend for the protection
of our seas’.38 

In mid-June the platform was again occupied by Greenpeace activists
who on 16 June claimed there were 5,000 tons of oil in the tanks
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which Shell had omitted to take into consideration. A few days later
they suggested that the entire structure, some 14,500 tons, was also
‘toxic material’. 

Throughout the crisis Shell UK received little public support. Indeed,
Greenpeace argued that the public opposed the dumping of the Brent
Spar.39 The British government was active in trying to persuade its
European allies that the deep sea sinking of the Brent Spar was in
fact the BPEO, but these arguments were largely ignored, as the
arguments made by Greenpeace were seen by the allies as more cred-
ible. Additionally, Shell UK’s position was increasingly untenable
due to pressure from Shell Germany and the Netherlands where the
company was suffering from very negative publicity. At Shell’s 1,728
filling stations in Germany, sales were 20 per cent below average;
200 stations were threatened with attacks; 50 were vandalized; two
were actually fire-bombed while a third received some gunfire. In
addition, as a result of the Greenpeace campaign, Germans were
writing letters to the UK DTI, enclosing money to help to pay for
onshore disposal. Some even sent pictures of their children urging
the chairman, Dr Chris Fay, to stop the planned sinking for the
benefit of future generations. Shell-Germany received over 11,000
letters complaining about the disposal in the span of six months. 

Faced with the sheer scale of this opposition, Shell called off the
sinking of the Brent Spar only hours before it was due to be sunk on
20 June. It cited economic problems due to the boycott. The decision
was taken by Shell International in a meeting at their headquarters
in the Netherlands (Hague). It put out the following statement: ‘The
European companies of the Royal Dutch/Shell Group find themselves
in an untenable position and find it not possible to continue without
wider support from the governments participating in the Oslo/Paris
convention.’40 

It did not consult the British government until after the decision
was made, representing a significant departure from the traditional,
consensual style of regulation. Shell in fact embarrassed the govern-
ment, since the night before this decision John Major had defended
Shell’s proposed dumping in the House of Commons: ‘I understand
that many people seem deeply upset about the decision to dispose of
Brent Spar in deep water. I believe that is the right way to dispose of
it . . . the proposition that it could have been taken inshore to be
disposed of is incredible.’41 
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The UK government’s reaction to the Shell decision was immediate.
Michael Heseltine, interviewed on Channel 4’s news that very evening,
noted: ‘The embarrassment is for Shell. They caved in under pressure
and the Prime Minister has behaved in an exemplary way. He
deserved better from a major British company . . . I don’t believe that
you give in to these pressures. You merely encourage worse pressures
to develop.’42 Feeling betrayed as well as embarrassed, Tim Eggar
stated that Shell should have gone through with the deep sea dump-
ing as it was the BPEO. Greenpeace meanwhile issued a statement
applauding the action and announced that it would help Shell to
find an acceptable environmental solution. 

There were other consequences. The British government felt
unfairly treated by their European colleagues, a view shared by some
of the British press. Following the incident the BBC distanced itself
from Greenpeace, even broadcasting arguably anti-environmental
documentaries.43 

On 27 June 1995, Shell started a damage limitation exercise, a media
counteroffensive, aimed at German and Danish consumers. In Germany
they took out one-page advertisements in 100 national and local
newspapers with the title ‘We will change’. These admitted to mistakes
and ill-advised policies on Brent Spar, but maintained that dumping
at sea was correct on technical and environmental grounds. In
Denmark, Shell sent letters to 250,000 credit card holders explain-
ing their policies. In July 1995, Shell asked the Norwegian auditing
and consulting company, Det Norske Veritas (DNV), to investigate
the accusations made by Greenpeace about the contents of Brent
Spar’s supposedly empty storage tanks (particularly the claim that
they still contained 5,000 tons of crude oil). This independent
inventory of Brent Spar’s contents was published in the autumn of
1995, broadly confirming the figures provided by Shell. A few weeks
prior to the report of these findings Greenpeace admitted it had
made a mistake about the quantity of the remaining pollutants,
but maintained that the sinking of Brent Spar would be wrong. An
independent analysis by NERC’s Scientific Group on Decommissioning
Offshore Structures, set up to consider the scientific and environmental
aspects of the deep-sea disposal of Brent Spar, has since disputed both
Shell’s and DNV’s numbers. It suggests neither these samples, nor
the two samples taken since then (four in total as of 1998), are
adequate measures of what the Spar actually contained, and expresses
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surprise that no attempt by Shell was made to analyse Spar’s contents
accurately prior to taking the decision to sink the buoy.44 

The risks of deep ocean disposal 

According to Shell’s commissioned studies, the risks posed by the
sinking of Brent Spar were quantified: occupational risk was highest
with land dismantling and lowest with on the spot sinking. Environ-
mental risks were also low for deep sea disposal. According to these
studies, sinking Brent Spar in the deep sea did not pose any signifi-
cant environmental problems, although other studies by scientists at
the Scottish Association for Marine Science (SAMS) felt that some of
the biological studies by Shell’s scientific consultants (from Aberdeen
University Research and Industrial Services) were far-fetched. 

Shell’s data showed that the amounts of hazardous materials
within the buoy were minimal: estimated at 20 tons of oil within the
overflow pipes, 48,000 tons of oil contaminated water (40 mg oil/
litre), slightly radioactive scale, some oil remnants and other chemicals.
This was less than 1 per cent of the amounts discharged by boats in
the North Sea in the course of one year. The NERC expert group con-
cluded that the environmental impact of dumping Brent Spar in the
deep sea was the same as sinking an empty oil tanker.45 

There was also a fear of local environmental contamination in the
deep sea where Brent Spar would have been dumped, which was not
thoroughly researched. This issue was raised by Greenpeace on
numerous occasions which noted, based on data from John Gordon
of SAMS and John Lamshead of the Natural History Museum, that
the marine life around the North Feni Ridge was particularly rich.
Research, post-Brent Spar, did conclude that North Feni Ridge was
considerably richer in marine life than Shell originally believed. The
area was seen as atypical, as the slopes that plunge from the edge of
continental shelves, known as bathyal regions, to the deep ocean,
exactly the type of place where Brent Spar was supposed to be sunk,
contain a greater range of nematode worms than anywhere else on
land and sea.46 The expert group concluded that with regard to the
proposed dumping site, Shell and its contractors were guilty of the
following: 

• paying too little attention to benthic storms and turbidity currents
in the area 
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• largely ignoring the possibility that the contaminants of the Brent
Spar could disperse via these phenomena to other locations 

• consistently underestimating the biological diversity of the deep
ocean 

• not acknowledging the existence of specialist communities that
derive energy from chemical anomalies in the deep ocean 

Analysis 

Brent Spar represents a typically British example of the consensual
approach to risk management in which civil servants and industry
looked for so-called win–win solutions, but with a result that was
disastrous. Derek Osborn, who served as the Director General of
Environment Protection from 1990 to 1995, succinctly summarized
the episode when he wrote: 

The [Brent Spar] episode has reinforced establishment prejudices
about the dangers of allowing policy to be determined by envir-
onmental ‘emotionalism’ and activists. At the same time it has
reinforced the belief among the environmentally concerned public
at home and in Europe that the UK Government and industry
cannot be trusted on environmental matters, that all its negotiating
positions must be distrusted, and that co-operation with it in
common programmes directed towards sustainable development
must be looked at very warily rather than embraced with enthusiasm.
In short a very bad lose–lose outcome for all parties.47 

There are several reasons why Brent Spar led to a lose–lose outcome
for all involved, and these will be explored below. 

Shell and the British Government did not truly appraise the 
implications of the action 

Both actors were very heavily influenced by cost considerations.
Dumping the Spar in the sea would have cost in the order of £12 million,
as opposed to £46 million for recycling the buoy on land. Shell could
have offset a significant portion of the costs against increased taxes
(up to 70 per cent) with up to 60 per cent of the burden falling on the
British tax payer.48 The Government, particularly the DTI where Tim
Eggar supported the British oil industry,49 was also in favour of the
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cheapest option. It represented a significant saving for the nation50 yet,
by promoting this cost-effective rationale, Shell and the government
chose to ignore underlying issues which led to the technocratic
option being undermined. 

Unfairness 

The proposed dumping of Brent Spar in the North Sea was biased
towards the UK at the expense of bordering European countries (with
the exception of Norway). The British government, in collaboration
with Shell, wanted to use Brent Spar as a test case for a loophole in
the Oslo–Paris Convention (OSPAR), the key inter-governmental
authority regulating marine pollution in the Northeast Atlantic (Arctic
to Gibraltar). The OSPAR Convention forbade the general dumping
of wastes in the sea except for redundant offshore installations and
pipelines. Even these installations could not be dumped if materials
on or in the installations could lead to ‘hazards to human health,
harm of living resources and marine ecosystems, damage to amenities
or interference with other legitimate uses of the sea’ (OSPAR annex III).
Although Shell and the government said publicly that Brent Spar was
a unique one-off installation, Greenpeace and many other stakeholders
saw the case as a precedent for the dumping of other offshore oil
platforms in the North Sea.51 

Thus, by adopting a pro-dumping stance, the government and Shell
were in danger of raising opposition in European member states to the
disposal of Brent Spar on fairness grounds. Why would they approve
the dumping of large offshore oil platforms weighing 14,500 tons
which are owned by highly profitable multinational oil companies,
when these same European governments, being curtailed by OSPAR
Commission guidelines, were not allowed to dump smaller objects in
the sea, such as fishing boats, submarines or industrial waste? This
message of fairness was indeed eventually raised by various European
governments, awoken by Greenpeace occupying the platform. 

Greenpeace’s interest in the area 

Shell and the British government failed on two accounts in their
advanced preparation for disposing of Brent Spar. They neglected to
assess correctly Greenpeace’s knowledge of offshore dumping of
industrial waste, and also vastly underestimated the group’s potential
influence as an international environmental organization. Greenpeace
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had been campaigning against dumping radioactive waste at sea
since 1978. It also clearly identified the 4th Ministerial Conference
for the Protection of the North Sea in Esbjerg (Denmark) and the
meeting of the OSPAR Commission both held in June 1995 as venues
for political lobbying.52 Knowing this, the British government and
Shell should probably have reconsidered trying out their international
test case just prior to these meetings. 

Low trust 

Probably the most important reason why the consensual approach
did not work was lack of trust. The public in the UK and elsewhere
trusted neither Shell nor the British government, but did trust
Greenpeace. During this period the British government was suffering
from extremely low levels of trust. The Conservatives had been in
power for almost a decade and were plagued with scandals, ranging
from perjury, to money for arms, to the BSE scare, Gulf War Syndrome
and general sleaze. The public felt alienated by the government,
which it saw as favouring industry interests. Government departments
were thus acutely aware that they needed public support and trust if
they were to manage risks properly. This was clearly expressed by
Lord de Ramsey, the former chairman of the Environment Agency: 

There is one vital ingredient without which we will be unable to
operate and that is public support. How do we gain trust of
the public so that they view the Environment Agency as a
‘good thing’? . . . Conflicting information has left people distrusting
experts, scientists and, most of all, politicians. Now Brent Spar has
taught them that they cannot trust the green groups either, some-
thing most of us realized a long time ago – I call them the Intensive
Scare Unit.53 

How, then, could Shell and the government ever possibly develop a
consensual risk management plan? When Greenpeace admitted it
made a mistake on the amount of oil in the buoy, it suffered some
credibility problems in the media. In an editorial following Greenpeace’s
admission of error, The Times argued: 

The environmental organisation’s admission that it made errors
in estimating how much oil was left in Shell’s Brent Spar installation
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puts the seal on what was already a disreputable campaign. It is
also the latest in a series of scientific errors or misrepresentations
perpetrated by the campaign group. If the media, politicians and
the public now treat Greenpeace’s claims with a lot more scepticism,
so much the better.54 

Unlike the Government or industry, however, Greenpeace did not
experience a crisis in public trust. Indeed, Greenpeace maintained
that there was an increase in membership following the admittance
of fault which more than offset cancelled memberships as a result of
credibility problems.55 

Industrialists still believe that Greenpeace is mistrusted,56 though
evidence does not support this. Opinion polls show the public
remained against dumping the platform (57 per cent against, to 32
per cent in favour,57 compared to a poll before the admission where
71 per cent of the respondents opposed sea dumping while 17 per cent
were in favour).58 

Lack of scientific consensus 

The British consensual approach has firm roots in science.59 It is one
of the strongest pillars of the consensual model, as scientists work
with industry officials and regulators in making regulation.60 Science
is seen as being above policy. In the Brent Spar case, however, there
was no scientific consensus regarding the environmental merits of
dumping the Spar in the sea and hence the consensual model of
regulation did not work. 

The problem for Shell and the government was that they needed
a strong scientific case to justify the proposed dumping of the Spar.
This was necessary to show that the proposed option was indeed the
BPEO and that there would be no adverse affects to the environment,
as per the OSPAR Commission guidelines. Since there was no clear
scientific consensus, this line of argument was bound to lead to
controversy. Scientists with knowledge of deep sea environments,
and with different views from those hired by Shell, added their voice
to the debate, feeding Greenpeace’s media juggernaut. Moreover, the
outcome of groups of scientists arguing against another is loss of
public trust in the scientific process itself. Interestingly enough,
Greenpeace later denied it was part of this scientific pluralism. In
recent evidence to the House of Lords, it argued that Shell and the
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government used science to justify their case, but this did not work
because the ‘public’ saw through it: ‘“Science” was used to justify the
dumping of Brent Spar, but the mis-match between the Government
framework and the (more sophisticated and accurate) public under-
standing of the situation has led to a decreased trust in the reliability
of scientific advice.’61 

The scientific debate was not effectively resolved until the Scientific
Group on Decommissioning Off-Shore Structures was set up by the
National Environmental Research Council, which reviewed and
analysed the pros and cons of dumping the buoy in the North Sea.
It was perhaps the publication of the Commission’s first report that
redeemed the reputation of the scientific community involved in the
dispute (chiefly oceanographers, marine biologists and geologists). 

In a confrontational atmosphere, with scientists pitted against one
another, the consensual style of risk management cannot work.
Scientists tend to pride themselves on representing a pure discipline
where its representatives do not squabble in the press. In this case,
however, the principal actors (the British Government, Shell and
Greenpeace) used scientists to justify their different positions. In the
USA scientists are frequency called in to argue for one side or the other
in a dispute, but this phenomenon was relatively new for the UK,
especially since the British public was used to the consensual style of
regulation in which any conflict is usually resolved ‘behind closed
doors’. Following the controversy, Greenpeace was even accused by
policy-makers and the media of bringing science, the ‘pure discipline’,
into disrepute.62 

National versus international 

The risk management approach as envisaged by the Alkali Inspectorate
and the British chemical industry, two national actors in the 1860s,
was based on a consensual relationship where there was mutual
respect. The relationship was not set up with the modern multi-
national industry in mind where regulatory bodies would have to deal
with international/transboundary risks. This is what occurred in the
Brent Spar case. British civil servants and the government defended
Shell’s plans to dump the Spar in the deep sea up to the day the
company decided not to do it, but this was unlikely to work for several
reasons. 
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First, the British government is not known to be a champion of the
environment. It was already known as the ‘Dirty Man of Europe’ and
had been accused of foot-dragging on issues ranging from incinerating
waste at sea to cleaning up waterways to reducing long-range air
pollution.63 Second, Shell is not strictly a British company (it is an
Anglo/Dutch conglomerate) and the government was therefore only
talking to a Shell subsidiary (in this case Shell UK). The decision not
to dump Brent Spar was taken by Shell International, the parent
company. The directors of Shell International, concerned about the
growing effects the consumer boycotts had on Shell subsidiaries in
continental Europe (in particular Germany), based their decision on
business fundamentals. 

Finally, the consensual approach failed because it was not suitable
for the problem at hand. Both Shell and Greenpeace are multinational
and were therefore ‘fighting on several fronts’. Greenpeace exploited
this by ensuring that the activists occupying the platform came from
different countries, thus resulting in extensive media coverage with
the same message: what gives Shell the right to dump trash in the
sea? Shell was critically far less flexible; the decision to dump Brent
Spar was taken by Shell UK in collaboration with the British govern-
ment, and not by Shell International in consultation with the European
Union and other international and national parties. 

Analysis of the risk factors 

So what does this case study tell us about the risk factors discussed in
Chapter 1? Public trust of the regulator is clearly important. However,
public trust towards the other actors is also a key factor in the Brent
Spar case. 

In a high trust low/high uncertainty risk situation, deliberative risk
management strategies are not required. This factor does not apply to
this case. The public distrusted the regulators. 

In a low public trust situation, risk management strategies are needed
but the choice of strategy depends on the reasons for the distrust. In the
Brent Spar case the regulator was seen as both partial and incompetent
by the public. Both the regulator and the regulatee acknowledged
that they did not have the competence required to adequately under-
stand the potential detrimental effects on the marine environment
associated with deep sea dumping. As a result, the British Government
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and Shell brought in scientists (expertise) from the outside to help
examine the possible environmental effects. This did not work, however.
There was no clear scientific evidence of environmental effects of
a dumped Spar on the ocean’s fauna and flora. When they acted on
incomplete evidence anyway, the public (both British and European)
saw the regulators as having only the industry’s best interests at
heart. As the regulators (or industry for that matter) failed to implement
deliberative measures during the prolonged crisis, public distrust of
the regulator remained and possibly grew. 

Deliberative techniques can help create public trust in a contentious
risk management issue, if the public distrust issue has something to do
with partiality, but are expensive and time-consuming. Deliberative
techniques were not used in this case. The British regulator did not
introduce public or stakeholder deliberation to help solve the Brent
Spar issue.64 

In high distrust situations, charismatic individuals can be valuable in
negotiating successful deliberative outcomes. The Greenpeace protesters
were charismatic individuals. They received most of the press atten-
tion, facing Shell’s water cannons and resisting Shell’s attempts to
remove them from the Spar. Neither the government nor Shell had
any charismatic individuals to match the protesters. 

In any regulatory/risk management process, the political actors, local or
national, must be supportive of the final outcome. In the Brent Spar case
a consensual style of regulation was implemented. In this case the
government found itself defending its actions in the House of Com-
mons, at international environmental meetings, as well as at the G7
summit. At this time the consensual model failed. It failed because,
as tradition would have it, government officials avoided discussions
with actors outside the government’s sphere of influence. In this case
Greenpeace was considerably more trusted by the general public than
the government, and hence could not be ignored. 

It is not enough to assume the regulator or the regulatee has public
trust. This must be tested. The DTI mistakenly believed that the public
trusted it rather more than Greenpeace. Even when Greenpeace
statistics were disproved, public support for their stance remained
strong. This suggests high levels of public trust in the group. Had the
DTI been more aware of the levels of public trust, they might have
taken a more pragmatic approach to communicating with the public
on deep sea dumping as the BPEO. 
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Proactive regulation is more likely to gain public trust. Clearly the DTI
was reactive in addressing the controversy around the sinking. This
was typical of the British regulatory framework. First they were largely
unaware that Greenpeace was campaigning around the sea dumping
issues,65 and second, the regulator had no sense of public opinion
about them. The resulting policy vacuum was quickly filled by
Greenpeace.66 Greenpeace, on the other hand, was aware of the
strategies that the regulators were proposing. It had lobbied OSPAR
negotiations for several years and knew more about what issues
concerned the public with regard to offshore dumping.67 

Interest groups will in many cases try to create public distrust of regulators
which in turn can lead to failures of the risk management process. In the
Brent Spar case, Greenpeace objectives were to oppose ocean dumping,
even though the scientific evidence on the environmental impacts
did not fully support this option. Greenpeace got its point across via
a massive media campaign with some scientific input to show that
the regulators and industry were wrong and they were right: dumping
the Brent Spar in the deep sea would have severe environmental
repercussions, and there were other viable and more environmentally
sound alternatives (dismantling the oil storage buoy on land). 

Where regulators are seen as partial, interest groups can help achieve
an acceptable risk management outcome. It is clear that in many risk
management cases the regulator is not impartial. The regulator was
seen by the European public to be promoting industry’s best interests
in the Brent Spar case. If it had been a purely local issue (that is, just
affecting Scotland or even the UK) then the public might have been
actively engaged through a consultation process (e.g., citizen panels).
But since Brent Spar had an international impact; since the owners of
it were multinational corporations; and since most of the opposition
to it was from outside the UK (particularly Germany), it was difficult
not to involve interest groups, since it was difficult to engage a multitude
of publics in a wide array of national/cultural settings.
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7 
Conclusions: Integrating Trust into 
Risk Management 

The case studies in this book illustrate the importance of the level of
public trust in determining the best risk management strategy to
employ. This concluding chapter examines the factors that appear
most relevant for effective regulation in different contexts and
synthesizes them into a decision tree for risk managers. Three major
lessons emerge from the case studies as to what leads to effective
regulation in various situations, and these will be summarized below. 

Deliberation is not the be-all and end-all in solving risk 
management controversies 

Although deliberative risk management techniques are currently in
vogue – indeed they seem to be perceived by some policy-makers,
consultants and industrialists as the only effective risk management
tool – the preceding case studies suggest this is too simplistic.
Deliberation often does have a role to play but the best risk man-
agement tool depends on whether, and why, the public does not
trust regulators/industry in the first place. As we have seen, if the
public regards a regulator as incompetent, a technocratic approach
with expert involvement is preferable to involving the public or
special interest groups in a deliberative exercise. Similarly, when
there is a high level of public trust, policy-makers would benefit
from using the technocratic approach of regulation, rather than
experimenting with deliberation. These conclusions go against the
present trends in regulatory policy. 



126 Risk Management in Post-Trust Societies

Trust is inherently a complex topic 

Regulators and industry today assume that they are either trusted or
not and then act accordingly, sometimes with disastrous results. It is
not, as we have seen in this book, sufficient to assume levels of public
trust: this needs to be tested. This is not simple, however. Using
opinion polls to measure trust is by definition problematic. Qualitative
research methods, such as ethnographic surveys, are likely to be much
more insightful. 

Regulation itself is good 

Despite trends towards deregulation and voluntary agreements with
industry in a period of declining public trust in regulatory bodies (or
at least a perceived decline), it is crucial to reverse this decline to
prevent the public losing faith in regulatory agencies completely.
This book highlights three reasons for this decline: lack of partiality
(fairness), incompetence and inefficiency, or a combination of these
factors. Risk managers would do well to focus on these three funda-
mental reasons for public distrust proactively rather than reacting by
finding popular solutions that may only increase public trust in the
short term. 

The context of the decision-making process 

In a high trust but uncertain risk situation, deliberative risk management
strategies are not required. The Barsebäck nuclear power plant case shows
that given high public trust in the regulatory system, technocratic
and rational/economic risk management strategies can function well
and deliberative techniques are not necessary. The Swedish regulator
implemented its customary technocratic procedure, which was
successful. Public trust of both the regulator and industry therefore
remained high. 

In a low public trust situation, risk management strategies are necessary,
but choosing an appropriate strategy will depend largely on the reasons
for, if not the context, of the distrust. If the regulator and/or industry is
seen by the public as partial, deliberation is needed, as illustrated in
the German and US cases studies. In Germany, the North Black
Forest respondents did not perceive the local regulators as impartial.



Integrating Trust into Risk Management 127

The regulators were forced to develop an intraregional solution for
the waste problem by the national government. In other words, they
were seen to be as acting on behalf of the state, rather than the local
population. 

In the USA, IP was not trusted by the local community. It polluted
the Androscoggin River and laid off the entire (unionized) workforce.
As a private company, IP was also seen as prioritizing shareholder
value. The company therefore adopted a deliberative strategy. 

Deliberative techniques can help create public trust on a contentious
risk management issue, if public distrust stems from a perception of
partiality, but are expensive and time-consuming. In Germany and the
USA, the two countries in which deliberation risk management
strategy was employed, the generation of public trust in the policy-
making process was successful. In the North Black Forest three counties
agreed on the siting of the waste incinerator and aerobic digesters.
Similarly, in Maine, both the IP regulators and the various interest
groups agreed on a re-licensing process for the four hydropower
stations. In both cases, however, the deliberative process was
time consuming and expensive. The deliberative process in the North
Black Forest took seven months and cost $1 million, while the
re-licensing procedure in Maine took three years and was estimated
to cost $4–5 million (most of which was the value of the forest and
river frontage donated to the community by IP), but this excluded
associated costs to the array of individuals themselves engaged in
this process. 

Behaviour of risk managers 

In high distrust situations, charismatic individuals can be influential in
negotiating successful deliberative outcomes. In many cases these individuals
can make or break outcomes. Of the four case studies, two had active
involvement of charismatic individuals. Brent Spar drew in the dynamic
campaigners of Greenpeace, who dominated media coverage for three
months. The ‘David and Goliath’ imagery of these people dodging
Shell’s speed boats and water cannons captured public attention
and sympathy. In the US case, Dan Sosland of the Conservation Law
Foundation and Steve Groves of IP, together with other NGOs, State
and national regulators and industry representatives, forged the
agreement on re-licensing of the hydropower dams. In the Swedish
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and German cases no individual (or group of individuals) were so
conspicuous by comparison. 

In any regulatory/risk management process, the political actors – be they
local or national – have to be supportive of the final outcome. If this does
not occur the final outcome of the risk management process may be
worse than if no strategy was put in place. Local and/or national
political actors supported the regulatory process in three cases (Sweden,
UK and USA). In Sweden, for example, the government supported
the Swedish Nuclear Inspectorate’s dealings with Sydkraft regarding
the blocked filter at the Barsebäck reactor, while in the UK the
government (under the then Prime Minister, John Major) supported
Shell’s decision to dump the buoy in the North Sea. Likewise, in the
USA, policy-makers in the state of Maine were highly supportive of
IP’s deliberative process. Indeed, with regard to both the Swedish
and the US cases, the support from the state/national policy makers
was pivotal to the success of the risk management process. 

The German case, however, is an example of how local policy-makers
nearly ruined a successful deliberative process, as they withdrew
their support following the completion of the exercise. In the North
Black Forest, the main sponsor of the deliberative process, Sigberd Frank,
the mayor of Pforzheim, withdrew his support following concern
from his fellow CDU party members that allowing an incinerator in
Pforzheim would cripple them in the imminent elections. 

Public trust cannot be assumed. In these case studies none of the
actors involved in the risk management process tested to see if there
was ‘public trust’. Had they done so at least the UK case could have
been better managed. There was considerable debate about siting and
building waste incinerators throughout Germany, so the policy-makers
in North Black Forest thought a deliberative exercise would help
ensure the success of the siting process. They did not feel it necessary
to gauge public opinion, however. In the Swedish case, the regulators
presumed they had public confidence and therefore did not see the
deliberative process as necessary. Had they actually surveyed the
public before or after the incident their belief would have been
confirmed.1 IP assumed that the local public did not trust the company,
following the firing of the unionized workforce and pollution
problems at the plant. Greenpeace’s success in halting the sinking
demonstrated, moreover, that the public trusted Greenpeace more
than the regulator. 
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Proactive regulation is more likely to gain public trust. In this book
three case studies demonstrate proactive regulation: Germany, Sweden
and the USA. The UK case represents more of a retroactive process.
In Germany, the regulators took the view that public involvement in
the policy-making exercise was needed to help ensure passage of the
process. Had the risk managers gone ahead and tried to site the waste
plants without public involvement, this could have led to public
protests and possible failure. 

In Sweden, the regulator acted with traditional caution and pro-
actively ensured that the risks posed by the filter incident were
thoroughly explored. The regulators pushed for this, even though
regulators in other nations with similar reactors did not follow suit.
By being as forceful as they were, the regulators in Sweden retained
the trust and respect of both interest groups and the public, though
other nations seem to have largely ignored this example. 

With regard to the case in Maine, IP was aware of considerable
public distrust and hostility toward the company, and felt a proactive
risk management strategy was the best way forward; while in the
UK the regulators were decidedly not proactive. First, British decision-
makers were supposedly unaware of what Greenpeace was plotting.
Second, the regulators did not attempt to gauge public opinion
regarding the disposal of offshore oil vessels which could seriously
affect the environment. 

Special interest groups usually set the public against regulators which often
jeopardizes the risk management process. All four case studies involved
special interest groups, but the outcomes of their involvement on
public trust or distrust varied considerably. In the UK example this
hypothesis proved correct. Greenpeace tried to promote the distrust
of both the government and Shell and succeeded, which led to a failed
regulatory effort. 

In Maine there was significant special interest group involvement,
such as the Appalachian Mountain Club and the Conservation Law
Foundation, but in this case the two main actors from these groups
tried to build up public trust through the deliberative process, thereby
ensuring a successful risk management process. 

The facilitator of the citizen panel process in Germany, the Centre
for Technology Assessment, decided early on not to involve interest
groups or elected politicians, fearing eventual public distrust of the
deliberative process and thus also criticism against themselves. The



130 Risk Management in Post-Trust Societies

customary efforts of these special interest actors to undermine the
legitimacy of deliberative exercises failed since the public and panellists
nevertheless invested their trust in the Centre for Technology. 

The Swedish case entailed little interest group involvement. There
are several reasons for this. First, the risk managers, in this case the
Swedish nuclear inspectorate and Sydkraft, were highly trusted, and
hence did not seek out interest group involvement. Second, groups
such as Greenpeace simply assumed regulators were indeed acting in
the interests of the public rather than themselves, and hence little
action was required. 

Special interest groups are needed, however, when the regulator is not
seen as impartial and when one is dealing with national or international
regulatory issues. In many cases the regulator is not impartial. In the UK
case of Brent Spar, the regulator was viewed as promoting the industry’s
best interests. If Brent Spar had been a local case then the public
could have been actively involved in some form of policy-making
effort. As Brent Spar was an international case, however, with a multi-
national industry and multinational stakeholders, involving publics
and regulators from all over Europe, a public deliberative process would
have been too cumbersome. Although special interest groups in such
situations may indeed increase mistrust of the policy-making process,
the other options are no better. If special interest groups are not asked
to be involved, they can always choose to be regardless (as in the case
of Brent Spar), with predictable results concerning trust. 

In the Swedish case the regulators were seen as impartial: the Swedish
nuclear inspectorate closed down six nuclear reactors against the wishes
of the industry. But with the US case and the re-licensing of the
hydropower dams on the Androscoggin River, one could argue that
this was a local case and hence no special interest group involvement
was needed. The re-licensing procedure in Maine was complicated
and drawn out, however, with interest groups often meeting for a half
a day once a week, lasting up to 3 years. In such cases the general
public would be unable to participate in such processes as they would
not have the time or resources to do so. 

The risk management decision tree 

As the implementation of regulatory strategies is inherently nebulous,
as seen in the various case studies and summarized by the various
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risk factors above, how does one go about conducting risk management
decisions? A possible tool is a risk management decision tree (Figure 7.1). 

If there is trust 

As we see from the diagram, if there is trust in the regulator the process
can be fairly straightforward: use the regulatory routine that is already
in place, as the trust test suggests that the regulator is doing it right.
Why change a regulatory design that experience says is working in
the promotion of public trust? Yet with every regulatory decision
there should be some form of risk communication process established.
This would not be a deliberative process in which interest groups
and the public are asked to participate actively, but rather more of
a top-down form of risk communication, in which the regulator
informs the concerned public what is occurring.2 This is substantially
different from encouraging the public or interest groups to participate
directly in the policy-making process. When there is trust in the
policy-making process, the public (and, in particular, special interest
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Figure 7.1 Risk management decision tree
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groups) should be actively discouraged from participating in this
process. The principal reasons for this are: first, that the public or
special interest groups will wonder why they are suddenly asked to
participate; and second, that they might exploit the opportunity to
promote their own interests. 

If there is distrust 

As we see from the diagram, if there is public distrust towards the
policy-making process overall, one first has to discern why. The
reasons for public distrust should be made clear via the trust test to
be implemented prior to the making of a regulatory decision. When the
regulator faces a tough decision, knowing himself to be distrusted by
the public and why, three possible courses of action emerge. 

If the reason for distrust is seen as partiality, a deliberative process
is called for as outlined in Chapter 2, in which the public (local issues
when it is not complex) or special interest groups (either national/
international issues or complex local ones) actively participate in the
policy-making process, making suggestions as to what steps ought to
be taken. It should be noted, as discussed throughout this book, that
the involvement of special interest groups is a high risk strategy. It
may increase trust (if the right stakeholder or enlightened individual
is involved, as in the US case) or it may lead instead to increased
distrust, as was seen in the UK case and Brent Spar. The issue here is
that the regulators, driven by a distrustful public, do not have a bet-
ter alternative. Going to experts or involving economists (as when
public distrust is caused by incompetence or inefficiency) is simply
not a proper solution, as the public will take the view that the regulator
is partial to one group over another. 

If the reason for regulator distrust is incompetence, then a
technocratic approach is needed in which experts advise civil servants
as to what type of regulatory approaches need to be taken. Such an
approach will work if the public believes that the experts are impartial
and competent. It can, however, fail if there is no scientifically
agreed consensus regarding the issue at hand, as scientific infighting
can also lead to public distrust. In order to ensure impartiality when
confronted by scientific pluralism, a blue ribbon set of impartial
scientists needs to be formed, as was the case with Brent Spar where
the Sheppard Commission was established to resolve several conflicting
scientific claims. 
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If the reason for public distrust is that the regulator is perceived as
inefficient, then an economic/rational risk approach is needed. Such
an approach will involve a number of economists both within and
outside the government, focusing on how best to use the limited
amount of funding available for the regulatory process. In making
the process more efficient, these economists will examine market-
oriented systems such as tradable pollution rights, pollution taxes,
and monetary incentives for pollution prevention. An example of the
rational risk management being used is the US regulatory approach
of the post-1980 era with the involvement of OMB, an attempt to make
regulators more accountable for the costs as well as benefits imposed
by regulations. This process will work only if the public believes
economists increase the efficiency of the overall process, and are not
simply a waste of tax payers’ money. Any indication of partiality on
the part of the economists themselves will also undermine the process. 

If there is more than one reason why the public distrusts the regula-
tory process, as was the case in the UK where regulators were seen to
be both partial and incompetent, then some form of regulatory reform
is needed in order to re-establish public trust. These reforms can either
be radical, as in the case of the Netherlands (where rampant public
distrust towards policy-makers made public deliberation a virtual modus
operandi for more than a decade3), or less drastic, albeit still significant,
such as the recent establishment of the UK Environment Agency
following years of criticism of Her Majesty’s Inspectorate of Pollution
(HMIP), commonly regarded as ‘industry-friendly’.4 

In a best case scenario, however, the regulator should not have to
implement any of these options to reduce public distrust. It should
have been carrying out these so-called ‘trust tests’ proactively, imple-
menting some form of trust-enhancement measures far in advance
of any anticipated crisis. If the regulator is seen as being partial, for
example, it would act proactively before an incident becomes a reality
by working with a wide array of actors to ensure that the regulator
is working in everyone’s best interests. In so doing some form of
consensus will be reached, leading to public trust in regulators. 

Final words 

The lessons from this book apply to local, national, multinational
and global regulatory bodies. Although in Europe, increasingly more
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regulations are being dealt with at the EU Commissioner level, the
risk management factors that came out of the four cases also apply to
the Commission. The issue here is one mainly of scale, going from
national to multinational. In any local, national or multinational
case the following can, for example, be observed: 

1 In a high public trust environment, extensive direct public delib-
eration will not be needed. 

2 In a low public trust environment, deliberation in the form of special
interest groups or publics, technocrats in the form of experts or
scientists, or economists is necessary. The extent of their involvement
in the policy-making process depends on the reasons for public
distrust. 

3 Involving interest groups in the policy-making process because of
impartiality is a risky process, and may increase public distrust. 

In sum, it is hoped that this book has provided some guidance on
helping risk managers, be they local, national or international, to solve
the ongoing problem of growing public distrust of the regulatory
process. Regulation is good since it offers advantages for efficiency and
equity, carrying many obvious benefits for public and environmental
prosperity. 
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