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Preface

Discrete familial data consist of count or binary responses along with suitable co-
variates from the members of a large number of independent families, whereas dis-
crete longitudinal data consist of similar responses and covariates collected repeat-
edly over a small period of time from a large number of independent individuals.
As the statistical modelling of correlation structures especially for the discrete lon-
gitudinal data has not been easy, many researchers over the last two decades have
used either certain ‘working” models or mixed (familial) models for the analysis of
discrete longitudinal data. Many books are also written reflecting these ‘working’ or
mixed models based research. This book, however, presents a clear difference be-
tween the modelling of familial and longitudinal data. Parametric or semiparametric
mixed models are used to analyze familial data, whereas parametric dynamic models
are exploited to analyze the longitudinal data. Consequently, dynamic mixed mod-
els are used to analyze combined familial longitudinal data. Basic properties of the
models are discussed in detail. As far as the inferences are concerned, various types
of consistent estimators are considered, including simple ones based on method of
moments, quasi-likelihood, and weighted least squares, and more efficient ones such
as generalized quasi-likelihood estimators which account for the underlying famil-
ial and/or longitudinal correlation structure of the data. Special care is given to the
mathematical derivation of the estimating equations.

The book is written for readers with a background knowledge of mathematics and
statistics at the advanced undergraduate level. As a whole, the book contains eleven
chapters including Chapters 2 and 3 on linear fixed and mixed models (for continu-
ous data) with autocorrelated errors. The remaining chapters are also presented in a
systematic fashion covering mixed models, longitudinal models, longitudinal mixed
models, and familial longitudinal models, both for count and binary data. Further-
more, in almost every chapter, the inference methodologies have been illustrated by
analyzing biomedical or econometric data from real life. Thus, the book is compre-
hensive in scope and treatment, suitable for a graduate course and further theoretical
and/or applied research involving familial and longitudinal data.

Familial models for discrete count or binary data are generally known as the gen-
eralized linear mixed models (GLMMs). There is a long history on inferences in
GLMMs with single or multiple random effects. In this GLMMs setup, the correla-
tions among the responses under a family are clearly generated through the common
random effects shared by the family members. However, as opposed to the GLMMs
setup, it has not been easy to model the longitudinal correlations in generalized
linear longitudinal models (GLLMs) setup. Chapter 1 provides an overview on dif-
ficulties and remedies with regard to (1) the consistent and efficient estimation in the
GLMMs setup, and (2) the modelling of longitudinal correlations and subsequently
efficient estimation of the parameters in GLLMs.

The primary purpose of this book is to present ideas for developing correlation
models for discrete familial and/or longitudinal data, and obtaining consistent and
efficient estimates for the parameters of such models. Nevertheless, in Chapter 2,
we consider a clustered linear regression model with autocorrelated errors. There are
two main reasons to deal with such linear models with autocorrelated errors. First, in
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practice, one may also need to analyze the continuous longitudinal data. Secondly,
the knowledge of autocorrelation models for continuous repeated data should be
helpful to distinguish them from similar autocorrelation models for discrete repeated
data. Several estimation techniques, namely the method of moments (MM), ordinary
least squares (OLS), and generalized least squares (GLS) methods are discussed.
An overview on the relative efficiency performances of these approaches is also
presented.

In Chapter 3, a linear mixed effects model with autocorrelated errors is consid-
ered for the analysis of clustered correlated continuous data, where the repeated
responses in a cluster are also assumed to be influenced by a random cluster effect.
A generalized quasi-likelihood (GQL) method, similar to but different from the GLS
method, is used for the inferences in such a mixed effects model. The relative per-
formance of this GQL approach to the so-called generalized method of moments
(GMM), used mainly in the econometrics literature, is also discussed in the same
chapter.

When the responses from the members of a given family are counts, and they are
influenced by the same random family effect in addition to the covariates, they are
routinely analyzed by fitting a familial model (i.e., GLMM) for count data. In this
setup, the familial correlations among the responses of the members of the same
family become the function of the regression parameters (effects of the covariates
on the count responses) as well as the variance of the random effects. However, ob-
taining consistent and efficient estimates especially for the variance of the random
effects has been proven to be difficult. With regard to this estimation issue, Chap-
ter 4 discusses the advantages and the drawbacks of the existing highly competitive
approaches, namely the method of moments, penalized quasi-likelihood (PQL), hi-
erarchical likelihood (HL), and a generalized quasi-likelihood. The relatively new
GQL approach appears to perform the best among these approaches, in obtaining
consistent and efficient estimates for both regression parameters and the variance of
the random effects (also known as the overdispersion parameter). This is demon-
strated for the GLMMs for Poisson distribution based count data, first with single—
and then with two-dimensional random effects in the linear predictor of the famil-
ial model. The aforementioned estimation approaches are discussed in detail in the
parametric setup under the assumption that the random effects follow a Gaussian
distribution. The estimation in the semiparametric and nonparametric set up is also
discussed in brief.

Chapter 5 deals with familial models for binary data. These models are similar
but different from those for count data discussed in Chapter 4. The difference lies
in the fact that conditional on the random family effect, the distribution of the re-
sponse of a member is assumed to follow the log-linear based Poisson distribution
in the count data setup, whereas in the familial models for binary data, the response
of a member is assumed to follow the so-called linear logistic model based binary
distribution. This makes the computation of the unconditional likelihood and mo-
ments of the data more complicated under the binary set up as compared to the count
data setup. A binomial approximation as well as a simulation approach is discussed
to tackle this difficulty of integration over the distribution of the random effect to
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obtain unconditional likelihood or moments of the binary responses under a given
family. Formulas for unconditional moments up to order four are clearly outlined
for the purpose of obtaining the MM and GQL estimates for both regression and the
overdispersion parameters.

In the longitudinal setup, the repeated responses collected from the same indi-
vidual over a small period of time become correlated due to the influence of time
itself. Thus, it is not reasonable to model these correlations through the common
random effect of the individual. This becomes much clearer when it is understood
that in some situations, conditional on the random effect, the repeated responses
can be correlated. It has not, however, been easy to model the correlations of the
repeated discrete such as count or binary responses. One of the main reasons for
this is that unlike in the linear regression setup (Chapters 2 and 3), the correlations
for the discrete data depend on the time-dependent covariates associated with the
repeated responses. In fact, the modelling of the correlations for discrete data, even
if the covariates are time independent, has also not been easy. Over the last two
decades, many existing studies, consequently, have used arbitrary ‘working’ corre-
lations structure to obtain efficient regression estimates as compared to the moment
or least squares estimates. This is, however, known by now that this type of ‘work-
ing’ correlations model based estimates [usually referred to as the generalized es-
timating equations (GEE) based estimates] may be less efficient than the simpler
moment or least squares estimates. Chapter 6 deals with a class of autocorrelation
models constructed based on certain dynamic relationships among repeated count
responses. When covariates are time independent, in this approach, it is not neces-
sary to identify the true correlation structure for the purpose of estimation of the
regression coefficients. A GQL approach is used which always produces consistent
and highly efficient regression estimates, especially as compared to the moment
or independence assumption based estimates. The modelling for correlations when
covariates are time dependent is also discussed in detail. In order to use the GQL
estimation approach, this chapter also demonstrates how to identify the true corre-
lation structure of the data when it is assumed that the true model belongs to an
autocorrelations class.

Similar to Chapter 6, Chapter 7 deals with dynamic models and various infer-
ence techniques including the GQL approach for the analysis of repeated binary
data collected from a large number of independent individuals. Note that the corre-
lated binary models based on linear dynamic conditional probabilities (LDCP) are
quite different from those dynamic models discussed in Chapter 6 for the repeated
count data. Furthermore, for the cases where it is appropriate to consider that the
means and variances of repeated binary responses over time may maintain a recur-
sive relationship, Chapter 7 provides a discussion on the inferences for such data by
fitting a binary dynamic logit (BDL) model.

Chapter 8 develops a longitudinal mixed model for count data as a generalization
of the longitudinal fixed effects model for count data discussed in Chapter 6. This
generalization arises in practice because of the fact that if the response of an indi-
vidual at a given time is influenced by the associated covariates as well as a random
effect of the individual, then this random effect will remain the same throughout
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the data collection period over time. In such a situation, conditional on the random
effect, the repeated responses will be influenced by the associated time dependent
covariates as well as by time as a stochastic factor. Thus, conditional on the random
effect, the repeated count responses will follow a dynamic model for count data as
in Chapter 6. Note that unconditional correlations, consequently, will be affected by
both the variance of the random effects as well as the correlation index parameter
from the dynamic model. This extended correlation structure has been exploited to
obtain the consistent and efficient GQL estimates for the regression parameters, as
well as a consistent GQL estimate for the variance of the random effects.

By the same token as that of Chapter 8, Chapter 9 deals with various longitudinal
mixed models for binary data. These models are developed based on the assumption
that conditional on the individual’s random effect, the repeated binary responses
either follow the LDCP or BDL models as in Chapter 7. Conditional on the random
effects, a binary dynamic probit (BDP) model is also considered. This generalized
model is referred to as the binary dynamic mixed probit (BDMP) model. In general,
the GQL estimation approach is used for the inferences. The GMM and maximum
likelihood (ML) estimation approaches are also discussed.

Chapter 10 is devoted to the inferences in familial longitudinal models for count
data. These models are developed by combining the familial models for count data
discussed in Chapter 4 and the longitudinal models (GLLMs) for count data dis-
cussed in Chapter 6. The combined model has been referred to as the GLLMM
(generalized linear longitudinal mixed model). In this setup, the count responses are
two-way correlated, familial correlations occur due to the same random family ef-
fect shared by the members of a given family, and the longitudinal correlations arise
due to the possible dynamic relationship among the repeated responses of a given
member of the family. These two-way correlations are taken into account to develop
the GQL estimating equations for the regression effects and variance component for
the random family effects, and the moment estimating equation for the longitudinal
correlation index parameter.

Chapter 11 discusses the inferences in GLLMMSs for binary data. A variety of
longitudinal correlation models is considered, whereas the familial correlations are
developed through the introduction of the random family effects only. The GQL
approach is discussed in detail for the estimation of the parameters of the mod-
els. Because the likelihood estimation is manageable when longitudinal correlations
are introduced through dynamic logit models, this chapter, similar to Chapter 9,
discusses the ML estimation as well. As a further generalization, two-dimensional
random family effects are also considered in the dynamic logit relationship based
familial longitudinal models. Both GQL and ML approaches are given for the es-
timation of the parameters of such multidimensional random effects based familial
longitudinal models.
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Chapter 1
Introduction

Discrete data analysis such as count or binary clustered data analysis has been an
important research topic over the last three decades. In general, two types of clus-
ters are frequently encountered. First, a cluster may be formed with the responses
along with associated covariates from the members of a group/family. These clus-
tered responses are supposed to be correlated as the members of the cluster share
a common random group/family effect. In this book, we refer to this type of corre-
lation among the responses of members of same family as the familial correlation.
Second, a cluster may be formed with the repeated responses along with associated
covariates collected from an individual. These repeated responses from the same in-
dividual are also supposed to be correlated as there may be a dynamic relationship
between the present and past responses. In this book, we refer to these correlations
among the repeated responses collected from the same individual as the longitudinal
correlations. It is of interest to fit a suitable parametric or semi-parametric familial
and/or longitudinal correlation model primarily to analyze the means and variances
of the data. Note that the familial and longitudinal correlations, however, play an
important role in a respective setup to analyze the means and variances of the data
efficiently.

1.1 Background of Familial Models

There is a long history of count and binary data analysis in the familial setup. It
is standard to consider that a count response may be generated by a Poisson dis-
tribution based log linear model [Nelder (1974), Haberman (1974), and Plackett
(1981)]. Similarly, a binary response may be generated following a linear logistic
model [Berkson (1944, 1951), Dyke and Patterson (1952), and Armitage (1971)].
Because both Poisson and binary distributions belong to a one-parameter exponen-
tial family, both log linear and linear logistic models belong to the exponential fam-
ily based generalized linear models (GLMs) [McCullagh and Nelder (Section 2,
1983)]. Consequently, when the count or binary responses from the members of a

B.C. Sutradhar, Dynamic Mixed Models for Familial Longitudinal Data, 1
Springer Series in Statistics, DOI 10.1007/978-1-4419-8342-8 1,
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2 1 Introduction

family form a cluster, a generalized linear mixed model (GLMM) is used to analyze
such family based cluster data, where GLMMs are generated from the GLMs by
adding random effects to the so-called linear predictor. Under the assumption that
these random effects follow the Gaussian distribution, many authors such as Schall
(1991), Breslow and Clayton (1993), Waclawiw and Liang (1993), Breslow and Lin
(1995), Kuk (1995), Lee and Nelder (1996) [see also Lee and Nelder (2001)], Su-
tradhar and Qu (1998), Jiang (1998), Jiang and Zhang (2001), Sutradhar and Rao
(2003), Sutradhar (2004), Sutradhar and Mukerjee (2005), Jowaheer, Sutradhar, and
Sneddon (2009), and Chowdhury and Sutradhar (2009) have studied the inferences
in GLMMs mainly for the consistent estimation of both regression effects of the
covariates on the responses and the variance of the random effects. Note that in
the familial, i.e., in GLMM set up, the variance of the random effects is in fact the
familial correlation index parameter, which is not so easy to estimate consistently.

Schall (1991) and Breslow and Clayton (1993), among others, have used a best
linear unbiased prediction (BLUP) analogue estimation approach, where random
family effects are treated to be the fixed effects [Henderson (1963)] and the regres-
sion and variance components of the GLMM:s are estimated based on the so-called
estimates of the random effects. Waclawiw and Liang (1993) have developed an es-
timating function based approach to component estimation in the GLMMs. In their
approach they utilize the so-called Stein-type estimating functions (SEF) to esti-
mate both the random effects and their variance components. In connection with
a Poisson mixed model with a single component of dispersion, Sutradhar and Qu
(1998) have, however, shown that the so-called SEF approach of Waclawiw and
Liang (1993) never produces consistent estimates for the variance component of
the random effects, whereas the BLUP analogue approach of Breslow and Clayton
(1993) may or may not yield a consistent estimate for the variance of the random
effects (also known as the overdispersion parameter), which depends on the clus-
ter size and the associated design matrix. In order to remove biases in the estimates,
Kuk (1995) and Lin and Breslow (1996), among others, provided certain asymptotic
bias corrections both for the regression and the variance component estimates. But,
as Breslow and Lin (1995, p. 90) have shown in the context of binary GLMM with
a single component of dispersion that the bias corrections appear to improve the
asymptotic performance of the uncorrected quantities only when the true variance
component is small, more specifically, less than or equal to 0.25.

As opposed to the BLUP analogue approach of Breslow and Clayton (1993) (also
known as the so-called penalized quasi-likelihood (PQL) approach), Jiang (1998)
proposed a simulated moment approach that always yields consistent estimators for
the parameters of the mixed model. The moment estimators may, however, be ineffi-
cient. In the context of the binary mixed model, Sutradhar and Mukerjee (2005) have
introduced a simulated likelihood approach which produces more efficient estimates
than the simulated moment approach of Jiang (1998). To overcome the inefficiency
of the moment approach, Jiang and Zhang (2001) have suggested an improvement
over the method of moments. It, however, follows from Sutradar (2004) that the
estimators obtained based on the improved method of moments (IMM) may also
be highly inefficient as compared to the estimators obtained based on a generalized
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quasi-likelihood (GQL) approach. The GQL estimators are consistent and highly
efficient, the exact maximum likelihood estimators being fully efficient (i.e., opti-
mal) which are, however, known to be cumbersome to compute. In particular, the
estimation of the variances of the estimators by the maximum likelihood approach
may be extremely difficult (Sutradhar and Qu (1998)).

Lee and Nelder (1996) have suggested hierarchical likelihood (HL) inferences
for the parameters in GLMMs. This HL approach is similar to but different from
the PQL approach of Breslow and Clayton (1993). They are similar as in both ap-
proaches the estimation of the regression effects and the variance of the random
effects is done through the prediction of the random effects by pretending that the
random effects are fixed parameters even though they are truly unobservable ran-
dom effects. To be specific, in the first step, both PQL and HL approaches estimate
the regression parameters and the random effects. The difference between the two
approaches is that the PQL approach estimates them by maximizing a penalized
quasi-likelihood function, whereas the HL approach maximizes a hierarchical like-
lihood function. In the second step, in estimating the variance of the random ef-
fects, the PQL approach maximizes a profile quasi-likelihood function, whereas the
HL approach maximizes an adjusted profile hierarchical likelihood function. Conse-
quently, the HL approach may also suffer from similar inconsistency problems due
to similar reasons that cause inconsistency in the PQL approach. This is also evident
from Chowdhury and Sutradhar (2009) where it is shown in the context of a Poisson
mixed model with a single random effect that the HL approach appears to produce
highly biased estimates for the regression parameters, especially when the variance
of the random family effects is large. The biases of the HL estimates also appear to
vary depending on the cluster/family sizes. These authors have further demonstrated
that the GQL approach [Sutradhar (2004)] produces almost unbiased and consistent
estimates for all parameters of the Poisson mixed model irrespective of the clus-
ter size and the magnitude of the variance of the random effects. In the context
of Poisson mixed models with two variance components, Jowaheer, Sutradhar, and
Sneddon (2009) have shown that the GQL approach performs very well in estimat-
ing the parameters of this larger mixed model. In this book, among other estimation
approaches, we exploit this GQL approach for the estimation of the parameters both
in count and binary mixed models. The GQL approach produces consistent as well
as highly efficient estimates as compared to other competitive approaches such as
moment, PQL, and HL estimation approaches.

1.2 Background of Longitudinal Models

In the longitudinal setup, a small number of repeated responses along with a set of
covariates are collected from a large number of independent individuals over the
same time points within a small period of time. Note that irrespective of the situa-
tions whether one deals with count or binary data, it is most likely that the repeated
responses will be autocorrelated. Furthermore, these autocorrelations will exhibit
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stationary pattern [Sutradhar (2003,2010)] when the covariates collected over time
from an individual are time independent. If the covariates are, however, time depen-
dent, then the correlations will exhibit a nonstationary pattern [Sutradhar (2010)].
But it is not easy to write either a probability model or a correlation model for the
repeated count and binary responses, even if the covariates are time independent
(stationary correlations case). For the nonstationary cases, the construction of the
probability or correlation models will be much more complicated.

Many authors including Liang and Zeger (1986) have used a ‘working’ station-
ary correlation structure based generalized estimating equation (GEE) approach for
the estimation of the regression effects, even though the repeated data are sup-
posed to follow a nonstationary correlation structure due to time-dependent co-
variates. This GEE approach, directly or indirectly, has also been incorporated in
many research monographs or textbooks. For example, one may refer to Diggle
et al (2002), and Molenberghs and Verbeke (2005). However, as demonstrated by
Crowder (1995), because of the uncertainty of definition of the working correlation
matrix, the Liang—Zeger approach may in some cases lead to a complete break-
down of the estimation of the regression parameters. Furthermore, Sutradhar and
Das (1999) have demonstrated that even though the GEE approach in many situa-
tions yields consistent estimators for the regression parameters, this GEE approach
may, however, produce less efficient estimates than the independence assumption
based quasi-likelihood (QL) or moment estimates. These latter QL or moment es-
timates are also ‘working’ independence assumption based GEE estimates. Note
that for the purpose of a demonstration on efficiency loss by the GEE approach,
Sutradhar and Das (1999), similar to Liang and Zeger (1986), have considered the
stationary correlation structure in the context of longitudinal binary data analysis
even though the covariates were time dependent. In fact the use of a ‘working’ sta-
tionary correlation matrix in place of the true stationary correlation matrix may also
produce less efficient estimates than the ‘working’ independence assumption based
GEE or QL or moment estimates. This latter situation is demonstrated by Sutrad-
har (2010, Section 3.1) through an asymptotic efficiency comparison for stationary
repeated count data. These studies by Crowder (1995), Sutradhar and Das (1999),
Sutradhar (2003), and Sutradhar (2010) reveal that the GEE approach cannot be
trusted for the regression estimation for the discrete such as longitudinal binary or
count data.

Fitzmaurice, Laird and Rotnitzky [1993, eqns (2)—(4)] discuss a GEE approach
following Liang and Zeger (1986) but estimate the ‘working’ correlations through
a second set of estimating equations which is quite similar to the set of estimating
equations for the regression parameters. Note that in this approach, the construc-
tion of the estimating equations for the ‘working’ correlation parameters requires
another ‘working’ correlation matrix consisting of the third— and fourth-order mo-
ments of the responses, although Fitzmaurice et al (1993) use a ‘working’ indepen-
dence approach to construct such higher-order moments based estimating equations.
Similar to Fitzmaurice et al (1993), Hall and Severini (1998) also estimate the re-
gression and the ‘working’ correlation parameters simultaneously. Hall and Severini
(1998) referred to their approach as the extended generalized estimating equations
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(EGEE) approach. This EGEE approach, unlike the approach of Fitzmaurice, Laird
and Rotnitzky (1993) does not require any third— and fourth-order moments based
estimating equations for the ‘working’ correlation parameters. It rather uses a set
of second-order moments based estimating equations for the ‘working’ correlation
parameters. Note however that these GEE based approaches of Fitzmaurice, Laird
and Rotnitzky (1993) and Hall and Severini (1998) also cannot be trusted for the
same reasons that the GEE cannot be trusted. We refer to Sutradhar (2003) and Su-
tradhar and Kumar (2001) for details on the inefficiency problems encountered by
the aforementioned extended GEE approaches.

As aresolution to this inference problem for consistent and efficient estimation of
the regression effects in the longitudinal setup, Sutradhar (2003, Section 3) has sug-
gested an efficient GQL approach, which does not require the identification of the
underlying autocorrelation structure, provided the covariates are time independent.
This GQL approach for the discrete correlated data is in fact an extension of the QL
approach (or weighted least squares approach) for the independent data introduced
by Wedderburn (1974), among others. Sutradhar (2010) has introduced nonstation-
ary autocorrelation structures for the cases when covariates are time dependent, and
applied the GQL approach for consistent and efficient estimation of the regression
effects. Sutradhar (2010) has also provided an identification of the autocorrelation
technique for the purpose of the construction of an appropriate GQL estimating
equation. In this book, we have exploited this GQL approach for the estimation of
the parameters both in a longitudinal and familial setup.

Zhao and Prentice (1990), Prentice and Zhao (1991), and Zhao, Prentice, and
Self (1992) have described extensions of the GEE methodology to allow for joint
estimation of the regression and the true longitudinal correlation parameters in a
binary longitudinal model. More specifically, Zhao and Prentice (1990) propose a
joint probability model that is based on the ‘quadratic exponential family,” with the
three— and higher-way association parameters equal to zero. The ‘quadratic expo-
nential family’ based association parameters are then estimated by using the like-
lihood estimating or equivalently, the generalized estimating equations approach.
Similarly, a partly exponential model is introduced by Zhao, Prentice, and Self
(1992) which accommodates the association between the responses, and the like-
lihood or equivalently the GEE approach was used to estimate the mean and the
association parameters of the model. These GEE based methods for the joint esti-
mation are referred to as the GEE2 approaches. Some of these GEE2 approaches,
however, encounter convergence problems especially for the estimation of the lon-
gitudinal correlations [Sutradhar (2003)].

For continuous longitudinal data, some authors, for example, Pearson et al.
(1994), Verbeke and Molenberghs (2000, Chapter 3), and Verbeke and Lesaffre
(1999), modelled the means of the repeated responses as a linear or quadratic func-
tion over time. In this approach, time is considered to be a deterministic factor and
hence times do not play any role to correlate the responses. Diggle, Liang, and Zeger
(1994) [see also Diggle et al (2002), Verbeke and Molenberghs (2000, Chapter 3)]
argue that the effect of serial (lag) correlations is very often dominated by suitable
random effects and hence they modelled the longitudinal correlations through the
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introduction of the random effects. However, contrary to the above argument, it fol-
lows, for example, from Sneddon and Sutradhar (2004) that even though the random
effects generate an equicorrelation structure for the repeated responses, they do not
appear to address the time effects. This is because these individual specific random
effects may remain the same throughout the data collection period and hence cannot
represent any time effects. For this reason, Sneddon and Sutradhar (2004) modelled
the longitudinal correlations of the responses through the autocorrelation structure
of the errors involved in a linear model.

Similar to the continuous longitudinal setup, some authors have modelled the cor-
relations of the repeated discrete data through the introduction of the time-specific
random effects in the conditional mean functions of the data. For example, similar
to GLMMs, Thall and Vail (1990) [see also Heagerty (1999) and Neuhaus (1993)]
modelled the correlations of the repeated count data with overdispersion through the
introduction of the random effects. However, one of the problems with this type of
approach is that the lag correlations of the repeated responses in a cluster may be-
come complicated. Furthermore, as argued by Jowaheer and Sutradhar (2002), this
approach is unable to generate any pattern such as Gaussian type autocorrelation
structure among responses as alluded in Liang and Zeger (1986), for example. In
this book, following Sutradhar (2003, 2010), we have emphasized a class of Gaus-
sian type autocorrelation structures to model the longitudinal correlations for both
count and binary data. The random effects are used to model the overdispersion
and/or familial correlations.
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Chapter 2

Overview of Linear Fixed Models for
Longitudinal Data

In a longitudinal setup, a small number of repeated responses along with certain
multidimensional covariates are collected from a large number of independent indi-
viduals. Let y;1,...,Yi,...,yir; be T; > 2 repeated responses collected from the ith in-
dividual, fori = 1,...,K, where K — co. Furthermore, let xy; = (x;1,...,%i)’ be the
p-dimensional covariate vector corresponding to y;, and 3 denote the effects of the
components of x;; on y;;. For example, in a biomedical study, to examine the effects
of two treatments and other possible covariates on blood pressure, the physician
may collect blood pressure for 7; = T = 10 times from K = 200 independent sub-
jects. Here the treatment covariate may be denoted by x;; = 1, if the ith individual
is treated by say treatment A, and x;; = 0, if the individual is treated by the second
treatment B. Let x;2, Xi13, Xira, and x;5, respectively, denote the gender, age, smok-
ing, and drinking habits of the ith individual. Thus, p = 5, and  denote the five-
dimensional vector of regression parameters. Note that because y;1,...,Yir,...,yi;
are T; repeated blood pressure collected from the same ith individual, it is likely
that they will be correlated. Let X; = (0, ) denote the 7; x T; possibly unknown co-
variance matrix of these repeated responses. This type of correlated data is usually
modelled by using the linear relationship

yi =XiB + ¢, 2.1

where
Yi= (yi17~~~7yitv""yiTi)/

is the vector of repeated responses,
Xi/ = [xil, P ,xiTi}
is the p x T; matrix of covariates for the ith individual, and

gl-: [£i17...,8[t7---7857}]/
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is the T;-dimensional residual vector such that for all i = 1,...,K, & are indepen-
dently distributed (id) with 0 mean vector and covariance matrix X;. That is,
& }g (0, Ei).

It is of scientific interest to estimate 3 consistently and as efficiently as possible.

Note that even if the covariates are time dependent, in the present linear model
setup, the residual vector &; is likely to have a stationary covariance structure. But,
it is most likely that this structure belongs to a suitable class of stationary autocorre-
lation models such as autoregressive moving average models of order ¢ =0, 1,2, ...
and r =0,1,2,... [ARMA(q,r)] [Box and Jenkins (1970, Chapter 3)] or perhaps
completely unknown. Further note that even though the residual covariance ma-
trices for all i = 1,...,K are likely to have a common structure, their dimension
will, however, be different for the unbalanced data. For this reason, one may de-
note the common covariance matrix by X, that is, X; = X, only when 7; = T, for
alli=1,...,K. In the longitudinal setup, it is convenient in general to express the
covariance matrix X; as

Zi = (Ouu)
12 4 ,1/2
=A2cal?, 2.2)
where A; = diag[0i11,...,0i,...,0r;] and G is the T; x T; correlation matrix of

Vi = [Vit,---»Yits- -, vir;]'- Note that, if oy, = var(¥y) = o2 for all t = 1,...,T; and
the repeated responses are assumed to be independent (which is unlikely to hold in
practice) i.e., C; = Ir;, a T; x T; identity matrix, then X; reduces to

L =o’lr. (2.3)

2.1 Estimation of 3

2.1.1 Method of Moments (MM)

Irrespective of the cases whether the repeated responses y;1,...,Yi,...,yir; are inde-
pendent or correlated, one may always obtain the moment estimate of § by solving
the moment equation

X/ (vi — X;B)] = 0. (2.4)

N

1

Let the moment estimator of 3, the root of the moment equation (2.4), be denoted
by B It is clear that [y is easily obtained as
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-1

By = (2.5)

K
ZXi/yi .
i=1

Because E[Y;] = X;8 by (2.1), for a small or large K, it follows that f3y; is unbiased
for B, that is, E[By] = B, with its covariance matrix given by

A

COV[ﬁM] = VM

-1 -1

; (2.6)

1

K
Y X/X;
i=1

K
X! E:X;
=1

K
Y X/X;
i=1

where X; is the covariance matrix of y;, which may be unknown.

Note that when K is sufficiently large, it follows from (2.5) by using the multi-
variate ceptral limit theorem [see Mardia, Kent and Bibby (1979, p. 51), for exam-
ple] that 3y has asymptotically (K — ) a multivariate Gaussian distribution with
zero mean vector and covariance matrix Vy as in (2.6). Note that in this large sample
case, the covariance matrix Vj; may be estimated consistently by using the sandwich
type estimator

—1 -1

K K K
Vi = limitg oo | Y. X/X; DX i— )i — )X | | XX |, 27
i=1 i=1 i=1
where ; = X;f8 is known by using B = By from (2.5).
2.1.2 Ordinary Least Squares (OLS) Method
In this approach, the correlations among the repeated responses y;i,. .., Vi, - -, ViT;,

are ignored, and the ordinary least squares (OLS) estimator, say BOL& of the regres-
sion parameter 3 in (2.1) is obtained by minimizing the sum of squared residuals

K
S(B) = X [vi—XiB) (vi — XiB)]

=1

K
= Y [vivi — 2X:B + B'X/X;B] (2.8)

for all individuals. Now by equating the derivatives of S(f3) with respect to 8 to 0,
that is,
as o )
55 =22 X[y~ X/Xip] =0, 2.9)
B =
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one obtains the OLS estimator of 3 as

—1

Bors = : (2.10)

K
Y X/X;
i=1

K
2 Xi/)’i
i=1

which is the same as the moment estimator BM of B given by (2.5). Consequently,
PBors is unbiased for B with its covariance matrix as Vpors = Vs given by (2.6).
Furthermore, asymptotically (K — oo), Vprs may be consistently estimated as
Vos = Vi by (2.7).

2.1.2.1 Generalized Least Squares (GLS) Method

In this approach, one takes the correlations of the data into account and minimizes
the so-called generalized sum of squares

K

S (B) = 21— XiB)'Z " (vi— XiP)]

i=1
K

= Y iE i — 20 E X+ X/ Xi B (2.11)
i=1

to obtain the GLS estimator of 3. More specifically, equating the derivatives of
S*(B) with respect to 8 to 0, that is,
aS*
Ip

one obtains the GLS estimator of f3 as

K
=23 X/% yi— X/ X' Xx;B] =0, (2.12)
i=1

—1

ﬁGLS =

K
Z Xilzi_ 1Xi
i=1

K
S X'z i (2.13)
i=1

Because E[Y;] = X; B3, it follows from (2.13) that E[ﬁGLS} = B. Thus, ﬁGLS is an
unbiased estimator of 3, with its covariance given by

cov[Bers] = Vors

K -1
N x/zx| (2.14)
i=1

which, for unknown X; = X, may be consistently estimated by
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K -1
SXx x|, (2.15)

i=1

VGLS = limitg

with =K ! Eszl [(Yi _XiBGLS) (y,' _XiBGLS)I}- Note thatif X; £ X fori=1,... K,
the consistent estimation of X; by using only 7; responses for the ith individual may
or may not be easy. For example, if X; is defined through a small number of common
scale and/or correlation parameters those can be consistently estimated by using all
{yi,X;} fori=1,...,K; one may then easily obtain its consistent estimator. In other
situations, the consistent estimation for X; may not be so easy.

2.1.3 OLS Versus GLS Estimation Performance

Because both [§0LS (2.10) and 3GLS (2.13) are unbiased for f3, they are consistent
estimators. It follows, however, from (2.6) and (2.14) that their covariance matrices
are not the same. Thus the variances of the two estimators given in the leading diag-
onals of the respective covariance matrices are likely to be different. Furthermore,
it is known by the following theorem [see also Amemiya (1985, Section 6.1.3) and
lgao (1973, Section 4a.2)] that the variances of the components of GLS estimator
BcLs are always smaller than the variances of the corresponding components of the
OLS estimator Bors. This makes Sgzs a more efficient estimator than the OLS esti-
mator BOLS.

Theorem 2.1 Foru=1,...,p,let Bu,OLS and ﬁu,GLS be the uth element of the OLS
estimator ﬁOLS (2.10) and the GLS estimator ﬁGLS, respectively. It then follows that

var[Bucs] < var(BuoLs), (2.16)

for all u = 1,...,p, where ‘var[-]’ represents the variance of the estimator in the
square bracket.

Proof: Let P = 5, 'X;, A= [35,x/x,] ', and B = [¥X, X/Z'X,] . Then by
(2.10) and (2.13), write

. . .
cov[Bors] = cov |A (ZXZK-) B (Z P{Y,) +B (Z P,-’Yi>
i=1 i=1 =

i K K
=cov |A| XY XY | -B| Y. PY;
L \i=l i=1

by using the fact that

o) (i} o)) o

+cov {ﬁcm}, 2.17)

cov
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It then follows from (2.17) that var[B,MOLS] > Var[ﬁu,GLS], as in the theorem. We
still need to show that (2.18) holds. We examine this directly as follows. Because
cov(Y;) = Z;, and because all individuals are independent in the longitudinal setup,
that is, cov(Y;,Y;) =0forall i # j, i, j=1,...,K, we can write

o [{a(S) - (B) Lo (50 |

K K
= A <2 X;z,ﬂ) B'-B <2 E’E,-B) B

i=1 i=1
—AA"'B'—BB'B' =0,
(2.19)

by using P, = E;lXi.

2.2 Estimation of 3 Under Stationary General Autocorrelation
Structure

2.2.1 A Class of Autocorrelations

Recall from (2.2) that the 7; x T; longitudinal covariance matrix for the ith individual
is given by

1/2
i

1/2
i I

Ii=ACA

where C; is a 7; x T; unknown correlation matrix. For convenience, one may express
this correlation matrix as

Ci=Piw), ut=1,....T, (2.20)

with p;;; = 1.0. Note that in the linear longitudinal model setup, it is reasonable to
assume that p; ,, = p,, for all individuals i = 1,..., K. The correlation matrix (2.20)
may then be expressed as

Ci:(Put)7 Lt7t:1,...,7;'7 (221)
which is a submatrix of a larger 7 x T correlation matrix
C:(put); Mvt:17"'7T7 (222)

where 7' = max<;<x7;. Note that once the C matrix is computed, C; can be copied
from C based on its dimension.
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Further note that in the longitudinal set up, it is also quite reasonable to assume
that the repeated responses follow a dynamic dependence model such as autoregres-
sive moving average of order (q,r)(ARMA(q,r)) [Box and Jenkins (1976, Chapter
3)]. We note that ARMA(q,r) is a large class of autocorrelation structures used in
general to explain the time effects in time series as well as in spatial data, among
others. Under this large class of autocorrelations, the correlation structure in (2.21)
may be expressed as

L p1 p2 - pri

Glpy=| P 1 PP (2.23)

Pr—1 Pr—2 P13 ==+ 1

where for £ =1,...,T;, py is known to be the /th lag autocorrelation. Note that if the
ARMA model is known for the repeated data, then these lag correlations in (2.23)
may easily be computed. To understand this, consider the following examples.

Example 1: Autoregressive Order 1 (AR(1)) Structure

Fort=1,...,T;, re-write the rth equation for the ith individual from (2.1) as
i = Xy B+ €t (2.24)
and assume that
& = P&y t+ay, (2.25)
with |p| < 1 and a; iid (0, 62). For a suitable integer r, one may exploit the recursive
relation (2.25) and re-express &; as

r—1
& =P €r—r+ Y, plai;. (2.26)
Jj=0
Note that when the errors are assumed to be stationary, the joint distribution of

gi,l—rv s 78i,t—r7 LR gi,T;—r

remains the same for any » = 0,41,42,..., £oo. This is known as a strong station-
arity condition. This strong condition is, however, not needed to find the stationary
covariance matrix of the error vector g;. The relationship in (2.25) holds for any 7 in
the stationary case, thus (2.26) may be written as

&= Y, plai; ;. (227)
j=0
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It then follows that 5

o
Elg;] =0 and var[e;] = ﬁ, (2.28)
forany s =1,...,7;. Similarly, foru <t =2,...,T;, by using the relationships
i . t—u—1 oo ]
Eiy = p/a,-,u_j and g, = 2 p’a,;,_j +pt7u[2 pfaw_j], (2.29)
Jj=0 j=0 j=0

one obtains the stationary covariance between ¢g;, and &; as

, P
cov|[€y, & =0, 17

(2.30)

It then follows from (2.28) and (2.30) that when the repeated responses
Yils- 3 Vits -5 ViTy
follow the AR(1) model (2.24)—(2.25), their means and variances are given by
EYy] = X,B, var[Vy] = c2[1 —p* !, (2.31)
and their lag |t — u] correlation pj,_,| (say) has the formula
Pir—u| = corr[Yi, Yy = pl ™, foru#t, ut=1,...T, (2.32)

where p is the model (2.25) parameter or may be referred to as the correlation index
parameter. Here [p| < 1.

Note that the correlations in (2.32) satisfy the autocorrelation structure (2.23).
Now, if the data were known to follow the AR(1) correlation model (2.24) — (2.25),
one would then estimate the correlation structure in (2.23) by simply estimating
p1 = p as this parameter determines all lag correlations as shown in (2.32). However,
it may not be practical to assume that the data follow a specific structure such as
AR(1), MA(1), or equicorrelation. Thus for more generality, we assume that the
longitudinal data follow a general correlation structure (2.23) and estimate all lag
correlations consistently by a suitable method of estimation. This is discussed in
Section 2.2.

Example 2: Moving Average Order 1 (MA(1)) Structure
Suppose that as opposed to (2.25), the €; in (2.24) follows the model

& = Pajs—1+ai, (2.33)

where p is a suitable scale parameter that does not necessarily have to satisfy |p| <

1, and a;,; are white noise as in (2.25), that is, a; 1}\(}1 (0, 63). It is clear from (2.24)
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and (2.33) that the mean and the variance of y; forallt = 1,..., T; have the formulas
ElYy] =x;B, varlYy] = o7 (1+p?), (234)

and the lag |r — u]| correlations of the repeated responses have the formulas

Plru = corr (Y, Yi) =

p/(14+p) forlt—ul=1
{ 0 otherwise. (2.35)

The correlations in (2.35) also satisfy the autocorrelation structure (2.23).

Note that similar to the AR(1) and MA(1) models, the lag correlations for any
higher order ARMA models such as ARMA(1,1) and ARMA(3,2) will also satisfy
the autocorrelation structure (2.23). For the purpose of estimation, even if the data
follow the MA(1) structure, we do not estimate the correlation structure by estimat-
ing the p in (2.35), rather, we estimate the general autocorrelation structure (2.23)
which accommodates the correlation structure (2.35) as a special case.

Further note that there may be other correlation models yielding the autocorrela-
tions as in (2.23). Consider the following model as an example.

Example 3: Equi-correlations (EQC) Structure

As a special case of the MA(1) model (2.33), we write
Eit:pai0+aila t:17"'a]}7 (236)

where ajy is considered to be an error value occurred at an initial time, and p is a
suitable scale parameter. Assume that

aj iid (0,63),and also ajp ~ (0, 63),

and a;; and a;o are independent for all ¢. It then follows from (2.24) and (2.36) that
the mean and the variance of y;; are given by

E[YH‘] = xgtﬁa Var[Yit] = 0-3(1 +P2),
as in (2.34), but the lag correlations have the formulas
P = corr(Yu, Ya) = p*/(1+p?), (2.37)

for all lags |t —u| = 1,...,T; — 1. This equicorrelation structure (2.37) is also ac-
commodated by the general autocorrelation structure (2.23).
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2.2.2 Estimation of 3

The ﬁGLs in (2.13) is the best among linear unbiased estimators for 3, therefore we
may still use the formula

K K
Bors = | D X/ Z7'X; Y x/x! y,~] , (2.38)
i— i=1
but under the current special autocorrelation class, we estimate X; as
5 =A%Ci(p)Al 7, (2.39)

where the C;(p) matrix is computed by (2.23) by replacing p; with an approximate
unbiased moment estimator Py (say).

Now to compute the C;(p ) matrix in (2.39), in light of (2.22), we first compute the
larger C(p) matrix for ¢ =1,...,T — 1, where T = max<;<xT; for T; > 2. Suppose
that & is an indicator variable such that

5 J1 if1<T,
TT10 if T<t<T.

forallz =1,...,T. For known 8 and oy, the /th lag correlation estimate P, for the
larger C(p) matrix may be computed as

400

_ 7,'—/~ Vi, fix?. ﬁ
,'K—lz,T_léaitai,tM[()[G::tﬁ)< t; S )]/Z 12t 16tt61t+/

pr= - . (2.40)
YR AR LAY S

[cf. Sneddon and Sutradhar (2004, eqn. (16)) in a more general linear longitudinal
setup] for  =1,...,T — 1. Note that as this estimator contains s, both (2.38) and
(2.40) have to be computed iteratively until convergence.

Further note that py in (2.40) is an approximately unbiased estimator of p,. This is
because irrespective of the autocorrelation structure for the repeated data, it follows
that

2 lzt 16,{6”+4E[( zro_):[,;ﬁ> <yiAr+1.:X’it,r+Zﬁ)]/2 12, 151t51 "

Oj b1+l

E[py] =~

SK ST SERSL R 5K 6

12; 151r5n+2[Pf]/2 12, 15zt51t+£
AP VIR YD Y.y

=pr (2.41)
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It then also follows that P, in (2.40) is a consistent (K — o) estimator for p, and its
use in (2.38) does not alter the efficiency property of ﬁGLS when computed assuming
that p is known. In practice, 3GLS from (2.38) is used for f in (2.40). Furthermore,
in a linear model, it is likely that oy, are independent of i and may be written as

0,2 =0y foralli=1,...,K. Now for the estimation of 0,2, or in general, for the
estimation of the A; = diagonal [0'12, AU G%_ ] in (2.39), we may obtain the estimate
of 6,2 forallr =1,...,T, by the method of moments using the formula
2 s A 12 <
67 =Y 8ilvi —xiBos)®/ Y, & (2.42)
i=1 i=1
where

5 — 1 if§j=1foralll <j<r
"7 10 otherwise,

with §;; defined as in (2.40).

Note that the computation of the inverse matrix Ei’l in (2.38) requires the in-
version of the general lag correlation matrix C; = (p‘ u,,‘). This may be easily done
by using any standard software such as FORTRAN-90, R, or S-PLUS. For specific
AR(1) (2.32), MA(1) (2.35), and EQC (2.37) structures, C; ! may, however, be cal-
culated directly by using the formulas given in Exercises 5, 6, and 7, respectively.

2.3 A Rat Data Example

As an illustration for the application of the linear longitudinal fixed model (LLFM)
described through (2.1) — (2.2) with general autocorrelation matrix C;(p) as in
(2.23), we consider the biological longitudinal experimental data, originally ob-
tained by the Department of Nutrition, University of Guelph, and subsequently an-
alyzed by other researchers such as Srivastava and Carter (1983, pp. 146 — 150).
For convenience we reproduce this data as shown in Tables 2A and 2B in the Ap-
pendix. This dataset contains the longitudinal food habits of 32 rats over a period
of six days under two different situations. First, for six days all 32 rats were given
a control diet. Next, these 32 rats were divided equally into four groups and four
different treatment diets (containing four different amounts of phosphorous) were
given, and the amount of food eaten by eight rats in each group was recorded over
another six days. As far as the covariates are concerned, the initial weight for each
of the 32 rats was recorded and it was of interest to see the effect of these initial
weights on food habits for six days. We give some summary statistics for these data
in Table 2.1 below.

Note that to understand the effect of initial weight on the longitudinal food habits,
one has more information here for the control group as compared to any of the
individual treatment groups. This is because all 32 rats were given the control diet
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Table 2.1 Summary statistics for food amount eaten by the rats under the control and treatment
diets.

Day

Group Statistic 1 2 3 4 5 6
Control (0.1% P) Average amount 11.19 10.50 8.17 7.95 7.93 8.46
Standard deviation 2.97 4.25 3.61 3.35 3.72 3.73

TrG1 (0.25% P) Average amount 6.93 6.84 5.72 9.26 8.65 8.28
Standard deviation 4.01 2.68 3.56 2.90 2.20 2.36

TrG2 (0.65% P) Average amount 6.89 9.69 8.92 9.70 10.88 9.52
Standard deviation 3.33 2.00 3.18 3.57 3.81 2.40

TrG3 (1.3% P)  Average amount 7.56 8.89 6.40 6.05 6.46 7.70
Standard deviation 2.91 5.42 4.79 3.04 3.40 3.71

TrG4 (1.71% P)  Average amount 6.54 5.49 4.11 4.54 5.73 3.66
Standard deviation 3.00 4.10 2.17 2.28 2.35 1.89

based food for six days, and each treatment group had 8 rats to feed over six days.
Under the circumstances, it is appropriate to fit two linear longitudinal models, one
for the control group and the other for the treatment groups.

For the control group, following (2.1), we fit the model

Vit :ﬁc.’() +x,~71NWﬁc71 + &y, fort=1,...,6;i=1,...,32, (2.43)

where y;; is the amount of control diet based food eaten by the ith rat on the tth
day, x; ;yw denote the initial weight of the ith rat which is independent of time, and
& 1s the corresponding error. Note that for convenience, we have defined the initial
weight x; ;yw as a standardized quantity. That is,

TIW;—MIW _ TIW;—290.25
STDIW 6.98 ’

XiINW =

where TIW; is the true initial weight of the ith (i = 1,...,32) rat, MIW and STDIW
are the mean and the standard deviation of the initial weights of the 32 rats. Further-
more, in (2.43), B.o and B denote the regression effects under the control group.
Because the food eaten by the same rat over 7 = 6 days must be correlated, fol-
lowing (2.23) we assume that &, ..., &7 follow an autocorrelation class with 7 x T
constant correlation matrix for all i = 1,...,32, given by

I p1 p2 - pra
Glpy=c=| Pr 1 propray (2.44)
pr-1pr—2pr-3 -+ 1

Py being the /th lag autocorrelation, for = 1,...,T — 1. For the control group, the
moment estimates for the lag correlations were found to be
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p1 =055, p,=031, p3=0.22, py=0.17, ps = —0.01,

and the GLS estimate of fB. o and 3. | with their standard errors (s.e.) were found to
be
Beo=9.34, Bei=0.40,

and . .
s.e.(Beo) =0.42, s.e.(fe1)=0.42,

respectively. The estimates for the lag correlations show an exponential decay. As
expected, the correlations tend to decrease as the lag increases. Thus, the food
amount eaten on day 3, for example, is more highly correlated with the day 2 amount
as compared to the day 1 amount. This explains the nature of the time effects on the
food habits of the rats when they are given control diet based food.

Note that to compute 3GLS by (2.38) and py by (2.40), we have used oy, = Gtz,
which in turn was estimated by (2.42). For the control group data, these estimates
fort=1,...,6, were found to be

67 =12.01, 67=1884, 67=14.13, 67=13.37, 62=15.89, 67 =14.39.

We now interpret the effect of the initial weight of a rat on the food habit under
the control group. The initial weight has a regression effect of 0.40 on the amount of
food eaten by a rat. This value along with the intercept estimate 9.34 indicates that
a rat with initial weight between 276.29 and 304.21 units, for example, has eaten
at a given day an amount of food that ranges between 9.34 — 2 x 0.40 = 8.54 and
9.34 +2 % 0.40 = 10.14 units. Note that under the control group, the first row in
the summary statistics in Table 2.1 shows that a rat on the average has eaten food
ranging from 7.93 to 10.50 units over five days with an exception of 11.19 units of
food eaten on the first day. Thus, in general the estimated food amount yielded by
the model (2.43) — (2.44) appears to agree with the summary statistics under the
control group.

In order to write a linear longitudinal model for the treatment group, we first
consider three indicator covariates to represent four treatment groups. For i =
1,...,32, let x;j1.,7, Xo,7r and x;3.7, be the three indicator covariates such that
xi1,rr = 0, xpp,7r = 0, X3, 7 = 0 indicate that the ith individual is assigned to treat-
ment group 1 (TrG1). Similarly, the ith individual rat belongs to

TrG2 whenxj1.7r = 1, xp 7 =0, X371, =05 or,
TrG3 when Xil,Tr = 0, Xi2,Tr = 1, Xi3,Tr = 0; or,

TrG4 when x;1 7 = 0, X7, =0, x37,=1.

Now, the model under the treatment group, as opposed to (2.43) for the control
group, may be written as

Yir = Brro +Xiivw Brr1 +Xit 7-Brr2 + Xi2. 7 Brr3
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+xi3,TrBTr,4 + &, fort=1,...,8,i=1,...,32, (2.45)

We now apply the model (2.45) to the rat data in Tables 2A and 2B in the
appendix and obtain the regression effects including the treatment group effects
by using the formulas (2.38) and (2.39) with C;(p) = C as in (2.44), and A; =
diagonal [612, ey 0'62]. The lag correlations necessary to compute the regression ef-
fects were estimated by using the moment estimating equation (2.40). These esti-
mates for the lag correlations are:

p1 =039, p,=0.14, p3=0.27, py=0.05, ps=—0.18.

Note that as compared to the control group, the lag correlations are relatively smaller
in the treatment group. Also, unlike the control group, there appears to be a spike for
the lag 3 correlations even though there is a general tendency of decay in correlations
as lag increases. Thus, the time effects in the control and treatment groups appear to
be generally different on the food habits of the rats.

The GLS estimates of the regression effects including the treatment group effects
and their standard errors were found to be

Breo=8.05, Br.1 =0.72, Br2=0.95, PBr.3=—089, Pr.4=—3.12,

and
s.e.(Brro) = 0.63, s.e.(Brn) =032, s.e.(Brr2)=0.89,

s.e.(Br3) =091, se.(Brn4) =0.90,

respectively. Note that under the treatment group, the initial weight has a larger
regression effect of 0.72 on the amount of food eaten by a rat, as compared to 0.40
in the control group. Because x;1,7- = 0, xp.7 = 0, x3,7 = 0, for the treatment
group 1 (TrG1), the initial weight effect 0.72 along with the intercept estimate 8.04
indicates that a rat in the TrG1 with initial weight between 276.29 and 304.21 units,
for example, has eaten at a given day an amount of food ranging between 8.05 —
2x0.72 =6.61 and 8.05 42 x 0.72 = 9.49 units. These estimated food amounts
are smaller than the estimated food amounts found under the control group. The
food amount eaten by the rats under the TrG1 in row 3 of Table 2.1 are in general
less than those under the control group shown in row 1, thus the linear longitudinal
models (2.43) and (2.45) appear to explain the data well for the control and treatment
groups, respectively. Further note that Table 2.1 shows that the amount of food eaten
by the rats under the TrG2 (row 5) over the six days are in general larger than those
eaten by the rats in TrG1 (row 3). But, the amount of food eaten by the rats under
the TrG3 (row 7) and TrG4 (row 9) over the six days tends to be smaller than that
eaten by the rats in TrG1 (row 3). The positive value of the TrG2 effect Br,.o = 0.95,
and the negative values of the TrG3 and TrG4 effects, that is, BTr.,B = —0.89, and

37,74 = —3.12, respectively, fully support the longitudinal food habits of the rats in
TrG2, TrG3, and TrG4, as compared to those in TrG1.
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The estimates for the variance components for the treatment group were found
to be

67 =12.35, 67 =16.00, 67=14.26, 6;=8.90, 67=10.20, 67 =7.38.

2.4 Alternative Modelling for Time Effects

Note that in the last section time effects on the repeated responses are explained
through the lag correlations of these responses. Some authors, for example, Pearson
et al. (1994), Verbeke and Molenberghs (2000, Chapter 3), and Verbeke and Lesaf-
fre (1999), modelled the repeated responses in a mixed model setup as a linear or
quadratic function over time. In the present fixed model (2.1) set up, these models
may be expressed as

yir = [xlar + [X)B]% + &, (2.46)

[cf. Verbeke and Molenberghs (2000, Chapter 3, eqn. (3.5))] where x; is the p-
dimensional time-independent covariate vector, and o and f are the effects of rx;

and #%x; on the response y;;, and &, ;51 (0,0' ). It is clear from (2.46) that time
is considered here as a deterministic factor and hence one is unable to model the
correlations among the repeated responses. Diggle, Liang, and Zeger (1994) [see
also Verbeke and Molenberghs (2000, Chapter 3, eqn. (3.5))] argue that the effect
of serial (lag) correlations is very often dominated by suitable random effects and
consequently model the correlations of the repeated data through the introduction
of random effects. This may be done by modifying the model in (2.46) as

Yir = o+ Yt + [xiB + Ylr® + &, (2.47)
[cf. Verbeke and Molenberghs (2000, Chapter 3, eqn. (3.10))] or as
i =Xy B +zi¥in + 2% + &, (2.48)

[cf. Verbeke and Molenberghs (2000, Chapter 3, eqn. (3.11))] where z;; and z;»
are suitable covariates, and the random effects ¥;; and 7, may be independent or
correlated with marginal properties

A 11d

d
Y1 ~ (0, 071) and v, ~ (0, G),z)

But, as follows from Sneddon and Sutradhar (2004), even though the random effects
%1 and Y in (2.47) and (2.48) generate an equicorrelation structure for the repeated
responses, they do not appear to address the time effects. This is because these
individual specific random effects remain the same throughout the data collection
period and hence cannot represent any time effects. Nevertheless, the mixed model
(2.48) is interesting in its own right and we discuss this model in the next chapter in
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a wider setup under the assumption that &;,...,&;,..., &7, follow a class of general
autocorrelation structures as introduced in Section 2.2.1.

Exercises

2.1. (Section 2.1.2) [Best linear unbiased estimator]

Consider the model y; = X; 8 + & (2.1) but with the assumption that & iid (0, GZITi).
Now consider all linear unbiased estimators of 3 in the form 3* = YK | Qly; satisfy-
ing Zlel Q/X; =1,, with Q; as the T; X p constant matrix and I,, as the p x p identity
matrix. Show that BOLS = [Z{ilXi'Xi] ! [Zf:lXi’y,-] in (2.10) belongs to this class
and is better than B*; that is var[Bo.s] < var[B*].

2.2. (Section 2.1.3)

Similar to that of Exercise 2.1, argue that fg s = =X, x/z X)) ! (3K, x/z ]
in (2.13) also belongs to the class of linear unbiased estimators and show that BGLS
is the best linear unbiased estimator in this class for correlated data satisfying the

assumption that &; i (0,%;) as in model (2.1) instead of g id (0,02I7,) as imposed
in Exercise 2.1.

2.3. (Section 2.1.4) [An alternative indirect proof for Theorem 2.1]

Suppose that the data following the model (2.1) are correlated. It then follows from
Exercise 2.2 that gLs given by (2.13) is the best linear unbiased estimator of f3.
Use this result and argue that BoLs is better than the independence assumption based
OLS estimator Bors (2.10).

2.4. (Section 2.2.1) [Alternative proofs under the AR(1) process]
When the errors in the AR(1) process (2.24) are stationary, it follows that E[¢?] =

E[e?, ] = o2, forall t. Use this result and show by (2.24) that
2 [t—ul
o,
var[g;] = o’ = 1_“p2 and cov(gy, &) = Gazf_ipz'

2.5. (Section 2.2.1) [Inversion of the AR(1) process based correlation matrix (2.32)]
The inversion of the AR(1) correlation matrix

Cilp—u) = (P" ), forust, ur=1,....T;

has the form
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1 —p 0 0 - 0 07
—pl+p?> —p 0 -~ 0 O
_ 1 0O —p 1 2_p... 0 0

0 0 0 0 ---1+p>—p
0 0 0 0 - —p 1

[Kendall, Stuart, and Ord (1983, p. 614)].

2.6. (Section 2.2.1) [Inversion of the MA(1) process based correlation matrix (2.35)]
Suppose that for ; = —0/(1 4 8?), the T; x T; correlation matrix for the MA(1)
process is written as

716,000 017
61 16,0---00
C(o)y— |08 1600
000016
L0000 -6 1]

For u,t =1,...,T;, the (u,)th element of the Cf' (6) matrix is given by

1+ 92 [{e\uft\ _ 62(7}‘+2)7u7t72}
-0 GM-H

e {(1 _ 92(n+2)—2u—2)(1 - 62(T,~+2)—2t—2)}:| ’

[Sutradhar and Kumar (2003, Section 2)]. The inverse of the C;(p) matrix in (2.35)
may then easily be computed by using 6 in terms of p derived from the relationship

—6/(1+06%) =p/(1+p).

2.7. (Section 2.2.1) [Inversion of the EQC process based correlation matrix (2.37)]
The inversion of the 7; x T; EQC matrix

Ci(0)=(1- G)IT,« +0Ur,
with I7; and Uy, as the identity and unit matrices, respectively, has the form given by

C7'(8) = (a—b)Iy, +bUr,

1

[Seber (1984, p. 520)] where

. 1+(1-2)6 db 0
CCU-e{i+m—ner 7T -0 {1+(T—-18}
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The inverse of the C;(p) matrix in (2.37) may then be computed by using 6 =
p*/(1+p?).
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Appendix

Appendix

Table 2A: Rat Data with Control Diet

Initial
Group Weight

Days

1 2 3

4 5 6

Control 254
262
301
311
290
300
306
286

12.7 104 5.1
72 84 85
148 139 8.4
5.6 102 7.8
139 12.1 8.8
104 11.2 12,5
16.6 17.8 14.0
139 143 59

86 7.1 9.7
6.8 63 45
7.3 8.0 104
6.1 6.4 165
88 8.1 7.8
70 69 69
6.8 59 53
777 92 5.7

Control 275
282
256
276
337
296
309
296

119 7.0 59
10.7 11.3 4.4
10.1 69 7.8
10.8 52 1.3
14.7 14.4 11.6
9.7 12.1 52
55 7.1 78
131 65 1.3

6.1 0.8 5.1
39 47 53
64 95 79
1.3 21 63
74 7.8 14.8
9.1 97 52
3.1 1.5 84
09 0.8 0.5

Control 275
292
338
248
315
295
312
286

8.8 17.7 11.5
83 32 52
16.2 11.9 10.2
77 49 11.7
14.5 14.0 16.9
11.6 25 5.5
53 6.1 15
11.211.0 5.7

6.6 54 12.0
89 43 44
15.6 153 13.9
12.7 13.2 10.7
8.4 13.1 9.8
45 58 8.6
41 62 21
8.1 10.0 8.1

Control 275
270
290
260
302
284
280
329

13.5 9.7 123
11.6 24 9.7
10.0 14.8 9.1
12.3 16.2 6.6
13.6 149 9.3
12.8 13.2 11.6
10.9 14.3 10.8
83 105 7.5

13.4 14.0 6.1
14.0 10.8 10.3
9.6 82 93
9.2 83 126
10.2 11.5 15.8
11.5 11.1 10.5
9.6 13.2 10.0
10.6 8.5 6.2

27
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Table 2B: Rat Data with Treatment Diet

Initial Days
Group Weight| 1 2 3 4 5 6

TrGl 254 [3.0 49 3.8 55 63 53
262 (79 7.0 7.7 87 7.1 114
301 (6.0 74 7.2 10.512.7 8.9
311 (16.7 12.8 11.6 15.9 10.6 4.5
290 (48 65 4.1 7.1 7.0 7.6
300 {60 7.3 12 9.0 10.8 8.1
306 (3.7 27 1.0 7.7 74 11.5
286 |73 6.1 92 9.7 73 9.0
TrG2 275 (42 9.7 10.1 7.7 15.3 10.9
282 (6.6 81 99 88 11.410.1
256 (5.7 9.8 47 59 45 7.6
276 6.6 89 129150 13.0 8.6
337 (9.7 99 89 15511.0 5.0
296 |88 6.5 73 57 6.0 122
309 (12.6 13.9 4.2 11.1 16.0 8.9
296 (09 10.7 134 79 9.8 129
TrG3 275 (23 0.6 1.0 7.0 9.8 438
292 |81 11.8 7.3 7.0 10.3 9.5
338 (5.6 2.0 00 0.8 3.6 89
248 (9.0 75 0.7 1.4 04 03
315 [6.6 6.0 9.7 9.8 5.1 6.0
295 6.0 164 99 88 94 84
312 (11.7 147 134 7.0 4.2 133
286 [11.212.1 9.2 6.6 89 104
TG4 275 (33 12 19 13 28 58
270 5.7 155 3.8 1.8 63 1.5
290 (72 41 70 34 65 13
260 (8.1 48 79 82 99 52
302 (2.7 5.6 27 43 3.0 13
284 (62 64 25 41 49 40
280 (6.0 22 20 7.0 4.1 42
329 (13.1 41 5.1 62 83 6.0




Chapter 3

Overview of Linear Mixed Models for
Longitudinal Data

Recall from the last chapter [eqn. (2.48)] that there exists [ Verbeke and Molenberghs
(2000, Chapter 3, eqn. (3.11)); Diggle, Liang, and Zeger (1994)] a random effects
based longitudinal mixed model given by

Vit = X B+ % + & (3.1

where the &; are independent errors forallz = 1,...,T; for the ith (i = 1,...,K) indi-
vidual. This model (3.1) introduces the lag correlations through the random effects
%. For example, for
iid iid
%~ (0,07) and & ~ (0,07) (3.2)
and when it is assumed that y; and ¢&;; are independent, it may be shown that all lag
correlations under the model (3.1) — (3.2) are given by

Zo?

Y
s 3.3
G§+Z,20§ (3-3)

corr(Yiy, Yiyr) = py—yr| =
yielding equal correlations between any two responses of the ith individual. Note
that it is not only that the model (3.1) is limited to the equicorrelation structure,
but these correlations also do not appear to accommodate the time effects in the
longitudinal responses. This is because the random effect ¥; under the model (3.1)
remains the same during the collection of the repeated data y;i,...,y;r;, indicating
that y; cannot represent the time effects.

Note, however, that there is a long history of using the random effects model
(3.1) in the statistics and econometrics literature. See, for example, Searle (1971,
Chapter 9) and the references therein. See also Amemiya (1985, Section 6.6.2). To
be specific, the random effects model (3.1) is considered to be a variance component
model in the linear model setup, and this is used mainly to analyze clustered or fa-
milial data such as (1) the independent responses collected from the members of the
same family, and (2) the independent responses collected from a group of individ-
uals exposed to the same treatment. As far as the inferences for the variance com-

B.C. Sutradhar, Dynamic Mixed Models for Familial Longitudinal Data, 29
Springer Series in Statistics, DOI 10.1007/978-1-4419-8342-8 3,
© Springer Science+Business Media, LLC 2011
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ponents of the random random effects model (3.1) are concerned, there exist many
techniques such as (a) ANOVA (analysis of variance) or moment estimation [Searle
(1971)], (b) quadratic estimator for the balanced (7; = T) cases [LaMotte (1973);
Mathew, Sinha and Sutradhar (1992)], and (c) non-quadratic estimation [Chow and
Shao (1988); Sutradhar (1997)]. There also exists restricted maximum likelihood
estimation [Herbach (1959); Thompson (1962)] for the nonnegative estimation of
the variance components provided it is known that the random effects ¥; and the
errors &; follow a known distribution such as the normal distribution.

Turning back to the introduction of the time effects in a linear mixed model, one
may attempt to use the time-dependent random effects and rewrite the model (3.1)
as

it = Xy B+ 2% + €, 3.4

where ¥1,...,%r, may be assumed to have a T; x T; suitable covariance structure.
Note, however, that this model (3.4) encounters several technical difficulties. For
example, for the case z; = 1, ¥ + & may be considered as a new error and it may
not be possible to identify the individual contribution of ¥, and g; to the variance of
the data y;;. Furthermore, it is not practical to assume that the individual effect gets
changed with respect to time especially when longitudinal data are collected for a
short period from the same individual.

3.1 Linear Longitudinal Mixed Model

As opposed to the model (3.4), we now write a suitable linear mixed model in such a
way that the individual random effect remains unchanged during the data collection
period but the responses are still longitudinally correlated. This type of correlation
model conditional on the random effects may be constructed by using a suitable au-
tocorrelation structure for the error components €; in (3.1) — (3.2) fort =1,...,T;.
For the purpose, we first re-express the model (3.1) — (3.2) as

yi =Xip +11z:% + &, (3.5)
where
yi= [,YilvuwyiT,-]/a Xi/ = [Xi1,~~~7XiT,~], & =&, .. ,&'Ti]/,

and 17, is the T;-dimensional unit vector. Note, however, that because in practice
the covariates z; associated with the random effects 7, may not be available, it is
customary to use z; = 1. Thus, we consider the linear mixed model

yi:X[ﬁ—FlTi%—F&', 3.6)

where the random effects 7; follow the same assumption as in (3.2), but unlike (3.2)
the error components {&;} for the given individual i are assumed to have an auto-
correlation structure as in (2.23). That is,
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12~ ,1)2
&~ (0.A]CAl"),
C; being the T; x T; autocorrelation matrix as defined in (2.23). Furthermore, because
var(g;) = o2, foralli=1,...,K,and t = 1,...,T;, one may then write
&~ (0,62C). (3.7)

It then follows from (3.6) — (3.7) that
E[Yy] = ‘x;tﬁ

var[Yy| = G% + 02 = o2 (say)

covlYiu, Y] = G} + 07 Pju; (3.8)
yielding the mean and the covariance matrix of the response vector y; = (yi1, ..., yir;)’
as

E[Y] =X, covl¥j] =ZX;= 0,151+ 0;C;. (3.9)

3.1.1 GLS Estimation of 3

The B parameter is involved in the expectation of y; in (3.9), therefore for known
values of G%, o2, and p; ({ =1,...,T;), one may obtain the GLS estimate of 8 by
using the formula

—1

BGLS =

K
2 Xi/ziilxi
i=1

K
S x/x il (3.10)
i=1

which is similar to the formula (2.13) for the GLS estimator of 8 under the linear
fixed longitudinal model. The difference between (3.10) and (2.13) is that X; in
(2.13) has the form X; = 6;C; = 6°C;, whereas X; = 0, 17,17, + 67C; in (3.10) with
07+ 67 = 62 Note that X! in (3.10) has the formula

1 o2 | ¢ liglhc!
ylo—ct- 2| 2 h (3.11)
1 Gg 2 o.él

1+ Z—f 1.C7 My,

which may be easily calculated once the inverse of the error correlation matrix C; is
known. Note that when the errors {€; } in the mixed model (3.6) follow the general
autocorrelation structure as in (2.23), one may easily obtain the C; ! matrix using
any standard software such as FORTRAN-90, R, or S-PLUS. As discussed in Chapter
2, for specific AR(1) (2.32), MA(1) (2.35), and EQC (2.37) structures, Cfl may be
calculated directly using the formulas given in Exercises 5, 6, and 7 of Chapter 2.
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3.1.2 Moment Estimating Equations for G% and py

For convenience we estimate

(72 2
¢= Wycz ;yz o?, and py ((=1,....T). (3.12)

It is clear from (3.6) that

K K

Zss E[Y (vi—XiB) (vi—Xif)] = > Y. T3,

i=1 i=1

where 6% = G% + 02. Thus, we obtain a moment estimator for 62 as

4t K (yi—XiBoLs)' (y,'—XiﬁGLS)7 (3.13)

ST

where ﬁGLS is given by (3.10). Note that the moment estimator 6%in (3.13) is a
consistent estimator for o2 as it is obtained from an unbiased moment estimating
equation.

Next, we develop a moment estimating equation for ¢ = 6% / o2 as follows. Sim-
ilar to (2.40), suppose that J; is an indicator variable such that

5 — 1 if t <T;
TTV10 if <t <T.

forallr =1,...,T. Also, suppose that d; = (y; —X,-ﬁGLS) and d;; denote the element
of d; corresponding to the 7th (r = 1,...,T;) element of the ith (i = 1,...,K) individ-
ual/cluster. By pooling the sample sum of squares and sum of products and equating
to its population counterpart we obtain

T K T
2 8iubududi /0" =0, > Suby

i=lut=1

”M”

K
ZT+2{ i—D)p1+...+2pr2+pr—1}, (3.14)

—_

where pj,_, is the |f — u|th lag autocorrelation used to define the general auto-
correlation matrix C; in (2.23). To solve (3.14) for ¢ and py (¢th lag autocorrelation),
one may first write ¢ as a function of p, as

s =S5 (L4 2{(Ti = Dp1 + ... +2p12 +pr-1}]
Z 12,,” 151u6n ZzK:l[Tl'i_z{(Tl - l)pl + ...+2p]},2+p7}71}]7

¢ = (3.15)
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where we write
-1
K T
5= [2 Y 6,-u6,~,d,~ud,~,] lz Y Sud;/ 2 T] . (3.16)
i=lut=1 i=lt=

As the py values are involved in the covariance matrix X; defined in (3.9), for an
initial value of ¢, say ¢y, we compute P, as

IS[ _ 1 =1 Zt 1 5”51 z+€d1td1 t+l/{z —1 zt lZ 5”5, t+/}
1—=¢o z:IZr:ISzt it/z,:]T

@0] (3.17)

[cf. Sneddon and Sutradhar (2004 eqn. (16)) in a more general linear familial lon-
gitudinal setup] for £/ =1,. — 1. Note that the initial value ¢ in (3.17) may be
computed by pretending pg O and then exploiting the off-diagonal elements of X;.
Thus, the formula for ¢y is given by

(ﬁ Z, 1 2,,#; 6[M6l[dludll/ 2 1 2,,,7&[ 611461[
0 = .
21’:1 2::1 6lfdiz/2i=1 T,

Note the estimates of ¢ from (3.15) and of p, from (3.17) are then used to ob-
tain improved estimates of 8 and o2 by (3.10) and (3.13), respectively. Next the
improved estimates of 8 and 62 are used to obtain improved estimates of ¢ and py.
This constitutes a cycle of iterations which continues until convergence.

(3.18)

3.1.3 Linear Mixed Models for Rat Data

We reanalyze the rat data by using the linear longitudinal mixed model (3.6),
whereas a longitudinal fixed model was used in Section 2.3 to analyze this rat
dataset. In addition to the assumptions used for the fixed model, it has been assumed
under the present mixed model that all 32 rats may have their own individual ran-
dom effects ¥ (i = 1,...,32) with mean zero and variance G%. Thus, if G% is found
to be zero, then the mixed model would reduce to the fixed model. We now compute
this variance of the random effects (G}%) along with the regression effects 8 in (3.6).
We also compute the error variance 67 and the lag correlations py (£ =1,...,T —1)
of the components of the error vector €. Here T = 6. These estimates, by (3.8),
provide the mean, variance, and correlations of the rat food data; that is,

o2 2
+0ePr

E[Yy] =x;B, var(Yy) = GerGsv and corr(Yy, Y, 4¢) = ﬁa

respectively. For convenience we estimate 8 by (3.10), 6% = 0'% + Gg by (3.13),

o= 63/62 by (3.15), and py by (3.17), so that the estimates of G}% and ng would be
computed as
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5, = 06" and 6; = (1—-¢)6°.

Applying Mixed Model to the Control Group Data

For the control group, the regression effects were found to be
Beo=9.05, fey =042,
with respective standard errors
s.e.(Beo) = 0.45, s.e.(Be.1) = 0.45.

The estimates of ¢ and 62 were found to be ¢ = 0.3275 and 62 = 14.679, leading
to the estimates of G% and o7 as

5, =4.808 and &; =9.87,

respectively. Note that under the fixed model analysis, the variances for the data
at different time points (r = 1,...,6) were found to range from 12.01 to 18.84.
The estimate of the common variance under the mixed model, that is, 6% = 14.679
appears to agree quite well with the variances computed under the fixed model setup.
This in turn shows that the individual random effects variance estimate 6}% =4.808
is quite reasonable, and its large value indicates that the individual latent effects of
the 32 rats are quite different. Thus, it may be much more reasonable to fit the mixed
effects model to this dataset as compared to the use of the results obtained under the
fixed model. The lag correlations for the errors were estimated as

p1 =032, pp=-0.06, p3=-0.17, ps=-0.20, ps=—0.46.
To understand the lag correlations for the food eaten by the rats, we use the formula

oy +0:pi(e)

corr(Y;,Y; = =
(Yi z,t+€) pe(y) G%—l—ng

)

and obtain them as
p1=0.54, p, =0.29, p3=0.21, ps =0.19, ps =0.02,

which are in extremely good agreement with those computed under the fixed model,
namely,

p1 =055 p,=031, p3=022, p;=0.17, ps=—0.01

(see Section 2.3).
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Applying Mixed Model to the Treatment Groups Data

We now apply the longitudinal mixed model (3.6) to the treatment based amount of
food eaten by 32 rats, and find the regression effects as

Breo =7.6552, PBr.i =0.6018, Pr.,=15728,

Briz = —0.5959, Prn.4 = —2.5328,

with respective standard errors
s.e.(Brro) = 0.7085, s.e.(Bry.1) = 0.3579, s.e.(Brr2) = 1.0020,

s.e.(Brr3) = 1.0065, s.e.(Brr4) = 1.0022.

Note that these values differ slightly from the corresponding regression estimates in
Chapter 2 found under the fixed model.

Next, the estimates of ¢ and ¢ for the treatment group data are found to be
¢ =0.2212 and 6% = 11.432, leading to the estimates of ¢; and 07 as

6, =2.529 and 67 =8.903,

respectively. Note that under the fixed model analysis for the treatment based data,
the variances for the data at different time points (r = 1,...,6) were found to range
from 7.38 to 14.26. The estimate of the common variance under the mixed model
for the treatment based data, that is, 6> = 11.43 appears to agree quite well with the
variances computed under the fixed model setup. Note that as the random effects
variance estimate 6% = 2.529 is far away from zero (even though it is smaller than
the control data based value), it indicates that the individual latent effects of the 32
rats are quite different.

The lag correlations for the errors for the treatment based data were estimated as

p1 =022, po=—-0.08, p3 =0.04, ps = —0.23, ps = —0.46.
By using the formula

2 2
oy +0:pe(€)
corr(Y: 7Y = = 777
(Y, Yigre) = pe(y) 6%-1—03

the lag correlations for the responses are found to be
p1 =040, p=0.16, p3=0.26, ps=0.20, ps= —0.14,

respectively, which are in good agreement with the lag correlations found under the
fixed model applied to the treatment based data.
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3.2 Linear Dynamic Mixed Models for Balanced Longitudinal
Data

In the econometrics literature [see, e.g., Amemiya (1985, Section 6.6.3); Hsiao
(2003)], many authors have modelled the longitudinal dependence through an AR(1)
type dynamic relationship between two lag 1 responses. Balestra and Nerlove (1966)
used this type of dynamic model to analyze the demand for natural gas in 36 U.S.A.
states in the period from 1950 to 1962. Bun and Carree (2005) also have used this
type of first-order dynamic panel data to analyze unemployment rate data for ten
years collected from 51 U.S.A. states. For simplicity, similar to these authors, we
consider a balanced dynamic mixed model with 7; = T for all i = 1,...,K. This
model is given by

Yit :x;tﬁ—’—eyi,t—l + %+ &, (3.19)

where % and &;; satisfy the same assumptions

I~ iid (0,07) and & iid (0,62)
as for the mixed model (3.1). Thus, unlike the model (3.6), & = [€1, ..., &, ..., &T)

in (3.19) now satisfies
& ~ (0l7,02I).

Note that in (3.19), 0 represents the lag 1 dynamic dependence causing longitudinal
correlations among the repeated responses. If the value of the initial response y;; is
known, then the mean of the response at time ¢ depends on the covariate history as
well as y;. To be specific, the mean under the model (3.19) has the form

t—2
Yl =Y, 07x,_;B+6" "y, (3.20)
=0

whereas the mean at time point ¢ under the model (3.1) or (3.6) has the formula
E[Yy] = x, 8, which depends on the covariate information for the time point ¢ only.
Recently, Rao, Sutradhar and Pandit (2009) have considered the dynamic depen-
dence model given by

yit =X B+ 7%+ €
i = XgB+0is1 =X, B)+Yi+&, forr=2,....T, (3.21)

which produces the same mean, E[Y;] = x],f3, as that of the model (3.6). Note that
in (3.21), the initial observation y;; is assumed to be available through a random
process similar to the rest of the observations. This assumption is more practical
than assuming y;; as fixed and given. See Hsiao (2003, Section 4.3.2, p. 76), for
example, for this and other assumptions on the availability of the initial observation
vi1. We now provide below the basic mean, variance, and correlation properties of
the model (3.21).
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3.2.1 Basic Properties of the Dynamic Dependence Mixed Model
(3.21)

We provide the first— and second-order moments based basic properties of the
model (3.21) as in the following theorem.

Theorem 3.1. Under the dynamic mixed model (3.21), the mean and the variance
of yy (t=1,...,T) are given by

E[Yy] = uy = x},B, and (3.22)
2 =1
var[Yy] = 6y = o 2 0/ % +o7 6%, (3.23)
Jj=0
respectively, and the autocovariance at lag t — u for u < ¢, is given by

=1 u—l u—1 .

cov[Yu,Yal =07 Y, 07 Y 05+ 07 Y 0t (3.24)
j=0 k=0 j=0

Proof: Forallt =1,...,T, we first write
=1
Vi~ XyB = Y 09(0y + i), (3.25)
j=0

where 7 = ¥;/0y. so that %*l d( 1). It then follows that

E(Yy —xyB) = E¢E[(Yy —xi,B)|%/] =0, (3.26)

and

2
t—1
E(yir — nﬁ) = EﬁE {6771'* 2 6/ +26]8i,t—j} Va

t—1
+07 Y 6%, (3.27)
j=0

-1

) .

= Oy lZ 6/
Jj=0

yielding the mean and the variance of yj; as in the theorem. Next for u < ¢, it follows
from (3.25) that the covariance between y;, and y; is given by

Ojur = COV(Yiua Ylt)

= E(Ym—x;u )( it — ltﬁ)
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= Ey [E{(Yiu — i, B) (Yie — x;, B)}|%/]

u—1 t—1
= Ey lE { > 0oy +eu ) Y, 0/ (o) +8i.zj)} W]
j=0 =0

—1 u—1 u—1
=0, > 0/ Y 6F+0o? 209’*““1, (3.28)
k=0 j=

Jj=0

which is the same as equation (3.24).

Note that for the estimation of 8 by the method of moments, it is sufficient to ex-
ploit all lag 1 pairwise products. This prompts us to write the lag 1 autocovariance
under the model (3.21) as in the following corollary.

Corollary 3.1. For t —u = 1, the lag 1 autocovariance is given by
-1 =1
COV[Yithz}tH] = Ojrr+1 =0 G;%{Z 9]}2 + 632 Z 6%
j=0 j=0

= 00j. (3.29)

3.2.2 Estimation of the Parameters of the Dynamic Mixed Model
(3.21)

a. Least Square Dummy Variable (LSDV) Estimator
LSDV Estimation of 6 and f3
Rewrite the model (3.21) as
yin = xyB+vi+ €,
Vie = 0ig—1+ (Xt —Xig—1)' B+ Y+ €
= Oy +wyB+%+eq, fort=2,....T. (3.30)

Define

1 L 1 L |~
Yi = Tf{%)’m Yi—1= ﬁé)’i,t—h Xi = ﬁt;xm

1 T

1 T
Xi—1= Xig—1, Wi=X—Xi—1, &§ = ——— 281':,
T—1 T-1%4

=2
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and
Vie =Yit = Vi, Vig—1 = Yis—1 —Vi—1, Wi = Wi —W;, & = & — &,
and rewrite the model (3.30) as
Jir = 051 + W, +&, fort=2,....T, (3.31)

which is free from 7;. The LSDV estimators of 6 and 3 are obtained by applying the
OLS (ordinary least squares) method to (3 31) [Bun and Carree (2005, Section 2);
see also Hsiao (2003, Section 4.2)]. Let 54, and ﬁstv denote the LSDV estimators
of 6 and B, respectively. By writing xj, = (Ji;—1,W},)’, and using the notation

Vi =[Fi,...,9i7) (T —1)x1, and X" = [x5,....x5,....x5] : (T—1)x (p+1),
where p is the dimension of the § vector, the LSDV estimators have the formula

given by
elsd v

ﬁlsdv

These LSDV estimators are known to be biased and hence inconsistent for the re-
spective true parameters. Bun and Carree (2005) have discussed a bias correction
approach for a dynamic mixed model with scalar 8 (p = 1) and provided the bias-
corrected LSDV (BCLSDV) estimator of 6 and 3 as

K
ZX*QXI.*

i=1

[Sx

. (3.32)

6gzh(ébclsdv;T7 1)
(1 _pV%y—l) Ayzfl

[Bun and Carree (2005, eqn. (13), p. 13)] where

Bbclsdv = Blsdv + é(élsdv - ébclsdv)a (333)

ebclsdv = elsdv +

(T-2)—(T—-1)0+671

MO =) = T DT 21— ey

Pwy_, = =

&= —, (3.34)

with

5 1 &&. .
Owy_ | = m z zWityi,t—l, (3.35)
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where K is assumed to be large. Note that for the bias-correction estimation, it is
required to have T > 3.

b. Instrumental Variable (IV) Estimator
IV Estimation of 6 and 3

Note that the model (3.31) derived from (3.30) is free of ¥;. To avoid the estimation
of ; or say G% in (3.30), many econometricians have considered an alternative dy-
namic model utilizing the first difference of the responses [e.g. Hsiao (2003, Section
4.3.3.c)] as

Yit = Yig—1= 9()’[4‘—1 _)’i,t—z) + (Wit - Wi,t—l)/B + (& — 8i.t—l), fort=3,...,T,
(3.36)
vi1 being the initial response. Now any variable such as

Wis—2—j—Yig—3—j] for j=0,1,...
is referred to as an instrumental variable for [y; ;1 — yi,—2] provided
E[(Yi,rfl - Yi,t—2)(Yi,1727j - Yi,1737j)] 7é 07

but
E[(&; —&-1)Yiy—2-j—Yis—3-;)] =0.

Suppose that for simplicity we consider only one instrumental variable y;;_>_; —
yii—3—; with j = 0 and estimate 6 and f8 for the model (3.36). Write x}, = ((yi;—1 —
Yig-2); (Wit —wir—1)")" and define
X{ =[x (T =3) x (p+1),

1

where p is the dimension of the 8 vector. Now by using the instrumental variable,
write s§; = ((yis—2 — yis—3), (Wit —wi,—1)")" and define

S =8y sk, sip) (T =3)x (p+1).
Further define

yi = yia —yiz,-- - yir —yir—1) (T —=3) x 1.
One then obtains the IV estimates of 6 and 3 by using the formula

é,‘v K , -1
NEIPXRS
i=1

iv

K
[ZS*M] : (3.37)
i=1
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[Amemiya (1985, p. 11 —12)]. Note that in this approach it is required to have
T > 4, which can be a major limitation. This is because, in practice, in the longitu-
dinal/panel data setup, 7 may be as small as 2.

c. IV Based Generalized Method of Moments (GMM) Estimators
IV Based GMM Estimation of 6 and 3

Note that y;; 5 ; for j =0,1,..., — 3 are also instrumental variables for Vig—1—
)’i,t72] as

E[(Yi,t—l — Yi.t—2)Yi7t—2—j] #0, but E[(&; — £i,t—1)Yi7t—2—j] =0.

Define
. ) "’ wh I R
Gir = Vi1, - -, Yig—2,W;|", where w; = [wip,...,wir]".

The following moment conditions are satisfied:

E|giui) =0, fort =3,...,T, (3.38)
where u; = & — €;1 = (Yir — Yig—1) — O Vis—1—Yis—2) — (Wi —wiz—1)'B. Letu; =
[ui3,...,uir) be the (T —2) x 1 vector of the first difference of errors. All possible
moment conditions in (3.38) may be then represented by

E[Qiui] =0, (3.39)

where Q; is the s x (T — 2) diagonal matrix given by

g 00 0
0= |04as0- 0 (3.40)
0 00--qgr

The GMM estimator of & = (6, ')’ proposed by Arellano and Bond (1991) [see
also Hansen (1982)] is obtained by minimizing

1 i ! i
— QY| = D Quui| (3.41)
Ki:l Ki:l
where
1 X ! A/
Y=E ﬁZ}Qiui“iQi .
1=

Thus, the IV based GMM estimating equation for « is given by
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1 S a”i / —1
KgiaaQi]ql

1 K
— > Qiu;i| =0. (3.42)

d. Some Remarks on Moment Estimation of o7 and o

Note that all three estimation methods, namely LSDV, IV, and IV based GMM meth-
ods are developed in such a way that one can estimate the regression effects  and
the dynamic dependence parameter 0 without estimating (582 and 7; that lead to the
estimate of G%. In many situations in practice, the estimation of the variance compo-

nents G% and 682 may also be of interest. For example, to develop the bias-corrected

LSDV estimators of  and 6, one needs the estimate of Gg [see Exercise 3.3; see
also Bun and Carree (2005)]. As far as the variance parameter G% is concerned, it is
sometimes of direct interest to explain the variation that may be present among the
individuals or individual firms. However, it may not be easy to estimate these param-
eters, especially G%, consistently. Some authors have used the well-known ordinary
method of moments [see Hsiao (2003, eqns. (4.3.35) and (4.3.36)), e.g.) to achieve
this goal, but problems arise when T is small (e.g., T = 2,3) which is in fact a more
realistic case in the panel and/or longitudinal data setup. Because the LSDV, IV, and
IV based GMM approaches are developed based on the first difference variables (or
variables deviated from the mean of the individual group), their unbiasedness and
consistency for the estimation of 8 and 0 are also affected in cases when T is small.

For the sake of completeness, we provide the so-called moment estimators for
the o7 and o [Hsiao (2003, eqns. (4.3.35) and (4.3.36))] as

62 = ZIK:] 2?:3[()’# —Yit-1)— é()’i,z—1 —yi,t—z) —ﬁ/(Wit —Wi.,t—l)]z (3.43)
e 2K(T —2) T
K [= As R\ 12
o X [Vi— 031 — Bl [P
2= i = 7T—168’ (3.44)

where y;, ¥; _1, and w; are given in (3.31), and [§ and 6 represent any of the LSDV,
IV, or IV based GMM estimates.

3.3 Further Estimation for the Parameters of the Dynamic
Mixed Model

In this section, we provide two new estimation procedures, following Rao, Sutrad-
har, and Pandit (2010). The first procedure is an improvement over the well-known
MM (method of moments) and may be referred to as the improved MM (IMM) ap-
proach. See, for example, Sutradhar (2004) and Jiang and Zhang (2001), for such
an IMM approach in the context of nonlinear, namely binary and count data analy-
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sis. Alternatively, similar to Rao, Sutradhar, and Pandit (2010), this IMM approach
may also be referred to as the GMM approach, which, however, unlike the IV based
GMM approach discussed in the econometrics literature (see previous section), uses
the IV concept indirectly. As far as the properties of the IMM/GMM and MM ap-
proaches are concerned, both IMM/GMM and MM approaches produce consistent
estimates for the parameters of the model, but MM estimates are less efficient than
the IMM/GMM estimates. The new GMM approach (as compared to the IV based
GMM approach) is given in the following subsection. In Section 3.3.2, we provide
the second procedure, namely a generalized quasi-likelihood (GQL) approach that
produces even more efficient estimates than the GMM/IMM approach.

Note that we discuss both GMM/IMM and GQL estimation procedures for a
wider model than (3.21). Suppose that an additional fixed covariate z; corresponding
to the random effect 7; is available from the ith (i = 1,...,K) individual. We then
rewrite the model (3.21) as

yil = X4 B +zi% + €n
Vit = x?t[f + G(y,-,,,l —x;’t,lﬁ) +zi%;+ €&r, fort=2,....T, (3.45)

just by inserting z; as the coefficient of y;. The definition and the assumptions for
other variables and parameters remain the same as in (3.21). Thus, if z; = 1 for
alli=1,...,K, then the linear dynamic mixed model (3.45) reduces to the model
(3.21).

3.3.1 GMM/IMM Estimation Approach

Theorem 3.2. Under the dynamic mixed model (3.45), the mean and variance of yj
(t=1,...,T) are given by

E[Yy] = Wy = x},8, and (3.46)
=1 2 t—1 )
varlYy] = 0y = 57070 >, 67 ¢ +07 Y, 0%, (3.47)
j=0 j=0

respectively, and the autocovariance at lag t — u for u < ¢, is given by
) 2t—1 u—l . 2u—1 5
cov[Yi, Yi] = Our = 2705 ., 67 Y 0" +0; Y, 6. (3.48)
j=0 k=0 Jj=0

Proof: The proof is similar to that of Theorem 3.1.
It is of interest to estimate all parameters of the model (3.45), namely,

B, 6, 62, and 682.
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In estimating these parameters by the MM, we may construct four suitable distance
functions by taking the difference between appropriate sample quantities and their
corresponding population counterparts from (3.46) — (3.48). We write these dis-
tance functions as

For B :y; = Z Zx,, Vir — Xy B] (3.49)
1
For 6 :y, = z { ir _x;tﬁ)(yi.,ﬂrl —X;JHB)} — Cir+1) (3.50)

[{(yiu _x;uﬁ)(yit _x;zﬁ)} - Giut] (3.51)

|
M~
M=

For G}% Yz =

I T
For 032 Yy = z 2[{%: ”B}z — O] /1T

i=1r=1

T

1
=23 > {iu = xiuB) vie = xitB)} = Oual /IT (T — 1). (3.52)

i=1u<t

Because E(y) = E[y], v2, y3, w4 = [01},,0,0,0]', in the MM approach, one
would have solved the four MM equations

V=0, v2=0, y3=0, Yy =0

to obtain the MM estimates for 3, 6, Gy, and 6
Now by following the suggestion of Hansen (1982) [see also Jiang and Zhang
(2001)], one may obtain the so-called GMM/IMM estimate for ot = [B’, 6, G%, o2l

by minimizing the quadratic form

0=vy'Vy (3.53)

for a suitable (p+3) x (p+3), positive definite matrix V, with V = [cov(y)] ! as an

optimal choice. Note, however, that because the computation of the cov(y) matrix
requires the formulas for the third— and fourth-order moments as well, one cannot
compute such a covariance matrix provided the error distributions for the model
(3.45) are known. Furthermore, as the consistency of the estimators is not affected
by the choice of the weight matrix, a possible resolution is to use a normality based
matrix Vy, and solve the estimating equation

/

oy

da
This estimating equation may be solved by using the Gauss—Newton iterative equa-
tion

Vyy =0. (3.54)
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ay' 81//] [81// }

(3.55)

u Ja

where [ ], denotes that the expression within the square bracket is evaluated at a@ =
OGmm (r), the estimate obtained for the rth iteration. Let the final solution obtained
from (3.55) be denoted by &gprpr- Under some mild regularity condition it may be
shown that as K — oo,

Ocmm (r+1) = Gepm(r) + [

=

K O,K{aw a"’} (WVNV 1VN8"’>

0 o 0 do’

oy dy
x{aav aa/} ] (3.56)

where V! = cov(y) is the true covariance matrix for y based on the true data such
as Gaussian or elliptic or any other symmetric continuous data. Note that if the true
distributions of the errors are normal, then V = Vy. This leads to the covariance

matrix of &gppr as
X oy ay !
cov(GGam) = { a"O’C Vy aO"",} . (3.57)

(&GMM — Ol) ~ N

Computation of dy’/Jda in (3.54)

In order to compute the derivatives of the elements of y with respect to the ele-
ments of o for (3.54), we treat the § parameter in ¥ as unknown but it is known
in Y, Y3, and yy. This is a reasonable treatment as the estimation is done by
iteration. Now, the derivatives in (3.54) are easily obtained by using the formu-
las for the derivatives of wy = xﬁl B, oci, and oy, with respect to the elements of
a=[B',6,0%,062]. These formulas are:

b ’)/7
Wi o J i . J i . J i o
aB = Xit, ae - 80'% - (9682 —0, (358)
d 0t . d Ot .
5B = 95 =0, (3.59)
doinr 2 j j—1 2 2j-1
=5 =2z}0, 29 Z]e +20; z]e (3.60)

/0 Jj=1

u—1

20 _ S0 a5 o S
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u—1
+07 Y (t—u+2j)0" T (3.61)
j=0
==z 6/, T =Y 0 6, (3.62)
doy j=0 doy =0 %=0
and . ,
acﬁ = 2i 86 t u- H
T=0%, =0 (3.63)
da} Z(‘) do? Z(’)

Construction of Vy, the ‘Working’” Weight Matrix Under Normality
Note that V = [cov(y)]~!, where

var(y) cov(yi, ¥2) cov(y, y3) cov(yr, ya)

var(ya)  cov(ya, i) cov(yr, ys)
cov(y) = , (3.64)

var(ys3) cov (s, )
var(ys)

where Y1, ¥, Y3, and Yy are given by (3.49), (3.50), (3.51), and (3.52), respec-
tively. Further note that because the errors in the underlying model (3.45) do not
have any specific distributions, it is in general not possible to compute the covari-
ance matrix cov(y) as its computation requires the formulas for the third— and
fourth-order moments of the data. The use of a suitable weight matrix may increase
the efficiency of the estimator of & without affecting its consistency, thus Rao, Su-
tradhar, and Pandit (2010) used a ‘working’ normality based V matrix which we
denote here by Vy. We remark that in constructing Vy, the true first— and second-
order moments of the data will be used. Thus, this pretense of the normal distribution
helps to compute the third— and fourth-order moments by using the true first— and
second-order moments. Recall these first— and second-order moments from Theo-
rem 3.2 and write the true covariance matrix of the data following the model (3.45)
as

X = (Oiwr) = (Oiru), (3.65)

where the formulas for o;,, are given in (3.47) — (3.48).
Now, under the ‘working’ normality pretention, the response vector

Yi= ()’il7-~~7)’it;---7yiT)/

follows a T-dimensional multinormal distribution with true mean vector U; =
(Wit .-y Mir,- -, ti7)’, and the T X T true covariance matrix X; = (0, ), where
Wi = X}, as in (3.46) and X; is given by (3.65) [see also (3.47) — (3.48)]. Note
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that because of this ‘working’ normality assumption, we may obtain the third— and
the fourth-order moments of the responses using the following two lemmas.

Lemma 3.1. Under normality, the third-order moments are given as
Siwer = E [(Yiu — Wiu) (Yie — Mie) (Yie — Wir)] = 0. (3.66)
Lemma 3.2. Under normality, the fourth-order moments have the formulas
Piwemt = E [(Yaw — i) (Yie — ie) Yim — Him) (Yie — Mir)]
= OjutOimt + OiumOitt + Oiut Oitm (3.67)

where oj,; are the true covariances given by (3.65).
By using (3.65) and (3.66), one obtains the variance of Y, and its covariances

with y», y3, and Yy as

vary (y1) Z z 2 Gmlxluxn

i=lu=1t=

COVN(llfl,llfz) = COVN(llll,l[/3) = COVN(VIl, l[l4) =0. (3.68)

Next by using (3.65) — (3.67), we obtain the variance of ¥, and its covariances with
y3 and yy as

I T—-1T—
vary (y2) D [(bm wt D)i(+1) — Ot 1) O (1)
i=lu=1t=1
I T—-1T
COVN w27w3 z Z 2 ¢1u u+1,mt — Oiu, u+161ml}
i=1u=1m<t
. 1 T-1T
COVN(WL ll/4) 2 z [(Pm u+1)t m(quI)Gm]
i=lu=1t=1
1 T-1T
=2{I7(T 2 2 > [¢iu(u+1)mt _Giu(u+])cimt}(3-69)
=1 u=1m<t

Similarly, the variance of y3 and the covariance between w3 and yy are given by

vary \//3 2 2 2 Oiemt — Gm((ylml]

i=lu<tm<t

(3.70)
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and

T T
COVN(W’;, lI/4 IT -1 z 2 2 [¢iuumt - O-iuuo-imt]

i=lu=1m<

~

1 T T
—2{IT(T 2 > > [diutmt — Cuwt i), (3.71)
i=lu<lm<t

respectively, and the variance of Yy has the formula

T
VaI‘N(W4 IT -2 2 2 2 [(Piuutt - o-iuuo_itt]

i=lu=1t=1
1 I T T
—2(1T)" T - Z Z (Diviumt — Civau Ot
i=lu=1m<t
I T T
+4 2 z z ¢zu€mt - Giuécimt] . (3.72)
i=1u<im<t

This completes the construction of the Vy matrix.

3.3.2 GQL Estimation Approach

Note that in an independence setup when the responses follow an exponential fam-
ily of distributions such as normal, binary and Poisson, Wedderburn (1974) [see
also McCullagh (1983)] proposed a quasi-likelihood approach for independent data
which exploits both the mean and variance in estimating the parameters such as 8
involved in the means of the responses. Thus, if the responses were following an
independent model, say with 6 = 0, and all % = 0 in (3.45), then the QL estimate
for B involved in the means would be the solution of

ou’
5 L[diag{var(&;),...,var(g),...,var(gr)}]~ ( — ;) =0, (3.73)

N

i=1

where y; = (yi1,...,yir)" is the T x 1 vector of first order responses for the ith in-
dividual, and y; = E(Y;) = [Wi,- -, Wi, - .-, Mir)’ is the mean vector with ;; = x/, 3,
as given by the model (3.45). Because var(g;) = o for all t = 1,..., T, the QL
equation (3.73) reduces to

L <o
o7 2 3p

i=1

It (yi — 1)

I
o
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which is in fact the ordinary least squares estimating equation yielding the indepen-
dence based QL (QL(I)) or OLS estimator of 3 given by

K K
Boray = Bows = [, X/ X1 Xy,
i=1 i=1

[see also eqn. (2.10)] where X; is the p x T covariate matrix.

a. GQL/GLS Estimating Equation for 3

Sutradhar (2003) generalized the QL estimation for the independence data to the
correlated data setup for complex discrete data such as binary and count data. This
still can be applied to the linear mixed model (3.45) and the generalized quasi-
likelihood (GQL) estimating equation is given by

Z “’2“ — ) =0, (3.74)

where X; is the covariance matrix of y; which contains all scale parameters, namely
0, G)%, and ng, as shown in (3.47) and (3.48). In fact for known 6, 62, and 682,
the GQL estimating equation (3.74) in this linear model case yields the generalized
least squares (GLS) estimator given by

ﬁGQL—ﬁGLsz ~1(0,05,07)X, 12X£ (6,07.07)yi, (379

[see also (2.13)].

Note, however, that the consistent and efficient estimation of the scale parameters
0, 0'%, and 0'3 is not easy. Following Sutradhar (2004), we provide a second-order
response based GQL estimating equation for these parameters and demonstrate that
such GQL estimates are more efficient than the GMM based estimates discussed
in Section 3.3.1. Also note that the IV based GMM approach [eqn. (3.42)] exploits
the first-order response for the estimation of the correlation type scale parameter 6
which produces a biased and inefficient estimate. See, for example, Sutradhar and
Farrell (2007) for the effect of using first-order responses as opposed to second-order
responses in estimating a similar (to 8) dynamic dependence parameter in the binary
case. Further note that both the GMM and GQL exploit the moments of the data up
to order four to construct the estimating equations for the scale parameters, but the
ways of construction are completely different. This is because in the GMM approach
moment functions for the first— and second-order responses are pooled together for
all K independent individuals ignoring their variance and covariances, whereas in
the GQL approach variance—covariance matrix based quasi-likelihood functions for
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each of the K independent individuals will be pooled together to construct the final
GQL estimating equation.

Note that because K individuals are independent, it follows by applying the stan-
dard central limit theorem that the GQL/GLS estimator of 8 obtained from (3.75)
asymptotically (K — o) follows the multivariate normal distribution given as

—1

VK(BooL—B) ~N | 0,K ZXE (6,062,02)X; . (3.76)
i=1

b. GQL Estimation for § = (6,0;,0;)'
Note that under the present model (3.45), 6 and G)% are known to be dependence

parameters, whereas 67 is the variance of the error components of the model. By
(3.47) and (3.48), these parameters, i.e., & = (0, Gy, ) are seen to be involved in
the variances and covariances of the panel data. Thus, assuming that u; are known,
we write an elementary sufficient statistic vector consisting of the corrected squares

and the pairwise products of the responses, given by
si= it =)o, i — tae), -, (i — ir ),
Vit — i) (viz — Mi2), -+ (Viu — M) (Vir — Pit),

S ir—1 = Mir—1) vir — Mir))’ (3.77)

in order to construct a GQL estimating equation for & = (9,67,,6 )'. Following
Sutradhar (2004), this GQL estimating equation has the form

1 oo’
O; —1
Y agg —0;) =0, (3.78)
i=1
where o; = (Gj]h...,Gl‘”,...,GiTT7Gi[2,...761',4[7...,6,'77‘7],’]‘)/ = E(Si), and Q;; =

cov(s;).
Recall from (3.47) and (3.48) that

t—1
+o7 Y 6%,
Jj=0

O =2, 0y [z 6’

and

a,u,_z%;i 2 +cgzef “

Furthermore the derivatives of cj; and o;,,, with respect to 0, Gy, and 682 are given
in the equations from (3.60) to (3.63). Thus, 86’/85 for (3.78) is known. It is then

clear that one may now solve (3.78) for & = (6, Gy, 2)’, provided the covariance
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matrix of s;, that is, 2;; = cov(s;) is known. Note, however, that as the distribution
of yi = (yi1,---,Yits---,yir) may not be known, it is then not possible to derive the
true covariance matrix of s; (3.77). But, as the consistency of the £ parameter will
not be affected by the choice of a ‘working’ matrix say €;,,, in place of Q;, we,
for convenience, use a normal y; based cov(s;) = Qs N, say, and solve the ‘working’
GQL estimating equation

1
Y L0 y(si—0;)=0 (3.79)

instead of (3.78).

Note that y; and X; are the true mean vector and covariance matrix of the yj,
where y; may or may not follow normal distribution. We now compute Qs y =
cov(s;) under the ‘working” assumption that

yi ~ N(i, ). (3.80)

As s; contains corrected squares and pairwise products of the responses, the normal-
ity based fourth-order moments matrix ;; y may be computed by using the general
fourth-order moments given in (3.67), that is,

E[(Yzf - .uif) (Yim - .ulm) (Ylu - ,uiu) (th - .uit)] = Oi/mOjut + OituOimt + OCimuOitt,

where oy, and o;,,, are the true variance and covariances and their formulas are given
by (3'47) and (3.48), respectively.

Let Ecor = (OGor, 6}% GoL» 682’GQL)’ be the solution of (3.79). Under some mild
regularity conditions, it may be shown that asymptotically (K — o)

K'2(Eor— &) ~ N(0,KV(oL), (3.81)

where Vi, is given by

~1
. K do! | do; K do] _, do!
VGQL = [2{ aé “Qis,ll\f ag] [2{ aé “Qis,llV‘Qi“Qis,llV aé

/
-1 aG[

~1
K oo

x |3 i1 99 (3.82)
pEaEtd

with Q; as the true covariance matrix of s;, as in (3.78). Note that the asymptotic
covariance matrix in (3.80) may be consistently estimated as

-1
.. K do] | do; K do! _, 90}
Veor = [2; aé‘Qis,llVaé‘| [2; xﬂm_}v(s,‘ —0i)(si — Gi)Qis,Nf
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-1
K do! | do;
« % . (3.83)
$200

Further note that if the true distributions of the model (3.45) errors are normal, then
the asymptotic covariance matrix VG*QL in (3.82) reduces to

VéoL = (3.84)

Z lva

LS 86 o1 86,-]1

3.3.3 Asymptotic Efficiency Comparison

In this section, we compare the relative efficiency of the GQL approach to the GMM
approach under normal errors. For this purpose we compute the asymptotic vari-
ances of the GMM estimators of @ = (', 0, Gy, o?) by
A aw/ aw -1
o = Cy=—
cov(OGum) { o

(3.85)

[see eqn. (3.57)], and those of the GQL estimator of § and of & = [0, G%, c?]' by

-1 © 71
ZX z- 'X;| , and cov §GQL lz 90; H}vg?l (3.86)

i=1

cov(Bor) =

[see (3.76) and (3.84)], respectively.

Now to reflect the asymptotic case, we consider K = 500 for the dynamic model
(3.45). Furthermore, the panel data are usually collected over a small period of time,
therefore we consider T = 4, for example. As far as the covariates are concerned,
we choose two time-dependent covariates. The first covariate is considered to be:

0 fori=1,....K/2;tr=1,2
xip=< 1 fori=1,....K/2;t=3,4
1 fori=K/2+1,....K;t=1,...,4,

whereas the second covariate is chosen to be



3.3 Further Estimation for the Parameters of the Dynamic Mixed Model 53
1 fori=1,....,K/2;t=1,2

1.5 fori=1,....,K/2; =34
Xit2 = .
0 fori=K/241,...,K;t=1,2

1 fori=K/2+1,...,K; 1t =3,4.

Next, we choose B = B, = 1.0; 6 = 0.3 and 0.8, 6; = 0.5, 0.8, and 1.2, and o7 =
1.0. The diagonal elements (variances) of the covariance matrices from (3.85) and
(3.86) are presented in Table 3.1 for the case when (a) z; = 1, and in Table 3.2 when
® z 9 N(0,1), fori = 1,...,500.

Table 3.1 Comparison of asymptotic variances of the GQL and GMM estimators for the estima-
tion of the regression parameters (f3; and f3,), dynamic dependence parameter 6, and the variance
components (G}% and 6), of a longitudinal mixed model for the normal panel data, with 7 = 4 and
K =500, 81 =B>=1.0,and 67 = 1.0, and z; = 1.
Asymptotic Variances
zi(i=1,...,500) 6 Method Quantity Gf: 0.5 0.8 1.2
1 0.3 GQL Var(B;) 2.11 x10.073 2.18 x10.073 2.21 x10.0~3
Var(fy) 1.57 x10.07% 1.67 x10.073 1.74 x10.073
Var(6) 7.02 x10.07* 3.78 x10.07% 2.03 x10.0™*
Var(6y) 2.31 x10.0% 2.56 x10.0% 2.90 x10.0~>
Var(62) 1.11 x10.073 1.20 x10.073 1.30 x10.073
GMM Var(B;) 1.93 x10.073 1.93 x10.073 1.94 x10.0~3
Var(f3) 1.38 x10.073 1.38 x10.073 1.38 x10.073
Var(6) 2.40 x10.073 2.41 x10.073 2.41 x10.073
Var(62) 3450 3458 3471
Var(62) 3.04 x10.073 3.04 x10.073 3.05 x10.073
0.8 GQL Var(B;) 1.86 x10.073 1.43 x10.073 6.19 x10.0°*
Var(f2) 1.77 x10.073 1.47 x10.073 7.28 x10.0~*
Var(6) 1.20 x10.07* 3.72 x10.075 6.96 x10.0°°
Var(62) 3.35 x10.073 4.38 x10.073 4.34 x10.073
Var(62) 1.76 x10.073 2.13 x10.073 2.20 x10.073
GMM  Var(B;) 4.08 x10.073 4.09 x10.073 4.10 x10.0~3
Var(f32) 3.09 x10.073 3.09 x10.073 3.09 x10.073
Var() 0.132 0.133 0.135
Var(6y) 31,457 31,762 32,250
Var(67) 1.93 x10.072 1.98 x10.072 2.04 x10.0~2

B
B2
B
B2

2
5
3

B
B2

Note that when z; = 1 in (3.45), this reduces to the standard dynamic mixed
model. For this standard case, it is clear from Table 3.1 that the GMM approach
produces regression estimates with variances the same as, or smaller than the GQL
approach only when the dynamic dependence parameter is small (6 = 0.3). With
regard to the estimation of the other parameters including the estimation of the dy-
namic dependence parameter, the GQL approach produces estimates with smaller
variances than the GMM estimates. In fact, the GMM approach cannot be trusted
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Table 3.2 Comparison of asymptotic variances of the GQL and GMM estimators for the estima-
tion of the regression parameters (; and 3, ), dynamic dependence parameter 6, and the variance
components (G% and 0'82), of a longitudinal mixed model for the normal panel data, with 7' = 4 and

K =500, B; =B, = 1.0, and 62 = 1.0, and z; 11NdN(O, 1).
Asymptotic Variances

zi(i=1,...,500) 6 Method Quantity 7=0.5 0.8 12

N(0,1) 0.3 GQL Var(Bl) 1.85 x10.073 1.77 x10.073 1.97 x10.073
1.38 x10.073 1.34 x10.073 1.49 x10.073
1.27 x10.07* 7.50 x10.07° 4.84 x10.07°
5.62 x10.07* 1.29 x10.073 2.57 x10.073
1.05 x10.073 1.07 x10.073 1.10 x10.073
2.52 x10.073 2.88 x10.073 3.36 x10.073

Var(f)
Var(6)
Var( %)
Var(6;)
GMM  Var(f)
Var(ﬁz) 1.85 x10.073 2.14 x10.073 2.53 x10.073
Var(8) 2.53 x10.073 2.68 x10.073 2.96 x10.03
Var( 7) 527 x10.072 8.82 x10.07  0.156
Var(62) 9.75 x10.073 1.99 x10.072 4.28 x10.072
0.8 GQL Var(B) 2.44 x10.073 1.69 x10.073 2.87 x10.03
Var(ﬁz) 4.28 x10.073 3.61 x10.073 2.03 x10.073
Var( 2) 5.62 x10.077 3.63 x10.078 8.17 x10.077
Var )
var(6)
GMM Var(B;) 6.82 x10.073 8.48 x10.073 1.07 x10.072
Var(Bz) 5.53 x10.073 6.99 x10.073 8.94 x10.073
Var(6 0.799 0.305 0.192
Var(62) 1.108 0.521 0.422
Var(672)  9.602 8.567 11.421

2.66 x10.07* 6.49 x10.07* 1.46 x10.073
1.00 x10.073 1.00 x10.073 1.00 x10.073

0)
2
5
£

for the estimation of the variance component (O'%) of the random effects. This is be-
cause this approach produces 6% estimates with huge variances such as 3450 when

the true G)% = 0.5, whereas the corresponding variance under the GQL approach
is only 0.0231. For large dependence parameter 6 = 0.8, the GQL approach uni-
formly produces estimates for all parameters including the regression effects with
smaller variances than the GMM approach. This asymptotic comparison between
the GQL and GMM approaches indicates that in general the GQL approach is much
more efficient than the GMM approach in estimating the parameters of the dynamic
dependence model (3.45).

We have further considered a less realistic situation where the model (3.45) now
allows individual fixed covariates z; with random influence 7. For example, in this
asymptotic empirical study, we generated the 500 values of z; from N(0,1). The
asymptotic variances of the estimators for all five parameters 31, 32, 6, G)%, and 682,
under the GMM and GQL approaches are now reported in Table 3.2. When com-
pared with Table 3.1, it is clear that in this nonstandard case, the GMM approach
improves in estimating the variance component 0'%. The GQL approach, however, is
uniformly better than the GMM approach in estimating all parameters including the
regression effects, irrespective of the situations whether the panel data have small
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or large dynamic dependence. For example, when 6 = 0.3 and 0'% = 0.8, the GQL
estimates of B; and f3, are, respectively,

2.88 x10.073 2.14 x10.073

— =163 and ——— = =1.60

1.77% 10.03 M 134%1003
times more efficient than the corresponding GMM estimates. For the estimation of
0, G}%, and Gg, the GQL approach appears to outperform the GMM approach. For
example, for the same set of parameter values, the GQL estimates of 8, 62, and 682
are, respectively,

2.68 x 10.07 0.0882 0.0199

750x100°5 7 T29x 100 03 A g7 10,08 1800
times more efficient than the corresponding GMM estimates. For the larger dy-
namic dependence parameter 6 = 0.8, the GMM performs much worse as compared
to the GQL approach. In summary, the GQL approach performs much better than
the GMM approach in estimating all five parameters, its performance being extra-
ordinarily better in estimating the dynamic dependence parameter 6, and variance
components 65 and o;.

Exercises

3.1. (Section 3.1.1) [Inverse of the covariance matrix under linear mixed model]
Let C be a nonsingular matrix of dimension 7 x 7, and U and S be two T-
dimensional column vectors. Then

c+us| ' =c! (cluys'c™).

S 1+8CU
This result immediately gives the inverse of X; = 62C; + G}% Ir; l/T,- asin (3.11).

3.2. (Section 3.2.2. a) [LSDV estimators for a simpler linear dynamic mixed model]
For scalar 3, the formulas for the LSDV estimators of 6 and 3 given by (3.32) may
be simplified as

K T ~2vK T < = K T ~ = K 5T ~. =
=1 2= Wi D1 2 YitYig—1— el 2i=2 WitYit—1 el 2= WirJir
K T ~2vK T 2 K T -~ = P
i=1 Zt:2 Wip Zi=1 zt:2yi,t71 - [zizl 2t:2 W,;y,,,,l}

elsdv =

and

K T ~ & K T & & K T 2 K T ~. &
- Zi:1 2,:2 WitVit—1 Z,»zl ztzzyityi.t—l + Zizl Z,:2 Yit—1 Zizl 2;:2 Wit Vit
K ~T 2vK T 2 K ~T ~ < 12
i1 2o Wi 2 21:2}’,-,;71 - [24:1 Y2 W:th,t—l]

[Bun and Carree (2005, eqns. (3) and (4))] respectively.

ﬁlsdv =

)
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3.3. (Section 3.2.2. a) [Bias-corrected LSDV estimators for special cases]
For scalar 3, the BCLSDV estimator for 8 has the same formula

3/101.\'5[\/ = 3lxdv + 5 (élxdv - ébclsdv)

as in (3.33), whereas for 7 = 3 and 4, the BCLSDV estimator of 6 has explicit
formulas given by

A~ A~ 62
ebcl\‘dv = elx‘dv + —_—
: ‘ 52 )62
2(1—pwy71) V-1

and
661sdv+20'2/[(1_pv@ l) y2 ]

éb Isd
clsdv = 67682/[(17pwy_1) ]
[Bun and Carree (2005, eqns. (14) and (15))] respectively.

3.4. (Section 3.2.2. b) [Instrumental variable estimators]
Demonstrate that the formula for the IV estimators for 8 and 8 given by (3.37) is
the same [see also Hsiao (2003, eqn. (4.3.32))] as

A B * * * -1
Oiv § i (yi,tfz)(yi,z—l) (Yi,t72) (wir =wig—1)'

3iv |=1r=4 (Wir — Wi,t—l)(y;it—l) (Wit =wig—1)(Wir =wig—1)
[ T y;ﬁ,sz
x 2 ( i) | -
li=4 \ Wit —Wir—1

whereyt 1 = (Vig—1 —Yis—2), for example.

Mw

(3.87)

3.5. (Sections 3.3.1-3.3.2) [GMM and GQL approaches with independent ¢ error
distributions]

Suppose that the errors g; in the model (3.45) are now independently distributed
(id) [as opposed to independently and identically distributed (iid)] as

gtt (O 12 2)

where A1,...,4,..., Ar are random and independent scales each with a one-parameter
(v) based inverted gamma distribution given as

—1/2 (v+1)/2

yielding the 7-distribution for &;; as
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(L e, /0.2 —(v+1)/

f(gi[): ( 2 ) Gg—] 1+{lf/ 8} ,
nl/zvl/Zr(%)

[see Sutradhar (1988, p. 176), e.g.] with v > 0 degrees of freedom.

(a) Use the density function of A, and show that E[A?] = v/(v —2). Then show that

the unconditional variance of &;; that is,

var(g;] = Ej, var[g;|A;] + vary, E[g;|A] = _263

(b) By using the 7-density of &, it may also be shown directly that var[g;] =
v/(v—2)lo;

(c) Now demonstrate that for known v > 2, the ‘working’ normality (N) based
GMM and GQL estimation given in Sections 3.3.1 and 3.3.2 can be carried out sim-
ply by replacing the formulas for the variances (0, ) (3.47) and covariances (G )
(3.48) with

2
t—1
var[Vy] = 0y = 70,4 3,07 b + —o*e 2 0%, (3.88)
j=0
and
=1 u-l v u—1 )
cov[Yu,Yi] = 0 =770, >, 67 0F + —203 Y ot (3.89)
=0 k=0 A =0
respectively.
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Chapter 4
Familial Models for Count Data

Familial models for count data are also known as Poisson mixed models for count
data. In this setup, count responses along with a set of multidimensional covariates
are collected from the members of a large number of independent families. Let y;;
denote the count response for the jth (j=1,...,n;) member on the ith (i=1,...,K)
family/cluster. Also, let x;; = (x;j1,...,xijp)" denote the p covariates associated with
the count response y;;. For example, in a health economics study, a state government
may be interested to know the effects of certain socioeconomic and epidemiological
covariates such as gender, education level, and age on the number of visits by a
family member to the house physician in a particular year. Note that in this problem
it is also likely that the count responses of the members of a family are influenced by
a common random family effect, say ¥;. This makes the count responses of any two
members of the same family correlated, and this correlation is usually referred to as
the familial correlation. It is of scientific interest to find the effects of the covariates
on the count responses of an individual member after taking the familial correlations
into account.

In Section 4.1, we provide the marginal (unconditional) distributional proper-
ties of the count response variable y;; as well as the unconditional familial cor-
relation structure under suitable distributional assumptions for the random effects.
Frequently, it is assumed that the random effects follow normal distributions [Bres-
low and Clayton (1993); Lee and Nelder (1996)]. One of the main reasons for this
assumption is that the familial Poisson mixed models or generalized linear mixed
models (GLMMs) in general are generated from the well-known generalized linear
models (GLMs) [McCullagh and Nelder (1989)] by adding random effects to the
linear predictor. Under this normality assumption for the random effects, in Section
4.2, various inference techniques such as the method of moments, likelihood ap-
proximations, and quasi-likelihood approaches are discussed for the estimation of
the effects of the covariates and the familial correlation index parameter.

Note that in some situations, the responses of the family members may be influ-
enced by more than one common random family effect. If this happens, it is also
important to recognize that these multidimensional random effects may play differ-
ent roles in different setup. For example, in case of two random effects, some authors

B.C. Sutradhar, Dynamic Mixed Models for Familial Longitudinal Data, 59
Springer Series in Statistics, DOI 10.1007/978-1-4419-8342-8 4,
© Springer Science+Business Media, LLC 2011
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such as Lin (1997), Jiang (1998), and Sutradhar and Rao (2003) have assumed that
these random effects follow a two-factor factorial design or a nested design. There
are, however, other situations in practice, where each of the count responses for a
given family is influenced by two distinct random effects with two different compo-
nents of dispersion. See, for example, Jowaheer, Sutradhar, and Sneddon (2009). In
Section 4.3, we accommodate the different natures of the random effects and discuss
in detail the inferences in Poisson mixed models with two variance components. As
far as the distributional assumptions are concerned, similar to Section 4.2, it is as-
sumed that the random effects follow a normal distribution. A Poisson mixed model
with more than two random effects may similarly be studied, but the inferences for
this type of complex model are not discussed in detail as they rarely arise in practice.

In Section 4.4, this distributional assumption is relaxed and an alternative infer-
ence technique, namely a semiparametric approach is discussed. In Section 4.5, a
Monte Carlo (MC) based likelihood estimation approach is outlined. The drawbacks
of these general approaches are also pointed out.

4.1 Poisson Mixed Models and Basic Properties

Lety; = (vit,.-- Jijy- - ,ymi)’ be the n; x 1 vector of count responses from n; mem-
bers of the ith (i=1,...,K) family. Let  be a p x 1 vector of unknown fixed effects
of x;; on y;j, x;j being the p-dimensional covariate vector for the jth (j=1,...,n;)

member of the ith family. Suppose that conditional on the random family effect ¥;, n;
counts due to the ith family are independent. The data of this type can be modelled
as

1 i
f()’i“/i) = Hiiexp (2%177:/ Zexp(nij)> s 4.1)

j=1Yij* =1

where f(y;|;) denotes the conditional probability density of y; for a given ¥, and
where 7;; is a linear predictor defined as 1;; = x; j B + 7;. Further suppose that ¥ has

an unspecified distribution with mean 0 and variance 673 and 7; are independent, that

is, % ~ id (0, }%) For y;" = ¥/ 0y, the linear predictor in (4.1) may then be expressed

as
Nij(%) = xi;B+% =x;B + oy}, 4.2)

where ¥/ id (0,1). Note that as shown in the following lemma, the variance compo-
nent of the random effects (G%) indicates the possible overdispersion in the Poisson
count data. This is why this scale parameter is often referred to as an overdispersion
index parameter. Lemma 4.1 also shows that G% plays a role of a familial correlation
parameter. This is because when O')% = 0 the count responses of the family members
become independent. For this reason, one may refer to this 6% parameter as a famil-
ial or structural correlation index parameter. In practice, it is of interest to estimate
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both regression parameter vector 3 and the overdispersion or familial correlation
index parameter 0'%, as consistently and efficiently as possible.

For convenience, for the development of the estimation techniques for 3 and
G)% in the followup sections, we first provide the conditional (on ;) as well as the

unconditional first— and second-order moments of the count variables
Yila---aYij,"'aYin,'a

in Lemma 4.1.
Lemma 4.1. Conditional on ¥, the means and the variances of Y;;, and the pair-

wise covariances between Y;; and Yy for j # k, j, k=1,...,n; are given by
E[Y;j|y] = var[Y;;|y] = wj = exp(x; B + 0y%) (4.3)
COV[(YiliaYi,k)h/i*} = 07 (44)

iid . . .
and for ¥ '~ N(0,1), the corresponding unconditional means, variances, and co-
variances are given by

1
E[Y;j] = pij = exp(x;;B + EGYZ) 4.5)
var[¥;;] = w;j + [exp(oy) — 1] (4.6)
cov[Y;;, Ya] = pijtulexp(o7) — 1], 4.7)

yielding the pairwise familial correlations as

exp(oy) — 1
[{u;;' + (exp(0?) = D} + (exp(o}) — 1)}]V2

Proof: For an auxiliary parameter s, it follows from (4.1) that the moment generat-
ing function (mgf) of ¥;; conditional on ¥}, is given by

corr(Y;;, Y] = (4.8)

My, (5) = Elexp(s¥i3)] = explat exp(s) — 1}), 49)

where p; = exp(1;;) = exp(x}; B + 0y¥).
Now for a positive integer r, by evaluating the rth order derivative of the mgf in
(4.9) with respect to s, at s = 0, that is, by simplifying

ar
wMY,]‘Yf (S) |S:03

one obtains E[Y;|y/]. For the special cases with r = 1,2, one obtains

E[Y;v] = u;
E[YA] = ui+u, (4.10)



62 4 Familial Models for Count Data

and similarly for » = 3,4, the conditional moments have the formulas:

E[V3%] = i+ 3#?}'2 +.Ui*j3
EYHY] = i+ 7ui +oufy” + iyt (@.11)

The results in (4.3) follow from (4.10). The result in (4.4) follows from the fact
[see also (4.1)] that conditional on ¥/, the count responses of any two members of a
family are independent, implying that

EY Y|y ] = EN| G TEYalv] = wijti, (4.12)

for j#£k, j,k=1,...,n.0

. ii .
Next, under the assumption that y; id N(0, 1), for an auxiliary parameter s, one
writes the moment generating function of ¥ as

Elexp(sy))] = exp(%sz). (4.13)

This moment generating function along with the formula for p, that is, u; =
exp(x;;B)[exp(oy¥;)], can be used to derive the unconditional first— and the second-
order moments as

. 1
ElY;j| = EyE[Y;|Y] = Ey [W;] = exp(x;B + 565) =W (414
E[Yj] = EpE[Y3|%] = Ep [+ 157] = wij+exploy)uf (4.5

E[YijYu] = Ep E[YyYulvi] = Ey[t;45%] = exp(0y) bijkix, (4.16)

yielding the unconditional means, variances, and covariances as in (4.5) — (4.7).

Note that as mentioned earlier, it is clear from (4.6) and (4.8) that G)% may be
referred to as the overdispersion or familial correlation index parameter. This is
because, the equation (4.6), for example, indicates that G% plays an important role
in understanding the dispersion of the response variable Y;;. To be specific, when
G}% = 0, ¥;; has the same dispersion as that of the Poisson data, whereas a slight
increase in the value of 673 may cause very large dispersion in the data, especially
when exp(x};3) is large.

Further note that in order to understand the model or the properties such as the
model based mean and the variance of the data, it is of interest to estimate both
regression effects B and the variance component of the random effects, G%. Vari-
ous techniques for the estimation of these parameters are discussed in the next sec-
tion under a fully parametric model setup. Estimation in a similar parametric model
setup but with multiple random effects, is discussed in Section 4.3. In Section 4.4,
we provide the estimation techniques for the regression and single variance com-
ponent parameters in a semiparametric setup, where no assumptions are made for
the distributions of the random effects, instead it is assumed that the moments up to
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order four are known. In Section 4.5, we outline the estimation of the parameters in
a nonparametric setup.

4.2 Estimation for Single Random Effect Based Parametric
Mixed Models

In this parametric model setup, it is assumed that ¥* follows a specified distribution

such as

v 9N, 4.17)

Also, it is assumed that conditional on ¥/, the count responses of the members of
the ith family are independent, and marginally they follow a Poisson density leading
to the likelihood function in (4.1).

4.2.1 Exact Likelihood Estimation and Drawbacks

The log-likelihood function based on (4.1) — (4.2) and (4.17) is given by

K n; K n
log L(B,0y) = Zzlogy,]'+zzy,Jx,]ﬁ—i—ZlogJ,, (4.18)
i=1j= i=1j=
with .
Ji= [ explsi ex (1 11)a. (4.19)
where gy (7;|1) is the standard normal density of ;" and
n; n;i
si(Y) = oY X vij— X, exp(xi; B+ oy%)). (4.20)
j=1 j=1

Note that the exact computation of the above integral J; is not possible. The
NLMIXED procedure in SAS, for example, uses a numerical approximation to this
integral. Some authors use a simulation approach or binomial approximation to eval-
uate this integral. Fahrmeir and Tutz (1994, Chapter 7) [see also Jiang (1998)], for
example, use a simulation technique to evaluate such integrals. More specifically,
in the simulation technique, for a large N such as N = 1000, J; is replaced by a

(s)

simulation based J;’, where

N
2 exp[si(1i, 4.21)
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where 7}, is a sequence of standard normal values for w = 1,...,N. Ten Have and
Morabia [1999, eqn. (7)], for example, have used the standardized binomial approx-
imation to evaluate similar integrals. For a known reasonably big V such as V =5,
let v; ~ binomial(V, 1/2). Because ¥, has the standard normal distribution, consider

. wi=V(1/2)
Lov(/2)(/2)

One may then approximate the integral J; by a binomial approximation based inte-
gral Jl-(b) defined as

\4
1= 3 ewlstoal (1) /2712 @.22)

where
explsi(vi)] = lexp{si(% )iy —p—vay2y/vama2y
with s; () as in (20).
(s)

Next, by using, for example, J;"’ for J; in (4.18), one solves the simulation based
approximate likelihood estimating equations

0 a2 Eu AV
U,"(B,oy) =2 3 bvij— {7l =0, (4.23)
i=1j=1 ;
and o
s 1 & M
vy (B,02) = 5 > Yo, 0 ]=0, (4.24)
i=1j=1

for B and 62, respectively. In (4.23) — (4.24), AES) and Ml-(s) are given by

A9 = LS oxpls () explng ()]
i N L\ liw ANOTYE
w=1
N nj
M,»(”:]lvzlexp[si(m)] o Sl —eplms (R - 429
w= Jj=

Some Drawbacks

(1) One of the main difficulties of the likelihood estimation approach is the com-
plexity involved in computing the Fisher information matrix (more reliable than
using the Hessian matrix) for the purpose of computing the standard errors of the
likelihood estimates of 8 and G}%. This is evident, for example, from the formula for
the expectation of the second derivative of the log likelihood function with respect
to B, given by
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aU(T) ’ 2 oo oo ni )
U Broy)y Y .. 20[{M§”}2/J,»‘”] exp [zlyijx;jﬁ] JTT i,

E[ 8[3’ yi1=0

Yin; =
(4.26)
which is computationally quite involved, in particular for large n;.
(2) Computations become cumbersome when the mixed model involves multi-
dimensional random effects [e.g. Jiang (1998)].
(3) The likelihood approach naturally would be of no use for the inferences in the
extended familial longitudinal model, where further responses are collected over a
period of time from the members of all families. This is because it is either im-
possible or extremely complex to write a likelihood function for the repeated count
responses; they are being longitudinally correlated conditional on the random ef-
fects.

To avoid the above and other possible difficulties with the exact likelihood ap-
proach, some authors such as Breslow and Clayton (1993) have suggested a pe-
nalized quasi-likelihood (PQL) approximation; Lee and Nelder (1996) have used
a hierarchial likelihood (HL) approximation. These approaches estimate 3 and G)%
through the estimation/prediction of the random effects . Breslow and Lin (1995)
have, however, cautioned in the context of a binary mixed model that the PQL ap-
proach yields consistent estimates for both 8 and 0'}% provided the true 0'3 value
is small (< 0.5). Sutradhar and Qu (1998) have demonstrated this inconsistency
problem under a Poisson mixed model, and further proposed a small (‘7}% asymptotic
approach to develop a likelihood approximation (LA) that produces less-biased esti-
mates than the PQL approach even if true G}% is more than 0.5. For the same Poisson
mixed model, Chowdhury and Sutradhar (2009) have shown that the HL approach
of Lee and Nelder (1996) also suffers from similar bias or inconsistency problems.
In the following three subsections, these PQL, LA, and HL approaches are discussed
in brief for the sake of completeness.

4.2.2 Penalized Quasi-Likelihood Approach

For the Poisson mixed model defined through (4.1) — (4.2) and (4.17), the log of
the quasi-likelihood function derived by Breslow and Clayton [1993, eqn. (5), p. 11]
reduces to

1
2

1

K n; K
ql(B,0;,7) = log (1 +05 Y exp(x;B+ y)) ->hH) @27
—1 i=1 i=1

J

[see also Sutradhar and Qu (1998)], where ¥ = (%1,...,%,..., ¥k) with % as the
posterior mode of ¥ computed from

Ih(y:)
Y

207
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where

,y2

i
55
267

n; n;
(%) = = X, yij(xi;B+%) + 2 exp(xi;B+%) +
Jj=1 Jj=1
Estimating equations for  and 7;: Similar to the best linear unbiased predic-
tion (BLUP) approach [Henderson (1950); see also Searle, Casella, and McCulloch
(1992, Section 3.4)], the PQL approach pretends that the random effects 7; are fixed
effects parameters and estimate/predict them along with 3, before estimating G%.
The estimating equations for § and ¥ are obtained by maximizing the penalized
quasi-likelihood function [~ XX | A(7)], with respect to B and ¥;, and they are given
by

K n;
g1 (B, %) = > [vij —exp(x];B+%)xi; =0 (4.28)
i=1j=1
and .
&3(B.%:03) = 3. [~ exp(};B + )] — 25 =0 (4.29)
Jj=1 Y

for B and 7;, respectively, where G% is assumed to be known. Let BPQL and
firor (i=1,...,K) be the solutions.

Estimating equation for 0'}%: For the estimation of this variance parameter, a pro-
file quasi-likelihood function is constructed first, by replacing B and ¥ in (4.27)
with Bpor and § por (i =1,...,K), respectively. Next, the profile quasi-likelihood
function gl (BPQL7 6%7 fi.por) is written in the form of a ‘working’ normal likelihood
function and the restricted maximum likelihood estimate of 0'% is obtained following
Patterson and Thompson (1974), for example. This profile quasi-likelihood based
score equation for G)% is given by

5 9q1(BroL. 62, %iroL)
2~ » Qys 11, QL
g;(BPQLacyv’yi,PQL) = 862
Y

L Y exp(y] jBPQL + ¥ipor)
I "EH1+02 > exp(x;jBPQL + §i.poL)
= 0. (4.30)

The estimate of & obtained from (4.30) is denoted by 6 ), -

Some Remarks on the Asymptotic Properties of the PQL Estimators: Note that
it is of interest to estimate only 8 and G}%. It is, however, clear from (4.28) and
(4.30) that the estimates of these two parameters depend on the estimates of ¥ (i =
1,...,K), where, for a given i, the estimate of ¥; is obtained from (4.29) by exploiting

only n; responses from the ith family. Because #; is small in the present familial
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setup, one can only obtain a small sample estimate for this ;. Moreover (4.29) also
shows that the estimation of y; requires the knowledge of G%. Consequently, any

poor estimates of 0'73 obtained by (4.30) may produce a biased estimate of 7; for
some 7 and in turn all %; (i = 1,...,K) estimates, good or poor, collectively may
produce a biased estimate of G}%. In fact, it may be verified following Sutradhar
and Qu (1998) that the normality based profile quasi-likelihood estimating equation
(4.30) for 0'% may not produce a consistent estimate for G}%, even if one uses true 3
and true ;. The problem will get much worse if a considerable portion of true ;s
are substituted by corresponding biased estimates.

Now to verify the asymptotic property of the estimator of G}% obtained from (4.30)
for given true values of 8 and ¥;, we rewrite the equation (4.30) as

2 K1y2/ Kcz

4.31
% = RS 1/ (1 + 75 )] @3

where p1; = exp(x}; 8 + 7). Note that the true ¥;s are iid with zero mean and variance
G)%, thus it follows that

limitg o — 2 ¥ =0,

Consequently, the right-hand side of (4.31) converges to o2, only when w; =
YK = X0 exp(x;B + %) is sufficiently large. For small w;, the right hand-
side of (4.31) converges to a quantity different from 67. Thus, the PQL approach
may or may not a yield consistent estimate for G%, depending on the family size and
the covariate information x;; for j =1,...,n;.

Note that a simulation study reported by Sutradhar and Qu (1998, Table 2, p.
183) also supports the above finding with regard to the poor performance of the PQL
approach in estimating G}%. To be specific, for K = 100 families with family effects
Y (i=1,...,K) generated independently from a normal distribution with mean 0
and variance 1, these authors have generated count responses for family members
with family size n; = 4,6, by following the Poisson mixed model (4.1) — (4.2) with

Mij (%) = Buxiji + Baxijo + Baxijs + Baxija + 0y,
where regression effects were considered to be
p1=25, pp=-10, B3=10, and B4=0.5,
and for alli=1,...,K, covariates were chosen as
xij1 =10, forj=1,...,n

1 for j=1,...,n;/2
Xijo =

0 for j=m/2)+1,...,n;
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.o+l .
xij3:J—T, forj=1,...,n;, and
Xij4 = Xij2Xij3-

By using the generated count data {y;;} and the above covariates, the regression ef-
fects B = [B1, B2, B3, Pa]’ and the variance of the family effects G%, were estimated
iteratively by solving (4.28) — (4.30). These PQL estimates were obtained for 5000
simulations. The simulated mean (SM) and the standard error (SSE) for the 5000
PQL estimates of G% were found to be as in the following table. It is clear from Ta-

Table 4.1 Simulated means and simulated standard errors of the PQL estimates for G% based on
5000 simulations.

PQL Estimates for G%
Family Size Statistic True G}f =0.10 0.25 0.50 0.75 1.00

4 SM 0.140 0.320 0.649 1.020 1.429
SSE 0.009 0.016 0.027 0.040 0.057
6 SM 0.119 0.294 0.615 0.975 1.374
SSE 0.005 0.009 0.015 0.021 0.028

ble 4.1 that the PQL approach in general overestimates the random effects variance
G%. The SM value appears to be far away from the true value of G}%, especially when

the true value of G% is large. Thus, the bias appears to get larger as the true value of

G)% increases. The increase in family size from 4 to 6 helped in bias reduction but

the bias still remains very high, showing the inconsistency of the PQL approach for
0'% estimation, especially when the true value of G}% is more than 0.5.

Note that there also exist some bias correction approaches to reduce the biases of
the PQL estimators. But these approaches, for example, the bias correction approach
discussed in Breslow and Lin (1995, p. 90) for the binary mixed models, appear to
improve the results when the true value of G}% is small such as less than or equal
to 0.50. See also Jiang (1998) for some discussions on the drawbacks of the PQL
approach in estimating the variance of the random family effects.

4.2.3 Small Variance Asymptotic Approach: A Likelihood
Approximation (LA)

Realizing the difficulties encountered by the PQL approach in consistently estimat-
ing the parameters of the Poisson familial models, in particular the variance of the
random family effects, some authors such as Sutradhar and Qu (1998) have approx-
imated the Poisson—normal mixed model based likelihood by a Poisson—gamma
mixed model based likelihood, the approximation being valid for G}% 10. It is

demonstrated by these authors that this small G% based likelihood approximation
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performs well in estimating 0'% even when the true value of 0'% is as large as 1.0,

and it always produces a less biased estimate for 0'% than the PQL approach.
The following lemma is useful to develop the proposed LA.

Lemma 4.2. Recall from (4.17) that y, N(0, y). Let w; = exp(¥;). For G% 10,
the normal density of y; can be approximated by a gamma ‘working’ distribution for
w; given as

o

hy(w;) = F(Zzot) exp(—gw)w !, (4.32)

where
1

=———— an .
exp(oy) — 1 exp(o0y/2){exp(c}) — 1}
Proof: It is easy to prove the lemma in a reverse way. Because ¥; = log w;, the

gamma ‘working’ distribution (4.32) is equivalent to the ‘working’ distribution of ¥;
given by

d 9=

¢(X
()
for any 6 > 0. Now, for small ¢}, that is, for 6 | 0, one may use Taylor’s se-
ries expansion and approximate the probability density of %; in (4.33) by a normal
density with 0 mean and variance G%. o

We now use Lemma 4.2 to approximate the exact log likelihood function in (4.18)
as follows. First, for 3, = 0,y = log w;, we re-express s;(¥;") in (4.20) as

gw(%) =

exp{ay — ¢ exp(%)}, (4.33)

si(wi) = [log Wi 2 Yij — Wi 2 exp(x;B) | - (4.34)

=1 =1

Next by Lemma 4.2, by using the equivalence of N (0,0‘%) density for ¥ to the
gamma ‘working’ density A, (w;) in (4.32), we write an approximation to the in-
tegral in (4.19) as
Ji = / exp[s; (wi)]hw (wi)dw;
= J; (say). (4.35)

Note that this integral is computable and it yields a log likelihood approximation to
(4.18) as

K n; K n; +2 1)’!/)
log L(B,0y) ~ —ZZlogy,,'+ZZy,,x,,ﬁ+210g(—)

i=1j i=1j
K 1 i

-y <0H- zy;j> log ((]H— Zexp(xfjﬁ)> +Kolog ¢
i=1 j=1 J=1

=log L*(B, 0y) (say). (4.36)
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One may then solve the following likelihood estimating equations for 8 and G}%
given by

CW’gL(;[(f"v z(z'y,jx,j o z'x,jexp Uﬁ))—o, 4.37)
i=1

i j=1

Ul (ﬁv y)

and

d
U (5.f) = TELL o) 3 (o) - e +ioe 1 )

K o yxf
+9¢'(cy) ( - ;) =0, (4.38)
4 Z{ o W
respectively, where
4 z da exp(oy)
V=t Yy =0+ Y exp(B). (o) =5 =
j=21 J ,=z1 J v do? lexp(07) — 1]
and
¢ 3exp(oy) — 1

V1) = 307 = “Teper 2w (ep 1T

Let B4 and 6 LA be the LA estimates obtained from (4.37) — (4.38) for B and oy,
respectively.

To examine the relative performances of the LA and PQL estimation approaches
for B and G%, Sutradhar and Qu (1998) have used the same simulated data that we

have described in the last section and obtained 500 values of ﬁLA and 6)% 14- The
average and standard errors of these 500 estimates are available in Tables 4.1 and
4.2 in Sutradhar and Qu (1998). For convenience, we show the simulation results
for the estimator O'y 14 in Table 4.2 below. The results of this table under the LA
approach correspond to the results of Table 4.1 under the PQL approach discussed
in Section 4.2.

Table 4.2 Simulated means and simulated standard errors of the LA estimates for G)% based on
5000 simulations.

LA Estimates for G}%
Family Size Statistic True G)f =0.10 0.25 0.50 0.75 1.00

4 SM 0.102 0.244 0.436 0.591 0.722
SSE 0.007 0.009 0.010 0.011 0.011
6 SM 0.101 0.242 0.434 0.588 0.718
SSE 0.004 0.005 0.006 0.007 0.007

When the results of Table 4.2 are compared to those of Table 4.1, it is clear that
the LA estimates (Table 4.2) of G% are much closer to the true values of 6% than
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the corresponding PQL estimates (Table 4.1). For example, when the family size is
n; = 4, the LA estimate for true G% = 0.5 is 0.436, whereas the PQL estimate was
0.649, showing that the PQL approach is more biased than the LA approach. The
simulated standard errors appear to be much more stable and smaller under the LA
approach as compared to the PQL approach.

As far as the performances of the PQL and LA approaches for the estimation of
B are concerned, the LA approach performs much better than the PQL approach in
estimating the intercept parameter f3;, whereas they perform almost the same for
the estimation of other regression parameters, namely, B>, B3, and 4. See Table 4.3
below, for example, for a simulation based comparative performance of the PQL
and LA approaches when G% is small. Their relative performances in estimating the

regression effects, for other small and moderately large values of 637 can be found
in Table 1 in Sutradhar and Qu (1998, p. 181).

Table 4.3 Simulated means and simulated standard errors of the LA and PQL estimates for regres-

sion effects when 6}% = 0.25 based on 5000 simulations.

Estimates for Regression Effects
Family Size Method Statistic B; =2.5 B = —1.0 B3 =1.0 B4 =0.5
4 LA SM 2422 —0.993 1.000 0.519
SSE 0.033 0.126  0.024  0.156
PQL SM 2283  —0.997 1.00  0.510
SSE 0.026 0.126  0.024  0.156
6 LA SM 2425  —0.994 1.000 0.518
SSE 0.022 0.103  0.010 0.112
PQL SM 2207  —0.999 1.000 0.509
SSE 0.017 0.103  0.010 0.112

Remark that when the combined results of Tables 4.1 and 4.3 are examined,
the PQL approach appears to overestimate 0'% (Table 4.1) and underestimate f3

(Table 4.3). Thus, it appears that this approach is able to properly estimate f3; + %G%
as a confounded effect involved in the exponent for the unconditional mean p;; =
exp(xﬁjﬁ + %G%) (4.14) of the response y;;, whereas the LA approach is able to

produce almost unbiased estimates for 3; and 6% separately and hence does not
suffer from any identification of the parameter problems.

4.2.3.1 A Higher-Order Likelihood Approximation (HOLA)
Recall that in the LA approach, for G}% 1 0, the true normal density of 7;, that is,

gn(nloy) = (2m0y) P exp{—1’/207}

was approximated by g,,(7;), a ‘working’ density of ¥; as given by (4.33). The main
objective of the HOLA approach is to approximate the true density gy(y;) of ¥
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by a better density than g,,(7;), in order to obtain a better likelihood function than
L*(B,0y) in (4.36). Let ,,(7;) denote the improved probability density which will
have its first four moments the same as the first four moments of the true distri-
bution gy(7;), whereas g, (%) has its first two moments the same as the first two
moments of the true distribution gy(¥;). The improved likelihood function based on
the improved density g,,(¥) of ¥ is denoted by L(B, oy).

In order to derive the improved density g,,(7%) as a function of g, (%) (4.33), we
use the well-known Gram—Charlier series expansion [cf. Johnson and Kotz (1972,
pp- 15 —22)] up to the term with moments up to order four, and obtain

1 1
&(n) = |1—&hi(n)+ 5{812 +eih(%) - 8{812 +3a8+&}1P (%)
1
+ 5 {8l +6eier +4eies et Pa() | gu(n), (439)

where, for / =1,...,4,
& =K)— Kg, (4.40)
with Ky and K as the (th cumulants of the distributions gy (%) and g, (%), respec-

tively, and the formulas for P;(;) are obtained by writing the ¢th derivative of g, (%)
with respect to /", in the form

9'gw(1)

ol Pr(%)gw(¥)- (4.41)

See Exercise 4.1 for the specific values of K; and K and Exercise 4.2 for the for-
mulas for Py(y;), forall £ =1,... 4.

Note that the formula for g,,(y) in (4.39) is given by (4.33) which is approx-
imated by &, (w;) = [(])“/F(a)]exp(—(])wi)wf‘*' as given in (4.32), where w; =
exp(7;). Now express g,,(%) in (4.39) as

Ew(%) = hy(wi) = P*(wi) iy (w;), (4.42)

where P*(w;) is a function of w;, and is equivalent to the function in the square
bracket in the right-hand side of (4.39), and h,,(w;) is written for g, (7;). Conse-
quently, the integral J; in (4.19) is now approximated as

Ji ~ /w exp[st (W)l (wi)dw;
= Ji (say), (4.43)

where 57 (w;) is given by (4.34). Next by using this J; for J; in (4.18), one obtains an
improved log likelihood approximation over (4.36), given by

K n; K nj

log L(B, oy) = ZZlogy”UrzZy,/x”ﬁ+K(x10g¢

i=1j= i=1j=
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3 - G5
2t Tt | 4.44
i:zl % ,zzlr(a)(u;)y,-, (4.44)

[Sutradhar and Das (2001, eqn. (3.3), p. 63] where, for

1
exp(0y/2){exp(oy) — 1}

1
= d =
“ exp(oy) — 1 and ¢

1 i
yir=0+r—1+ Y yjand u = ¢+ Y exp(x;;B),
j=1 j=1
and
1 1
C =1--a’c)——a'ocy
T T YT 12
1 1
G = o[l +3a+3a }oy+§¢[1+4a+6a2+4a3]c$
1 2 4 1 2 21 6
C; = _E(P [1+a]cy—ﬁ¢ [7+ 120+ 6070,
1 1
Ci= 29’0y + 9’3 +20]0y
1
Cs — — — 60
5 12‘15

One then uses (4.44) to write the likelihood estimating equations for § and o glven
by

. dlogL(B,o K
g, = oelBoy) _sig Zx,,exp B =0 (@as)

B AlA
0, — ‘”gaLé‘yj‘W — [Ka(62){log ¢ — y(c)} + Koo' (03)/9)]

+ ¥ T, (4.46)

=1 Sil

where y(a) = dlogl' (o) /da, and

5 5
silt = ZCrpm s =X, CrPiri1,

r= r=1

Z [ ptr + Crptrwtr] s

with C; as in (4.44) and C}(0y) = 9C,/d oy, and
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r—1_ Vi
pir =T/ — %
: {.ui prt
. . Vir
Wip = a/(o-}%){W(yir) —log p/'} — ¢/(03)E .

Let ﬁHOLA and 6% rora be the improved higher-order likelihood approximate esti-

mates for § and G% obtained from (4.45) and (4.46), respectively.

Note that it is expected that the HOLA approach will yield better estimates than
the LA approach. In order to have a quantitative idea on the relative performances of
these two approaches, Sutradhar and Das (2001, Table 4.1) conducted a simulation
study using K = 100 families each with n; = 6 members. For simplicity, as opposed
to 4 covariates considered by Sutradhar and Qu (1998), Sutradhar and Das (2001)
have considered p = 2 covariates. These two covariates were chosen as

1 for j=1,...,n;/2; i=1,...,K/2,

xiji =4 0 for j=ni/2+1,....n5i=1,...,K,

1 for j=1,...,n; i=K/241,...,K

1 for j=1,...,n;/2; i=1,....K/2,

2 for j=mn/24+1,...,n; i=1,...,K,
xijp =< —1 for j=1,...,n;/3; i=K/2+1,...,K,

0 for j=m/3+1,...,2n;/3;i=K/2+1,...,K,

1 for j=2n;/3+1,....,n;; i=K/2+1,....K

For selected true values of 1, B, and G%, by generating data as in Section 4.2,
the LA estimates of these parameters were obtained by solving (4.37) and (4.38),
and their HOLA estimates were obtained from (4.45) and (4.46), respectively. The
simulated means and standard errors of the estimates based on 1000 simulations are
shown in Table 4.4 below.

The results of Table 4.4 show that in estimating both §; and B,, in general, the
HOLA approach leads to a considerable bias reduction as compared to the LA ap-
proach. For example, the true §; = 1.0 was estimated by the LA approach as 0.953,
0.951, and 0.953 when 0'% =0.60, 0.75, 0.90, respectively, whereas the correspond-
ing HOLA estimates for 8; were found to be 0.984, 0.993, and 0.983. Similarly, the

HOLA approach leads to a significant improvement in estimating 6}% as compared
to the LA approach. For example, the true 67% = 0.60 was estimated as 0.487 and
0.537 by the LA and HOLA approaches, respectively. The HOLA estimator ap-

pears to perform very well when true G}% is large. Thus, in general, the higher-order
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Table 4.4 Simulated means and simulated standard errors of the LA and HOLA estimates for
regression effects as well as 0’;, based on family size n; = 6, for K = 100 families, and 1000
simulations, when 3 = 3 = 1.0.

True o,
Method Estimates Statistic 0.40 0.60 0.75 0.90
LA Bra.i SM  0.949 0.953 0.951 0.953

SSE  0.029 0.025 0.021 0.019
Bia  SM  0.948 0.946 0.947 0.946

SSE  0.018 0.016 0.014 0.013

62, SM 03850487 0.675 0.637

SSE  0.015 0.015 0.014 0.014

HOLA fuoras SM 0925 0.984 0.993 0.983
SSE  0.086 0.023 0.019 0.018

Bruoraz  SM 0955 0.957 0.961 0.951

SSE  0.053 0.015 0.013 0.013

624ors  SM 0417 0.537 0.675 0811

SSE  0.008 0.017 0.006 0.003

likelihood approximation leads to significant improvement over the LA approach in
estimating all 8 and G}% parameters of the model.

4.2.4 Hierarchical Likelihood (HL) Approach

Similarly to the PQL approach, there exists a hierarchical likelihood (HL) approach
[Lee and Nelder (1996)] that uses the estimates of %(i = 1,...,K) to estimate the
desired regression parameter 3 and the overdispersion parameter G)%. The difference
between the two approaches is that the PQL approach estimates 3 and 7; by solv-
ing their estimating equations (4.28) and (4.29) developed by maximizing a penal-
ized quasi-likelihood function, whereas the HL approach maximizes the hierarchical
likelihood function

K n;i

K
h = log [T [T f(ijl%.B) + log [ g(%loy). (4.47)
=1

i=1 j=1

to estimate these parameters, where g(%\o%) is the density function of unobserved
Y, and f(yj|Y;,B) is the Poisson density function as in (4.1) for the response y;;
given 7. Similarly to the PQL approach, we use the normal density

gn(rilo?) = (2nel) P exp{—¥?/207}

for g(}/i|c7%) in (4.47). Note that as far as the estimation of G% is concerned, the
PQL approach solves the profile quasi-likelihood function based estimating equa-
tion (4.30), whereas the HL approach maximizes an adjusted profile hierarchical

likelihood function [Lee and Nelder (1996)] given by
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1
ha = h+ E1og{det(2mhrl)}

1 1
=h+ 3 log (2m) — 3 log{det(H)}, (4.48)
where h is the hierarchical likelihood function as in (4.47) and the H matrix is de-
fined as
| X'WX X'WZz

- ! / ’
ZWX ZWZAU | pi)

H (4.49)

where X = [Xi,...,X;,..., Xk : n; x p, with X; = [xj1,...,Xij,...,Xi,] as the n; X p
covariate matrix; W and Z are block-diagonal matrices given by W = GB,KZIA;‘ :
S x Yn; and Z = @K, 1, : X n; x K, respectively, with A¥ = diag[u;;, ...,u;;,i]:
>n; x X where ;= exp(x;;B +v); and 1, = (1,...,1)" : Ty x 1 ; and U =
1/ G%}IK, Ik being the K x K identity matrix.

Note that by maximizing the HL function in (4.47) with respect to 8 and ¥;, one
obtains the HL estimating functions for 8 and ¥; given by

oh K

— =YX (yi—u) =0, (4.50)
5~ T

oh U o Y

7% = j§=l()’u*/~%‘j) - GT% =0. (4.51)

Next, for the HL estimation of 0'%, the maximization of fy4, the adjusted profile HL
function in (4.48), is achieved by using the iterative equation given by

-1
9h oh
a2 _ A2 A A
Oyr+1) = Oy T (w) J07| (4.52)
Y Y )

where the square bracket [ ], indicates that the quantity in [ ] is evaluated at G}% =
6)%(,), r being the rth iteration. In (4.52),

oh K K v tr(D

o A2 2’—14712 4 4), (4.53)
(o7 20 207, 20'7,

0%h K K v2 (D) tr(DD

- =Lk _ r(6)+ s 8)7 (4.54)
oy oy oy oy 26,,

with D =[(ZWZ+U)—Z'WXX'WXX'WZ]~! as the bottom diagonal matrix of
H! with appropriate dimension, H being defined in (4.49).

Let By, be the solution of the HL based estimating equation (4.50) for 3, and
o2 y,1L be obtained as the HL based estimate of G)% from the iterative equation (4.52).
A simulation study was conducted by Chowdhury and Sutradhar (2009) in order to
examine the relative performances of these HL estimators to the corresponding gen-
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eralized quasi-likelihood (GQL) estimators suggested by Sutradhar (2004). In Sec-
tion 4.6, we provide details on this GQL estimation approach and discuss its superior

performance over the HL approach based on a simulation study by Chowdhury and
Sutradhar (2009).

4.2.5 Method of Moments (MM)

As opposed to the best linear unbiased prediction analogue such as the PQL (Bres-
low and Clayton, 1993) and the HL (Lee and Nelder, 1996) approaches, Jiang (1998)
discussed a simulated method of moments (SMM) for the estimation of the param-
eters of the generalized linear mixed models, the binary and Poisson mixed models
being two important special cases. The main purpose of the introduction of a simpler
method of moments is to handle the multidimensional random effects cases fairly
easily as compared to other approaches. In this approach, the normal random effects
are driven out by simulating them first and then numerically averaging over their
distributions. These are done to compute the necessary unconditional moments of
the responses, whereas the PQL and HL approaches estimate the parameters of the
models through the prediction/estimation of the random effects. The moment ap-
proach is also expected to produce consistent estimates for the parameters, whereas
the PQL and HL approaches may fail to produce such consistent estimates espe-
cially for the variance component of the random effects.

Note that as opposed to the binary case, one does not need any simulation or other
numerical techniques to compute the first— or higher-order moments of the count
responses following Poisson mixed models. Thus, we provide here the estimating
equations based on an ordinary method of moments (MM) where necessary mo-
ments can be computed directly provided random effects are normally distributed.
More specifically, under the Poisson mixed models, one estimates 3 and G% by solv-
ing the moment equations

K n;
vi(B.0y) =3 Y xij{yij— ij(B,0y)} =0, (4.55)
i=1j=1
and

i=1 Jj= Jj<k

' 2 nj i
w2(ﬁ76)%):2 ( yij) - <ZA’i,i,i(BaG)%)+2Zlijk(ﬁvo-)%)> =0,
j 1 =1

respectively, where

1
wij = E[¥y] = exp(xi;B + 507), ij; = E[Y]] = wij +exp(oy ),

and
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Aijk = E[Y;;Yu] = exp(o. )“lj.ulkv

by (4.14) — (4.16).
Now by re-expressing these two moment equations in (4.55) and (4.56) as

w1 —§
:ll 1]:o, (4.57)

wr—&

Vi

V2

and writing
W{a% w= W17W2] and é = [§{7§2]/7

one may obtain the MM estimate of 6 = [f’, 0'},} by using the Gauss—Newton iter-
ative equation

R R & !

GMM(V+1) = QMM(F)+ |:(99:| [W—g]r, (4.58)

r

where [], denotes that the expression within the square bracket is evaluated at 6 =
éMM(r)7 the estimate obtained for the rth iteration. Let the final solution obtained
from (4.58) be denoted by Gyy.

Note that because E[y] = 0, the MM estimator Gy is consistent for 6 but it may
still produce biased estimators in finite sample cases. Moreover, the MM estimator
can be inefficient. In the next section, it is demonstrated through a simulation study
that the MM approach indeed produces highly biased estimates in the finite sample
cases for both regression and variance component parameters, especially when the
true variance parameter value is large. The simulation study also includes a moments
based generalized quasi-likelihood approach proposed by Sutradhar (2004) which
appears to work much better than the MM approach, in estimating all regression and
variance component parameters.

4.2.6 Generalized Quasi-Likelihood (GQL) Approach

Let yi = (Vity-- -, )i reee ymi)’ be the n; response vector collected from n; members

of the ith (i = 1,...,K) family. Next, write the mean vector of y; and its covariance
matrix as

E[Y] = ﬂi(ﬁﬁ%) = (Wits- s Hijs- ooy Ming) 1 X 1 (4.59)

Cov[Yi] = Zi(B,05) = (o) : mi x ni, (4.60)

where, by Lemma 4.1,

1
Hij = exp(x;;B + *02)
oij; = var[Y;;] = p;; + [exp(o. )_ 1]I~Li2j
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Gijk = COV[Yij,Y,'k] = [,L,»j,uik[exp(c}%) — l], fOI‘j 75 k.

To understand the nature of the data through this Poisson mixed model, it is
of interest to estimate the parameters § and G%. Note that 0'5 = 0 would reduce
the mixed model (4.1) — (4.2) to a fixed model. Also it implies that the responses
of the members would be independent. Now, if the responses were independent,
one could have estimated the only parameter B by using the well-known quasi-
likelihood (QL) approach of Wedderburn (1974) [see also McCullagh (1983)] which
exploits the means and variances of the data. More specifically, the QL estimating
equation would have been

i=1j=1

z nj |fﬂhj W] =0 (461)
with p;; = exp(x,B).

4.2.6.1 Marginal Generalized Quasi-Likelihood (GQL) Estimation of 3

For the correlated responses, Sutradhar (2003, Section 3) has proposed a general-
ization of the QL approach of Wedderburn (1974) to a longitudinal setup, where the
mean vector and covariance matrix of the responses are utilized in estimating the
parameter(s) involved in the mean vector. Furthermore, Sutradhar (2004) has used
this generalized quasi-likelihood approach in the binary and Poisson familial setup.
For the present Poisson familial (mixed) model with the unconditional mean vector
U; and covariance matrix X; as in (4.59) and (4.60), respectively, the GQL estimating
equation for B, assuming known o2, is given by

oy
1 9B

The expectation of the estimating function in the left-hand side of (4.62) is zero,
therefore the GQL estimator, say BGQL obtained by solving (4.62) would be consis-
tent for . Furthermore, because the estimating equation (4.62) is fully standardized
by using the inverse of the covariance matrix as the weight matrix, Bgor will also be
highly efficient, the maximum likelihood estimator being fully efficient or optimal,
which is, however, not easy to obtain under the present mixed model setup.

Note that the solution of (4.62) may be obtained by using the Gauss—Newton
iterative equation

N

=7 (i — i) = 0. (4.62)

1

Boor(r+1) = Beo(r)

o oy I a;
Z ilaﬁl [z b M)]r, (4.63)
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where [|, denotes that the expression within the square bracket is evaluated at
B = BooL(r), the estimate obtained for the rth iteration. It also can be shown that
asymptotically (as K — o), for known o2, the final GQL estimator obtained from
(4.63) follows the multivariate Gaussian distribution with mean  and the covari-
ance matrix given by

~1
d o
cov(BGQL) = limitg o [Z a";’ ! 85’1 . (4.64)

4.2.6.2 Marginal Generalized Quasi-Likelihood (GQL) Estimation of cr%

Sutradhar [2004, eqn. (3.4), p. 270] has developed the GQL estimating equations
for the joint estimation of 8 and O')%. It can be shown that, conditional on ¥/, all
first— and second-order responses can form a sufficient statistic for the parameters
B and G}% involved in the generalized linear function 1;; = x; j B+ oyy (Jiang, 1998),
therefore we write a second order response based GQL estimating equation for the
marginal estimation of 0'7,7 whereas the first-order responses were used to construct
the marginal GQL estimating equation (4.62) for the estimation of 3.
Let

i = (ujy,ufp)' (4.65)

be the vector of all second-order responses under the ith family, where

2 2 2 N\ .
up = (yil7"~ayija"'7yin,-) i X 17

iy = (VirYizs - > YijYiks - > Yiim—1)Yin) s J <k @ x 1.
Furthermore, let
Ai = E|Uj]
= (Ait1s- > Aijjs ey Mimms Airas 5 Aijies s Aigmg—1ymy) (4.66)
where, by (4.56), 4;j; = E[Y; ] Uij +exp(o. )[JU forall j=1,...,n;, and A;j4 =

E[Y;;Yy] = exp(cy),u,],u,k forall j £k, j,k=1,...,n;. Also, let

cov(Uj) cov(Ui1,U},)
Q; =cov(U;) = (4.67)
cov(Upn)
Fi Gi
- , (4.68)
H;

where the formulas for the component matrices F;, G;, and H;, are given in Lemma
4.3 below. In the fashion similar to that of (4.62), for known f3, one may solve the
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GQL estimating equation

K oAl
S ~o3 Q7 (i —4) =0, (4.69)
i=1 Y

for G% in order to obtain a consistent and highly efficient estimator for O')%. Let

6)%, Gor denote the solution of (4.69) which can be obtained by using the iterative
equation

—1
R . K oA 0
G%,GQL(H' 1) = G)%,GQL(”) + ; 96% (0 180‘%]
K &)‘i/ .
X in ac;Q" (u,»—x,»)] , (4.70)

where [, denotes that the expression within the square bracket is evaluated at G% =
6)%) Go (7). the estimate obtained for the rth iteration. Furthermore, similar to that
of (4.64), it can be shown that asymptotically (as K — o), for known f3, the final
GQL estimator obtained from (4.70) follows the univariate Gaussian distribution
with mean 6% and the variance given by

23962 907 @7

~1
K or dA;
var(67 gop ) = limitg .. [ (YoRp R I
4
Note that in practice, the iterative equations (4.63) for 8 and (4.70) for G% con-
stitute a cycle, and the cycles of operation continues until convergence, to obtain the
final GQL estimates oz, and 6%GQL for B and 62, respectively.

Lemma 4.3. Recall from (4.1) that conditional on the random family effect ¥;,
vij follows the Poisson distribution with mean parameter [;; = exp(x; jﬁ +7), for
all j=1,...,n;. Also we have assumed that ¥; id N(0,03). For u; = (u},,ul,)" as in
(4.65), it then follows that the formulas for the component matrices of £; = cov[U}],
namely of F;, G;, and H; (4.68), are given by
Formula for cov[U;;| = F;

2
ijj
= Wij [1 + TU;; exp(c}%) —|—6,Ll.12j exp(36§)
+ 1} exp(60y)| — A7, forj=1,....n; 4.72)
cov[Y;3, Yiil = Gijjuk — Aij ik

= pijtix exp(oy) [1+{ i+ i} exp(205)

2
var[Y;] = ¢ijjjj — A
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+ /.Lijuikexp(SG}%)] — Aijjhigk, for j#k, jk=1,...,n;,(4.73)
where the formulas for y;; and A;;; forall j=1,...,n;, are given by (4.56).
Formula for cov|[Up,| = H;
varlY;Yu] = i — Ay for j #k (4.74)
Oijjkm — AijkAijm for j =1L

ijjke — /lijkli o forj=m

cov[Y;;Yi, YirYim| = st — A Fork — @.75)
Oijike — Aijkhine  fork =m
COV[Yinikvyl'[Yim] = ¢ijk€m — }'ijkli/,m (476)

= WijMikMictim €xp(607) — AijiAigm, for j # €, k # m(4.77)

where A;j; for j # k are given by (4.56), ¢;; jw is given in (4.73), and
Oijjem = Mijlictimexp(305) [1 4 wijexp(307)]

Gijikm = MijMixMimexp(307) [1+ wimexp(307)] ,

for example.
Formula for cov(U;;,U}| = G;

Oijjje — Aijjhije for j=k

cov[Y;, YuYi] =

. 4.78
Bijjjk — AijjAijic for j =1 *78)

COV[YI% YiYie] = @ijjee — Aijjhike, for j#k,j#L, (4.79)
where ¢ jx¢ is as in (4.75), and
9ijjjk = Mijkiexp(oy)[1+ 3 exp(20y ) + i exp(507 )],

for example.

Proof: All these formulas for the moments can be derived by computing first the ap-
propriate conditional moments for given random family effect ;, and then taking the
average over the distribution of the random family effects. For example, to compute



4.2 Estimation for Single Random Effect Based Parametric Mixed Models 83

4 gk
E(Yij|’yi)_l'"ij+7uz/ +6ou“lj +.uzj )

where ,LL;;- =exp(x] J B +7;). We then take the expectation of this conditional moment
over the normal distribution for 7;, and obtain

ijijj = E[Y;}) = ExE[Y]]

= wij [1+7wijexp(oy) + 61 exp(30;) + ;) exp(60; ) |

as in (4.72). Similarly, the remaining fourth-order moments are computed using the
basic steps as follows;

Gijice = Ey[E(Y1%)E (Y| %))
= Eyl{uf; + 1" Hui + 13 )]
Oijjjk = En[E(Yf;Wi)E(Yikh’i)}
= Eyl{u; + 305" + 15 Hug
Oijjke = Ey, [E(Yiﬂ%)E(YiH%)E(YMWi)]
= Ey[{uf;+ 1" i
Pijie = Ey [E(Yij|v)E (Yie| ) E (Yie| ) E (Yim | 7))

= Ey [ Mg o i) - ©

4.2.6.3 Joint Generalized Quasi-Likelihood (GQL) Estimation for  and G%

For quick convergence of the estimates, one may like to estimate 3 and 0'% jointly.
For this, the estimating equations (4.62) and (4.69) may be combined as follows.
Let

Si = (y;v u;)l

with
E[S;] =& = (ui,A{)', and cov[Si] =T;, (4.80)

where p; and A; are as in (4.62) and (4.66), respectively, and

cov(¥;) cov(¥,,Uy)

Y; =cov(S;) = [ (4.81)

cov(U;)
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i A
= , (4.82)
Q;
with X; and €2; as in (4.62) and (4.68),respectively, and
A; = [cov(Y;,U})) cov(Y;,U))| = [B; Eil.
The formulas for B; and E; may be computed as follows.
Formula for cov[Y;,U/;] = B;
cov[Vij, Yil = & juk — Mijij
= Ey[E(Yi|%)E (Y| %)) — tijhi
= Ey [ Hbti 4 157 — i (4.83)
Mij [1 +3ijexp(o; ) Jrnuzj exp(30' )
) —mi{1+3uiexp(oy) }] for j =k
i j ik [{GXP( 7)—1}
Fugexp(o){exp(203) —11]  forj £k,
Formula for cov[Y;,U),| = E;
cov[Yj, YiYie) = &jjke — MijAike, k # L
= Ey[E(Yij|v)E (Y| v)E (Yie| %)) — MijAine
= Ey [ i Mip) — MijAine (4.84)
wijticexp(oy) [1 4 wij{exp(20y) — 1}] fo
= ouij#ikeXP(G%) [ +.utj{eXp( ) - 1}}
ik ticexp(oy) [exp(205) — 1] for j # k, j# L.

For 6 = (B’,0;)’, it then follows that the joint GQL estimating equation for f3
and o, may be written as

/

K
Z —¢)=0. (4.85)

This equation can be solved by using the iterative equation
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Ocor(r+1) = b6oL(r)

Zig ;! jg‘,] [Z 9y —Ci)] . (4.86)

where [, denotes that the expression within the square bracket is evaluated at 6 =
éGQL(r), the estimate obtained for the rth iteration. Furthermore, similar to that of
(4.71), it can be shown that asymptotically (as K — o), the final GQL estimator
obtained from (4.86) follows the multivariate Gaussian distribution with mean 6
and the variance given by

ac! ¢
var(@gor) = limitg ... [Z 3% r! ag/] ) (4.87)

4.2.7 Efficiency Comparison

4.2.7.1 Efficiency Comparison Between GQL and MM Approaches: A Small
Sample Study

We now examine the efficiency performance of the GQL and MM estimators
through a simulation study. For simplicity, we consider a Poisson mixed model with
two fixed covariates and one source of random effects, so that conditional on the
random effects, the count response is generated from the Poisson distribution with
mean

Wi = exp(xiji Bi +xip 2 + 0y%;), (4.88)

[see (4.3)]. We consider 3; = B, = 1 and K = 100 clusters. Furthermore, we consider
n; =n = 6 for all i. The two design covariates were chosen as

l forj=1,...,3;i=1,....,K/2
xiji =4 0 forj=4,....6;i=1,... . K/2

1 forj=1,...,6;i=(K/2)+1,....K
and

1 forj=1,....3;i=1,...,K/2
2 forj=4,....,6;i=1,...,K/2
Xij2 = -1 forj:1,2;i:(K/2)+1,...,K

0 forj=3,4i=(K/2)+1,....K

1 forj=5,6;i=(K/2)+1,....,K
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In addition, the ; were independently generated from a standard normal distribution.
With regard to the selection of the variance of the random effects, we choose G}% =
0.4, 0.8, 1.0, and 1.25. We remark that even though in theory the overdispersion
index parameter G% can take any value from 0 to oo, for practical purposes G)% >1.0
appears to be quite large. This is because under the Poisson-normal mixed model
(4.1), the overdispersion in the count data may increase significantly even if the
increment in 6}% is small. To be specific, the variance of y;;, 0;;; = u;;+ [exp(c%) -
1] ufl-, under the Poisson-normal mixed model increases significantly, depending on
the value of the mean function u;; = exp(x;]-ﬁ + %G%), even if G% changes from
1.0 to 1.2, for example. We further remark that Breslow and Lin (1995, P. 90) were

able to obtain unbiased estimates of this overdispersion index parameter G)% when

G% ranges only up to 0.5.

To simulate the data, the responses (y;i,.. ., y,-nl.) for n; = 6 for each cluster i were
generated as realizations of the Poisson model (4.1) with mean and variance equal to
;= exp(Bixiji + Paxijp + oyY; ). The simulated data (yi;), j=1,...,6,i=1,....K
(K = 100), and the covariates (x;j,), u=1,...,p; j=1,...,6,i=1,...,K, were
used to compute the estimates of the fixed-effect parameters § and variance com-
ponent 6% of the random effects, based on the MM and GQL approaches discussed
in Sections 4.2.5 and 4.2.6.3, respectively. More specifically, the estimates were
obtained by using the Newton—Raphson iterative equation (4.58) to solve (4.57)
for the moment estimates and by using (4.86) to solve (4.85) for the joint GQL
estimates. We have used the same small initial values for each of the § and G)%
parameters under both moment and GQL approaches. The iterative procedure was
terminated when the difference between the estimates of two consecutive iterations
was less than or equal to 0.005. The simulation was repeated 1000 times in order to
obtain the mean value and standard errors of the parameter estimates.

Table 4.5 Comparison of the MM and GQL based simulated mean values, standard errors, and
mean squared errors of the regression estimates for selected values of G)%; K=100;n,=n=6
B1 = B, = 1; 1000 simulations.

Regression Regression Estimates
parameter Method Quantity G}f =0.40 0.80 1.00 1.25
Bi MM  Mean 1.048 1.067 1.072 1.079

SE 0.024  0.026 0.026 0.026

MSE 0.003  0.005 0.006 0.007

GQL  Mean 1.016  1.023 1.000 1.035
SE 0.021  0.029 0.045 0.033

MSE 0.001  0.001 0.002 0.002

B2 MM  Mean 0.891  0.815 0.780 0.738
SE 0.016 0.017 0.017 0.017

MSE 0.012  0.035 0.049 0.069

GQL  Mean 0.951 0.952 0.953 0.957
SE 0.016  0.021 0.022 0.025

MSE 0.003  0.003 0.003 0.003
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Note that 8 and G% were estimated jointly based on moment and GQL ap-
proaches discussed in Sections 4.2.5 and 4.2.6.3. Table 4.5 reports the simulated
mean values and standard errors of the estimates of f; and 3, computed by:
(1) Jiang’s moment method, and (2) the joint generalized quasi-likelihood approach.
As both the moment and GQL approaches yield biased estimates, we compute the
mean squared errors to study the efficiency of the estimators. More specifically, the
efficiency of one estimation method as compared to its counterpart should be com-
puted by comparing the mean squared errors of the estimator, not by comparing the
variances of the estimators produced by the methods. With this in view, we report
the simulated mean values, standard errors, and the mean squared errors of the re-
gression estimators in Table 4.5 and for the estimator of the variance component in
Table 4.6.

Table 4.6 Comparison of the MM and GQL based simulated mean values, standard errors, and
mean squared errors of the estimates of variance components of the random effects for selected
values of G%; K =100; n; =n = 6; B; = B, = 1; 1000 simulations.

Variance Component Estimate

Method Quantity O'}f =0.40 0.80 1.00 1.25
MM  Mean 0.192  0.410 0.529 0.677
SE 0.019  0.027 0.032 0.036

MSE 0.044  0.153 0.223 0.330

GQL  Mean 0.353  0.789 0.990 1.376
SE 0.042  0.117 0.222 0.225

MSE 0.004 0.014 0.049 0.067

It is clear from Table 4.5 that in estimating both f3; and f3,, in general, the GQL
approach leads to a large reduction in bias and hence in mean squared errors rel-
ative to the moment approach. In particular, the moment approach performs very
poorly in estimating 3, as compared to the GQL approach. For example, for the
case when G}% = 0.8, the moment approach yields 0.035 as the mean squared error
of the estimator of f3,, whereas the GQL approach yields only 0.003 for this estima-
tor, resulting in very large mean squared error efficiency gain for the GQL approach.

Note that the simulations are done also for large G)% such as G% = 1.0, 1.25, which

are beyond the ranges for G% considered by Breslow and Lin (1995) and Sutradhar
and Qu (1998). In all cases, the GQL approach performs better than the moment
approach.

It is clear from Table 4.6 that for all 0'3, the GQL method performs extremely
well in estimating 673 as compared to the MM approach of Jiang (1998). The mo-
ment approach grossly underestimates 0';, whether G}% is large or small, whereas the
GQL approach slightly underestimates G% when 6}% is small, and overestimates G)%
when G)% is large. But as compared to the moment approach, the amount of bias is
relatively insignificant. Furthermore it is clear from the table that the MSEs yielded
by the moment approach are much larger than those of the GQL approach. The per-
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formance of the moment approach is worse for the large G% cases. This is because

2
as O',y

as compared to the cases with smaller G%. In general, the standard errors of both

GQL and moment estimators increase as 0'% increases, but the moment approach

increases, the moment approach appears to be highly biased in estimating 62,

produces smaller standard errors for the large 6% cases. This better performance of
the moment approach in producing smaller SE is apparently due to the fact that the
moment approach appears to yield similar simulated estimates but they are far off
from the actual parameter values. Thus, in summary, the GQL approach performs
much better than the moment approach in estimating all parameters of the Poisson-
mixed model including the regression effects.

4.2.7.2 Efficiency Comparison Between GQL and HL Approaches: A Small
Sample Study

As pointed out in Section 4.2.4, the hierarchical likelihood approach [Lee and
Nelder (1996)] is conceptually quite similar to the penalized quasi-likelihood (PQL)
approach [Breslow and Clayton (1993)]. Both of these approaches use the predicted
random effects for the estimation of the regression effects § and the random effects
variance component G}%. As discussed in Section 4.2.2, it is, however, known that
the PQL approach may not produce consistent estimates for 62, especially when
the true value of G}% is large. Because of the similarity between the PQL and HL
approaches, the HL approach may also produce biased and hence inconsistent esti-
mates. A simulation study by Chowdhury and Sutradhar (2009) appears to support
this conjecture that the HL approach similar to the PQL approach may encounter
convergence difficulties in estimating the parameters, especially the variance com-
ponent of the mixed model. We present here a part of this simulation study by
Chowdhury and Sutradhar (2009).

The data were generated in the same way as in the last section with Poisson
mean given by (4.88). For the family size, we now consider two values, namely,
nj=n=4,6,foralli=1,...,K = 100. For the variance component of the random
effects, we choose G}% =0.4,0.8, and 1.20. As far as the covariates are concerned,
the first covariate is kept the same as in the last section but a slightly different second
covariate was chosen. These covariates are:

1 forj=1,2,...,n;/2; i=1,2,....,K/2
Xij1 = OfOI’j:}’li/z—‘rl,...,}’l,’; i:1,2,...,K/2

1 forj=1,...,n;; i=K/2+1,....K
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1 forj=1,2,...,n;/2; i=1,2,...,K/2

2 forj=n;/2+1,...,n;; i=1,2,...,K/2
Xij2 =
0 forj=1,2,...,n;/2; i=K/2+1,...,K

1 forj=n;/2+1,....,n;; i=K/2+1,....,K

Next, under each simulation, the simulated values of {y; j} along with the values
of the covariates {x;;} were used to obtain the HL estimates of 8 and 0'3 by using
(4.50) and (4.52), respectively. To obtain the GQL estimates, unlike in the last sec-
tion, we have solved the marginal GQL estimating equations (4.62) for 8 and (4.69)
for G%. Note that under the HL approach, we also had to estimate % (i = 1,...,100)
by treating them as the fixed parameters, but these estimates were not reported as
they are not of direct interest. The simulated means (Mean) and simulated standard
errors (SE) for the GQL and HL based regression estimates are shown in Table 4.7
for selected cluster sizes n; = 4, and 6, and for all selected values of 0'7%.

Note that in the last section, we have used the simulated MSEs for comparing the
efficiency of the GQL and MM estimates. This type of MSE based comparison is
appropriate when competitive approaches are not so biased but they produce differ-
ent standard errors. However, when an estimate becomes highly biased with small
standard error, it turns out to be an useless estimate. For this reason, to compare
the performances of the actual convergence of the estimates to their corresponding
parameter values, in this section we have computed the simulated relative bias (RB)
given by
[Mean - True g&gameter value| % 100.

These RBs for the regression estimates are reported in the same Table 4.7 for two
cluster sizes and selected values of the overdispersion index parameter.

With regard to the estimation of f; and 3, the results in Table 4.7 show that the
GQL approach always produces the regression estimates with smaller relative bias
as compared to the HL approach. This better performance of the GQL approach
appears to hold for both cluster sizes n; = 4, and 6; as well as for all small and
large values of G% =0.4, 0.8, and 1.2. For example, when n; = 4 and G% = 0.4, the
GQL estimates of §; and 3, are slightly biased with RBs 27 and 40, and respective
RBs are 15 and 22 when 0'73 = 1.2. But, the HL estimates for the same regression
parameters appear to converge to wrong values with small standard errors. To be
specific, for n; = 4, the HL estimates of f3; and [, appear to have RBs 300 and
411 when 0'% = 0.4, and strikingly large RBs 1162 and 1582 when G% = 1.2. For
cluster size n; = 6, the performance of the HL based regression estimation appears
to improve for large variance components, but the RBs still remain higher than for
the corresponding GQL estimates. Thus, irrespective of the cluster size n; and the
value of G%, the GQL approach performs much better than the HL approach in
estimating 3; and f3;.

Note that the comparison between GQL and HL approaches by Chowdhury and
Sutradhar (2009) was done for wide-ranging values for family size, with smallest

RB =
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Table 4.7 Comparison of the GQL and HL based simulated mean values, standard errors, and
relative biases of the regression estimates for selected values of G%', K =100; B, = B> = 1; 500
simulations.

Family Regression Regression Estimates
Size (n;) Parameter Method Quantity G)f =040 0.80 1.20
4 Bi HL Mean 1.0878 1.1661 1.2894
SE 0.0293  0.0277 0.0249
RB 300 600 1162

GQL Mean 1.0109 1.0125 1.0079
SE 0.0405 0.0483 0.0523
RB 27 26 15
B HL Mean  1.0760 1.1430 1.2594
SE 0.0185 0.0205 0.0164
RB 411 698 1582
GQL Mean 1.0122 1.0108 1.0097
SE 0.0305 0.0399 0.0442

RB 40 27 22

6 Bi HL Mean  1.0958 1.1583 0.6222
SE 0.0240 0.0270 0.1131
RB 399 586 334

GQL Mean 1.0112 1.0081 1.0049
SE 0.0351  0.0460 0.0491

RB 32 18 10
B HL Mean  1.0831 1.1366 0.6498

SE 0.0152  0.0207 0.1039

RB 547 660 337

GQL Mean  1.0115 1.0080 1.0053
SE 0.0283  0.0375 0.0415
RB 41 21 13

size n; = 2 and the largest size n; = 16. It was found by these authors that the pat-
tern of the regression estimates as a function of n; and G}% is different under the HL
approach as compared to the GQL approach. When cluster size is small such as n;
=2, 4, and 6, the RBs of the regression estimates were found to get smaller for the
GQL estimates but they were found to get larger for the HL estimates, as the value
of 6% increases. When cluster size is large such as n; = 10 and 16, the performances
of the GQL estimates of the regression parameters were found to remain the same

irrespective of the value of G%, whereas the HL estimates were found to perform bet-
ter as the value of G% increases. But, when HL and GQL approaches are compared,
the GQL approach was found to perform uniformly better than the HL approach in
estimating 31 and ;.

With regard to the estimation of the overdispersion parameter 62, the results in
Table 4.8 show that the GQL approach, in general, performs better than the HL
approach. For example, when n; = 6, the GQL approach produces G% estimates with
RBs 14 and 23 for G% = 0.4 and 1.2, respectively; whereas the corresponding RBs
for the HL estimates are found to be 65 and 196, respectively.
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Table 4.8 Comparison of the HL and GQL based simulated mean values, standard errors, and
mean squared errors of the estimates of variance components of the random effects for selected
values of 67; K = 100; B; = B, = 1; 500 simulations.

Variance Component Estimate
Family Size (n;) Method Quantity ; =0.40 0.80 1.20

4 HL Mean  0.4043 0.8281 1.3488
SE 0.0547 0.0528 0.0727
RB 8 53 205

GQL Mean 0.3923 0.7819 1.1719
SE 0.0646 0.0773  0.0898

RB 12 23 31

6 HL Mean  0.4170 0.8499 1.8340
SE 0.0261 0.0467 0.3234
RB 65 107 196

GQL Mean 0.3926 0.7939 1.1806
SE 0.0539 0.1449 0.0847
RB 14 4 23

4.2.8 A Health Care Data Utilization Example

As an application of the familial count data model we consider a dataset on health
care utilization, collected by the Department of Community Medicine, Health Sci-
ence Center (General Hospital) St. John’s, Canada. This dataset consists of informa-
tion on the number of visits paid to a physician during 1985 by 180 members of 48
families. Also information on various associated covariates such as gender, educa-
tion level, chronic disease condition, and age were collected. This familial data-set
is a part of the complete familial longitudinal data collected from the members of
these 48 families over a period of six years from 1985 to 1990. The complete dataset
is given in Table 6A in the appendix of Chapter 6. However, our purpose here is to
study the familial data for a given year, such as 1985. Note that in the present set up
the responses are counts. Furthermore, as n; (three or four) members belong to the
same family, it is likely that the responses of the family members would be corre-
lated. These correlations are referred to as the structural correlations. It is of scien-
tific interest to take the structural correlations into account and examine the effects
of selected covariates on the number of visits paid by a member to the physician.

We consider four important associated covariates: gender (x;j1), the chronic con-
dition (x;j2)[CC], education level (x;;3)[EL], and age of the individual (x;4); and
code them as follows.

- 0 female o 0 without chronic diseases
I 1 male U271 with chronic diseases

Xij3 = { 0 less than high school Xjjs = exact age of the individual.

1 high school or above
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However, before we consider a formal analysis for the effects of the covariates on
the count responses, it is helpful to understand the summary statistics for the data.
For this purpose, we present the observed distribution of the count responses, from
180 individuals, by all four covariates in Table 4.9.

Table 4.9 Summary statistics of physician visits by four covariates in the Health Care Utilization
Data for 1985.

Number of Visits

Covariates Level 0 1 2 3—5 >6 Total
Gender Male 28 22 18 16 12 96
Female 11 5 15 21 32 84
Chronic Condition No 26 20 15 16 11 88
Yes 13 7 18 21 33 92

Education Level < High School 17 5 11 10 15 58
> High School 22 22 22 27 29 122

Age 20-30 23 17 14 15 15 84
31-40 1 3 3 3 11
41-50 4 4 5 12 8 33
51—-65 105 8 5 13 41
66 — 85 1 0 3 2 5 11

It is seen from Table 4.9 that, in general, more males appear to visit their physi-
cian a smaller number of times, whereas a large number of females visit the physi-
cian at least three times. As expected, we see that an individual with chronic diseases
visits a physician more often. Physician visits for individuals with a higher level of
education seems to be evenly distributed, that is, individuals are just as likely to visit
a physician once as three to five times. For those with a lower level of education,
they appear to either not visit their physician, or visit a large number of times. With
regard to the relationship between number of visits and age, we have temporarily
made five age groups and observed that some of the individuals in the 20 — 30 age
group have visited a physician a large number of times. As expected, a large num-
ber of individuals did not visit a physician at all. For older age groups, there was a
tendency for an individual to see the physician more often.

We now turn back to the confirmatory analysis. The main objective is to find the
effects of the aforementioned four covariates on the physician visits by the members
of 48 randomly chosen families. Jowaheer, Sutradhar, and Sneddon (2009, Section
4.1.2), among other things, computed these effects by using the MM and joint GQL
approaches. Chowdhury and Sutradhar (2009) reanalyzed this dataset by using the
HL and marginal GQL approaches. The GQL estimates reported in these two works
were found to provide similar results, except that because of different coding for
some covariates such as gender, the numerical values for the estimates were differ-
ent. For convenience, we now provide here the MM, HL, and marginal GQL esti-
mates from Chowdhury and Sutradhar (2009) but interpret the GQL estimates only
as it is evident by the simulation studies discussed in Sections 4.2.7.1 and 4.2.7.2
that the GQL approach produces less biased and more efficient estimates than the
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MM and HL approaches. Note that the random effects variance is an index parame-
ter for familial/structural correlations among the count responses of the members of
a given family. As discussed in the last section, this variance component or familial
correlation index parameter plays an important role in obtaining consistent and effi-
cient estimates for the effects of the covariates. The estimates for regression effects
and variance component along with their estimated standard errors are displayed in
Table 4.10.

Table 4.10 The MM, HL, and marginal GQL estimates along with the corresponding estimated
standard errors, for the Health Care Utilization Data for 1985.

Effects of the Covariates Variance

Method Quantity Gender(3;) CC(,) EL(f33) Age(fs) 6‘%

Marginal GQL Value —0.754  0.666 0434 0.010 0.873

SE 0.091 0.125 0.123 0.0030  0.409
HL Value —0.693  0.689 0.633 0.016 0.187

SE 0.080 0.088 0.067 0.0017  0.020
MM Value —0.651 0.686 0.511 0.014  0.529

SE 0.079 0.088 0.067 0.0017 —

First, the large value of the GQL estimate of 6}%, that is, 6% = 0.873, indicates
that the data is highly overdispersed. This parameter estimate appears to explain the
basic mean and variance of the observed data very well. This is because, when we
computed the mean and the variance of the count responses from all 180 members,
it was found that on the average each individual member visited a physician 3.92
times with very large variance 22.66. Further note that the variance component also
affects the familial correlations.

Next, with regard to the regression effects, the negative value of [31(GQL), namely
ﬁl(GQL) = —0.754 indicates that females made more visits to the physician as com-
pared to males. The positive values for BQ(GQL) and B4<GQL>, namely, 32(GQL) =0.666
and ﬁ4(GQL) =0.010 suggest that the individuals having some chronic diseases or in-
dividuals who are older pay more visits to the physician, as expected. The effect of
the education level on the health condition, however, appears to be intriguing. This is
because 33(GQL) = 0.434 suggests that highly educated individuals have more visits
compared to individuals with a lower level of education. One of the possible reasons
for this type of behavior of this covariate may be that individuals with a higher level
of education are more concerned about their health condition and also they have
better facilities as compared to the individuals with a lower level of education.
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4.3 Estimation for Multiple Random Effects Based Parametric
Mixed Models

4.3.1 Random Effects in a Two-Way Factorial Design Setup

Consider the Poisson mixed model in (4.1) but suppose that unlike (4.2), 1);; is now

a function of more than one random effect. To be specific, let 7; be the same random

effect as in (4.2) such that ¥ Ey ( ) Furthermore, let o; iid (0,02) denote the

individual random effect of the jth member of the ith family. Then for ;" = 7/ 0y
and of; = o; /O, the conditional mean in a two-way design setup for the count
responses following the model (4.1), may be expressed as

E[Y;j|%, 0] = i = exp[ni], (4.89)
[Lin (1997), Jiang (1998), and Sutradhar and Rao (2003)] with
Mij = h(xjjB + oyY + 0a.0t), (4.90)

h(-) being a known link function, and 3 the effect of the covariates x;; on the re-
sponse y;;. It is clear from the model (4.1) with 1;; in (4.90) that the responses
Yils+++sYijs-- -2 Yin; under the ith family are influenced by both an unobservable ran-
dom family effect as well as by an unobservable individual random effects.

As far as the inferences for the parameters 3, G , and G are concerned, Sutrad-
har and Rao (2003) have demonstrated in the context of famllial binary data anal-
ysis that the generalized quasi-likelihood approach produces consistent and highly
efficient estimates as compared to the so-called method of moments considered by
Jiang (1998). In a manner similar to that of Sutradhar and Rao (2003), one may deal
with the Poisson mixed model defined by (4.1) and (4.90), and develop the GQL
and MM estimating equations for all three parameters.

4.3.2 One-Way Heteroscedastic Random Effects

As opposed to the two-way random effects models defined by (4.1) and (4.90), there
also exist one way random effects models with heteroscedastic variances. See, for
example, the models considered by Jiang and Zhang (2001). For the case with two
heteroscedastic groups of families/clusters, this type of models for the familial count
data may be expressed as

E[Yij|vi, Yol = Wi = exp(n}5), (4.91)
with

. [ h(BHoyvy),  fori=1,... K
Wi =\ h(;B + o), fori=Ki+1,....K
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where forbothu =1 and u =2, 7;, %N(O, Dandyi(i=1,...,K;)and y5(i=K, +
1,...,K) are independent. For the estimation of f3, 6y, and o,, parameters, Jiang
and Zhang (2001) suggested an improved method of moments (IMM), but as shown
by Sutradhar (2004), this IMM approach has several pitfalls. Furthermore, the GQL
approach outperforms the so-called IMM approach with regard to the efficiency of
the estimators.

Note that the difference between the model (4.89) and (4.91) is that y;;, the count
response of the jth member of the ith family, is influenced by the unobservable ith
family effect as well as the jth individual effect under the model (4.89), whereas
under the model (4.91) y;; is influenced either by the family effects with variance

G% or by the family effects with variance G)%z.

4.3.3 Multiple Independent Random Effects

In some situations in practice, the count responses under the ith (i = 1,...,K) fam-
ily may be influenced by two or more independent random effects with a distinct
component of dispersion. For example, in a clinical study of ‘asthma attack’ counts
for the children of a family, it is reasonable to consider that the frequency of asthma
attack on a sibling may be influenced by two random effects components that repre-
sent the prevalence of asthma in both the mother’s and father’s families. Let 9; and 7;
represent these two unobservable random family effects. Suppose that ; ~ N(0, 6}%)
and 7; ~ N(0,02) and 7 and 7; are independent for all i = 1,...,K. Then, unlike
(4.89) — (4.90) and (4.91), the conditional mean of the count response y;; now may
be written as
' = E[Yi| %, t] = exp(nj) (4.92)
with
Nij = h(x};B +zi10y¥ +2220:T;), (4.93)

where ¥ = 7;/0y and T = 7 /0;. In (4.93) B is a p x 1 vector of regression effects
and z;; and z;» are known covariates corresponding to % and 7;. Note that if these
covariates are identical, that is, z;; = z; foralli=1,...,K, and 0y = 07, then there
will be a problem of identification between 0y and 0. Thus, in any demonstrations
for the effectiveness of any estimation method for the estimation of both variance
components, it would be appropriate to consider different values for these variance
components in a situation when z;; = zj».

Further note that because the exact likelihood approach, as demonstrated in Sec-
tion 4.2.1, is complex for a single random effects based Poisson mixed model, this
approach will be much more complicated in the present case with two or more vari-
ance components. Also, because of the difficulties encountered by the PQL and HL.
approaches in producing consistent estimates of the variance components, in this
section we concentrate on the GQL [Sutradhar (2004)] and MM [Jiang (1998)] ap-
proaches only, and for convenience of practitioners, provide the necessary formulas
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for the construction of the estimating equations under these approaches. These for-
mulas are also available from Jowaheer, Sutradhar, and Sneddon (2009).

4.3.3.1 Method of Moments Estimation for 3, G%, and Grz

In this approach, following Jiang (1998) [see also Jiang and Zhang (2001)], one
estimates the parameters of the model in (4.92) — (4.93), namely, B, oy, and o7 by
using three moment estimating equations that are constructed based on three basic
statistics:

K n; K K
Wi=2 > xijyij, Wa =zl Ws =3 zali (4.94)
i=1j=1 i=1 i=l

where [; = 2;5":1 yizj +2% <k Vijyik- Let w = (W], W, W3)' be the (p +2)-dimensional
vector of these statistics and & = (&{, &>, &3)' = E(w). Similar to (4.57), the moment
estimates of the parameters (i.e., of 6 = (B’,05,07)"), are obtained by solving the
estimating equation

w—E&=0. (4.95)

Let Oy = ( B,(JM, 6'%, 62)' denote the moment estimator of @ which is the solution
of (4.95). This solution may be obtained iteratively by using the customary Newton-
Raphson iterative equation

Orant (r+1) = Oy (r) + (P) ) (W) ) (4.96)

[see also (4.58)], where ( )(,) denotes the expression within brackets is evaluated at
By (r). In (4.96), P is the (p+2) x (p+2) derivative matrix of & with respect to

0; that is
981 9% IS
ap’ Ip’ ap’

981 98 9&

P == ==
2 2 2
803, 803, 80‘7

4.97)

961 9% 9%
do? do? do?

Note that the formulas for &, &, and &3 may be obtained using the fact that, con-
ditional on ¥ and 7', y;; ~ Poisson(;) with p1; = exp(x}; B + zi1 6y ¥ +2:20:T)
as in (4.92) — (4.93) with identity link function (i.e., h(g) = g), and also, y;; and
vix are independent for j #£ k, j,k = 1,...,n;. See exercise 4.3 for these formulas.
Also, see Exercise 4.4 for the formulas for the derivatives required to construct the
derivative matrix P in (4.97).
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4.3.3.2 Joint GQL Estimation for 3, G , and o7

Recall from Section 4.2.6.3 that for the Poisson mixed model with one variance
component G)%, the components of 6 = (8, G%)/ were estimated by solving the joint
GQL estimating equation (4.85). We still can use this equation given by

K aci/

2356

“Hsi— &) =0, (4.98)

with a difference that 6 now has one more component, that is, 8 = (f’, Gy762)

Also, the formulas for ; and ¥; in (4.98) will be similar but different from those in
(4.85). Once these formulas are known, (4.98) may be solved by using an iterative
equation similar to that of (4.86). To compute the elements of {; and 1;, we re-

express their formulas from (4.80) — (4.82) as

G=E[S] = (4, A1, 4p), (4.99)
with
Wi = (M1, s Mijy -y Min]
ll'l - [Ail]a---7lijj7~~-;lin,-n,-]/
)‘iZ = [2’1127 e >)Lijk7 R 7)‘i(ni71)n,-]/? (4100)
and
[ cov(Y;) cov(Y;,U),) cov(Y;,Up)
Y; =cov(S;) = cov(Upt)  cov(Ui,Up)
i cov(Upn)
_Ei B, E;
= Qi1 Qin2
i Qin
(X B E;
- | FaGl, (4.101)
. Hi

Elements of the {; Vector
The formulas for the general elements in (4.100) are (see Exercise 4.3) given by

Wij = miipiqi, Aijj = mijpigi(1+mipiqy), Aijk = mijmapia;, (4.102)
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where
mjj = exp(x;;B, pi = exp(z10;/2), and g; = exp(z;,07 /2).

Elements of the X~; Matrix
It follows from (4.102) that

Var(Y;;) = 05 = Mij(1 — tij + Wiipia;)
Cov(Yij,Yix) = Oijk = Aijk — MijMik-

Next, for ,ui’} = mjja;b; = m;jexp(zi16yY; ) exp(z20:7;), by using the Poisson
based third— and fourth-order conditional moments

3
E(Y;|%,m)

4
E(Y;|%,m)

(15) +3(15)% +
(1) +7 (1) + 6(15)% + b

and the fact that the Y;; and Yj; are independent for j # k, conditional on 7; and T;,
one may derive the formulas for the elements of all submatrices in (4.101). More
specifically:

Elements of the B; Matrix

Cov(Yij,Y5) = wijll +3pjpia; +uipal — wij(1+3uwipia;)]  (4.103)
Cov(Y,Yii) = il (piqr — 1)+ tapiq; (pigi — 1)), Jj#k (4.104)

Elements of the E; Matrix

Cov(Yij, YY) = wijkapiqi (14 wj(ptgf = 1)) j<lI (4.105)
= Cov(Yy, Yu¥yj),  j>1
Cov(Y;j,YaYy) = wijtackapiqi (pial —1),  j#k#Lk<l (4.106)

Elements of the F; Matrix

Var(Y3) = pi[(1+ Twipia; +6uipiad + upi*ql?)

— i (14 ijpia;)?)] (4.107)
Cov(Y7,Yi) = wijttielpia; (1+ (ij + M) piai + ijip; "ai°)
— (L4 wpiaq)) (L + paepial)l,  j#k (4.108)

Elements of the G; Matrix
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Cov (Y}, YY) = tijiep; g7 [(1+43pi q} + u7:pi°q;°)
—wii( 4+ wipiq)l,  j<k (4.109)

= Cov(Y7,YaYyj), k<
Cov(¥2,YaYy) = Wijkakupiar [pia) (1+ wipiqf)
—(4wjpia))l,  j#Ak#Lk<l  (4.110)

Elements of the AH; Matrix

Var(Y;Yi) = pijtaepia; (1 + (Wij + M) pia}

+uuapia; (piay — 1)), j<k @.111)
Cov(Y;;¥ix, Yij¥im) = .uij“ik”imp?Q? [piqu'z +uij(p§q§ —1)],
j<kj<mk#m 4.112)

= Cov(Y;jYi, YimYij), j<km< jk#*m
= Cov(YiYij,YijYim), k<j,j<mk#m
= Cov(YiYij, YimYij), k<jm<jk#m
Cov(Y; Y, YiYim) = MijMixkis MimD; G
x(p¥qd —1), j<kl<mj#lLk#m (4.113)

Note that the construction of the GQL estimating equation (4.98) also requires the
formulas for the elements of the (p+2) x [n;(n; + 3) /2] derivative matrix 9§/ /00,
with 6 = (B,0;,07)'. Further note that to compute this derivative matrix, it is
sufficient to derive the formulas for du;;/dB, dAijj/dB, dAij/dB, duij/doz,
92ijj /002, dAiji] 902, dWij/ 02, dNijj /002, and dA;j/do2. These formulas are
available from Exercise 4.5.

We are now ready to solve the GQL estimating equation (4.98) for

0= (ﬁ/,G)%,Gg)/.
Let 801 = (3(’;QL, 6$(GQL), 62(GQL))’ be the solution of the GQL estimating equa-
tion (4.98). This solution may be achieved by using the iterative equation (4.86),
where now {; and 1; are given by (4.99) and (4.101), and the formula for the deriva-
tive matrix d{//d6 is given in Exercise (4.5).

4.3.3.3 Relative Performances of the GQL Versus MM Approaches: An
Asymptotic Efficiency Comparison
(a) Asymptotic Variance of the MM Estimator

Note that it follows from (4.96) that éMM has the asymptotic (K — oo) covariance
matrix given by
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Cov(Oyy) =P~ V(P71 (4.114)

where P is the first-order derivative matrix given as in (4.97), and V is the covariance
matrix of w.
For convenience of computation, we express the V matrix as

V11 V12 V13 Var(Wl) COV(Wl,Wz) COV(Wl,W3)
V= V22 V23 = Var(Wg) COV(WQ,W3) . (4.115)
Vi3 Var(W3)

Note that the elements of the V matrix in (4.115) can be computed as follows.
Recall W, W,, and W3 as defined in (4.95). It follows that Var(W)) is given by

K
Var(Wl) = Z [Gijjxijxﬁj +2 z G,'ij,'jxgk‘| ,
i=1 Jj<k

where 0;;; and o;; are defined following (4.102). Similarly, by exploiting the vari-
ances and the covariances from (4.103) to (4.113), the remaining elements of the V
matrix may be computed as follows.

Formula for Cov(W;,W>) :

K n; n;
COV(WlaWZ Z [Z ZZ,]X,]COV Yl]) +222111XUC0V ij kYzl)‘|

j=1lk=1 Jik j<l

K
= [ZZ,1X,JCOV( i, Y5 +ZZ,1XUC0V( ,,,Ylk)
Jj=1 J#k

+2 (2 zitXijCov(Yij, YY) + Y, zinxijCov(Yij, Yy Yij)

j<l I<j
+ > z,lxl,cOv(nj,Yle,)ﬂ (4.116)
J#kELj<I

Formula for Cov(W;,Ws)

K | ni ni
Cov (Wi, W3) Z [z ZZIZXIJCOV Y1]7 +222212X”C0V ij YY)
i=1 | j=1k=1 J.k j<l

Formula for Var(W,)

K n; nj
P (2 Y5+22Y,~,~Yik>]
i=1 j=1 j<k

Var(W,) = Var
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Zzizl (ZVar )+ ZCOV iy k))
i J

J#k

+43 2 (2 Var(YYu)+ Y, Cov(YijYu,Y;jYim)

i Jj<k Jj<k,j<m.k#*m

+ Y Cov(¥i¥u,YmYi)+ Y, Cov(YuYi,Yij¥im)
J<k.m<jk#m k<j,j<mjk#m

+ Y Cov(YuYj,YimYij) + Y COV(Yinik7YilYim)>
k<jm<j.k#m Jj<kJl<m,j#lk#m

+4Zzll Y Cov( YIJ,Y Yir) —|-ZCOV 772 YiYij)
Jj<k k<j

+ Cov(YU,YkY,,)> (4.117)
JAkALk<I

Note that Var(W3) can be computed from (4.117) by replacing zizl with z;1z;2. This
completes the computation of the asymptotic covariance in (4.114).

(b) Asymptotic Variance of the GQL Estimator

Note that, unlike the computation of the asymptotic variance of the moment esti-
mator by (4.114), the computation of the asymptotic variance of the GQL estimator
is simpler. This is because it follows from (4.98) that, as K — oo, one obtains the
asymptotic covariance of éGQL as

o6/ Tt az_:,] , (4.118)

COV(QGQL)—IIIH[(HW lz 90 z 0

which does not require the computation of any further formulas than those used
in (4.98). To be specific, to compute the covariance in (4.118), the formulas for 1;
and the derivative matrix d{//d6 are available from (4.101) and Exercise 4.4, re-
spectively.

(c) Asymptotic Efficiency Comparison: An Illustration

Consider a simple case where all members in a family have the same covariate
information; that is, x;; = x; with p =1 forall j =1,...,n;. Let the scalar regression
coefficient be denoted by f3;. It then follows that y; > conditional on ¥; and 7;, has the

Poisson distribution with mean parameter

exp(xiBi +zi10yYi +220:Ti).
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We consider K = 100 and n; =4 for all i = 1,...,K. As far as the fixed effect
covariate is concerned, we consider

—1 i=1,...,25
x=4 0 i=26,...75
1 i=76,...,100.

For random effects covariates we consider

 f1i=1,...,50  fli=1,...,25
Y1710 otherwise %2790 otherwise.

Now for selected values of the parameters, namely, B; = 1.0, 6, =0.25, and o; =
1.0, we compute the 3 x 3 covariance matrices Cov(8yr) by (4.114) and Cov(850r)
by (4.118), where 6 = (f3i, G}%, 62). The efficiency of the GQL estimators relative
to the moment estimators are found to be

A Var(B Var(62
eff(B1.6oL) = Nar(Praam) _ 2.06, eff(62 o) = M — 2.40,
GO v,.GOL V. 2
Var(B1.6oL) ar(62 o)
Var(62
eff(érz,GQL) = M =2.13,
’ Var(GT’GQL)

showing that the GQL estimator is 2.06 times more efficient in estimating f;, 2.40
times more efficient in estimating G%, and 2.13 times more efficient in estimating

G% than the MM approach.

4.3.3.4 GQL Versus MM Estimation: A Simulation Study Based on an
Asthma Count Data Model with Two Components of Dispersion

4.3.3.5 An Asthma Count Data Model with Four Fixed Covariates and Two
Components of Dispersion

The purpose of this section is to examine the relative performances of the MM and
GQL estimation approaches for the estimation of the parameters of a Poisson mixed
model with random effects from two independent sources. We consider hypothetical
asthma data where any asthma attack on a sibling may be influenced by two random
effects components that represent the prevalence of asthma in both the mother’s
and father’s families. Jowaheer, Sutradhar and Sneddon (2009) have conducted a
simulation study to examine the performances of the MM and GQL approaches for
this type of asthma data. For convenience, we explain their simulation results here.

Along with two sources of random effects, it is assumed that the mean of the
Poisson data are affected by four fixed covariates, namely, child’s gender (x;ji),
child’s age (x;j2), mother’s smoking habit (x;;3), and father’s smoking habit (x;j4).
Following (4.92), we now write the model with Poisson mean
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;= exp(xij1 B1 +xij2Ba +xij3 B3 + XijaBa + 21 Oy ¥ +220:7T]). (4.119)

Assume that there is a 20% chance of asthma being present in the mother’s side.
Therefore, we use z;; ~ Bin(0.2). Similarly, we assume that there is a 10% chance
of asthma in the father’s side. Therefore, we use z;» ~ Bin(0.1). Next suppose that
there is a 50% probability for a child being male. Therefore x;;; ~ Bin(0.5). We
further assume that the age is uniformly distributed between 1 and 20, denoted as
Unif(1, 20), then create x; > = Unif(1,20)/100. Next we consider that there is a 25%
chance that the mother smokes, and 35% chance that the father smokes. Therefore

Xij3 ~ BIH(OZS) and Xij4 ~ B1n(035)

With regard to the model parameters, we consider 100 families (i.e., K = 100),
each with size 4 (i.e., n; = n = 4). As far as the effects of the four fixed covariates
are concerned, we use f; = 0.5 (gender effect), $, = 0.05 (age effect of the child),
B3 = 0.3 (effect of mother’s smoking status) and 4 = 0.1 (effect of father’s smoking

status). For the random hereditary effects, we use o"% =1 for the mother’s side and

62 = 0.25 and 0.5625 for the father’s side. These parameters were estimated based
on 500 simulations by solving the moment equations (4.95) under the MM approach
and by solving the GQL estimating equation (4.98) under the GQL approach. The
simulation results are shown in Table 4.11. For similar simulated results with more
model parameter we refer to Jowaheer et al (2009).

Table 4.11 The joint MM and joint GQL Estimates along with the corresponding estimated stan-
dard errors and mean squared errors for the hypothetical asthma data generated following the Pois-
son mixed model (4.119) with random effects from two independent sources.

0')% 062 Method Quantity B B B B 6‘% 82
1.0 025 GQL Mean 0.496 0.074 0.296 0.094 0.905 0.186
SE  0.080 0.563 0.087 0.077 0.431 0.212
MSE 0.006 0.316 0.007 0.006 0.194 0.049
MM  Mean 0.506 0.204 0.299 0.098 0.729 0.055
SE  0.092 0.686 0.124 0.097 0.325 0.419
MSE 0.009 0.493 0.015 0.009 0.179 0.213
0.5625 GQL  Mean 0.501 0.048 0.295 0.096 0.853 0.455
SE  0.075 0.546 0.086 0.082 0.423 0.408
MSE  0.006 0.297 0.007 0.007 0.200 0.178
MM  Mean 0.513 0.129 0.306 0.100 0.689 0.239
SE  0.098 0.693 0.116 0.119 0.325 0.459
MSE 0.010 0.485 0.013 0.014 0.202 0.315

It is interesting to note that both the GQL and MM approaches estimate the re-
gression effect well, with GQL being more efficient. This is because the MSE of the
GQL regression estimates appears to be the same or always smaller than the moment
estimates. The performance of the GQL estimates is much better than the moment
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estimates when o2 is large. As far as the estimates of the variance components (re-
flecting hereditary differences) are concerned, GQL provides better estimates than
the moment approach in estimating 0'127 whereas the MM approach appears to per-
form slightly better than the GQL approach in estimating the large value of G}% =1.0.
However, the results in Jowaheer, Sutradhar, and Sneddon (2009, Table 6) show that
for almost all values of 0'% and 62, the GQL approach performs better than the MM
approach in estimating these variance parameters. In summary, the GQL approach,
as compared to the MM approach, yields better (consistent and efficient) estimates
for all parameters including the regression effects involved in the models with two
variance components.

4.4 Semiparametric Approach

For simplicity, consider the single random effects case, and similar to (4.93), write
Nij = 0;j +zi1Y;, with 6;; Zx;jﬁ.

Also, for convenience, write the Poisson density from (4.1) in the exponential form
as

Fijlmij) = exp[{yijnij — a(mij) } +b(vij)], (4.120)
where a(n;;) = exp(n;;) and b(-) is a known function free from parameters. Note

that even though it is practically an appealing assumption that ¥; iid N(0, 0'%), some
authors have studied the inferences in the generalized linear mixed model setup,
by relaxing the distributional assumptions for the random effects ;. For example,
instead of the normal distribution assumption, Sutradhar and Rao (2001) have as-
sumed that the moments of ¥; up to order four are known and the higher moments
of order more than four are negligible. Thus, they have considered a semiparametric
model, where it is known that conditional on ¥;, the responses follow the Poisson
distribution, but, the distribution of ¥ is not known. To be specific, for moments of
the random effects 7;, they assumed that

r

EY = 8:(0y) = Y, crs0y" ¥, forr=1,....4, (4.121)
s=1
and
Ey = 0(6;), forr > 5,
where ¢, are suitable known constants for r = 1,...,4. For example, if y; ~

N(O7 0'}%), then cl,1 = 0, 1 = 1, Crp = 0, €31 = C32 =C33 = 0, and Cq1 = 3,
c4p =43 =44 =0.

Note that for the estimation of 3 and 6}%, Sutradhar and Rao (2001) have used the
marginal QL (MQL) approach, which we have referred to as the marginal GQL ap-
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proach in Section 4.2.6. More specifically, the regression effects 8 and the variance
component 62, may be estimated by solving the marginal GQL estimating equa-
tions (4.62) and (4.69), respectively. However, these estimating equations are now
constructed by using the model (4.120) so that the moment assumptions in (4.121)
are satisfied. For convenience, we re-express the estimating equations (4.62) for f3,
and (4.69) for G , as follows.

/

K
Z “’2 = Z — 1) =0,
where for y; = (yit, ., Yij,---»Yin;)' s
W =E[Y;], and X; = var[Y;],
and for u; = (u}y,ul,)’, with
uj] = (y%l,...,yizj,...,y%m)’ tnx 1,
iz = (VitYizs - > Yijiks -+ Vi(n—1)Yin;) 1 J <k : @ x 1,

A= E[Ui] and Q; = var[Ui].
Now to compute

iy Aiy Ziy and €2,
such that the moment conditions in (4.121) are satisfied, we first develop an approxi-
mation to the unconditional joint distribution of the responses y;1, ..., Yin,, satisfying
(4.121). For convenience, we provide this approximation in the likelihood form as

8(oy)
A} —3A;B;—C;

2 ' Y 42
Li(B,oy) = Hjlzlf()’ijleij)} — A7 —Bi} +

s
4( ){A4 6AZB; — 4AC;+3B2 — D;}

(4.122)

where f(yij16ij) = f(vij|Mij) In;;=6;;5 5r(6}%) forr=1,...,4, are asin (4.121), and

n;

1
Ai: ZZil(yij_a;j)v Bi: 22121[1;//,
j:

3 i
_ 3 m L Z 2 1V
Ci = Zilaij7 and Dl = leal] s
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1 "

with al > dijs Gy and a{j‘-/ as the first—, second—, third—, and the fourth-order

derivatives of a(n;;) = exp(n;;) in (4.120) with respect to 7n;; and then evaluated
at n;j = 0; -
To derive the likelihood function in (4.122), we first write

Li(B,o3) = [ Li (B wen(xlod)dx

- /Hfilf(yz'jlmj)gzv(%lG%)d%, (4.123)

where f (yij|77ij) is the Poisson density (4.120) of y;; conditional on ;. Next, one
may expand the conditional density f(y;[1;;) in (4.123) about 6;; and take the ex-
pectation over 7);; under the assumption that E (7} ) = o(0y), for r > 5. This operation
along with ¢11 =0, ¢21 = 1, and ¢ » = 0, yields the approximate likelihood for the
data as in (4.122).

Computation of Univariate and Joint Probability Density Function

One utilizes the n;-dimensional joint density (4.122) to obtain a proper uncondi-
tional density of y;; and the joint density, for example, for y;; and y;.. For conve-
nience, following the notation for the joint density in (4.122), let

Lij, Li jk, Li jke, and L; jxom
denote the univariate, bivariate, trivariate, and four-dimensional pdf of
Yijs YijsYiks Yij,Yik,Yits and Yijs Yiky Yits Yims

respectively. For example, by integrating over y;» for all j/ =1,...,j—1,j+
1,...,n;, the marginal density of y;; follows from (4.122), and is given by

&(07)
6

2
O.
Lij(vij) = f(ijl6:}) %{Aiz,j_Bi-,j}_‘_ {47, —3A1Bi; —Cij}

54(62)
+ (4.124)

{A4 - 6A2 —4A;;Ci; + 3Bi2,j — D}

/ 3/2
where A; ; :zil(y,-jfal-j),B zlzlalj,C,] *zll/ ajj,and D j 7zl21a YV In a manner

similar to that of the derivation of the univariate density L; J( ), we can derive the
desired joint densities, namely, L; jx, L; jke, and L; jiom-
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4.4.1 Computations for u;, A;, X;, and Q;

Note that the computations for
Hi, z’iv Zia and Qh

will require moments up to order eight. For this purpose, we first provide the first
eight moments of y;; when its probability function is given by (4.20) with n;; = 6;;,
and a(0,- ) = exp(@ij). Let mij1 = Eexp(yij) and Mmijs = Eexp(y,'j — m,-jjl)“' for s =
2,...,8, with pdf of y;; as in (4.120). The formulas for these moments are available
from Exercise 4.6.

Furthermore, to derive the moments of the distribution (4.124) of y;; of a finite-
order r, say, it is convenient to compute an integral as in the following lemma.

Lemma 4.4. Let 7"

i.(r+9) denote the integral

h(r)<r+s> = / YijAL i fij (il 6i)dyij, (4.125)

ij,

where A; j = zi1 (yij —mij.1), f(-) is the exponential density as in (4.120), and r and
s are nonnegative integers. Then for » = 1,2, and s =0, 1,2, 3,4, the &s are given by

1 1
hl(j,)l = Mij.1, hz(j,)z = LilMmij2,
1
By = S () migemiin}, fors =2,3,4,
and

2 2
h,(J)z = mijo+ (mij1)?, h,(])3 = zit{mij3 +2mijamij 1},

2
h;,-,)@m =z {mij,(2+s) +2m;; (1 45ymij1 + mij,s(mij-,l)z}a

for s = 2,3,4, where m;; 1,mjj2,...,m;je are as in Exercise 4.6.
Computation of E [Yl;} from Marginal pdf L; ; (4.124)

Because E[Y}] = [Y/L; j(vij)dyij, where L; j(y;;) (4.124) is the marginal density of
vij, by using the results from Lemma 4.4, one obtains

2 S 2 S (62)
o O 0 3(9%) L) 4(07) L)
E<Yij)_hij,(r)+ 2“’:’],(r+2)+ 2 dij,(r+3) 24 dij,(r+4)7 (4.126)
where
(r) AC) G () _ _ 3 YA
Litrrd) = Mijesn) ~ Mgy dijean) = Mg = 3 e B = Ohi ) G,
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and

—6h" — 4!

I
dv .= DB

» (r) p2 _ (n)
ij,(r+4) ij,(r+4) C’71+3hi‘ )B h

Jji(r+1) Jilr Ji(r) Dij,

with B; ;, C; j, and D; ; given as in (4.125).

Computation of Product Moments £ [Yz;Y[]Y{] from Bivariate pdf L; j;

Note that by integrating out n; — 2 variables (all variables except y;; and y;) over
the joint density in (4.123), similar to (4.124), one now obtains the bivariate p.d.f.

given by

Li jk(vij:yix) = f(vij16ij) f (yik|9ik)

7 53(02)
{A, k= Bkt + ——{A] j = 3Ai 4By jx — Ci i}
54(02) 5
+ {Af ik — OAL i Bi jk — 4Ai ik Ci jk
+3Bz e~ Diji}]] 4.127)

3/2
where e = i — )+ Ok — )] Bige = 24l ) Coe = 2l + )
anleJk il [lV+a ]

For the purpose of computing

E[Y Y] /Yi;‘YiiLi,jk(')dyijdyik,

similar to Lemma 4.4, it is convenient to perform some more basic integrations with
respect to the exponential pdf (4.120) as in the following lemma.

Lemma 4.5. For j # k, let H (jk zr +sta) denote the integral
U i = VAL S0l f Ol Oy, (4128)

where, f(yij|6;;), for example, is the exponential pdf as in (4.120), A; jx = zi1[(yij —
mij1) + (yik —mix1)] as in (4.127), and r, s, and g are nonnegative integers. Then,
forr=1,s=1,and ¢=0,1,...,4, the H functions are given by

q+1

(r.s) _ (n (s)
Hijk.(r+s+q) - Zfltc"*lhij,(tJeru)hik,u’ (4.129)

where h functions are as in Lemma 4.4, and ’C,,_; denotes the number of ways that
u — 1 functions can be chosen from ¢ functions.
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The results of Lemma 4.5 are next exploited to derive the desired product mo-
ments as

E rysy __ H(rss) G}%d (6'}%) (r,s)
( ij ik) — ijk,(r+s) + B ijk(r+s+2) 6 ijk(rts+3)
84(6}%) (r,s)
+ a4 Cijk,(rs+4)? (4.130)
where for u = 2,3,4, dz(]rkS)(r ) A€ obtained from dl.(;)(r stu) in (4.126), by replac-
ing hgj?(r ©stu) Bij- and Gy j with Hl(jrk‘zr +su) Bijk and G ji respectively.

Formulas for y;, A;, and X;

Let M;; 1 denote the jth component of the u; = E[Y;] vector. Similarly, let M;;;» =
E [Yﬁ] and M;ji.» = E[Y;;Yy] denote the two general elements of the A; vector. the
formulas for M;; 1 and M;;; » follow from (4.126), and the formula for M; j » follows
from (4.130), and these formulas are given by

2 2
J za///+53(67) 3 1V a(oy) 4 @.131)

M"l a + 0 d; Zha;;
L], ij 2 Zj1 ij 6 i1 24 i1%ij>

0
Mijj,z = l( ) +0o Zzl{al]a///+( ) }+Ty tl{az]alv

84(0y) ,
12

+3 1" ///}+ ll{alja +4a// IV+3( ///) }]

o2 5(03) 5(03)
Sy Y’ 3 Y/ 4
+ |} +7zllau+ g Zay; > Zhayf (4.132)
2
Mijk2 aljalk+ 2 il [ ma:k+2a”a:;c+al/a:;c/]
5o
200 Ll 3l + Sl +
64(67%) 4 v " "V
24 Zil[ lj zk+4a —|—6Cl,j ik +4al/ ik +aljalk] (4 133)

The diagonal elements of the X; are then computed by

0ijj = Mijj2— [Mij1 ], (4.134)
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and similarly, the off-diagonal elements are computed by

Oj jk = Miji2 — [Mij 1 M 1]. (4.135)
Formulas for the Elements of Q;

For the construction of this matrix, one needs to compute the third— and fourth-
order moments, whereas the elements of the X; matrix were computed by using the
formulas for the second-order moments from (4.126) and (4.130). Similar to these
second order moments, one may compute the third— and fourth-order moments,
namely E[Y/;Y;Yy] and E[Y};Y;Y;;Y;1 | The derivation of these moments is, however,
lengthy and not given here. For the readers interested in these formulas, we refer to
Theorems 4 and 5 in Sutradhar and Rao (2001).

4.4.2 Construction of the Estimating Equation for 3 When 6% Is
Known

This estimating equation is given by X | [9u//dB]Z " (yi — ;) = 0. Note that the
formulas for the elements of y; are developed as in (4.131), and X; may be computed
by (4.134) and (4.135). We are now left with the computation of dp!/d 3, where

Wi=M1=[Miy,....,Mij1,....Mip 1],

with M;; | = E[Y;;] as in (4.131). This first-order derivative matrix is given as fol-
lows.
oM!

Computation of Té’l

Note that d{M;, }/dp is the n; x p first derivative matrix of M;; with respect to 3.
The formula for this matrix can be derived by computing the derivative of M; j1in
(4.131) with respect to 3. Because 6;; = xfjﬁ, and afj, . ,a}_/]- are, respectively, the
first five order derivatives of a;; = exp(6;;) with respect to 6;;, it then follows from
(4.131) that

83(6}%)Z3av 64(6%)Z4}ay.1 _x/..
6 i1%ij 24 i1%ij ijs

2
O.
oM;j1 /9B = |aj;+ %Zﬁafjv +

/
- Wijxij7 (SaY)a

so that
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Wil 0 - 0
Wil Xy
oM}, /9B = |: =| Owe Oy,
0 O Win;
= ‘/ViXi? (Sa}’)7
where W; = diag[wii,...,win,] and X; = [x;1,...,Xij,...,Xip,|’. This completes the

construction of the estimating function ¥X | [9u//dB]Z; " (vi — ), for B, under the
present semiparametric (SP) model, when 0'% is known.

Let 3GQL,SP denote the GQL estimate of  obtained by solving the SP model
based estimating equation

i BMf,lel(yA_MA l) =0
&ﬁ i2 Vi i, )

where, for convenience of notation, M;; is used for u;, and M;, is used for
X; = (0; jx), with 0; j; and o; j as given by (4.134) and (4.135), respectively. Fur-
thermore, similar to (4.64), it can be shown that asymptotically (as K — o), for
known G}%, the GQL estimator 3GQL,SP follows the multivariate Gaussian distribu-
tion with mean 3 and the covariance matrix given by

K oM 17!
i\l —laM’J] (4.136)

cov(Beorep) = limitg .. LZI 2B i Tﬁ’

4.5 Monte Carlo Based Likelihood Estimation

For simplicity in explaining this approach, we consider the Poisson mixed model
with a single random effect as in Sections 4.2 and 4.4. Thus, we use the model
(4.120) and using slightly different notations, rewrite

Fijl7%, B) = exp[{yijni; —a(nij) } +b(yij)], (4.137)
with a(nij) = exp(nij), where nij = 9,‘]' +zi17Y;, with 9,'1' = xgjﬁ. As far as the distri-
butional assumption for 7; is concerned, we use

iid . _
¥ ™ N(0,02); thatis, gn(yi|02) = (2n62)"V/? exp{—¥*/202}  (4.138)

as in Section 4.2. It follows from (4.137) and (4.138) that the likelihood for the data
is given by

L(B.03) = [ TS, rulmen(rlod)dr, @.139)
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where f(yi|y;) = IT.L f(vij|%)-

Recall from Section 2.1 where § and 0'% were estimated by maximizing the exact
likelihood constructed by simulating [Jiang (1998)] the random effects. For a simi-
lar but different direct simulated likelihood estimation, one may also refer to Geyer
and Thompson (1992) and Gelfand and Carlin (1993), for example. In this section,
we highlight a different Monte Carlo approach that has been developed based on
the so-called Metropolis algorithm. To be specific, the Metropolis algorithm is used
to simulate the random effects and the so-called expectation-maximization (EM)
or Newton—Ralphson (NR) technique is used to maximize the Monte Carlo (sim-
ulated) based approximate likelihood function. One may be referred to McCulloch
(1997) for these MCEM and MCNR approaches. For convenience, in explaining
these two approaches, we first outline the common Metropolis algorithm to gener-
ate random effects, as follows.

Metropolis Algorithm

Recall from (4.18) that a closed-form likelihood function cannot be obtained due to
the problem of integration over the distribution of the random effect ¥;. To handle
such an integration problem, some numerical algorithms are developed where %; is
considered to be a missing dataum, and it is drawn from a conditional distribution
of %y by using the Metropolis algorithm [Tanner (1993)], which does not require
specification of the unconditional density of the data y. To be specific, a candidate
distribution h(7;) is considered, from which potential new values are drawn, and
also an acceptance function is considered that gives the probability of accepting the
new value. Suppose that %" denotes a new value generated from h(¥;), whereas ¥
is the previous value drawn from the conditional distribution of ¥|y. The new value
¥ is accepted with a probability A(y;,¥"), (say); otherwise the previous value ;-
is retained. Denote this first-time decided value, whether ¥;~ or ]/i*, as %(1). Continue
this operation for a large number of times, say /V, and denote these values of random
effect as

Y, (4.140)

Note that these values are chosen in a different way from the simulated random ef-
fect values ¥;},..., %, Yy, used in (4.21). The formula for the acceptance prob-
ability A(y,, ") is given by

F 1y B, op)h(y)
T B o)h(y)

The random effect values from (4.140) are then exploited to develop MCEM and
MCNR [McCulloch (1997, Sections 3.1, 3.2)] as follows:

(4.141)

Ay, yfr) =min |1
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4.5.1 MCEM Approach

1. Choose starting values B<0) and 672(0) .Setr=0.

2. Generate N values (4.140) of the random effect by using f(y; |y, B, G%m)

(a) Choose B 1) to maximize a Monte Carlo estimate of E[log f(y|y, B)]; that is,
maximize

, and

1 w
N X tog 01", B). (4.142)
w=1
(b) Choose G%< )) to maximize [1/N]YN_, log g( \0‘ ).

(c)Setr=r+1.
3. If convergence is achieved, then declare B (r+1) and G}%(HU
likelihood estimates; otherwise, go back to Step 2.

to be the maximum

4.5.2 MCNR Approach

1. Choose starting values ﬁ<0> and G}%(O) Setr=0.

2. Generate N values (4.140) of the random effect by using f(y; |y, B, Y< ))

(a) Obtain BU*1) by using the Monte Carlo expectation based Newton—Raphson
iterative equation (see (4.28) and (4.50)):

, and

K K
B =B+ E[Y X/Ai(w, B)X) T ELY X/ {vi— 1 (5, B M), (4.143)
i=1

i=1

where

(v, B = [ (5 B, (1 B, (1, B

and

Ai(1 BY)) = diaglws; (1, ), (0 B, bt (11, B,
with 1 (%, B) = exp(x; B + %)
(b) Choose G}%< ))
(c)Setr=r+1.
3. If convergence is achieved, then declare ﬁ (r+1) and G%(Hl)
likelihood estimates; otherwise, go back to Step 2.

Note that even though the semiparametric approach discussed in Section 4.4 and
the Monte Carlo approach discussed in Section 4.5 are flexible on the distributional
assumptions for the random effects, these techniques are, however, either long or
numerically expensive. Furthermore, these approaches also have serious theoretical
limitations, as they will not be applicable to clustered data such as longitudinal,

to maximize [1/N]3N_, log g( \0' ).

to be the maximum
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where the correlations arise due to the dynamic relationship between observations at
two different times (see Chapters 6 — 8), instead of common random effects shared
by family members as in the present familial data setup. Consequently, these two
approaches are further discussed only in Chapter 5 on familial models for binary
data, but not in any other chapters dealing with longitudinal models.

Exercises

4.1. (Section 4.2.3) [Small G% based first four cumulants]
(a). For an auxiliary parameter ¢, derive My, (t) = E[exp(7;)], the moment generating
function (m.g.f.) of % when its distribution is given by (4.33); that is,

o

() = Ty explan—gexp(n)).

(b). Show that the first four cumulants obtained from log My, (), the cumulants gen-
erating function (c.g.f) of 7;, are given by

Ki =y(a)—log9, K;=y'(a), Ki=y"(a), Ki=y"(a),
where y(a) is the digamma function

_ oI (@) > o

1
l[/((X) Jo :7§*a+;m

with & = 0.57721, Euler’s constant, and where ¥'(o), " (@), and v () are, re-

spectively, the first—, second—, and the third-order derivatives of y(a) with respect

to «.

(c). Recall that o and ¢ in (4.33), that is, in the density g, (), are chosen such that
Ki=0 and K;= 0'3.

Use this argument and justify that
Ki=-0, and K;=20;.
(d). Show that if % has the normal distribution
gn (1) = (2107) " exp{~¥*/207},

then the first four cumulants of 7; are given by

Ki=0, K;=o0;, K;=0, K4=0.
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4.2. (Section 4.2.3) [Formulas for Py(-) in (4.41)
Show that if g,, () given in Exercise 1 (a) [see also (4.33)] satisfies (4.41), then

Pi(y) = oo —dexp(y)

P(y%) = —¢exp(%) + [PL(y)]

Ps(1;) = —¢exp(%) —3Aexp(%)[PL (%)) + [P (%))
Py(1;) = —¢exp(%) +3A% exp(2y;) — 49 exp(1:) Pi (%)

—6¢ exp(1)[Py (1)) + [P (m)]*.

4.3. (Section 4.3.3.1) [Formulas for &;, &, and &; in (4.95)]
Express the conditional Poisson mean ,ui*j in (4.92) as ‘LLi*j = m;ja;b;, where

mij =exp(x;;B), a;=exp(zi10yY), and b; = exp(z20:T;).

For
¥¥ ~N(0,1) and 7 ~N(0,1),

and 7; and 7; are independent for alli =1, ..., K, show that

K K - K ~
Wil=Y &1, &=EW)] = z1&n,: and & =E[W3] = Y zn&n,
i=1 i=1 =1

where
g;ll - le]IJ'ljj 612 - Z Aft]] +2 Z A't]kv
Jj<k

with

wij = E(Yij) = mijpiqi

Aijj = E(Y5) = mijpigi(1+mijp}q;)

Aije = E(Y;jYi) = mijmyptq;,

where

pi =E(a;) = exp(f07/2), and g; = E(b;) = exp(z,07/2).

4.4. (Section 4.3.3.1) [Formulas for the elements of the derivative matrix P in (4.97)]
For &1, &, and &; given as in Exercise 4.3, verify that their derivatives:
with respect to f3 are—

W % b . & < .
37[31’ =D > XXM, 97[32’ =Y i, 8733/ = andi;

i=1j=1 i=1 i=1

with respect to G% are—
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S 96 98 &
2 *
2 2 Ry z 1&27 5 = 22'1212522
GY -1 Jdoy 5 s doy S
with respect to Grz have the formulas—
& 1 L. s K o, 086 K
90?2 ) zizizim 902 = ;Zilzizéfi’ 902 = 21212557
1= = =

where &;; is as in Exercise 4.3, and & and &} are given by

n; 1
= Z x;j#ij(l + 2#ijPi2q,'2) +2 Z lijk(x;j +x)

j=1 j<k
n; ity 5 2 1

ZEDY 7](1 +Apiqr) +4 ) Aijie
Jj=1 Jj<k

4.5. (Section 4.3.3.2) [Formulas for the elements of the derivative matrix d§//08 :
(p+2)x [n,(n, + 3)/2} in (4.98)]

For 8 = (B/,02 0;,0 c2), and § = (u!, A}, A,) given as in (4.99), verify that their
derivatives:

with respect to 3 are—

i i I ik
aﬁ] = XijHij, 8[;] =x;;Mij (1 + lefl“ll]pl q; ) 8[3] = (xij JrXik)lJiJ'l-‘ikI’izqiz;

with respect to G% are—

dij _ z Aiji _ 20y ik 2 2 2

Jc2 = é.uijv Jo? = élv‘ij(l +4Uijpi g7 ), 302 = 221 L jHik i 4
with respect to 62 have the formulas—

ij 2 Iiji 7 9 Aiji

=2y =22 (144N p?q? =225 W i ik PGP
86% 2 lujv 8(5% ) .uj( + ,/pqu)v 80% ZlZ»uj:utkpzqz
4.6. (Section 4.4) [Formulas for first eight moments of y;; with p.d.f. (4.120)]
Lethl = Eexp(vij) and m;j s = Eexp(vij —mj; ;)* for s =2,...,8, with pdf of y;; as
in (4.120). Show that the m.g.f. (see also (4.9) under Lemma 4 1] for Y;; with p.d.f.
(4.120) has the formula

My, 0, (s) = Eexp(sY;;)] = expla(6;; +s) — a(6;],
with a(6;;) = exp(;;), and show that

r ) I I | 4 2
miy = Qi Mij2 = A;j, Mij3=d;j, Mjj4=d;; +3mij,2



References 117

m,Js—a + 10m;j om;; 3, m,]6—a —|—15m,,2m,j4+10ml]3 30’"1/2

P
m,ﬂ—a 4 20myjomij s+ 35mij3mija — 210m;; ,mij 3

VIII
mjjg = a; —|—28m,]2m,j6—|—56m”3m,j5

—630mu 2Mij 4 +70m? 560m;;, zm” 3 +945m?

ij,4 ij,2»

where al I af/ e ,aV”I respectively, denote the first—, second—, ..., eighth-order

derivative of a(6;;) in (4.120) with respect to 6;;.
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Chapter 5
Familial Models for Binary Data

As opposed to Chapter 4, we now consider y;; as the binary response for the
Jth (j = 1,...,n;) member of the ith (i = 1,...,K) family/cluster. Suppose that
xij = (x,-jl yeen ,x,-j,,)’ is the p-dimensional covariate vector associated with the bi-
nary response y;;. For example, in a chronic obstructive pulmonary disease (COPD)
study, y;; denotes the impaired pulmonary function (IPF) status (yes or no), and x;;
is the vector of covariates such as gender, race, age, and smoking status, for the jth
sibling of the ith COPD patient. Note that in this problem it is likely that the IPF
status for n; siblings of the ith patient may be influenced by an unobservable ran-
dom effect (7;) due to the ith COPD patient. Similar to the Poisson mixed model
discussed in the last chapter, let ¥; denote this random effect. This common random
effect makes the binary responses of any two siblings of the same patient correlated,
and this correlation is referred to as the familial correlation. It is of scientific interest
to find the effects of the covariates on the binary responses, that is, IPF status of an
individual sibling after taking the familial correlations (caused by the variation in
random effects) into account.

In Section 5.1, we provide the marginal (unconditional) distributional properties
of the binary response variable y;;, and the unconditional familial correlation struc-
ture for the responses of the members of the ith familiy under the assumption that
the random family effects follow a normal distribution. Note that unlike the Poisson
mixed model case, one cannot obtain any explicit formulas for the moments of the
binary variable in the mixed model setup even if the random effects are assumed
to be normally distributed. Thus, the basic properties discussed below in Section
5.1 are developed based on a suitable numerical such as simulation or binomial ap-
proximation approach. In Section 5.2 we discuss various inference techniques that
produce at least consistent estimates for the parameters involved. The penalized
quasi-likelihood (PQL) [Breslow and Clayton (1993)] and hierarchical likelihood
(HL) [Lee and Nelder (1996)] approaches were found to have inconsistency prob-
lems for the inferences in the Poisson case, and because there is no reason why
they will do better in the binary case, we therefore do not include these approaches
in Section 5.2. To be specific, we provide details on the development of estimat-
ing equations using the method of moments (MM) [Jiang (1998), Jiang and Zhang

B.C. Sutradhar, Dynamic Mixed Models for Familial Longitudinal Data, 119
Springer Series in Statistics, DOI 10.1007/978-1-4419-8342-8 5,
© Springer Science+Business Media, LLC 2011
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(2001)], generalized quasi-likelihood (GQL) [Sutradhar (2004)], and the exact max-
imum likelihood (ML) [Sutradhar and Mukerjee (2005)] approaches. This is done
for the cases when the mixed model contains random effects from a single source.
In Section 5.3, we provide the GQL inferences for the binary mixed models with
normal random effects but from two sources [Sutradhar and Rao (2003)].

In Section 5.4, we highlight a semiparametric (SP) estimation approach, whereas
in Section 5.5 we discuss a Monte Carlo (MC) based likelihood approximation. Note
that these two approaches correspond to those for the count data case discussed in
Sections 4.4 and 4.5, respectively. These two approaches do not require the assump-
tion that the random effects follow a Gaussian distribution. However, they are com-
putationally expensive, and also they are not directly useful for inferences in the
dynamic models based longitudinal data analysis.

5.1 Binary Mixed Models and Basic Properties

Letyi = (Vit,- s Yijs--+» y,-,,l.)’ be the n; x 1 vector of binary responses from n; mem-
bers of the ith (i = 1,...,K) family. Let 8 be a p x 1 vector of unknown fixed effects
of x;j on yjj, x;; being the p-dimensional covariate vector for the jth (j =1,...,n;)

member of the ith family. Suppose that conditional on the random family effect y;, n;
counts due to the ith family are independent. The data of this type can be modelled
as
FOiln) =TT [{my {1 — ms} =] (5.1)
where
exp(my)
1 +exp(1;))

with 1;;(B, %) = x;;B + ¥ Note that, similar to (4.1), this conditional joint density
may be written as

m); = Pr{Yi; = 1]y

Fily) =exp | Y yiimij— Y, a(nij)]
Lj=1 j=1
= exp | ), vijnij— Y, log{1 +3XP(ni,i)}] : (5.2)
Lj=1 j=1

Further note that if the random effect 7; is assumed to have an unspecified distribu-

tion with mean 0 and variance G% and ;s are independent, that is, ¥ id (0, 0'%), then
for v = ¥/ oy, the linear predictor 1;; in (5.1) and (5.2) may be expressed as

nij(B,0y, %) = xi;B + % = xi;;B + oy, (5.3)

where iid 0,1).
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Before proceeding toward the development of estimation techniques for the pa-
rameters 3 and 62, involved in the binary mixed model (5.1) — (5.3), we provide
below the basic properties such as the unconditional marginal and product moments
of orders two, three and four. The marginal and product moments of order two are
helpful in understanding the mean and correlation structures of the model, and also
these moments along with the product moments of order three and four are exploited
to develop the desired MM and GQL estimation approaches.

Lemma 5.1. Conditional on 7}, the mean and the variance of Y;;, and the covari-
ances between Y;; and Yy for j £k, j, k=1,...,n; are given by

i B exp(x,, + oy¥)
ElY;ly] = m;(v) = 1+exp(Jx§jﬁ+Gyﬁ) (5.4)
var[Yi|y] = mf (v {1 = m5(%)} (5.5)
cov[(¥i;, Yix) %] = 0, (5.6)

and, for ¥/ 1151 N(0,1), the corresponding unconditional mean, variance, and the

covariances are given by

ElY)) = m(8.03) = [ = )an(x 11ax; 57)
arlty] = 03 (B,03) = (.31 - ;B 03) (5.8)

cov[¥iy. Yl = (. 03) = [ w00 i )aw O 1) — i
= Aiji (say) — T;; T, (5.9

with gy (77|1) as the standard normal density, yielding the pairwise familial corre-
lations as

Giik(ﬁ 2)
[7:j(B,03)(1 — mj(B,03)) (B, 07) (1 — ma (B, 03))] /2

Proof: Because f(y;|y") = {7} {1 - n{*j}]’v"ff by (5.1), it then follows that

corr[Y;;, Yu] =

(5.10)

E[Ylv] = 2 Yijim; }yij{l_”fj}liyiﬂ

YL]*O

yielding the conditional mean as in (5.4). Note that for the binary data, for any finite
integer r, it also follows that

EWYS|v] = ENijlv] = m5(%), (.11

yielding the conditional variance as in (5.5). Furthermore, because conditional on
Y, Yij and Yy are independent, it then follows that



122 5 Familial Models for Binary Data
E[Y;jYy|y'] = E[Y;| v E Yl 7] = m5(% ) e (

yielding the conditional covariance as in (5.6).
Next, one obtains the unconditional mean, variance, and the covariance in (5.7) —

(5.9) by using

EY,j] = EpE[Yj|y/] = Ey [75(%)] = mj(B, o) (5.13)
E[Y3] = EyE[Y3|¥] = Ey[m;(%)] = m;(B, 0y) (5.14)
E[YijYu] = Ep E[YyYul¥'] = Ey: [%;() ) %3 (%)) = A (B, 07)- (5.15)
In the manner similar to that for A; Jjk, the product moment of second order, one

may compute the product moments of orders three and four for the binary data, as
in the following lemma.

%), (5.12)

t

Lemma 5.2. Under the binary model (5.1) — (5.3), the unconditional product
moments of orders three and four, are given by

EWYai) = S0 ay) = [ 7500 3 () w7 en (7 1D, (5.16)
E DV i¥icYon) = Guem say) = [ 2500307 )52 07 ) ()
< g (1) (517

Proof: These third— and fourth-order product moments follow from the fact that
conditional on 7;, the binary responses from the members are independent. Thus,

E[Y;jYaYy] = EyE[Y;;YaYi ;]
= Ey [E(Y;j |V )E(Yi % )E (Yie|7})]

= Ey [m; (%)) e (%) e (%]
= [ w0 m D m e Dy G8)
wher
ere B = exp[x;;B + oyY;]
ST T expl B+ oyy ]
Similarly,

E[Y;jYuYiYin] = EyE[Y;jYuYioYim|Y;]
= Ey [E(Yij |V )E (Yie| V) )E (Yie| Y] )E (Yim | 7;)]
= Ey [ (%) 70 (% ) e (] ) Tim (%)

= [ 3 )3 (O e (e (1D (5.19)
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5.1.1 Computational Formulas for Binary Moments

Note that unlike the Poisson mixed model (see Lemmas 4.1 and 4.3), one can not
obtain explicit formulas for the moments under the binary mixed models because
of the integration difficulty of a complex function over the normal distribution for
the random effects. Recall from Section 4.2.1 that a similar difficulty arose for the
likelihood computation under the Poisson mixed models, where as a remedy the
integrations were evaluated either by a simulation approach [Jiang (1998)] or by a
binomial approximation approach [see Ten Have and Morabia (1999, eqn. (7)), for
example]. We may use one of these approaches for the computation of the binary
moments given in Lemmas 5.1 and 5.2.

Simulated Binary Moments
In the simulation technique, for a large N such as N = 1000, the first-order binary
moment 7;;(, G}%) in (5.7) may be computed as

N
B o)) = 2 (5.20)

where ¥, is a sequence of standard normal values for w = 1,...,N. Next, by using
the notations

A (%) = w5 () (%) S (1) = (0 ) (0 ) e (%)
Oiiem (V) = 750 ) 7 () 73 (0 ) i (),

one may follow (5.9), (5.16) and (5.17), and compute the simulation based binary
product moments of orders two, three, and four, as

5(B,0}) = EY¥a] = A (Yiw) (5.21)

=
Il

2\~
M=

(B, 03) = E[YijYiYi] = l,kp(af,*w) (5.22)

=
I

=z = 2\-
M= ‘[v]z

0 (B> 03) = E[YijYiaYigYin] = Oiikom (Vi) (5.23)

=
I

respectively.

Binary Moments Using Binomial Approximation to the Normal Integral

As an alternative to the simulation approach, one may compute the normal integrals
in (5.7), (5.9), (5.16), and (5.17), by using the so-called binomial approximation.
For a known reasonably big V such as V =5, let v; ~ binomial(V, 1/2). Because ¥
has the standard normal distribution, consider
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* Vi— V(l/z)
" Evapany

One may then approximate the desired normal integral by a binomial approximation
and compute the marginal and product moments up to order four as

\%
- Xm0 ( >(1/2)V,(1/2)v ; (5.24)
=0
ljk ﬁ G)/ zlz/k < >(1/2)Vl(1/2)v v (525)
\% Vi V—vy:
.0 = 3 ol ()0 620

ljké/m ﬁ z ¢ljk/m (X) (1/2)‘)"(1/2)‘/—‘%7 (5.27)

where

w5 (vi)] = [m5(%)}

12
o =virmi)’

for example.

Note that these moments computed either based on the simulation approach or
binomial approximation are used in the following sections for the inferences in the
binary mixed model (5.1) — (5.3). As far as the estimation approach is concerned,
as mentioned earlier, we concentrate on the MM, IMM, GQL, and ML approaches
as they all produce consistent estimators for the parameters, some such as the GQL
and ML being more efficient.

5.2 Estimation for Single Random Effect Based Parametric
Mixed Models

5.2.1 Method of Moments (MM)

In this approach, similar to the Poisson mixed model [see eqns. (4.55) — (4.58)],
one estimates 3 and G% by solving the moment equations

K n;

=3 3w { = (B0 } <0 (528)

i=1j=

and

K
v2(B,o Z[ZYtJsz 22/1,,k[3 1 (5.29)
i=1 | j<k

j<k
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[Jiang (1998)] respectively, where ni(jf)(B,G%) and lg,g(ﬁ, G}%) are given by (5.20)
and (5.21), respectively. Note that one could alternatively use ni(jg’)(ﬁ,c)%) (5.24)

and li(/.l? (B,o ) (5.25), instead of 71: ([3’ ) and li(jiy,c)(ﬁ, G%), respectively, to con-
struct the above two moment equatlons Further note that because the first-order
response y;; and the squared response yizj in the binary case provide the same in-
formation, the joint estimating equations (5.28) and (5.29) under the binary mixed
model are constructed by exploiting the first-order responses y;;(j = 1,...,n;) and
the product responses y;;yic(j # k, j,k =1,...,n;), whereas in the count data case
all first-order y;;(j = 1,...,n;), squared yizj(j =1,...,n;), and pairwise product
vijyi(j #k, j,k=1,...,n;) responses were exploited to form the estimating equa-
tions (4.55) and (4.56). This structural difference between the estimating equations
for the count and binary data are also reflected under other methods such as IMM
and GQL discussed in Sections 5.2.2 and 5.2.3, respectively.

For 6 = [B’,0y|’, one obtains the MM estimate by using the Gauss—Newton
iterative equation

R R 2!
GMM(V+1):6MM( )+ [;9} [W—g]r, (5.30)
where w = [w),wy|’, and & = [§], &), with
K n K n;
2 le]yljv w2 = z ZYinikv
i=1j= i=1j<k

and

K n; K n;

=2 qu V(B.op), &=2Y [2 A,-Si?(ﬁ,c%)] : (5.31)
i=1j= i=1 | j<k

and where [|, denotes that the expression within the square bracket is evaluated

at 0 = éMM(r), the estimate obtained for the rth iteration. Let the final solution

obtained from (5.30) be denoted by éMM.

Note that under the binary mixed model, the computation for the derivative
d&’/90 is slightly more complicated than the Poisson mixed model case. For con-
venience, by (5.4) and (5.21), we provide the formulas for the associated derivatives
as follows.

(ﬁ 1 Y 87t 7
8[3 - E
1 N
=N g 775 (Vo) [1 = 705 (Vi) i (5.32)
) 2 N
J(B.oy) 1 X oomi(n)
do, N g —395

i
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i W = T (539
and
a(g ) lﬁaa,jkm
-7 ﬁ B )T () 2~ 5 0) ~ T )by (539)
PBo}) 1 3 sl
o, N &~ do,
— % X OB R ) - T 539

This completes the construction of the iterative equation (5.30).

Further note that becuase E[W — &] = 0, the MM estimator 6y, obtained from
(5.30) is consistent for O but it may still produce biased estimators in finite sam-
ple cases. Moreover, the MM estimator can be inefficient. As far as the asymptotic
variance of éMM is concerned, one may obtain this from the fact that as K — oo, it
follows from the multivariate central limit theorem [Mardia, Kent and Bibby (1979,
p- 51), for example] that éMM has the multivariate Gaussian distribution with mean
6 and the variance given by

71—1 -1
var(Qyr) = limitg ... Bée] V{gﬂ , (5.36)

where V = var[W — &] = var(W).

5.2.2 An Improved Method of Moments (IMM)

Note that as the moment equations in (5.28) — (5.29) do not exploit the covariances
(5.9) or correlations (5.10) among the members of the family, they produce ineffi-
cient estimates. As an improvement over this approach, Jiang and Zhang (2001), for
example, have used an improved method of moments (IMM) estimation that solves
the moment estimating equation

Blw* —y*] =0, (5.37)
instead of [w — &] =01in (5.28) — (5.29), where

P /
wh = Wiy, war, ..., wai,. .., K]
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K n; ny i nKg
= 1D D Xy D VUYiks s 2, VijYiks- -+ 2, VKVKK] (5.38)
i=1j=1 7k ik ik

and

v = [E(W/)), EWa1),...,E(Wy),...,E(Wy)]

K n ] n;
= [Z Zx;jn-ij(ﬁ7 O-}%)’ Z A'ljk(ﬁ70_')%), ceey 2 )“ijk(ﬁ7 0-3%);
i=1j=1 7 7
ng
o 2 Ak j(Byoy)T (5.39)
J#k

with 7;;(B, 6;) and A;jx (B, 05) as in (5.13) and (5.15), respectively. Also, in (5.37),
B =D'V*~! with D as the derivative matrix D = dy*/d0, and V* is the covariance
matrix of W*. Note that as far as the dimension is concerned, D in (5.37) is the
(p+K) x (p+1) derivative matrix and V* is the (p + K) X (p + K) covariance
matrix of W*.

In principle, the construction of the V* matrix must require the computations for
the third— and fourth-order moments of the responses in the same cluster. This is
because, for the computations of var(W;)(i = 1,...,K), one requires to compute
cov(Y Y, YnY3) and cov(Y;1 Yy, YiaYu), for example. Here

cov(YiYp, YpYi3) = E(YuYpYi3) — E(YuYn)E (YY),
and

cov(Y;1Ypn, Yi3Yis) = E(YiYpVi3Yia) — E(Y;1Yin) E(Y;3Yi4),

which clearly require the computations of the third-order moment E(Y;;Y»Y;3) and
the fourth-order moment E (Y;1 Y;2Yi3Yi), respectively. But, as the computation of the
fourth-order moments matrix V*, and hence the computation of the so-called opti-
mal B = D'V*~! matrix is complicated, Jiang and Zhang (2001, Section 3, p. 758)
suggest using a simple form for the B matrix, say By, which is free from higher-
order moments such as moments of orders three and four. Thus, instead of (5.37),
they suggest solving an estimating equation

Bo(w* — y*) =0, (5.40)

where By is an alternative choice for the so-called optimal B matrix in (5.37), which
is free from higher-order moments. It has been, however, demonstrated by Sutradhar
(2004) that there cannot be any such matrix free from moments of orders three and
four. We provide this interesting contradiction below.

5.2.2.1 Can There Be an Optimal B Free from Third— and Fourth-Order Mo-
ments Under Simple Binary Logistic Mixed Models?
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We examine whether there can be any choice for the B matrix in (5.37) which is
optimal but does not involve any moments higher than second order. For simplicity,
this we do, in connection with the simple binary logistic model considered by Jiang
and Zhang (2001, pp. 756 — 57) under a balanced mixed model with n; = n, n; being
the size of the ith (i = 1,...,K) cluster. Next, in the following section, we show the
effect of the mis-specification of the B matrix in estimating the parameter vector 6.
This we do by obtaining the estimate of 6 from (5.40) when, in fact, (5.37) with
B=D'V*~! is the true improved moment estimating equation for 6.

Let y;; be the binary responses of the jth (j = 1,...,n) individual of the ith
(i=1,...,K) cluster. Similar to Jiang and Zhang (2001, pp. 756 — 57), consider a
simple binary logistic model with x;; = x; for all j =1,...,n. Also, consider, p = 1.
It then follows from (5.1) — (5.3) that

logit{Pr(y;; = 17])} = xif + oyY; .

Here, ¥/ s N(0,1). To estimate 6 = (f8,0y)’, Jiang and Zhang (2001, §2.3) have
chosen

By = diag(I1,1%)

10...0
[ ], (5.41)
01...1

as an optimal choice for the B matrix. We now verify whether this special By matrix,
not only free from higher-order moments but free from any moments, is really equal
to the optimal B = D'V*~! matrix under the present simple binary logistic model.

Because x;; = x;, using a simpler notation ;(x; + oy¥;) = 7 ;(¥’) = exp(x:f +
oyY)/{1 +exp(xif + oyY)}, it follows from (5.13), (5.15), and (5.39) that the
derivative of the y* vector with respect to 6 = (f3,0)’ is given by

IE(Wy1) 9E(War1) IE(Wak)

D = ap ap 0 I
IE(Wy1) JE(War1) IE(Wak)
dJdo do T do

SK xiel; 2(n—1)es, ... 2(n—1)esx
—n , (5.42)
K xies; 2(n—1)e*dl ... 2(n—1)ejx
where e}, €3;, €3;, and e}; are defined as
€l = Ep[m(){1 = hi()}x], e =Eyp [ hi(-){1—hi(-)}],
¢5 = Ey [0 (:){1 —hi(-)}xi], and e = Eye [/ (){1 = hi()}],

respectively.
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Next we compute the covariance matrix of W, namely V* = cov(W), where w =
(Wi1,W21, ..., Wai, ..., wak ). Note that as wy; = 2?#)’1';)/;'1{ is the sum o.f products of
the responses of the ith (i=1,...,K) cluster and because k clusters are independent,
it then follows that

var(Wip)  cov(Wip, Wap) cov(Wiy,Way) ... cov(Wi, Wa) |
COV(W21,W11) Var(ng) 0 ce 0
V= COV(W227 Wll) 0 Val‘(Wgz) e 0 ’
| cov(Wag,Wi1) 0 0 oo var(Wag)
[>K  aix? bixy baxs ... bgxk |
blxl Cl 0 ... 0
- bQXQ 0 cy ... 0 ’ (5'43)
beK 0 0 ... Ck |
where the formulas for a;, b;, and c; are given by
n
a; = var z Y
j=1
= [ne1;+n(n—1)ea], (5.44)
n n
bi = cov| 3 Yij, 3 YaYu
Jj=1 kAL
= 21’!(71— 1)e3i—|—n(n—1)(n—2)e4,~, (5.45)

and

kb

= dvar | Y YaYy
k<t

¢j = var (Z Yika>
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n
=4 [2 var(YiYie) +2 { > >, cov(YaYi, YuYu)

k<t k<tll<u

n—2 n n /-1
+3 > (2 cov(YYi, YieYu)+ Y, cov(nkm,mm)>
k=

1 l=k+1 \u=~+1 u=k+1

+ z Z 2 COV(YikYi[aYiuYiv)}]

k<lu<vk#ul#v
n(n—l) n—2. ) n—2. )
=4| =5 resi+2 2,1/(1+1)/2 esi+ ZIJ(J+1) e
j= j=
+{nn—1)(n—2)(n—13)/8}er:}], (5.46)

respectively, where
eri = Eyhi(-) = {Eyhi()}?, eai = Eyhi () = {Eyhi(-)},
e3i = Eyhi (-) = Eyphi(- Ey i (), eai = Ey: i (1) = Eyhi () Eyehi (),
esi = Eyhi(-) —{Ephi (1)}, esi = Ey:hi (-) = {Ey-hi(-)}*, and
eri = Eyhi (1) = {Ephi ()},

with Ey{hj(-)} = Ey [exp(x; + oyy) /{1 +exp(xif + oy¥)}]", for r = 1,2,3,4.
Note that as cov(W;1,Ws;) # 0, the V* matrix in (5.43) is not a diagonal matrix.
Consequently, it is clear from (5.42) — (5.46) that

B=DV* ' £B,

given in (5.41), which contradicts the claim by Jiang and Zhang (2001) that the op-
timal choice of the B = DV*~! matrix has the simple block diagonal form, namely,
B = By = diag([, 1], free from 8 and G}%. In fact, unlike Jiang and Zhang (2001),
the above calculations show that the so-called improved moment estimation requires
the computations for the third— and the fourth-order moments of the responses in a
cluster, to construct the cov(W) = V* matrix in particular.

5.2.2.2 Effect of Mis-specification For Optimal Choice

In this section, we proceed as in Jiang and Zhang (2001) and solve (5.40) for 6 =
(B,oy)" with By given as in (5.41), even though this By is no longer an optimal

substitute of the B matrix, and examine the effect of this misspecification on the
asymptotic variance of the estimator of 6.
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Let 6 = (, Gy) be the solution of (5.40) for 6 = (f3,0y)" based on Jiang and
Zhang’s (2001) optimal choice of B = By = diag(I}, ). As E(W*) = y*, it then
follows that 6 has the asymptotic (as M = nK — o) covariance matrix given by

cov(8) = (BoD) 'BoE[(W* — y*)(W* — y*)'|By{(BoD) '}/
= (BoD)"'BoV*By{(BoD)" '}, (5.47)

where V* is the true covariance matrix of the base statistic W*, given in (5.43), and
D is the derivative matrix as given by (5.42). Note that the asymptotic covariance
matrix in (5.47) is the true covariance of the improved moment estimator, computed
based on the misspecified By. If one were, however, solving the estimating equation
(5.37) for 6, then the improved moment estimator of 6 would have the asymptotic
covariance matrix given by

D'v:'p]~l.

5.2.3 Generalized Quasi-Likelihood (GQL) Approach

Let y; = (Yits---,Yij:---,Yin;)’ be the n; binary response vector collected from n;
members of the ith (i = 1,...,K) family. Next, write the mean vector of y; and its
covariance matrix as

E[Yl] = ni(ﬁac}%)
= (m1(B.0y),. . ;(B.0y), ..., Tin, (B, 0y)) i x 1 (5.48)

Cov[Yi] = %i(B,0y)
= (0ijx) = (Aijx(B, 07) — mij(B,0y) s (B, 05)) : ni x nj,  (5.49)

where 7;;(B,07) and A;ji (B, o) are given in (5.7) and (5.8), respectively.

5.2.3.1 Marginal Generalized Quasi-Likelihood Estimation of 3
Recall from (5.20) and (5.21) that ni(/-s)(ﬁ,cﬁ) and ligsk)(ﬁ,cﬁ) are the simulation

based computational formulas for 7;; (3, G%) and A;x(B, G%), respectively. We use
these computational formulas and write

7 (B,63) = (2 (B.62),.... 7 (B.02),... ) (B.o7)) imix 1 (5.50)

=0 (B.02) = (A5 (B.02) — 7 (B.oD)m) (B.o2) imixm,  (5.51)
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as the computational formulas for 717,-(,3705) and %;(B, 0 ) given in (5.48) and
(5.49), respectively.
In the manner similar to that of the Poisson mixed model case (4.62), for given

G),, one may obtain the GQL estimate of 8 by solving the estimating equation given
by
K an ) —1
()
i —m ) =0, 5.52
2o tiem) (5.52)

[Sutradhar (2003, Section 3)] where the derivative matrix 87: / dB can be com-
puted by using the formula for 877:ij /dB from (5.32), forall j=1,...,n; Let ﬁGQL
be the solution of (5.52). This GQL estimator is consistent and highly efficient. It
also follows that asymptotically (as K — oo), for known (7%7 Baor. follows the mul-
tivariate Gaussian distribution with mean 8 and the covariance matrix given by

/
l

S om |
COV(BGQL) = limitg_. Z 2 ! ﬁl‘|

K
~ limitg oo | Y

" 197
b 5719 ] . (5.53)

5.2.3.2 Marginal Generalized Quasi-Likelihood Estimation of o,

The squared binary responses and the first-order binary responses provide the
same information, and because the first-order responses were used to construct the
marginal GQL estimating equation for f3, unlike the Poisson mixed model case
(4.69) we therefore now use only second-order pairwise responses to construct the
marginal GQL estimating equation for 6y. Thus, we write the second-order pairwise
products based GQL estimating equation given by

K all 1

236

—A) =0, (5.54)

where

up = ()’ilina'--7yijyik7~~vyi(n,-f])yini)/
A = E[UJ] = (A2, -, Aijes- - Xin—1ymy) (5.55)

with A;jx = Aije(B, G%) as given in (5.15). Furthermore, in (5.54), ; = cov[U;]. The
formulas for the elements of this matrix can be computed as follows.

Formula for cov[U;] = ;
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varlYyjYi] = E[Y¥3] = [E[¥; Y]

= E[Y;;Yu] — [E[Y;;Yi]]

= Aije(B,0y)[1 = Aije(B, 07)], (5.56)

2
2

where ;i (B, G}%) is defined in (5.15). Similarly, we obtain

8ijim(B,0y) = Aiji(B,07) Aijm(B, 05) for j=1¢
8ijke(B,0y) = Aije(B,07)Aije(B,oy) for j=m
8ijim(B,0y) = Aij(B, 07 ) ditm(B, 0y) fork =10~
8ijke(B,037) — Aij(B,07) Aixe(B,07) fork=m

cov[Y; Y, YigYim] = (5.57)

where the third-order moment J; ji (B, G%), for example, is given by (5.16). Next,

COVD/inika Yiinm] = ¢ijk(m(ﬁ7 G’J%) - lijk(ﬁa G)%)A'ifm(ﬁ> O-'J%) for .] 7& g? k 7é m,
(5.58)
where the fourth-order moment ¢ i/ (B, G%) is given by (5.17).
Note that the computational formulas for

2'ijk(Bv G]%)v 6ijkm (Bv G)%)v and ¢ijk€m (ﬁy 6}%)7

are given by

A (B.o2), 85 (B.o2), and 90, (B.07).
in (5.21), (5.22), and (5.23), respectively. We use these computational formulas in
A; and Q; in (5.54) and construct the corresponding vector and matrix as lim and

Qi<s). These substitutions lead to the computational GQL estimating equation for oy

as
K a)v(s)/ 1
i Ot Ay _
Z 3o, QY (w—-2")=0. (5.59)

i=1

Let 6y,6or denote the solution of (5.59). It can be shown that asymptotically (as
K — ), for known B, the final GQL estimator obtained from (5.59) follows the
univariate Gaussian distribution with mean oy and the variance given by

- -1
K oM aA;
Var(ﬁ%GQL) = limitg e : .Q;l
Z; doy doy

(K 550 PYICINE
SORTI i (514
~ limitg e i:EI : Q, 867] )

pre (5.60)
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where the formula for the computation of 8&@/ /90y is available from (5.35).

Note that in practice, the iterative equations (5.52) for § and (5.59) for Oy con-
stitute a cycle, and the cycles of operation continue until convergence, to obtain the
final GQL estimates fBgoz, and 6y oy for B and oy, respectively.

5.2.3.3 Joint Generalized Quasi-Likelihood (GQL) Estimation for 8 and o,

For quick convergence of the estimates, one may like to estimate 3 and o jointly.
For this, the estimating equations (5.52) and (5.54) may be combined as follows.
Let

§i = (y;7 M;)/7
where

Yi= ity s Yijse e Ying)'s and up = (Vinyizs -, ijViks - > Vi(m—1)Vin;) -

Note that E[Y;] = 77:,'([3,63) as given in (5.48), and E[U;] = l,-(B,G%) as given by
(5.55). Thus, we write

E[S]=&(B.oy) = (m,A]). (5.61)

Furthermore, let

cov(Y;) cov(Y;,U})
cov[Si]=1; = (5.62)
cov(Uj)
Zi A
- , (5.63)
Q;

where X; = cov(Y;) is given by (5.49), and Q; = cov(U};) is constructed by using the
formulas from (5.56) to (5.58). To construct 1;, it remains to compute the elements
of the A; = cov(¥;,U/) matrix. In the present binary mixed model case, this can be
done as follows.

Formula for cov[Y;,U/| = A;
EY3Yy] — mijdije = Aijo — mijhije  for j=k
2 _ .
COV[Yij,YikYi[] _ E[Yuyzk} — ﬂijlijk = )u,‘jk — ﬂ:ij}fijk for ]= V4 (5.64)
EY;YyYi] — mijAike = Ojjke — mijAire for j #k;j#¢,

where nij(B,G}%) and A; jk(B,G%), are given by (5.7) and (5.8), respectively. The
formula for the third-order moment &z (3, G}%) is given in (5.16).
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Next, for 6 = (B’,0y)’, in the manner similar to that of (5.52) and (5.59), one
may construct the GQL estimating equation for 0 given by

p) Ci(ﬂ')/

O (- ) =0 (5.65)
20 i i ’

N

i=1

where Ci(s) is computed from §; by replacing m;;(, G}%) and A;jx(B, (‘7}%), with
Jri(;)(ﬁ, ;) and kig.sk)(ﬁ, 0;), respectively. Similarly, Y}(S) is constructed from 1; by
replacing

ﬂij(ﬁa 6}%)7 Afijk(ﬁv G)%)a and 6ijk€(ﬁ7 G)%)a
with ) (5 )

nijS (ﬁao-)%)a )‘ijsk (Baajg)a and 6[jské(ﬁ?67%)7
respectively, where the formulas for the latter simulation based functions are given
in (5.20), (5.21), and (5.22), respectively.

Note that the estimating equation (5.65) can be solved by using the iterative equa-
tion

S/ N
i aci( ) r(s),lgé‘i( )
= 00 ! 00’

Bor(r+1) = Bgor(r) +

o o1 s
IR (a-éﬁ)], (5.66)

where [, denotes that the expression within the square bracket is evaluated at 6 =
éGQL(r)7 the estimate obtained for the rth iteration. Furthermore, similar to that of
(5.53) or (5.60), it can be shown that asymptotically (as K — o), the final GQL
estimator obtained from (5.66) follows the multivariate Gaussian distribution with
mean 0 and the variance given by

—1
A .. K a¢ ., 9
var(Ogor) = limitg . Z; 7 Y, 139/]
[k aC‘(S)/ ,194(5) -
~ limi i (s) i
~ limitg_e ; T Y 5o (5.67)

5.2.4 Maximum Likelihood (ML) Estimation

It follows from the model (5.1) that the likelihood function for the data is given by

L(B.oy) =15 | Li(B,0y) =TTIK, f(vil%). (5.68)
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Lety;, = 2;”: 1 Yij- Then the log of likelihood function (5.68) may be expressed as
log L= 2 2 yijxiiB + Zlog Ji (5.69)
i=1j=

where
Ji= [ ewlomatevnay = [ ToDetiINay,  (5:70)

with A;() = {IT}Z, [1 +exp(x};B + 0y¥)]} ~". For likelihood estimation of 3 and
oy, we now consider the joint score equations U, ([3,0}%) =dlog L/dB =0 and
U (B, 0'%) = dlog L/doy =0, where

K
Ui(B,0y) = Z Z{yu Aij [T} =Y, Uni(B,o2), (5.71)
i=1j= i=1
K K
Ur(B,oy) = Y, Mi/Ji= Y Uni(B,0;), (5.72)
i=1 =1

with J; as in (5.70), and
Ay = [ explom ) a0 m 0 en (10 = [ Ay (en(r 1)d.

n;

M; = /eXp{nyzV*}lZ(yu (%)) | A% % en (% [1)d

- L (% ) (% (1)

Next, we approximate J;, A;;, and M;, with

0 _ 1< N 3
1= XA, A = A0, wd MY = 3 3 W), 6T
w=1 w=l1 w=I

respectively, and compute U ([3 ) and U (,8 ) from U, (B, 0 ) in (5.71)
and U,>(B,0 ) in (5.72), by replacing A,J, Ji, and M; with AW J( Y and M(‘Y)

1y >Y
spectively. One may now obtain the maximum likelihood estimates of B and oy, by

solving the estimating equations

U (B,02) =0, and U (B,02) = (5.74)

jointly. Let 3ML and 6y, denote these maximum likelihood estimates for 8 and
Oy, respectively.
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Next, we briefly address the issue of estimating the asymptotic covariance matrix
of Oyr = (B, 6y.mr) . The asymptotic covariance matrix of By, is given by

cov(Oyy) = limitg .. {1(0)} !, (5.75)

where by standard regularity conditions,

Vit Viz
1(0)=— [ (5.76)
Voo
with
Vit = E,/{oU\(B,0,)/dB"}, Vio=E{dU\(B,0y)/doy},
and

Vo = Ey{dU>(B, 6;%)/967/}7

where U, (3, G%) and U, (B, G%) are the score functions as in (5.71) and (5.72), re-
spectively.

Note that although the 7(6) matrix given by (5.76) requires the computation of
the expectations of the second order derivatives, the existing computer packages
such as SAS program NLMIXED (SAS/STAT User guide, Version 8, Volume 2, p.
2475 — 76), however, computes the 7(0) on the basis of the observed information

matrix, which may not be reliable. Here, we compute the /(6) matrix by using Vl(ls ),

Vlg), and VZ(? for Vi1, Vi2,and Vay, respectively, where

K 1 1
vy =Y ZO--- Zoa{Uf?(B,G%)/aﬁ’} (5.77)
i=1 [yq= Yin;= ]
®_ jE ' (s) _
Vi =X | Y Y o{Uy(Booy)/doy} (5.78)
i=11yin=0 " yin;=0 ]
0 _ - jE 1 ) q 2 _
v =3 1Y Y Ul (B,62) /a0y (5.79)
i=1 {yi1=0  yip;=0 ]
vy = vy, (5.80)

where Ul(f)(ﬁ,c}%) and Uz(f)(ﬁ, G%) are obtained from U,;(, 6%) and Uy (B, G%) in

(5.71) — (5.72), by using Jl.(s), Aﬁ;), and M,-(S), for J;, A;;, and M;, respectively.
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5.2.5 Asymptotic Efficiency Comparison

In this section, we provide a numerical comparison among the asymptotic variances
of the IMM, GQL, and ML estimators obtained from (5.40), (5.65), and (5.74),
respectively. The formulas for the asymptotic covariance matrices for these three
estimators are, respectively, given by (5.47), (5.67), and (5.75). As far as the model
is concerned, we have chosen, for example, the same simple binary logistic model
considered in Section 5.2.2.1 [see also Jiang and Zhang (2001, 756 — 57)]. For con-
venience, we rewrite this model here as

logit{Pr(y;; = 1|7)} = xi + o%/, (5.81)

where ¥/ YN (0,1). As in practice cluster sizes are usually small, for example, in
a familial mixed model, family size can be 3 or 4, we choose n; = n = 4, that is,
families each with 4 members, for example. For parameter values, we consider, for
example, two values for the scalar 3, namely,

B =0.0 and 1.0
and some small and large values for o, as
0y =0.5,0.75,1.0,1.25, and 1.5.
As far as the design covariate x; is concerned, we choose
—1.0, fori=1,...,K/4
xi=< 0.0, fori=K/4+1,...,.3K/4 (5.82)
1.0 fori=3K/4+1,... K.

For family number, we choose K = 500.

5.2.5.1 Asymptotic variance of the IMM Estimator

To compute the asymptotic covariance of the IMM estimator of 6 = (B,0,)" by
(5.47), that is, R
cov[@m] = (BoD) 'BoV*By{(BoD) '} (5.83)

under the model (5.81), with
10...0
By = ;
01...1

as in Jiang and Zhang (2001), we can use the formulas for D and V* matrices from
(5.42) and (5.43), and obtain
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K xiel, Y xieh;
BoD=n , (5.84)
20— 1)3E €5 2(n— 1) ZE €
and

S yaix; T bixi

BoV*By = . (5.85)
K b YK ¢

Note that the formulas for e}; for r=1,...,4; and for a;, b;, and ¢;, in terms of e,;

for r =1,...,7; are available from (5.42) and (5.44) — (5.46). For n = 4, it follows
that the formulas for a;, b;, and ¢; reduce to

a; =4ey; + 1262,’, b; = 24[63,‘ +€4i], and ¢; = 4[66‘5,’ + 24e4; + 687i].

Further note that the computations for ey;,...,e7;, and ej;,...,e}; necessary for
the aforementioned computations are done by simulating N values of ¥ only
once from the N(0, 1) distribution. Here we choose N = 5000, a sufficiently large
value for the approximations of the expectations involved in the formulas for
eli,-.-,e7i,€;---,ey. Thus, e};, for example, is approximated by

eV = 12 Yo {1.0—hi(%, ) Yoxi

and similarly, es;, for example, is approximated by

N N
e/ = ()7 3 BORIIL - )" 3] R,

w=1

where
exp(xiB + oyYi,)

1+exp(xiB+oy7i,)

The covariance of é,MM is now immediate by using (5.84) and (5.85) in (5.83).

hi(ﬁw) -

5.2.5.2 Asymptotic Variance of the GQL Estimator

The formula for the asymptotic covariance matrix of éGQL is given by (5.67), that
is,
K aC lag(s) !
COV(BGQL) = limitg—_o z 36 y; i ) (5.86)

5 a6’

To compute this covariance matrix, we need to compute the submatrices in (5.86)
under the model (5.81), for n = 4.
First, the formula for the derivative matrix d¢; /6 is given by
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¢ Lye; 2(15e3;)
1hes; 2(1gex;)

where e];, €3;, €3;, and e}; are defined as in (5.42). Next, recall from (5.63) that

X A

Y= . (5.88)

Al O,

For the present special case, that is, under the model (5.81), with n = 4, the subma-
trices in (5.88) can be computed as

[ei1 exi ey e

€l €2 €2}
5 = (5.89)
€l €2j

€]

[e3i e3i e3; esj ey ey
e3; e €4 e3; €3 €4
A= , (5.90)
e4; €3; eq4; e3; ey €3,
| eai es; e3; es; e3; e3; |
[esi esi esi eci esi €
es; eg; ei €7 €

es; e7; egj €6

Qi = , (5.91)
€5; €6 €6

€si €6i

es; |

respectively, where eg; for £ = 1,...,7 are given as in (5.44) — (5.46).

Now by approximating e}; (r =1,...,4) and e;; (¢ =1,...,7), by e*S) and eg),
respectively, one may compute the cov(éGQL) for n = 4 by using the formulas from
(5.87) and (5.88) in (5.86).

5.2.5.3 Asymptotic Variance of the ML Estimator

By (5.75) and (5.76), we write the asymptotic covariance matrix of éML, as
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. Vi vy
cov[OyL] = — o , (5.92)
V22

where Vl(f), V1(§>, and VZ(?, are given by (5.77), (5.78), and (5.79), respectively. To
compute this second-order derivative matrix, for convenience, we rewrite the first-
order derivatives from (5.71) and (5.72), as

K J'c
ZZy,,x,j+z , and U(B,0;) =, lJ'y,
i=1j= i=1 !
respectively, where
aJ; aJ;
Jiﬁ = %, and J,’G}, = aicfy

It then follows that

v —ZEV,., o [T = () PO

i=1

K 1
=Y S S [ ] (5.93)

1yil=0  yjn,=0

K
VI(ZX) = Z Eyilv-"vyini [{Jl(Y)Jl(l;)o'y - Jz([;)‘];gy}/(‘]lb) )2:|

i=1

-y Y i (g, g 01077 (5.94)
V22 - zEym -sYin; [{J leGy_{ :Gy} }/( ) }

“y 3.y (098, — OO, 5.99)

i=1yil=0  yip;=0

where 5 5 Y
J Jlﬁ i(yy
Jipp = aﬁ,a 1[367 87077 and J, ioyoy = aGy'

Note that for the current special case n; =4, and 3 is a scalar parameter. The
second-order derivative elements in (5.93) — (5.95) may easily be calculated (see
Exercise 5.2) under the simple logistic model (5.81). One now uses these elements
in (5.92) to obtain the covariance matrix of 6z .
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5.2.5.4 Numerical Comparison

For K = 200 families each containing n; = n = 4 members with covariates given
as in (5.82), we now compute the asymptotic variances for the estimators of § and
Oy by using (5.83), (5.86), and (5.92), under the IMM, GQL, and ML approaches,
respectively. For selected parameter values, these asymptotic variances are shown
in Table 5.1.

Table 5.1 Comparison of asymptotic variances of the IMM, GQL, and ML estimators for the
estimation of regression (f3) and variance component (o) parameters of a simple binary logistic
mixed model, withn; =n=4 (i=1,...,K) for K=200.

Regression Asymptotic Variances
Parameter () Method Quantity 6,=0.25 0.50 0.75 1.00 125 1.50
0.0 ML  var(f) 0.0007 0.0008 0.0010 0.0014 0.0017 0.0022

var 0.0003 0.0003 0.0005 0.0007 0.0013 0.0028

D, D>
<
N

(

GQL var() 0.0108 0.0130 0.0168 0.0220 0.0288 0.0372
var(6y) 0.0664 0.0259 0.0205 0.0213 0.0248 0.0305

IMM var(ﬁ) 0.0108 0.0130 0.0168 0.0220 0.0288 0.0372
var(6y) 0.4340 0.1684 0.1320 0.1379 0.1646 0.2090

1.0 ML var( A) 0.0046 0.0028 0.0032 0.0038 0.0045 0.0055
var(6y) 0.0134 0.0019 0.0014 0.0016 0.0022 0.0030

GQL Var(B) 0.0143 0.0167 0.0205 0.0260 0.0331 0.0418
var(6y) 0.0802 0.0299 0.0228 0.0230 0.0264 0.0320

IMM Var(B) 0.0201 0.0237 0.0293 0.0373 0.0477 0.0604
var(6y) 0.5664 0.2078 0.1539 0.1537 0.1778 0.2211

It is clear from the results of Table 5.1 that the ML approach produces the esti-
mates for both 8 and o, parameters with uniformly smaller variances than the GQL
and IMM approaches, as expected. For example, when = 1.0 and oy, = 1.25, the
ML, GQL, and IMM approaches estimate 3 with variances:

0.0045, 0.0331, and 0477,
respectively, and they estimate o, with variances:
0.0022, 0.0264, and 0.1778,

respectively. When the GQL and IMM approaches are compared, both of these ap-
proaches appear to estimate 3 with almost equal variances, the GQL being slightly
better, but for the estimation of oy, the GQL approach is much more efficient than
the IMM approach. The IMM approach always produces oy estimates with very
large variance. Thus, this IMM approach cannot be trusted for the estimation of the
variance component of the random effects. Between the ML and GQL approaches,
even though the ML approach is always better than the GQL approach, the vari-
ances of the estimators under these two approaches are not too different. Thus, the
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GQL approach is highly competitive to the optimal ML approach for the estimation
of both parameters. Note, however, that the ML approach is computationally cum-
bersome as compared to the GQL approach. Further note that in the longitudinal
setup, discussed in the next two chapters, it is either impossible or extremely com-
plicated to obtain the ML estimates. This makes the GQL an unified highly efficient
estimation approach in both familial and longitudinal setups.

5.2.6 COPD Data Analysis: A Numerical Illustration

Consider the chronic obstructive pulmonary disease data, previously analyzed by
Cohen (1980), Liang, Zeger, and Qagqish (1992), and Ekholm, Smith, and McDonald
(1995), among others. This dataset contains the IPF (impaired pulmonary function)
status of 203 siblings of 100 COPD patients, along with the information of their
covariates sex, race, age, and smoking status. The IPF status was coded as 0 for a
sibling with IPF, and 1 for a sibling without IPF. The complete COPD data along
with covariate information is found in the appendix in Tables 5A to 5E [see also
Liang et al (1992)], where Table 5A contains the COPD data from the siblings of 48
patients each with one sibling. Table 5B similarly contains the data from the siblings
of COPD patients each with two siblings, and so on. The distribution of the COPD
patients with their sibling sizes is in Table 5.2.

Table 5.2 Summary statistics of COPD patients and their siblings.
Sibling Size

1 23 46

No. of COPD patients 48 23 17 7 5

Total siblings 48 46 51 28 30

It is of scientific interest to investigate the effects of the covariates: sex, race, age,
and smoking status on the IPF status of the siblings of a COPD patient, after taking
the familial correlations among the responses from the siblings of the same patient,
into account.

Note that Liang, Zeger, and Qagqish (1992) used the fixed binary logistic model
to analyze these COPD data. More specifically, they assume that the probability that
a sibling had IPF satisfies

logit[Pr(y;; =1)] = x];, (5.96)

where for p =5, B = (Bo,B1,---,Ba)” with By as the intercept and remaining four
components of the § vector representing the effects of the four covariates: sex, race,
smoking status, and age, respectively. As the binary responses of the siblings of a
COPD patient or family are likely to be correlated because of the common family
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effect shared by the siblings, Liang, Zeger, and Qaqish (1992) [see also Ekholm et al.
(1995)] modelled these correlations through pairwise odds ratios across the families
with more than one sibling. But as it is clear from Table 5A (see also Table 5.2) that
48 COPD patients have one sibling each, the pairwise odds ratio approach does not
appear to address the issue of family effects properly. This is because, when there
are at least two siblings in a family, the responses of these siblings get correlated as
they share the common family effect. It does not mean that there is no family effect
on the response of the only sibling in the family. Furthermore, the modelling of the
pairwise odds ratios [of the form exp ()] considered by Liang, Zeger, and Qaqish
(1992) seems to be arbitrary.

Ekholm, Smith and McDonald (1995) have also analyzed these COPD data.
These authors, unlike Liang, Zeger, and Qagqish (1992) developed a multivariate
binary distribution by modelling the association using certain dependence ratios
defined in terms of the mean parameters. This permits flexible modelling of higher-
order associations, using maximum likelihood estimation. Note, however, that as
there may be many higher-order association parameters depending on the cluster
size, Ekholm et al. (1995) assumed a homogeneous association structure in ana-
lyzing the COPD data, mainly for the reduction of the number of association pa-
rameters, as the estimation of parameters becomes complicated without such as-
sumptions. This assumption of homogeneous association structure also appears to
be arbitrary.

Sutradhar and Mukerjee (2005), unlike Liang, Zeger, and Qaqish (1992) and
Ekholm, Smith, and McDonald (1995), have fitted the binary mixed model (5.1) —
(5.3) to the COPD data. This allows the responses of the siblings in a family of size
more than one to be overdispersed as well as correlated through the random effect of
the family which is shared by all siblings. For the COPD patient with one sibling, the
patient/family effect would cause the overdispersion in the binary responses. Fur-
thermore, the binary mixed model (5.1) — (5.3) would naturally accommodate the
higher-order moments or correlations, as unconditionally, the responses will have
an implicit joint probability distribution.

Note that 6% in (5.3) denotes the variance among the unobserved family effects,
that is, among 100 patients for the COPD data. This parameter representing the
patient effect influences the unconditional mean and variance (5.7) — (5.8) of each
sibling of a patient and it also affects the correlations (5.10) of the responses from
the siblings of the same patient. In (5.7) — (5.8), or equivalently in the model (5.1) —
(5.3), B for the COPD data represents the effects of the covariates of the siblings on
their IPF status. In notation, these covariates are: gender (x;;1 )[GR], race (x;;2)[RC],
smoking status (x;;3)[SMO], and age of the sibling (x;j4); and they are coded as
follows:

_Jo female - _Jo white
YiITT Y1 male Y2T N 1 black
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0 nonsmoker
Xij3 =

| smokes xjj4 = exact age of the individual.

We have also considered an intercept parameter 3y [INTC], and hence the linear
predictor in (5.3) has the form:

Nij(B, 0y, %) = Bo+ Bixiji + Paxija + Baxijz + Paxija + oyY;,

leading the probability that a sibling has the IPF disease, as

eXP[ﬂij(ﬁv"ya%k)]
L+mi(B. oy, %)

The regression parameters vector § = [Bo, B1, B2, B3, B4)’ and the random effects
(of the patients) variance component o, were estimated by using the ML approach
discussed in Section 5.2.4. Note that to compute the ML estimates we have used the
MM estimates as initial values for the parameters while solving the ML estimating
equations iteratively. For convenience, these MM estimates along with the final ML
estimates are given in Table 5.3. Note that there was no reason to include the IMM
approach in the present analysis as it was shown in the last section that this approach
is asymptotically less efficient than the GQL approach. This, however, indicates that
we could consider the GQL approach in the analysis, but it was also not exploited.
This is because our purpose here is to demonstrate that even though in general the
ML approach is complicated, in the present binary mixed model setup this approach
is, however, manageable.

PriYiy = 1]] =

Table 5.3 Estimates of regression and random family (patient) effects’ variance parameter and
their estimated standard errors for the COPD data.

Parameters
Method INTC GR RC SMO Age oy
ML  Estimate -0.770 -0.802 -0.729 1.007 0.041 1.030
ESE 0.136 0.141 0.191 0.162 0.001 0.494
MM Estimate -1.653 -0.994 -1.072 1.388 0.075 0.902
ESE 0.182 0.230 0.251 0.216 0.001 0.627

We now interpret the ML estimates. First, the high value (1.007) of ﬁMLg (smok-
ing effect) reveals that smoking has a detrimental effect on the IPF of the siblings.
Furthermore, as the gender and race were coded as 1 for male and black, respec-
tively, the negative values of BAML,] and BAML,Z, respectively, indicate that males and
black are at more risk of IPF as compared to females and individuals from white
race. Similarly, the positive value of By 4 indicates that as age increases the risk of
IPF increases too, as expected.

As far as the variance component of the random effects of the COPD patients
is concerned, the estimate for o, appears to be quite large, indicating that the fa-



146 5 Familial Models for Binary Data

milial correlations cannot be ignored in any inferences for the COPD data. That is,
if the familial correlations are ignored, then one would obtain a misleading mean
(unconditional probability for IPF status) and variance of the data.

5.3 Binary Mixed Models with Multidimensional Random
Effects

Recall from Chapter 4, more specifically from Section 4.3 that there are situations
where familial data may be influenced by multiple random effects. For example,
(1) it was indicated in Section 4.3.1 that the responses of the jth member of the ith
family may be influenced by random family effects as well as by random member
(within a family) effects. Next it was indicated in Section 4.3.2 that (2) there can be
a random family effect for a group of families implying that the whole dataset may
contain multiple random effects depending on the number of groups. Furthermore,
Section 4.3.3 provides details on the inferences for mixed models for count data,
where (3) the response of a member in a given family is influenced by multiple
random family effects that arise from independent sources.

In this section we deal with a binary mixed model with multiple random effects
arising in a multiway factorial design setup. This factorial design set up is similar
but different from the familial setup with multiple random effects considered in
Section 4.3.1. For simplicity we consider two random effects arising in a two-way
factorial design setup. We also discuss a real-life data example from Sutradhar and
Rao (2003) where data are influenced by two random effects due to two factors in a
factorial design setup.

5.3.1 Models in Two-Way Factorial Design Setup and Basic

Properties
Let y;; denote the response due to the ith (i = 1,...,m) level of a factor A, and the
Jjth (j =1,...,n) level of a factor B, say, and x;; be a p x 1 vector of covariates

associated with y;;. Suppose that conditional on the random variables ¥; and @}, Y;;
follows the binary distribution given by

SOl 5) = [{m {1 =} =) (597
where )
i exp(1n;;
7 = Prity = 1 0] = ety
with

(B, iy o) = x4 B + %+ .
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Further suppose that ¥ and «; are normally distributed; ¥ 151 N(0, G),) and o; ~ ud

N(0,02). Also suppose that % and o; are independent. For

%*:ﬁ and Oc;»‘:—],
G’J/ Ga
one may then express the linear predictor as
35(B. % &) = xi;B + 0y} + 0a ). (5.98)

Note that the models in (5.97) — (5.98) may be treated as an extension to the binary
mixed models given by (5.1) — (5.3). However, in the present setup, the levels m
and n are finite. For the asymptotic case, we assume that K = mn — oo. This model
(5.97) — (5.98) involving the regression effects § and the two variance components
G)% and G& is referred to as the GLMM (generalized linear mixed models) with two
variance components. Here the scientific interest is to obtain consistent as well as
efficient estimates of the regression effects 3, and the variance components G% and
o2. Note that obtaining the efficient estimates would require the use of correlation
structure of the data.

In the present two-way factorial design setup, the observations are correlated in
two ways. More specifically, at the ith (i = 1,...,m) level of the factor A (say), V;;
and Yy, are independent conditional on ¥ but unconditionally they are correlated
with correlation p(;;) ., say. Similarly, at the jth Jj(j=1,...,n) level of the factor
B (say), ¥;; and Y}; are independent conditional on o/} but unconditionally they are
correlated with correlation p;,(; ), say. In general, these correlations p;;) jx and p;,(; ;)
are different. They will be the same in a very special case only when X’ jﬁ = U (say)
forall i and j, and also G}% = Gg‘. In Section 5.3.1.2, we provide the formulas for the
two-way covariances (or correlations) in the general case. The formulas for the un-
conditional means and variances are given in Section 5.3.1.1 below. The estimation
of the parameters is discussed in Section 5.3.2.

5.3.1.1 Unconditional Mean

Following Lemma 5.1, the unconditional mean and the variance may be written as

EW,)| = ;(B.03.02) = [ [ w0 05)en (1)
XgN(a*f\ )dy; dat; (5.99)
Var[Yll} = (ii)(jj)(BvG)%a ) - Tclj(ﬁ7 v )(1 _nij(ﬁacjgacgc))) (5.100)

where (7%
. . exp(1;;
(Yot = ———
”z/(ﬁa j) 1+exp(n;)

with
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nt*] = x;]ﬁ + 6771* + G(Xai*v
as in (5. 97) Note that in the manner similar to that of (5.20), one may evaluate
Tclj(ﬁ7 V&l )aHdG” // (ﬁa v ) as

=

1] (Bu 7/7 Z z] YMH jW

Y Y(jj) (Bv VA ) (ﬁ Gyvaa)[li ij (B’ Y 2)] (5.101)

where forw=1,...,N, 7, and o s are two sets of values from the same standard
normal distribution.

5.3.1.2 Unconditional Covariances and Correlations in a Two-Way Design
Setup

At a given level 7 of the factor A, the covariance between two responses at the jth
and kth levels of the factor B may be written as

COV(Yle ) A'(u) ik — TijTik = Oii) jk (say), (5.102)

where A;;) jx is given by

M =ECat) = [ [ [ w0

xgn (v [Dgn (e [1)gn (e [1)dy dodoy, (5.103)

which may be computed by using its simulation version

N
)’((isigjk = N71 2 [ lj(%w’ ]w)”k(%wv akw)} (5104)

w=1

generating three sets of standardized normal values v, o,
I,...,N.

Note that we have used a slightly different notation for the raw pairwise product
moment, namely, A;; j instead of simply 4;x in (5.9). This is because, in the present
two-way design setup, E[Y;;Yj] for a given i and the E[Y;;Y,;] for a given j do not
have the same interpretation. Thus, at a given level j of the factor B, we write the
covariance between two responses at the ith and rth levels of the factor A, as

* —
and oy, for w =

cov(Yij, Yrj) = E(YijYrj) — ijTj = Ain(jj) — TijTorj = Oip(jj) (SY), (5.105)

where A; may be calculated by using the simulated version of 4;,(;; given by

ir(jJ)
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N
My =N 5 s 05 5 (s 1) (5.106)

w=1

where, unlike (5.104), a different set of three standardized normal sequences ¥, Vi,
and Ocjw, forw=1,... N, are used.
Once the covariances are computed by (5.102) and (5.105), the respective corre-

lations may easily be computed as

Y,,Y, jk(ﬁ? &) )
coYy Y = e T 07 (B 07, o2 T~ e B E T
= P(ii) jk (say). (5.107)
and
Gt (B 02, G2)
Yij Yej] = L]
corltyy Yoi] = G Bo07.02) (1= 10/ (B.03)m, (B, 02,08 (17, (B, 57 02 2
= Pir(jj) (say). (5.108)

5.3.2 Estimation of Parameters

5.3.2.1 Estimation of Regression Effects 3

Let y; = (Yits---,Yijs---»Yiks---»Yin)' be the n-dimensional response vector at the
ith (i =1,...,m) level of factor A and m; = (m,...,Tij,..., ik, ..., i) be the
corresponding unconditional mean vector. Use y; and write a stack vector as

/ / ! 7 \/
Y=V sVisee s Vryeees Vi)

of dimension mn x 1 which has its mean vector

Define the mn x mn covariance matrix of Y as
O-(ll)(jj) fori= }";j =k
G(ii)jk fOrl:r“]#k
X = (cov[V;;,Yul]) = (5.109)
Glr(]]) forz;«ér,]Zk

0 forizr;j#k,
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where the formulas for the variances o(;;)(; ), and covariances 0y;;) jx and 0;;;, are
given by (5.100), (5.102), and (5.105), respectively.

In order to obtain a consistent as well as efficient estimate for 3, we take the two-
way covariances given by (5.109) into account and construct the GQL estimating
equation as

D l(y—m) =0, (5.110)

where D = d7t/df’ is the mn x p first derivative matrix of the stacked mean vec-
tor  with respect to 3. Note that the formulas for the elements of the derivative
matrix can be computed by using the general formula, say for the derivative of
(B, 02 ¥ 02) with respect to 8. This formula is given by

am;j( 13, 0, . .
/ 7 // ij ) ] nij(’}/i*’ aj )]xij
xen (¥ Il)gzv(ij [1)dy;det;. (5.111)

As indicated before, we now replace the 7 vector, X, and derivative (D) matrices
in (5.110) with their simulated versions 78), £(), and D(5>, respectively, and write
the simulated version of the GQL estimating equation as

D(‘YV{Z(‘V)}*I()}—E(‘?)) =0, (5.112)

which may be solved iteratively by using the Newton Raphson procedure. Note
that the construction of 7(*) follows by using the 7 ( B,o2 y, 62) from (5.101). Next,

,0;,04) from (5.101), and
the formulas for)L ) . and A, ) ) from (5.104) and (5.106), respectively. Similarly,

) can be computed by usmg the formulas for 7rl y ([3

DY is computed by usmg the snnulated version of the formula (5.111) given by

o (B, o2, N

2 (gﬁ ! ) Z Yiws jw lj(’)/lkW’ jW)]xij- (5.113)

Suppose that ﬁGQL denotes the solution of the GQL estimating equation (5.112).
As the GQL estimating equation (5.112) is unbiased for the estimation of 3, this
solution BGQL is consistent for 3. Furthermore, as the estimating equation (5.112)
for B is constructed by taking the two-way correlations of the data into account,
Baor. is highly efficient too, the exact maximum likelihood estimator being the most
efficient. The exact maximum likelihood estimation is, however, more complicated
than the present GQL estimation. Furthermore, for K = mn, it may be shown un-
der some mild regularity conditions that K'/3( 3GQL — B) has an asymptotic normal
distribution, as K — o, with mean zero and a covariance matrix

G =K[Dz"'D] ",

that can be computed by
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, -1
G?) —K [Dm (z6y-1 D(ﬂ , (5.114)

5.3.2.2 Estimation of the Variance Component 0'}3 Due to Factor A

For i =1,...,m, let uy, = (y%l,...,y?j,...7y12n)’ be the n-dimensional vector of
squares of the elements of y; and u;(,) = (VitYiz, -+ YijYiks- - -+ Yin—1Yin) be the n(n—
1)/2-dimensional vector of cross-products for all n responses under the ith level of
factor A. Furthermore, let s; = (u;m ) u;(p) )’ be the n(n+ 1) /2-dimensional combined

vector of squares and products. Note that because u;(;) = (ylzl yeens yizj7 R yizn)’ =y, =
(Vit,---+Yij,---,yin)’ for the binary data, we use the basic statistic s; given by

5= [Vt (5.115)

and its properties to develop the desired GQL estimating equation for G%.
Let A/ denote the expectation of s;. Because E[Y;;] = m;; (B, 637 02) as in (5.99)
and E[Y;; Y] = Ak (B, 0'%, 02) by (5.102), we can write

E[S]|=A"= [nl-’,),(’ii)]’ cn(n+1)/2x1, (5.116)
where
= [Tty Mjse T
My = iy Aipjis - Aiiy(n—1yn] - (5.117)
In addition, we construct a stacked vector
s=(s,....8h sl s ) s ma(n+1)/2 % 1.
Let
A =E[S| =A%, A A A s ma(n 1) /2% 1 (5.118)
QF = cov[S]

cov(Sy) ... cov(S1,S)) ... cov(S,S)) ... cov(S1,S),) |

= | cov(S8i,8)) ... cov(Si) ... cov(Si,S)) ... cov(S;,S),)

| cov(Sm,S]) ... cov(Sm,S)) ... cov(Sm,S)) ... cov(Sy)
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[Qf .. QL Q28]

Ir =" Im
QLo (5.119)
QL QL
where
[ cov(¥;) cov(Yi,Ul.’(p))
9; =
I cov(Ui(p))
Zin Zin
- . (say), (5.120)
i Lin
and fori #r,
[cov(Y;,Y)) cov(K,Ur'(p))
Q=
I cov(Uy(p))
Zin Zini2
- T Gy (5.121)
L ir22

Next, let B* = dA*/d 6}% be the ((mn(n+1))/2) x 1 vector of first derivatives of
the elements of A*. It then follows that the GQL estimating equation for 6}% is given
by

B (s—A") =0. (5.122)
Note, however, that as the components of the A* vector and Q* and B* matrices
involve integrations over the distributions of the random effects, which are not easy

to evaluate, we use their simulated approximations, namely A*0), Q*0) and B*©),
and rewrite the GQL estimating equation (5.122) for G)% as

B*(s)’{g*(s)}fl(s_A*(S)) —0. (5.123)

Suppose that 6%GQL is the solution of the estimating equation (5.123) for G}%. By
arguments similar to those for Bgo;, obtained from (5.112), this solution 6% GOL ob-
tained from the GQL estimating equation (5.123) is a consistent estimator for 62,

and it is also efficient. Note that we still need to compute Q*©) for (5.123), which
is given below. Furthermore, the formulas for the elements of the B* = dA*/d G}%
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matrix are available in Exercise 5.3.

Construction of Q*(*):
The construction of the 2*©) matrix requires the formulas for the QF () (5.120) and
.Qi*r(“') matrices. We first provide the formulas for the component matrices for Ql-*;(s).

Formulas for the elements of Q)

Construction of &) : n x n

() _ ) (s) -
o) iy ) = Ty 1=y ] forj=k
X = (cov[V;;, Yu]) = (5.124)
i ! (5) @ 0 g
i je = M e — Wiy T Torj # ks
where 7r( and 7L( S) are given in (5.101) and (5.104), respectively.
Construction of Z;SS )inxn(n—1)/2
(s) (8)79 () _
Aiirje =My A jel forj=k
0} = (covlYy, Yuie]) = & A8 — xRS ] for j=1¢ (5.125)
58 ke ”z’(jS) M(<;;kf] for j # ki j# ¢,
where
@ Jk[ z iw (,}/zkwvakw) i?(ﬁw’a;w)'
Construction of E;g% cn(n—1)/2xn(n—1)/2
(s) (s)
l(ii)jk - [QL(ii)jk]2 for j=Vlik=v
(s) (s) (s) _ .
«(s) S iy kv~ [Py Ay ] forJ =ik # v
Z,‘,"zz = (COV[YiniMYMYiv]) = (s) (s) () (5.126)
Sty jue — Pl Py - forj=vik# ¢
(s) (s) (s)
¢(ii)jk(v [}L(n)/k} M’(tl)/v] for j # Lk 7& v
where
S N
ikt = Z (Vs 0) T (Vi Ol ) T3 (Vi O ) T (Vg O

Formulas for the elements of Q:*) for i # r

Construction of Z:fl‘ ) inxn
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) nrj for j=k
Efi,(fi = (cov[Y;;, Yul) = (5.127)
=0 for j #k,

where Tc and 7L” (jj) are given in (5.101) and (5.106), respectively.

Construction of Eirfl% inxn(n—1)/2

(s (5)72. (5) .
6(”’)1'1'/ 7 M(rr) j[] for j=k
*(S) — - o s s E '
2ir,12 - (COV[Ylh YrkYré]) - 5((irr)jk/ nt(j>[)'((,2)jk] for j= / (5128)
0 for j # ki j # £,
where
zrr ]]/ 2 %vw jW rj(’)/kvw ]w) r(’(y*yw aéw)
and
N
lrr Jk] 2 lw7 /W Vk(y:vwa;vv>n:j(7/;kw7a;w)'
w:l

Construction of 2;(22 :n(n—1)/2xn(n—1)/2

(s) (s) 9 (s) Cp—
(P(nrr)jkjk [A’(z’i jkz’(rr)jk] forj=tk=v

(s)
x(s) By i — iy
56— (covlY Y, VX)) = { IR

¢((u r)jkje M(S; jk] [)L((:r) jl] for j=vik #{

0 for j # Uk # v,
(5.129)

where, for example,

nrr jkjk 2 /ﬁvw jw zk(’}/ttwakw) r](fvw ]w) rk(ykvwakw)

We now turn back to the properties of 6}% Gor obtained from (5.123). For K = mn,
under mild regularity conditions, it may be shown that as K — co, K'/2 (62 YGOL ™ o2)

Y
has asymptotically a univariate normal distribution with mean zero and the variance

that may be computed by

Gy =K[{B"Y Ha Wy By, (5.130)
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5.3.2.3 Estimation of the Variance Component 62 Due to Factor B

Note that the variance component of the factor B is usually referred to as the vari-
ance component of the column effects. To estimate this variance component, as men-
tioned earlier, we now exploit the combined vector of squares and pairwise products
of the observations recorded under the columns, whereas 62 was computed in Sec-
tion 5.3.2.2 by utilizing responses recorded under the rows. To be specific, use the
responses of the jth (j =1,...,n) column and define

5= @ ) @130

where

) = (s Vigs oo Vmg)’
and
@j(p)y = (V1jY2js - YijVris- > Ym—1,Ymj) -
Note that for the present binary case, the vector statistic in (5.131) is equivalent to

&~

5= (il ) (5.132)

where }Zj = [}’11', ces iy ,ymj]/.
Let A; denote the expectation of §;. Because E[Y;;] = m;;(B,0;,04) as in (5.99)
and E[Y;;Y,j] = Ay(j;) (B, 05, 04) by (5.105), we can write

...>]/: m(m+1)/2x 1, (5.133)
where

7'~Cj = [ﬂlj,...,ﬂij,...,ﬂmj]/

Ay = Paagiys-- > Ay A=ty - (5.134)
Furthermore, we construct a stacked vector
§=(81,...,8,...,8,...,8) : nm(m+1)/2x L.

Let

A=ES =[A,... . A, AL A nm(m+1)/2x 1 (5.135)
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[ cov($1) ...cov(81,5)) ... cov($1,8) ... cov(81,8))T
= | cov(8;,8)) ... cov(S;) ...cov(5;,8)) ... cov(S;,8))

[ cov(8,,87) ... cov(8,,S)) ... cov($,,8;) ... cov(S,)

= Qj ... Qjj ... Qy ... Qj |, (5.136)

where

cov(¥;) cov(¥;, ~]’.(p))
COV(UJ’(P))

ZiinEijn

(say), (5.137)

Ljj2
and for j #k,

cov(¥;,¥/) cov(¥}, 0y ,))

cov(Uy(p)

Sjk,ll f:jk,n
= (say). (5.138)

Xk

Let B = QZ /962 be the ((nm(m+1))/2) x 1 vector of first derivatives of the
elements of A. It then follows that the GQL estimating equation for 62 is given by

BQ '(s-1)=0. (5.139)

In the manner similar to that of (5.123), we may now rewrite the GQL estimating
equation (5.139) for Gg, as

B(S)'{_Q(S)}*l(g_i@)) =0. (5.140)
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Suppose that 6&\GQL is the solution of the estimating equation (5.140) for 2. By
arguments similar to those for ﬁGQL obtained from (5.112), this solution 6§.GQL

obtained from the GQL estimating equation (5.140) is a consistent estimator for Gé,
and it is also efficient.

As far as the asymptotic distribution of 6§’GQL is concerned, one may obtain
this in a manner similar to that of 6%GQL. More specifically, similar to (5.130),
for K = mn, under mild regularity conditions, it may be shown that as K — oo,
K %(6576@“ — 02) has asymptotically a univariate normal distribution with mean
zero and the variance that may be computed by

Gy = K[{BY QW {BW} . (5.141)
Note that the estimating equation (5.140) and the asymptotic distribution of

6§7GQL in (5.141) still require the formulas for Q) and B = oA /d0%. The for-

mulas for the elements of the derivative matrix B®) are available from Exercise 5.4,
whereas we provide the formulas for the elements of () matrix as follows.

Construction of Q)

The construction of the () matrix requires the formulas for the .Q](-;) (5.137) and

Q;,i) (5.138) matrices. We first provide the formulas for the component matrices for

Qb
ji”

Formulas for the elements of O'°)

Ji
Construction of ffj)” imxm
() _ )y _ () P
- Oy = My W —m;’] fori=r
£ = (cov[¥iy, ¥,))) e e (5.142)
Cir(j) = Mty ~ Mg oy fOTEF
where n[(j) and QLI.(:()H) are given in (5.101) and (5.106), respectively.
Construction of 21(5)12 cnxm(m—1)/2
5) (5)1y (s) _
Aatiy ~ Tij Pugyp)] forr =1
EW = (cov[Vi YY) =4 A a9 ) foru=i (5.143)
Jj,12 L fryjtuy ir(jj) ij YNir(jj) :
S — M A ) forr £ isu

where

s _ 1
Siru(jj) N

* * *

n;;(%tw ajw)n:j(’y:w7 ajw)n;j(%;kwa ajw)'

M=

w=1
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fori=u;r=z2

" 80— A AL fori=uir #2
2“ 2 = (cov[Yy;Y,;, Yy, Yz5]) = ) )
8¥ A.s..][l.sm} fori=zr#u

¢i(}2z(jj) B Mi(X)" szm] fori#u;r#2,
(5.144)
where

N
tmzu 2:‘4 ij kaa jW (ka’ ]w) (’)/kw’ ]w) (Vzkvw jW)

Formulas for the Elements of Q](,f) for j £k
Construction of fj(,i)l Limxm
) O-z(l b4 kY fori=r
Ein = (cov[ti, Yu]) = . _ (5.145)
ity = 0 fori#r,

where 7r( and A = lgg;}.k are given in (5.101) and (5.104), respectively.

ii( jk)
Construction of Z,('k,)u cmxm(im—1)/2

21(1?12 = (covlYyj, YuYu]) = ¢ 62 foru=i (5.146)
0 fori# r;i # u,
where

s 1 y * * * *
Sl = 37 2 75 (Vs O3 T (s 0 s 8L ),

w 1

and

=

s 1 * * * *
51-5-,)(/;(;() = N Z lj(’}flkwﬂ jW) rk(ﬁwvakw)nik(ﬁwvakw)'

Construction of 21(7222 cm(m—1)/2xm(m—1)/2
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() () 405 e
Bivir( i) — Pir(iy Mirgua) - foru=iz=r

(s) (s) (s) .
(s N Aol ] foru=isz#r
Ejk?zz (cov[YijYrj, YiuYe]) = k%) () (k)

() ©) (s) _
Biruit i)~ Pir(ip) i) forz=1isr # u

0 fori #£ u;r # z,
(5.147)

where, for example,

=

Okt = Z Yiws ) T (Vv ) ik (Vi Ot ) Ty (Y G )-

5.3.2.4 Computational Steps

Note that the GQL estimators ﬁGQL, GY GoL’ and Ga GoL for B3, 0'7, and 0' are the
solutions of the estimating equations (5.112), (5.123), and (5.140), respectively. We
obtain these solutions, based on a three-step procedure given below.

Step 1. For suitable initial values of 6% and 62, we solve the estimating equation
(5.112) for B3, by using the iterative equation

. . , §
Boow(1+1) = Pogu(r) + | DYz} =D
x Dz (y_“(S))L’ (5.148)

where ﬁGQL (t) denotes the quasi-likelihood estimate of 3 at the 7th iteration, and [],
denotes that the expression within the brackets is evaluated at § = [%QL(I).

Step 2. For the initial value of Gg! used in step 1, and for the estimate of 3 ob-
tained from step 1, we now solve the GQL estimating equation (5.123) for G% by
using the iterative formula

6}%,GQL(I+1):A%GQL() { {Q* } {B* }}

« [B*(s)’{g*(s)}fl(s_A*(f))} , (5.149)

t

where [ ]; denotes that the expression within the brackets is evaluated at 6% =
%)
6, GoL(1)-

Step 3. By using the estimates of  and G% obtained from steps 1 and 2, respec-

tively, we solve the GQL estimating equation (5.140) iteratively for 62, by using
the Newton—Raphson iterative formula

VRSN
Sacolt+1) = 64 gor (1) + |BY{QY} BV}

t
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« [E(S)I{Q(S)}—l(gfi(s))] , (5.150)

t

where [ ], denotes that the expression within the brackets is evaluated at 67 =
52
Goc,GQL(t )-

Next the estimates of G% and o2 obtained from steps 2 and 3 are used in step
1 to obtain a new B estimate. This improved 8 estimate and the estimate of 62
obtained from step 3 are then used in step 2 to obtain an improved estimate of
0')%. Similarly, the improved estimates of 3 and G% are used in step 3 to obtain an
improved estimate of Gé. This cycle of iterations continues until convergence of all

: : 3 ) %)

three estimates. The final solutions are denoted by Bcor, 65 oy and 6; o, for B,
G)%, and G&, respectively.

5.3.3 Salamander Mating Data Analysis

5.3.3.1 Data Description

The salamander mating data were recorded from three experiments involving two
geographically isolated populations of salamanders, Rough Butt (RB) and White
Side (WS). Altogether 10 RB males (RBM) and 10 WS males (WSM) were se-
questered as pairs with 10 RB females (RBF) and 10 WS females (WSF) on six
occasions according to a design given in McCullagh and Nelder [1989, Table 14.3].
For each pair, it was recorded whether mating occurred. All 40 animals mentioned
above were used in each of three experiments, one conducted in the summer of 1986
and two in the fall of the same year, but the animals used in the first fall experiment
were identical to those used in the summer experiment. This certainly introduces
longitudinal correlations between the binary responses (1 for occurrence of mating
and O for nonoccurrence) repeatedly collected from each fixed pair of animals over
two time points. Kuk (1995), for illustration, analyzed the mating data from the
summer experiment only. Some authors such as Karim and Zeger (1992), Breslow
and Clayton (1993), and Lin and Breslow (1996), analyzed the data from each of the
three experiments separately as well as the pooled data, where pooling was done ig-
noring the longitudinal dependence among the summer and the first fall data. Thus,
to avoid any problems that may be caused by the longitudinal dependence, Sutradhar
and Rao (2003) analyzed the data for 40 animals from the summer and the second
fall experiments. For convenience, we reproduce here the data used by Sutradhar
and Rao (2003). This reproduction is shown in Figure 5.1, where the symbol ‘x’ in-
dicates that the mating occurred and the ‘o’ indicates that the mating did not occur.
Note that in preparing Figure 5.1, we have reorganized the data from Table 14.3 of
McCullagh and Nelder (1989) slightly so that the covariate values corresponding to
a given response are easily recognized.
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Fig. 5.1 Salamander mating data for summer and second fall experiments.

5.3.3.2 Binary Mixed Model for Salamander Data

For the data analysis, we have considered y;; as the binary response for the mating
of the ith female with the jth male (i, j = 1,...,40), and xl’»j = [Xij1,%Xij2,%ij3,Xij4] be
the corresponding 1 x 4 covariate vector, with

Xij1 = 1 for all i,j

~_J 1 ifthe ith female belongs to WS group for any |
Y2710 otherwise

- 1 if the jth male belongs to the WS group for any i
3710 otherwise

and x; j4 = x; jpx; ;3. The effects of these covariates are denoted by B’ = [Bi, B2, B3, Ba)-
Also note that as each animal was sequestered as pairs with six animals of the op-
posite sex, the six responses from these six animals will be structurally correlated
as these responses are generated due to the common effect of the individual animal
of the opposite sex. This common effect is considered to be a random effect in the
present approach, and it is denoted by ¥ for the ith individual female, and by o;
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for the jth individual male. These random effects are assumed to have normal dis-
tributions with mean 0 and variances G% and 62, respectively. Consequently, in the
notation of Section 5.3.1, one may write

_exp(x;B 4 oyy +0a0))
[T exp(,B + 0,7, T Gattl)

E(Yly' af) = m5(v, af) : (5.151)

with % = %1/0y and o = @;/0q.

5.3.3.3 Model Parameters Estimation and Interpretation

In connection with the estimation of the regression and the variance components
of the present binary mixed model, some authors have used the method of mo-
ments. For example, we refer to the original analysis in McCullagh and Nelder
(1989). The moment estimates in McCullagh and Nelder, in particular, the esti-
mates of the variance components are, however, not consistent. See Kuk (1995,
p- 404) for some discussions in this regard. As far as the regression estimates are
concerned, they may or may not be consistent depending on the design matrix and
sample size. But these estimates would be inefficient as the moment approach ig-
nores the structural correlations among the responses in constructing the estimating
equations for these parameters. Schall (1991), Breslow and Clayton (1993), Kuk
(1995), and Lin and Breslow (1996) utilize these structural correlations indirectly,
as they obtain the estimates of the regression and variance components, parameters
by using the estimates of the random effects ¥; and o;. More specifically, Schall
(1991) and Breslow and Clayton (1993) [see also McGilchrist (1994)] consider cer-
tain adjustment to the asymptotically biased and inconsistent best linear unbiased
prediction (BLUE) estimates for 8 and the random effects, and then estimate the
variance components by using normal theory procedures. These estimators, how-
ever, still exhibit considerable bias particularly with regard to the variance compo-
nents. Kuk (1995) and Lin and Breslow (1996) proposed independently certain bias
correction procedures, but these procedures are known to be satisfactory for small
values of the variance components or they produce large standard errors yielding
large mean squared errors. As opposed to these procedures, Jiang (1998) introduced
a simulated moment approach which always yields consistent estimators for the
parameters of the mixed model. But as discussed in Section 5.2.5.4 in connection
with a binary mixed model with a single component of dispersion, these moment
estimates can be seriously inefficient. It was also shown that the GQL approach pro-
duces highly efficient estimates, the ML approach being optimal. Note, however,
that in the present two-way factorial design setup, the ML inferences are extremely
complicated. We, therefore, follow Sections 5.3.2.1 to 5.3.2.3, and obtain the GQL
estimates for the parameters in (5.151). To be more specific, we now apply the three-
step GQL estimation approach given in Section 5.3.2.4, to the salamander data set
presented in Figure 5.1 for the estimation of the regression effects as well as the
variance components of the female and male random effects. With initial values of
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B1=0.02, B=0.10, B3=-003, B;=004, 0;=05 and ocgz=05,
a cyclical operation of the iterative equations (5.148), (5.149), and (5.150) yields the
estimates along with their standard errors as shown in Table 5.4. In the same table,
we also reproduce the so-called Gibbs estimates from Karim and Zeger (1992), and
the PQL estimates from Lin and Breslow (1996).

Table 5.4 Estimates of regression (f3) and variance components of the female ((7%) and male (62)
random effects and their estimated standard errors for the salamander data.

Parameters
Method Bi B B B o, o4
GQL Estimate 1.32 -3.25 -0.65 3.65 2.37 1.28
ESE 1.13 0.99 0.48 0.93 0.72 0.51
PQL Estimate 0.68 -2.16 -0.49 2.65 0.99 0.81
ESE 0.37 0.55 043 0.64 - -
Gibbs Estimate 1.03 -3.01 -0.69 3.74 1.50 1.38
ESE 0.43 0.60 0.50 0.68 - -

Note that the standard errors of the variance component estimates for the PQL
and Gibbs approaches were not available, whereas under the GQL approach, they
were computed by using the standard formulas developed in (5.130) for the estimate
of G)%, and in (5.141) for the estimate of Gé. Further note that the GQL estimates of
these variance components are quite different than those of Lin and Breslow (1996)
and Karim and Zeger (1992).

With regard to the estimation of the regression parameters, the GQL estimates
appear to be similar to Gibbs regression estimates of Karim and Zeger (1992), but
standard errors are different. We must, however, caution the readers that the GQL
estimates reported in Table 5.4 are in fact not directly comparable with the estimates
of Karim and Zeger, and Lin and Breslow. This is because the latter authors have
analyzed the pooled data (by pooling the summer, fall 1, and fall 2 data), whereas
Sutradhar and Rao (2003) have analyzed the summer and fall 2 data only, in order to
avoid longitudinal dependence of the summer and fall 1 data, as mentioned before.

Turning back to the GQL estimates, it is clear that the second and the fourth co-
variates appear to be highly significant. As [32 is negative, the mating occurrence rate
for WSF appears to be small. This means that RBF has a larger mating occurrence
rate as compared to the WSF. As the standard errors of the estimates of B (intercept
parameter) and 3 appear to be relatively large as compared to their values, these
covariates do not appear to be highly significant. A moderately negative large value
of 33 = —0.65, nevertheless, indicates that RBM has a larger mating occurrence
rate as compared to the WSM. Thus, in general, the salamanders from Rough Butt
appear to have more mating occurrence rates as compared to the salamanders from
White Side. But, the highly positive interaction (as compared to its standard error)
indicates that the WSF and WSM have more mating occurrences among themselves.
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Finally, a larger value of 6'% as compared to the value of 62 indicates that ir-
respective of the locations, female salamanders appear to have high variability in
matings as compared to the male salamanders.

5.4 Semiparametric Approach

Consider the binary mixed model (5.1) — (5.3) and assume that the binary responses
for the members of a given family are influenced by a random family effect, but
unlike in Sections 5.1 — 5.3, we assume that the distribution of the random effects
from independent families is unknown. Instead, the moments of the random effects
Y:(i=1,...,K) up to order four are known and they are given by

.
EY = 8:(07) = Y, crs05 7, forr=1,....4, (5.152)
s=1
and

EY; = o(0y), forr >S5,

where ¢, are suitable known constants for r = 1,...,4.

5.4.1 GQL Estimation

By using the general exponential family density

fijnij) = exp[{yijnij —a(mij) } +b(yij)],

with 1;; = 6;; +z;1%, and 6;; = xgj[i, it was shown in Section 4.4.2 how to construct
the estimating equation for the regression effect 8, when oy is assumed to be known.
To be specific, as it was given in Section 4.4.2, the estimating equation for f3 is given

by
K

oMy
2 55 Mz 0= M) =0, (5.153)

where M; ;| is the mean vector defined as

/
Mi,l = [Mil,la--'7Mij,17"';Min,',1] b

with 5 ) )
o %(0y) 44(oy)
M;j | = E[Yj] =a§j+7yz,21a§}’+ 6Y Z?latl}/ 247 Z?la};-,
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as in (4.131), and the covariance matrix M;» can be computed by (4.134) and
(4.135). Note that these mean vectors and covariance matrix may now easily be
computed for the binary case by using the appropriate formula for a; ; and further
derivatives. In the binary case

exp(1i;)

ai.i(nl]) 1 +exp(nu) ml] (Say)' (5154)

One may, consequently, derive the formulas for the higher-order derivatives up to
order six as follows. Note that these formulas are needed to compute Ml-’ , and M, »
for the construction of the estimating equation (5.153). The formulas are:

i

djj = mij(1—mij)

a;;/ = Cli/j[l — 2m,j]

aV = aji[1 — 6m; +6m,2j]

a’ = affj[l = 12m;; + 12m}))
a"! = alf [l — 12m;; + 12m})) — 12{a}]}*. (5.155)

As far as the derivative dM_ | /d is concerned, it has the same formula as in the
Poisson case (see Section 4.4.2). For convenience, we rewrite the formula as

wir 0 - 0
Wil X,
oM, /9B = |: =| 0w Oy
Win Xy, P :
0 0 - Wi
= WiX;, (say),
where X; = [x“,...,xij,...,xini]’, and W; = diag[W“,...,W,’j,...,Wini,] with

/!
Wij = |Gij T 5T dij T e L i o citdij

%, v B0, B ]

Let ﬁGQLSP be the GQL estimator of 3 obtained by solving (5.153). It can be

shown that asymptotically (as K — o), for known G}%, the GQL estimator 3GQL7 SP
follows the multivariate Gaussian distribution with mean 8 and the covariance ma-
trix given by

(5.156)

~1
. K oM, oM;

cov ) = limitg_... ALY Y pp il
([))GQLSP) K LZ{ aB i,2 aB/
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5.4.2 A Marginal Quasi-Likelihood (MQL) Approach

Recall that the PQL approach suggested by Breslow and Clayton (1993) may yield
inconsistent estimates, specially for 0'%. Apart from PQL, these authors also have
discussed a MQL approach which appears to be solving an estimating equation sim-
ilar to (5.52) for the regression parameters. Under the normality assumption (same

as for (5.52)) for the random effects, that is, ¥; %1 N(O, G%), they have used an ap-
proximation to the mean vector 7; and the covariance matrix X;. Thus, the estimate
of B is bound to be worse or the same, in the sense of consistency and efficiency,
as compared to the exact GQL estimate obtained from (5.52). In the next section,
following Sutradhar and Rao (2001), we evaluate the performance of the MQL es-
timate of B with that of the semiparametric approach based estimate obtained from
(5.153).

We now turn to the approximation of the mean vector and covariance matrix,
used by Breslow and Clayton (1993) to construct the MQL estimating equation.

Approximation to the Mean Vector 7 and the Covariance Matrix X;

Following Zeger et al. (1988), Breslow and Clayton (1993) approximated the mean
vector 7; by

* * * * \/
pPi = (pila-~.apij7'“apin,-)7

where
p?j =1/[1 +eXP{*C§jx§jB}], (5.157)

with ¢;; = (1 +c*o. ) 172 and ¢ = 16(3'/2)/15x. Similarly, the covariance matrix
of y;, that is, X;, was appr0x1mated by

;= Vi + 6, VioUnVio, (5.158)
where Uy, is the n; X n; unit matrix and
Vio = diag[pi1 (¥ = 0)gi1 (% = 0),-- -, pin, (¥ = 0)qin; (¥ = 0)],
with p;;(%) = 1/[1+exp{—x};f — %}] and g;;(¥%) = 1 — pi;(%).
MQL Estimating Equation for 3

Now by using p; for m;, and X for X;, into (5.52), one writes the MQL estimating
equation for f3 as

28”' = pi) =0. (5.159)
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Let ,BMQL denote the estimate of S in this approach. Similar to (5.53), it then
follows that K'/2( BMQL —B) is asymptotically multivariate normal with zero mean
vector and covariance matrix VE, which may be consistently estimated by
K , -

S Pz , (5.160)

Vg = lim K
K—e0 1 A
PmQL

1

where P/ = X/MC;", with

M; = diag[p;1q;1,- - Pijdijs - > Piny9im;) and G = diag[ci, ..., Ciny -

5.4.3 Asymptotic Efficiency Comparison: An Empirical Study

Note that the GQL estimating equation (5.153) is developed based on the assump-
tion that the distribution of the random effect is unknown but its moments up to
order four are known. Now to compare the efficiency of the normality based MQL
estimates from (5.159) with that of the estimates from (5.153), we use the moments
for normal distribution into (5.153). Thus, we put
61(65) =0, 62(0'5) =1, 53(63) =0, and 54(67%) = 36;,‘

to construct the GQL estimating equation (5.153), and then calculate the asymptotic
covariance of BGQL by (5.156). Under the MQL approach we compute the asymp-
totic covariance of Byor by (5.160).

Now, to compute the relative efficiency of the MQL estimate for the uth (u =
1,...,p) regression component to the corresponding GQL estimate, we evaluate

reff(ﬁuWQL)) = VGQL(M,M)/VMQL(M,M), (5161)

where vgor (i, u) and vyor(u,u) are the uth diagonal elements of the covariance

matrices, cov(ﬁGQL) (5.156) and cov(ﬁMQL) (5.160), respectively. In order to see
how relative efficiency can vary with regard to the change in G% values, we have

computed the relative efficiency of ﬁMQL by (5.161) for two design matrices with
ni==6and p=2fori=1,...,100. The two covariates under the first design (D)
were chosen as

xijp=1forj=1,...,6;i=1,...,100;

xip=1/j forj=1,...,6;i=1,...,100;

and under the second design (D,), they were:
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xj1=1forj=1,...,6;i=1,...,100;

—1 forj=1,....3;i=1,...,50

0 forj=4,....6;i=1,...,50

Xijp =14 —1 for j=1,2; i=>51,...,100

0 for j=3,4; i=>51,...,100

1 forj=5,6; i=51,...,100.

The relative efficiencies are reported in Table 5.5.

Table 5.5 Percentage relative efficiency of ﬁMQL = (BI(MQL),ﬁz(MQL))’ to the GQL estimator
3GQL = (Bl(GQL), 32(GQL))’ for selected values of G%, and B, B.

Values of 0'%
Regression Relative
Design Coefficient Efficiency of|0.10 0.20 0.30 0.50 0.70 0.90
D, Pi=1p5=-1 [EI(MQL) 99 98 97 95 94 93
l}z(MQL) 99 98 97 95 93 91
B1=0.25,6,=0.25 [fl(MQL) 99 98 96 93 88 82
[E’z(MQL) 99 98 97 94 92 &9
P1 =0.25,6, =—0.25 [EI(MQL) 99 98 97 92 87 &8l
Bamory |99 98 97 94 91 87
D, Bi=1,p5=-1 @“MQL) 99 99 98 97 96 95
gz(MQL) 99 99 98 97 95 92
P1=0.25,6,=0.25 @MMQL) 9 97 95 89 81 73
@2<MQL) 99 98 97 94 91 88
Pi1 =0.25,6, =-0.25 @1<MQL) 99 97 94 88 81 72
Bamory |99 98 97 94 91 87

It is clear from the table that although the efficiency loss by the MQL approach
is negligible for small values of 0'3 < 0.3, the relative efficiency may, however, be
quite low: as 72% for the intercept parameter and 87% for the slope parameter for

0'% = 0.9 under D,. Under both designs, the relative efficiencies of the regression

estimators appear to get smaller as 6% gets larger, the situation being worse under D;
as compared to D for the intercept parameter. Under both designs, the efficiency
loss appears to be significant even for moderate values of G% such as G% =0.5,
and 0.7. These relative efficiency results, therefore, indicate that the GQL approach
leads to better regression estimates as compared to the MQL approaches, such as
the MQL approach discussed in Breslow and Clayton (1993).

For the estimation of 62 in the semiparametric approach, similar to the Poisson

Y
case, we refer to Sutradhar and Rao [2001, Section 4], among others.
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5.5 Monte Carlo Based Likelihood Estimation

The computations for the Monte Carlo approach for the binary data are quite similar
to those for the Poisson data discussed in Section 4.5. The only difference is that for
the binary case one now uses the conditional density

Fijlv, B) = exp[{yijnij — a(nij) } +b(yij)], (5.162)

with a(n;;) = log[1 +exp(n;;)], where n;j = 6; +zi1 %, with 6;; = x;; 8. This yields
the likelihood for the data as

L(B.03) = [ TS, rulman(rlod)dr, (5.163)

where f(yi|%) = H;’;lf(yij|%), with f(yij|%;) as in (5.162). One may then de-
velop the Monte Carlo expectation-maximization (MCEM) approach for the binary
data by replacing f(7|y;) in Section 4.5.1 with binary density based f(¥]|y;) from
(5.163). In the same way, one may use the binary density based f(|y;) in Section
4.5.2 and develop the Monte Carlo Newton—Raphson (MCNR) approach for the
binary data. With regard to the Monte Carlo expectation based Newton—Raphson
iterative equation for the estimate of 3, one now needs to use

K K
BUD =Y+ E[Y X/Ai(y, BU)X) T ELY X {yi— 7 (1, BV) ], (5.164)
i=1

i=1

where
77 (1, B = [ (0, BT, .m0, BD), i (11, B
and
Ai(%,B")) = diag[m (v, B") {1 — 7 (v, B}, ., 7 (0, BUN{1 — 755 (3, B
’ﬂ;l,(%vﬁ<r)){1_njz,(,}/lvﬁ(l))}]’ (5.165)
with B )
. exp(x;;p+ %
Tclj(’}/Hﬁ) = j/ NN
1+exp(x;B +%)
Exercises

5.1. (Section 5.2.1) [Alternative expression for MM equations]
Write the moment equations in (5.28) and (5.29) as
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> (wi—&)=0,

i=1

where w; = [wly,wp]’ and & = [§]},&pn]’, with

n; n; 2
wil = Z XijYijs Wiz = Z Yij | s
J=1

j=1
and
én = Zx,, g '(B,02), &r = [Zﬂ (B,0y) +227<7L,,k (B, Gy)]
j<
One then obtains the MM estimate of 6 = [, 0. ] by using the Gauss—Newton

iterative equation

-1
Orins (r+1) = Gyue (r) + [ aelé } Z{w, &, (5.166)

where [|, denotes that the expression within the square bracket is evaluated at 6 =
Omm(r), the estimate obtained for the rth iteration. It may then be shown that this
moment estimator has the asymptotic variance given by

K g7l K
ar(Byp) = limitg .. [828,»21&] ZV[ 15] , (5.167)

where V; = var[W; — &;] = var(W;). Verify that this asymptotic variance is the same
as the asymptotic variance given in (5.36).

5.2. (Section 5.2.5.3) [Aids to compute the elements of the information matrix in
(5.92) under a special binary case]

For the binary logistic probability given by (5.81), and for y;. = Z';"Zl yij withn; =4,
show that

N
I = NS exp(,opi) (1 -+ expls + op,) (5.168)

w=1

J,%) =—4N" x, z exp{x;8 +YIWO-Y(1 +yi)}

x (1+exp(x:B +0y%s)) >, (5.169)

I(B)ﬁ =N x2 z exp{x,ﬁ —f")/k Gy( + i )}(1 —|—CXp(xiB +67%*w))76
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x [4{4exp(xiB + oy¥) — 1}], (5.170)
s =N z i exp {0y (1 +expaiB+ 07
X [yi. +exp{x;B + ¥, 0y} (vi. 74)] , (5.171)

N
T, =N "5 Y, Fiexp{xiB + %071 +3i) H1 +exp(xiB +0y%,))

w=1
x [4{exp(xiB + oy¥,) (4 —yi) — i+ D}, (5.172)
and

S

Jigye, =N~ 2 ¥ rwexp{xiB + 1,0y (1+yi) (1 +exp(xiB + 0y3,))

x [{vi. +exp(xiB + oy%, ) (4 —yi) Hexp(—xiB — oy ;) — 4}

+(yi. —4) (1 +exp(—xi — oy%3,)] - (5.173)

5.3. (Section 5.3.2.2) [Derivative matrix for the GQL est1mat1ng equation (5.123)]
Verify that the ((mn(n+1))/2) x 1 derivative matrix B**) in (5.123) can be com-
puted by exploiting the formulas for the derivatives of two general elements

(ﬁa ya ) and Z’n]k(ﬁ? 7/’ )

in (5.101) and (5.104), respectively, with respect to (7%. Also verify that these deriva-
tives are given by

o) (B,o2.02) 1 1 X

8—6%:276,,NW§‘ (?{va Jw)[ ”(iw»oéfw)]v
fori=1,...,m, j=1,...,n,and
S (B,0y,0%) N
s . hos) _ T e O T 6

[ 735 (Yiws %) = Tk (Viws O]

fori=1,....m, j<k, jk=1,...,n.

5.4. (Section 5.3.2.3) [Derivative matrix for the GQL estlmatmg equation (5.141)]
Verify that the ((nm(m+1)/2) x 1 derivative matrix B'*) in (5.141) can be computed
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by exploiting the formulas for the derivatives of two general elements ”i(;) (B, G,%, cl)

in (5.101) and l:()jj) (B, G}%, 62) in (5.106), with respect to 6. Also verify that these
derivatives are given by

875,@([5 62 62)
J Yy Ta * *
(9—0'& ZG(X Z n.z] iws jw [l_nij( iwvajw)]’

fori=1,...,m, j=1,...,n,and

Ay, (B.0}.08) Z et
acgc 2605 iw rj\frw> %jw
X[ _nij(/yiwﬂajw)_”rj(jfrkwvajjfw)]a

forj=1,....n,i<ni,r=1,...,m.
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Appendix

Tables SA—5E: COPD data. [Code: column 1 (C1)-Sibling identification; C2-IPF
status (1 for without IPF, O for with IPF); C3-Intercept; C4-Gender (1 for male, 0
for female); C5-Race (1 for black, O for white); C6-Age (centered at 50) ;
C7-Smoking status (1 for smoking, O for nonsmoking)].



Table 5A. COPD data from the siblings of 48 patients each with one sibling.

Cl1

C2C3C4C5

C6 C7

10005
10007
10023
10024
10031
10032
10033
10040
10041
10050
10053
10063
10068
10069
10081
10088
10091
10102
10105
10113
10117
10124
10130
10134
10137
10141
10155
10160
10162
10173
10189
10196
10198
10202
10204
10212
10213
10198
10202
10204
10212
10213
10220
10230
10235
10237
10249
10252
10255
10260
10263
10264
15001

O~ OO =P OO~ OO0 RO~ OO0 POROOR OO OO~ OOoOO~ROOOO

m b e e e b e e e e b b e e e b e e e e b e e e b b b e e b b e e e b e b e e e b s e e b e e e e e e e

S W T T S Y S S SE S o S S S U U S S G NN SN e = T T o S S S iy . S Y . N o SIS S o S SN

—_— OO0, OO ==, RO, OO~ O—~R OO~ O, ORR, OO0, OO, OO—O0OoO0O~R OO0 ~=O —=rmFm=O

-6
9
7
-3
11
-23
4
-14
-2
-10
-19
3
4
12
10
-34
15
-12
4
13
-37
4

[o) Kl S

-28

— OO PR PO, FRPOO0O—R OO0 00OROHOOR, P, PO, HRPOFR,P,POOoOO~,F,ROOOoOOoO K~
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Table 5B. COPD data from the siblings of 23 patients each with two siblings.

Cl1

C2C3C4C5

C6 C7

10009
10009
10010
10010
10011
10011
10058
10058
10074
10074
10078
10078
10084
10084
10089
10089
10092
10092
10138
10138
10151
10151
10154
10154
10166
10166
10178
10178
10186
10186
10200
10200
10203
10203
10226
10226
10231
10231
10241
10241
10250
10250
10254
10254
10257
10257

=l Nel =l Seololololololeol o loloRe el il =l-olololoNell il Nelole oo eoloNe Ne ol =Re i

b e bt b e e e bk e e e bt bt bk e e bk bt b e b bk ek e ek e bk et ek e bk bt bk e ek ek ek e e e bk et ek e e e

(=]

—_—_—_O R, OO, O, OO0~ OO, —~ PO, OO RO RO~ O, e, —, I, —, O, O, O — O = — —

el =Rl e e e Re e leleleole oo oo o oo Bo B ol o ==l e el o e i)

11
14
10
9
9
7
1
5
2
-6
-19
23
-16
22
8
2
-36
-39
1
4
-8
-17
4
1
-8
7
5
10
-10
-13
5
16
1
4
-11
-1
-34
-33
-8
1
4
4
7
19
18
-1

O— O— OO OO0~~~ OO0 FR O~ MR, O0O000000O0O OO RFRPRFRE~L,OOOO RO =OM




Table 5C. COPD data from the siblings of 17 patients each with 3 siblings.

Cl

C2 C3C4C5 Co6 C7

10016
10016
10016
10018
10018
10018
10061
10061
10061
10083
10083
10083
10098
10098
10098
10128
10128
10128
10136
10136
10136
10140
10140
10140
10153
10153
10153
10159
10159
10159
10168
10168
10168
10185
10185
10185
10188
10188
10188
10192
10192
10192
10207
10207
10207
10210
10210
10210
10229
10229
10229

O~ O OO~ O~ 0000000 =P, ROO0OHR OO HROREFFEFRFOOR~RFRFOO~ROOO~

= s b e e e e e e e b e e e b b e e e b e b e b e b e e b b e e e b b b e e e e e e e b e e e e e e e

—_—_—___, O P 00000 P OO0 R PO, PO, PO, PO, PO OoOO~R,OOoOR,~,O~,OO

S OO =R RO O0OO0OR, R OO0 =R, OO0 R =R OOO R, R, OOoOO~R~==~=OO0Oo

22

12

-16

SOOI OO0 OO0 =P, RO~ OR PR ,ORO—R,O—ROOR, R, ,OOoOOoOO0O~ROOOoOo
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Table 5D. COPD data from the siblings of 7 patients each with four siblings.

Cl C2C3C4C5C6 C7

10028 0 1 0 1 8 O
100280 1 0 1 1 O
10028 0 1 0 1 -3 1
10028 0 1 1 1 -12 1
10039 0 1 0 0 -2 1
10039 0 1 0 0 -4 O
10039 1 1 0 0 -6 1
10039 0 1 0 0 -9 O
10051 1 1 0 0 2 1
10051 0 1 1 0 10 O
10051 0 1 1 0 -2 O
10051 1 1 1 0 -4 1
10090 0 1 0 1 -18 0
10090 0 1 0 1 -19 0
10090 0 1 0 1 -25 0
10090 0 1 1 1 -27 0
10209 0 1 0 1 -11 1
102090 1 1 1 -5 0
10209 0 1 1 1 -8 0
10209 0 1 1 1 -19 1
10242 0 1 0 1 0 1
10242 0 1 0 1 -7 1
10242 0 1 0 1 -7 1
10242 1 1 1 1 -4 1
10251 0 1 0 0 9 O
10251 1. 1 0 0 4 O
10251 0 1 1 0 6 O
10251 0 1 1 0 -1 O




Table SE. COPD data from the siblings of 5 patients each with six siblings.

Cl1

C2C3C4C5 Co6 C7

10003
10003
10003
10003
10003
10003
10022
10022
10022
10022
10022
10022
10095
10095
10095
10095
10095
10095
10158
10158
10158
10158
10158
10158
10169
10169
10169
10169
10169
10169

[ M e M e BN e e e e e = = N e N e B i e B e Bl e Bl e Bl es B es B e B S e BT

m b e e b b e b e e b b e i b b e e e e b b e e e e e e e

—_—_, e, O OO Rk e OO m i m m, OO, m,r OO =, —=OO0 O

OO0 OO OO0 OO OO OO i m m —m = OO0 0O O M = o e e

8
5
9
9
2
6
-8
-10
10
6
2
3
-13
21
-8
-11
22
24
12
-15
4
5
-6
9
0
4
-6
7
2
-1

itk O O b b e e (O b e O O e e e e bk ek O bt bk O O e b b e e e
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Chapter 6
Longitudinal Models for Count Data

In longitudinal studies for count data, a small number of repeated count responses
along with a set of multidimensional covariates are collected from a large number
of independent individuals. For example, in a health care utilization study, the num-
ber of visits to a physician by a large number of independent individuals may be
recorded annually over a period of several years. Also, the information on the co-
variates such as gender, number of chronic conditions, education level, and age, may
be recorded for each individual. Fori =1,...,K,and ¢t = 1,...,T, let y; denote the

count response and x; = (X1, .. ,xi,p)’ denote the p-dimensional covariate vector
collected at time point ¢ from the ith individual. Let 8 be the effect of x;; on y;.
Note that because yji,...,i,-...,yir are T repeated count responses from the same

individual, it is most likely that they are autocorrelated. The scientific concern is
to find B3, the effects of the covariates on the repeated count responses, after taking
their autocorrelations into account.

Note that there are situations in practice, where the covariates of the ith individual
may be time independent. We denote such covariates by &; = (x;1,...,%;p)". This is
a simpler special case of the general situation with time-dependent covariates x;. In
Section 6.1, we provide the marginal distributional properties of the count response
variable Y;, under the general situation when corresponding covariates are time de-
pendent. For simplicity, Section 6.2 discusses the estimation of 8 by pretending
that the repeated count responses are independent, even though in reality they are
autocorrelated. In Section 6.3, we provide several autocorrelation structures for the
repeated count data for the special case with time-independent covariates. A unified
generalized quasi-likelihood (GQL) approach is discussed in Section 6.4 for the es-
timation of the regression effects 3 after taking the stationary correlations of the
data into account.

Note that stationary autocorrelation models can be generalized to the nonstation-
ary cases in various ways. We consider two types of nonstationary models. First,
we consider a class of nonstationary autocorrelation models where all models pro-
duce the same specified marginal mean and variance functions. These models are
given in Section 6.5. The same section also contains the estimating equation for 8
after taking the nonstationary correlations into account. Second, in Section 6.6, we
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demonstrate that the stationary autocorrelation models discussed in Section 6.3 may
be generalized to a nonstationary class of models where these models may produce
different marginal means and variances along with different correlation structures.
The inferences for the regression effects 3, after taking the nonstationary correla-
tion structure of the repeated data into account are discussed in details, including the
model misspecification effects. Note that in the stationary case, model selection is
not necessary for the estimation of the regression effects, whereas model selection
becomes an important issue in the nonstationary case. This model selection problem
is also discussed in Section 6.6 for the second type of nonstationary autocorrelation
models. A data example is considered in Section 6.7 to illustrate both correlation
model selection and estimation of the parameters.

6.1 Marginal Model

Suppose that each of the count response variables Yji,...,Yy,...,Y;r for the ith
(i=1,...,K) follows the well-known Poisson distribution with a suitable mean
parameter. Let ; = exp(x},8) denote the mean of the Poisson distribution for ¥;.
In the form of exponential density, one may then write the marginal distribution of
Y; as

F i) = expl {0 — a(8i)} + by ©.1)

[Nelder and Wedderburn (1972)], with

1
0y =xi,B,;a(6;) = exp(6;), and b(y;) = log(}ﬁ).
i

We denote this marginal Poisson distribution as ¥;; ~ Poi(L; ). For an auxiliary pa-
rameter s, by using the moment generating function (m.g.f.) of ¥; [see (4.9), also
Exercise (4.5)] given by

My, (s) = E[exp(sY;)] = expla(s + 0i) — a(6i)], (6.2)

one may obtain the basic properties such as the first four moments of the marginal
distribution (6.1) as in the following lemma.
Lemma 6.1 The first four moments of ¥;; under the exponential family density
(6.1) are given by
Wi = [Yi] = a'(6x)

0w = var[Yy| = a”"(6y)

Ot = E[Yit - I~Lit]3 = am(eit)

éimz = E[Yiz - .Uit]4 = a””(eit) + 361%13 (6.3)
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where @' (6;), a’(6;), a”(6;), and a""(6;) are, respectively, the first—, second—,
third—, and the fourth-order derivatives of a(6;) with respect to 6;.

In the present longitudinal setup, the repeated count responses Vi1, ..., Vir, .-, ViT
are most likely to be correlated, and these correlations, unlike the familial correla-
tions developed through random effects in Chapter 4, should reflect the time effects.
Some suitable modelling for this type of time effects based correlations is discussed
in Section 6.3 for the cases when covariates are stationary (i.e., time independent),
and in Sections 6.5 and 6.6 when covariates are nonstationary (i.e., time dependent).
Note that if one is, however, interested to obtain only a consistent estimate for § as
opposed to a consistent as well as efficient estimate, then, the repeated responses
may be treated as independent and the marginal distribution (6.1) or the marginal
properties in Lemma 6.1 may be exploited to construct suitable estimating equations
to achieve such a goal. In the following section, we discuss three standard marginal
model based estimation techniques that use either the marginal density in (6.1) or
only the first two moments from Lemma 6.1.

6.2 Marginal Model Based Estimation of Regression Effects

Method of Moments (MM): Irrespective of the cases whether the repeated counts
Yils---,Yit,- -, yiT are independent or autocorrelated, one may always obtain the mo-
ment estimate of 3 by solving the moment equation

Z Z i (i — ' (64))] =0, (6.4)

where a' (6 ) = i = exp(x}, B) for Poisson y;;. By writing y; = (yit, - -, Vit - - -, yir)':
TXlsl"Ll_(lth <y Mgy - - 7.LL1T) TXl andX (-x117 -5 Xit 5 - "7xiT)/:T><p7the
moment equation (6.4) may be re-expressed as

M=

X/ (vi — ui)] = 0. (6.5)
1

Let the moment estimator of 3, the root of the moment equation (6.5), be denoted
by Bs. This root may be obtained by using the iterative equation
~1

Bu(r+1) = Bu(r) ZX’AX

K
in/(yi - l-li)] ) (6.6)
Fy

(r ()

where A; = diag[a”(6;)] = diag[oy,], and [-],) denotes that the expression within

the brackets is evaluated at § = ﬁM(r)7 the rth iterative value for f3;. Note that be-
cause (6.5) is an unbiased estimating equation for the zero vector, By is a consistent
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estimator. Furthermore, because K individuals are chosen independently, by using
multivariate central limit theorem [Mardia, Kent and Bibby (1979, p. 51)] it follows

from (6.6) that K 2 ( Bu—B ) is asymptotically multivariate Gaussian with zero mean
vector and covariance matrix Vj, given by
~1

N ()]

-1
K
Vi = limitg . K > X/AX

i=1

K
Y x/AlCAl*x,

i=1

K
Y X/AX

i=1

where C; is the true correlation matrix of y;, which may be unknown. This covariance
matrix V); may, however, be estimated by using the sandwich type estimator

—1 —1

K

3 X7 (i — i) (i — i)' X

i=1

K
Vi = limitg oK | Y. X/AiX;

i=1

ZX’A X;
i=1

(6.8)
[see for example, Liang and Zeger (1986, p. 15)].

Quasilikelihood (QL) Method : Note that when there is a functional relationship
between the mean and the variance of the response, Wedderburn (1974) [see also
McCullagh (1983)] proposed a QL approach for independent data which exploits
both mean and the variance in estimating the regression effects . The QL estimat-
ing equation for 3 is given by

I 8a’(9,, e —d'(6)),
2 25 ]=0, (6.9)

11=1 var(yi )

M=

where the var(Y;) = a”(0;) is a function of the mean parameter a'(6;;) = ;. In the
Poisson case, for example,

var(Yy) = a"(6;) = d'(6;) = i = exp(x;, B).

Notice that there is no difference between this QL estimating equation (6.9) and the
MM estimating equation (6.4).

We remark, however, that as opposed to the independence case, in a practical
situation one would also exploit the correlation properties of the repeated responses
in generalizing the QL estimating equation (6.9), but the MM approach will still use
the estimating equation (6.5). Thus, in the longitudinal setup, the generalized QL
approach will yield a different estimate for 3 than the MM approach.

Marginal Likelihood (ML) Method: It is true that the repeated counts

Yilyeo o3 Yits o ViT

are autocorrelated. If the correlations are, however, ignored, that is, the repeated
responses are treated to be independent, then one may maximize the marginal like-
lihood function to obtain an independence assumption based ‘working’ likelihood
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estimate of 3. By (6.1), the log of the marginal likelihood function of f3 is given by

T
lOgL 2 yn@n 0; +b()’1t)] (6.10)

7 M”

yielding the likelihood equation for 3 as

dlogl. K L ae,
Og zzy,t aB’—o. 6.11)

i=lt=

Because, 6; = x},f3, this likelihood equation is the same as the MM equation (6.4).
Thus it is clear that all three approaches, namely, the MM, QL and ML methods
yield the same estimate for 3. All three approaches yield a consistent estimate for
this regression effect.

6.3 Correlation Models for Stationary Count Data

Note that a marginal model based estimation approach may not yield an efficient
regression estimate. Obtaining an efficient estimate will require exploitation of the
joint probability or correlation model for the repeated count data. In this section, we
discuss this issue, for a simpler situation when covariates of an individual are time
independent. Note that this situation can arise in some longitudinal studies such as
in a longitudinal clinical study where, for example, the number of weekly asthma
attacks is recorded as the responses over a small period such as four weeks of time.
Here, it is likely that the covariate information such as gender, education level, and
number of other chronic diseases of the individual will remain the same for each
week for the duration of the study over four weeks. This is, however, true that the
repeated responses will still be correlated due to the influence of time, the time being
a stochastic factor. In the end, it is of main interest to find the effects of the covariates
on the responses after taking the correlations of the responses into account.

Recall that & = (x;1,. .- 7xip)’ denote the time-independent covariate vector for
the ith individual. For this time-independent covariate, the mean and the variance of
vi may be written, following Lemma 6.1, as

E[Yy] = var[Yy] = fi; = exp(¥}), (6.12)
yielding the mean vector and the diagonal matrix of the variances as
Ui = [:lil, A= diag(O'm) = diag(ﬂi), (613)

where 1 is the 7" x 1 unit vector.

As far as the correlation structures for the repeated counts y;q,...,y;r are con-
cerned, it was speculated in some of the original studies such as in Liang and Zeger
(1986) that the correlations of the repeated data may follow Gaussian type such as
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autoregressive order 1 (AR(1)), moving average order (1) (MA(1)), or exchangeable
(equicorrelations) correlation structures. But, as it is not easy to know the underlying
true correlation structure, these authors have used a ‘working’ correlation structure
based generalized estimating equations (GEE) approach for the efficient estimation
of the regression effects. We discuss this GEE approach and its serious limitations
in Section 6.4.

We now provide three correlation models [Sutradhar (2003), McKenzie (1988)]
that yield the speculated AR(1), MA(1), and equicorrelation structures for repeated
count data. In fact, these three low-order models are easily extendable to other pos-
sible higher-order models such as AR(2), MA(2), and ARMA(1,1) models.

6.3.1 Poisson AR(1) Model

Let y;1 ~ Poi(fl;), where fI; = exp(x;) as in (6.12). Furthermore, forr =2,...,T,
let the response y;; at time ¢ be related to y; ,_ at time # — 1 as

Yir = P *Yig—1 +dir, (6.14)

[McKenzie (1988), Sutradhar (2003)] where it is assumed that for given y; 1, p *
vis—1 denotes the so-called binomial thinning operation (McKenzie, 1988). That is,

Yig—1
p*yis—1= 3, bj(p)
j=1
= Zj;—1,5ay, (6.15)

with Pr[b;(p) = 1] = p and Pr[b;(p) = 0] = 1 — p. Furthermore, it is assumed in
(6.14) that d;; ~ P(f1;(1 — p)) and is independent of z; ;.

It then follows that each y; satisfying the model (6.14) has marginally Poisson
distribution with parameters as in (6.12). Also by direct calculation, it can be shown
that

E[Yy] = Ey,, \E[Yu|Y;;—1] = i
Var[Yit] = EY,-J,I Var[Yit|Yi,t—1] + VarYi‘,,lE[Yit|Yi,t—l] = [ (6.16)
Next, by similar calculations as in (6.16), forlag ¢ =1,...,T — 1, it can be shown
from (6.14) that E(Y;Y;,—¢) = i + fip!, yielding the lag ¢ correlation between y;;
and y;; ¢, say C:-i(t_g), (p),as

corr(Yie, Yis—e) = ¢ o, (P)

=p', (6.17)
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which is the same as lag ¢ correlation under the Gaussian AR(1) autocorrelation
structure. But, the p parameter under the present AR(1) model (6.14) must satisfy
the range restriction 0 < p < 1, whereas in the Gaussian AR(1) structure p lies in
the range —1 < p < 1.

6.3.2 Poisson MA(1) Model

For a scale parameter p, let

ditl'l\(‘iPOi (‘ui>7 for t=0,1,...,T,
1+p

where fi; = exp(&;B), r = 0 being an initial time. Next suppose that the response y;
is related to the d;; as

Vi = p*dis—1+dy, fort=1,....T, (6.18)

where p xd; ;1 = Zj’i]l b;(p) is the binomial thinning operation similar to (6.15).
By similar calculations as in the AR(1) process, one obtains

E[Yy] = var[Vy] = [;
corr(Yiy,Yis—¢) = C;(t_e);(p)
_ {P/(1+P) for £ =1 (6.19)

0 otherwise.

Note that the lag correlations in (6.19) have the same forms as in the Gaussian
MA(1) correlation structure, except that in the present set up 0 < p < 1, whereas
under the Gaussian structure —1 < p < 1.

6.3.3 Poisson Equicorrelation Model

Suppose that yjo is a Poisson variable with the mean parameter fi; = exp(Z;3). Also
suppose that

di Y poi((1—p)) forall 1=1,...,T.
By similar arguments as for the AR(1) and MA(1) processes, one can show that y;
given by
Yie = P *Yio + di (6.20)
also follows the Poisson distribution ( i.e., y; ~ Poi(fi;), yielding the marginal prop-

erties
E[Yy] = var[Yy] = fi; = exp(%.8). (6.21)
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Note that these marginal properties may also be computed directly by using the
model (6.20). As far as the product moments properties are concerned, it can be
shown that

corr(Yie, i) = ¢ r_p(P)
=, (6.22)

forall ¢ =1,2,...,T — 1, with 0 < p < I instead of —(1/T — 1) < p < 1 under the
Gaussian equicorrelation model.

For convenience, we summarize the means, variances, and correlations for all
three stationary correlation models, as in Table 6.1.

Table 6.1 A class of stationary correlation models for longitudinal count data and basic properties.

Model Dynamic Relationship Mean, Variance,
& Correlations
AR(l) yp=p*yi—1+dip,t=2,... EYs] = pi.
i1 ~ Poi(L;.) var[Yy] = ;.
diy ~ Poi(u;. (1—p)),t =2,... COIT[Y,-,,I/,-J#] =py
=p*
MA(1) yiy=p*diy1+dy,t=1,... EYy] = pi.
dio ~ Poi(pi./(1+p)) var[Yy| = ;.
dy ~ Poi(l;./(14+p)),t =1,... corr[Yy,Yirie] = pe
_ % forl{ =1
0  otherwise,
EQC  yy=p*yi+dp,t=2,... EYy] = i
i1 ~ Poi(i;.) var[Vy] = ;.
dy ~ Poi(l;.(1—p)),t =2,... corr[Yy,Y;,e] = ps
=P

6.4 Inferences for Stationary Correlation Models

6.4.1 Likelihood Approach and Complexity

As opposed to the marginal likelihood estimation by (6.10), it is natural that under
the correlation models (6.14), (6.18), and (6.20), the likelihood construction would
be complicated. This is because under these models, the likelihood function is given
by

L(B,p) = I, [f (v ) o f (el yis—1)), (6.23)
where f(yi1) = exp(—;) " /yi! is the Poisson density with fi; = exp(¥B), un-
der all three models, but the conditional densities f(yi|yi,—1) would have differ-
ent forms under different models. For example, under the stationary AR(1) model
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(6.14), the conditional density has the form given by

min(y;,y;;—1) ~Yir—s$

) ' A
foubi) = 3, (g gy SRR

S Vir1 —9)! 24
s=1 s!(yig—1—s)! EOT (6.24)

yielding by (6.23) a complex likelihood, which is not easy to maximize with regard
to the desired parameters 3 and p.

In the following section we provide an alternative efficient approach for the esti-
mation of the parameters of the models.

6.4.2 GOL Approach

Recall that under the independence assumption, one can solve the quasi-likelihood
[QL; Wedderburn (1974)] estimating equation (6.9) for 3, but this will be an ineffi-
cient estimate given that the repeated responses are now assumed to follow either the
AR(1) correlation model (6.14) with correlation structure (6.17), MA(1) correlation
model (6.18) with correlation structure (6.19), or equicorrelation model (6.20) with
correlation structure as in (6.22). Note that all three correlation structures given in
(6.17), (6.19), and (6.22), may be represented by a general autocorrelation matrix of

the form
L p1 p2 - prai

* * 1 B
C(p)=(cipulp))=| Pt PLITPIR2E 0 (625)

pr—1 pr—2 pr—3 -+ 1

[Sutradhar and Das (1999, Section 3)], where for / = 1,...,T — 1, py represents the
lag ¢ autocorrelation. For example, the AR(1) model based autocorrelation structure
(6.17) may be represented by this correlation matrix C;(p) (6.25) by using p; =
p’. Similarly, when one uses p; = p/(1+p) and pr =p3 = ... = pr_; =0, in
(6.25), it produces the MA(1) correlation structure (6.19); and for py = p for all
¢=1,...,T —1, C;(p) matrix in (6.25) represents the correlations under the equi-
correlations structure (6.22).

It is therefore clear that if it is assumed that the repeated counted responses fol-
low one of the AR(1), MA(1), or equi-correlation models, then one may estimate
the regression effects under any of these three models by simply estimating this
common C;(p) matrix in (6.25) and then using this estimated correlation matrix
in a proper estimating equation for the regression effects 8. Because C;(p) is the
true correlation matrix for any of the three models, Sutradhar (2003, Section 3) pro-
posed a generalized quasi-likelihood approach that generalizes the independence
assumption based QL (6.9) approach of Wedderburn (1974) to the general station-
ary correlation setup. The GQL estimating equation for 3 is given by
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K
Y X/AZ T () (vi— ) =0, (6.26)
i=1
where 2/ (p) = A} / ZC;‘ (p)A} /2, with C7(p) as the true stationary correlation struc-
ture for any of the AR(1), MA(1), or equicorrelation models. Note that in (6.26),
wi = i1, A; = diag(oy,) = diag(fi;), as in (6.13), y; = (yi,---,Yir,---,yir)" is the
T x 1 vector of repeated counts for the ith individual, and X/ = [%;,..., 5] : px T
is the corresponding matrix of stationary covariates with &; = (x;i,. .. ,xi,,)’ as the
p-dimensional time-independent covariate vector as in (6.12).

Note that the GQL estimating equation (6.26) may be solved for  when p (i.e.,
all lag correlations py,...,py,...,Pr—1) is known. It is, however, not necessary to
know the specific form for the correlation matrix C; (p), as this form in (6.25) is
general which is valid under any of the three correlation structures (6.17), (6.19) and
(6.22). In practice p is unknown, therefore the lag correlations can be consistently
estimated by using the well-known method of moments. For £ = |u—¢|, u # 1, u,t =
1,...,T, the moment estimator for py, the autocorrelation of lag ¢, has the formula

p[ _ lezl ZIT‘:_]Z)}‘ityi,H*Z/K(T B f) (6 27)
S X a /KT

[Sutradhar and Kovacevic (2000, eqn. (2.18)); Sutradhar (2003)], where y;; is the
standardized residual, defined as ¥; = (vir — Ui)/ {Gm}l/ 2, Note that under the
present stationary correlation models for the repeated count data p; = oy = [
as in (6.12) and (6.13).

Let Bgor denote the GQL estimator of 8 which is obtained by solving (6.26)
after using Py from (6.27) for py. Note that because the left-hand side of the GQL
estimating equation in (6.26) is an unbiased estimating function for the zero vector,
BGQL, the root of the equation (6.26) is a consistent estimator for 3.

6.4.2.1 Asymptotic Distribution of the GQL Estimator

Note that 3GQL may be obtained from (6.26) by using the iterative equation

-1
BooL(r+1) = Baor(r) +

K
z Xz - (p)X;
i—1

()

X , (6.28)

()

K
> X () i — )
=1

where [](,) denotes that the expression within the brackets is evaluated at f§ =
[§GQL(r)7 the rth iterative value for ﬁGQL. Because yy,...,y,...,yk are indepen-
dent, by using the central limit theorem, it then follows from (6.28) that as K — oo,
(Bcor — B) has the p-dimensional multivariate normal distribution with mean vector
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0 and p X p covariance matrix V* given by

-1
K

V*(Boor) = lim { > XA (p)A; /2Xi} : (6.29)
i=1

Note that this asymptotic distribution is given here for known p. This result,
however, holds even when p is used for p. This is because it can be shown that p,
from (6.27) converges in probability to py forall / =1,..., T — 1.

6.4.2.2 ‘Working’ Independence Assumption Based GQL Estimation

It is known that if one is interested in obtaining only a consistent estimator for f3,
this can be achieved by solving the GQL estimating equation (6.26) by pretending
that the repeated responses are independent even though they are actually corre-
lated following any of the three models (6.14), (6.18), or (6.20). Thus, we obtain a
‘working’ independence assumption based GQL estimate by solving

K K
in/AiEi*il(p)(yi - “i)|P=0 = ZXi/(yi _.ui) =0. (6.30)
i=1

i=1 i

Note that this estimating equation is in fact the QL estimating equation (6.9) due to
Wedderburn (1974), which is also the same as the MM estimating equation (6.5).
This QL estimating equation is simpler to solve than the GQL (6.26) equation and
this provides the consistent estimate for 3.

Let B(I ) denote the solution of (6.30). This estimator is the same as the MM
estimator BMM obtained from (6.5), therefore its asymptotic distribution is given by
(6.7). Thus, (I) has the asymptotic variance

—1 K -1
Y X/AX
i=1

K
Y X/AX
i=1

V*(B(I)) = limitg .. . (631

K
i=1

1/2

where Z (p) = A; C;‘(p)A;/z.

6.4.2.3 Efficiency of the Independence Assumption Based Estimator

Similar to the correlated linear model case [Amemiya (1985, Section 6.1.3)], a com-
parison of (6.31) with (6.29) shows that the independence assumption based estima-
tor B(I ) always has the less than or the same efficiency asthe GQL estimator BGQL.
We provide a numerical example below to illustrate this efficiency issue.

The percentage efficiency of the uth (u =1,..., p) component of the (1) esti-
mator, for example, is defined as
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eff(Bu (1)) = m x 100, (6.32)

where var(B,.gor) and var(B,(I)) are the uth diagonal elements of the covariance
matrices V*(BGQL) (6.29) and V*(B(I)) (6.31), respectively. Let us take p = 2 for
simplicity so that the Poisson mean and the variance p;, for the ith (i =1,...,K)
attime ¢t (r =1,...,T), has the formula fi; = exp(&;1 1 + %282) under any of the
three stationary models (6.14), (6.18), or (6.20). Let us consider K = 100, and three
values of 7' =5, 10, and 15. As far as the time-independent stationary covariates are
considered, we choose

X1 =X =1.0, foralli=1,...,K, and t =1,...,T,

and

—1 fort=1,...,T;i=1,...,K/4

0 forr=1,....,T;i=(K/4)+1,...,K/2
Xy = Xip =
0 fort=1,....,T;i=(K/2)+1,...,3K/4

1 fort=1,...,T;i=(3K/4)+1,...,K;

Next to compute the covariance matrices V*(BGQL) (6.29) and V*(B(I)) (6.31),
we need to construct the X; and A; matrices by

X,' = [)ZillT,fizlr], and A,‘ = diag[ﬁi] T xT.

We also need to specify the correlation matrix C;(p). We choose all three cor-
relation models AR(1), MA(1), and exchangeable correlation structures given by
(6.17), (6.19), and (6.22), respectively. Note that because the lag 1 correlations un-
der the AR(1) (6.17) and equicorrelations (6.22) structures are given as p; = p, we
choose, for example, p = 0.3 and 0.7 under both AR(1) and equi-correlation struc-
tures. But, as the lag 1 correlation under the MA(1) structure has to satisfy the range
0<pi=p/(1+p)<0.5,we choose, for example, two values of p = 0.25 and 0.67,
yielding the lag 1 correlations p; = 0.2 and 0.4, respectively.

For B; = B2 = 1.0, and for the selected values of p, the efficiencies of (1) as
compared to ﬁGQL are given in Table 1.

The results of Table 6.2 show that as expected the independence assumption
based GQL estimator 3(1 ) obtained by solving (6.30) always has less or the same
efficiency as compared to the true correlation structure based GQL estimator [§GQL
obtained by solving (6.26).
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Table 6.2 Percentage relative efficiency of ,5’1 (I) and Bg (I) to the generalized estimators ﬁLGQL
and 32,GQL, respectively, with true stationary correlation matrix C{(p) for AR(1), MA(1), and
Equi-correlation structures, for ; = fi; = exp(%i; 1 +X2B2) with By = =1

AR(1) MA(1) EQC
T p BB p Bi) BI) p Bil) (1)
5 03 98 98 025 99 99 0.30 100 100
049 96 96 0.49 100 100
0.7 95 95 067 97 97 07 100 100
1003 99 99 025 99 99 03 100 100
049 96 96 0.49 100 100
0.7 93 93 067 98 98 0.7 100 100
1503 99 99 025 100 100 0.3 100 100
049 97 97 0.49 100 100
0.7 93 93 067 99 99 07 100 100

6.4.2.4 Performance of the GQL Estimation: A Simulation Example

Suppose that the repeated count responses follow either of the three stationary,
namely AR(1)(6.17), MA(1) (6.19), or equicorrelation (6.22) structures. In estimat-
ing the regression effects 3, the GQL approach does not, however, require us to
know the specific correlation structure. What is needed here is: first consider that
the repeated data for the ith individual has the autocorrelation matrix C;(p) (6.25)
which in fact is a valid matrix not only for the above three correlation structures but
also for any higher-order such as AR(2) and MA(2) correlation structures. Second,
estimate this general autocorrelation matrix consistently and use the estimate in the
GQL estimating equation (6.26) for . This prompts the following two-step estima-
tion.

Step 1. First, we solve the estimating equation for  (6.26) iteratively by (6.28), us-
ing starting values zero for longitudinal correlations and small positive or negative
values for the regression parameters.

Step 2. This interim estimate of 3 from step 1 is then used in (6.27) to obtain the es-
timate of the autocorrelation matrix C; (p) in (6.25), which is used in turn in (6.28)
to compute the new f3 estimate. This cycle of iterations continues until convergence.

To examine the performance of the above two-step based GQL estimation, we
now consider a simulation study. Suppose that we follow the Poisson AR(1) model
(6.14) and generate T = 4 repeated count observations for each of K = 100 in-
dependent individuals. As far as the covariates are concerned, we choose p = 2
time-independent covariates for each of these 100 individuals, given by
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—1 fort=1,....,T;i=1,...,K/4

0 fort=1,....,T;i=(K/4)+1,...,K/2
Xitl =
0 fort=1,...,T;i=(K/2)+1,....3K/4

1 fort=1,....T;i=(3K/4)+1,....K;

and
Xip = zimboxfort=1,....,T;i=1,...,K,

where 7z} is a standard normal quantity. In this problem, 8 = (f, )" denotes the
effects of the two covariates on the repeated counts.

Note that even though the data are generated following the AR(1) model (6.14),
the GQL approach does not, however, require this model to be known for the es-
timation of B. This is because the GQL estimating equation (6.26) is developed
based on a general autocorrelation structure C;(p*), which accommodates all three
AR(1) (6.17), MA(1) (6.19), and exchangeable (6.22) correlation structures. Further
note that for T = 4, this general autocorrelation structure has three lag correlations,
namely, p;, P2, and p3, to estimate, by using the formula (6.27) as explained in Step
2 above. It would be interesting to see how these three estimates behave in estimat-
ing the three lag correlations p, p2, and p3, for the AR(1) model that generated the
data. Next these correlation estimates are used in step 1 to estimate § by solving
the GQL estimating equation (6.26). For a selected set of parameter values, namely
B1 = B2 =0.0, and p = 0.6, 0.8, the simulation is repeated 500 times. The average
and standard error of the 500 estimates for each parameter are given in Table 6.3. In
the table, these estimates are referred to as the simulated mean (SM) and simulated
standard error (SSE). The estimated standard errors (ESE) of the regression esti-
mates are also computed. This is done by using the asymptotic covariance formula
for V*(Bgor) given in (6.29).

Table 6.3 Simulated means, simulated standard errors, and estimated standard errors of the GQL
estimates for regression and autocorrelation coefficients for selected values of the true correlation
parameter under the Poisson AR(1) process with 7 = 4, K = 100, ; = B2 = 0, based on 500
simulations.

Estimates
AR(1) Correlation (p) Statistic B B P P2 P
0.6 SM  -0.003 -0.001 0.595 0.352 0.203

SSE  0.085 0.049 0.061 0.088 0.108
ESE  0.086 0.050

0.8 SM  0.000 0.003 0.791 0.626 0.496
SSE  0.096 0.056 0.043 0.070 0.098
ESE  0.098 0.057

The results in Table 6.3 clearly show that the two-step based GQL approach es-
timates all parameters very well. For example, when p = 0.8, the lag correlation es-
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timates are 0.791, 0.626, and 0.496, whereas the true AR(1) based lag correlations
are p = 0.8, p2 = 0.64, and p> = 0.512. Similarly, the GQL approach estimates for
B1 = B> = 0 are 0.000, 0.003. Furthermore, for this p = 0.8 case, the ESE of the
regression estimates , that is, 0.098, and 0.0.57 appear to be very close to the SSEs
0.096 and 0.056, respectively.

In Tables 6.4 and 6.5 below, we show similar results with regard to the perfor-
mance of the GQL approach when data are generated under the MA(1) (6.18) and
exchangeable (6.20) correlation models, respectively, by using the same covariates
as in the AR(1) case.

Table 6.4 Simulated means, simulated standard errors, and estimated standard errors of the GQL
estimates for regression and autocorrelation coefficients for selected values of the true correlation
parameter under the Poisson MA(1) process with T =4, K = 100, B; = , = 0, based on 500
simulations.

Estimates
p (MA(1) Correlation (p;)) Statistic Bi B p1 o3 3
0.25(0.2) SM  0.002 0.002 0.191 -0.006 0.004

SSE  0.083 0.063 0.058 0.073 0.100
ESE  0.081 0.063

0.67 (0.4) SM  -0.004 -0.004 0.396 -0.005 -0.004
SSE  0.085 0.069 0.059 0.074 0.097
ESE  0.088 0.070

Table 6.5 Simulated means, simulated standard errors, and estimated standard errors of the GQL
estimates for regression and autocorrelation coefficients for selected values of the true correlation
parameter under the Poisson equicorrelation process with 7 =4, K = 100, ; = B, = 0, based on
500 simulations.

Estimates
Equi-correlation (p) Statistic B B P P2 P
0.6 SM  -0.006 -0.005 0.587 0.587 0.587

SSE  0.119 0.096 0.064 0.065 0.088
ESE  0.118 0.093

0.8 SM  -0.009 -0.009 0.790 0.790 0.789
SSE  0.131 0.101 0.043 0.041 0.059
ESE  0.130 0.103
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6.4.3 GEE Approach and Limitations

In order to gain efficiency over the independence assumption based regression es-
timator 3(1 ) (6.30), in the generalized estimating equations approach [Liang and
Zeger (1986)], one solves a ‘working’ correlation matrix, R(¢), based estimating
equation

K
S xjave e (i — w) =0, (6.33)

i=1

where V" (o) = A: / 2R(Oc )Al1 /2 is the working covariance matrix of y;, & being an s x
1 vector of parameters which fully characterizes R(). Note that the GEE in (6.33)
appears to be similar to the GQL estimating equations in (6.26), but they are quite
different. Also, in (6.33), & is obtained by solving a ‘working’ correlation model
based moment equation. The data used in such a moment equation follow a different
but true correlation structure, thus it is inappropriate to assume that & converges to
o [Crowder (1995)]. In view of this anomaly, any efficiency computations by using
¢ for o in the formula for the covariance matrix of the GEE estimator obtained from
(6.33) [Liang and Zeger (1986)] would be incorrect.

Let B be the solution for B based on (6.33). Next suppose that & converges
to 0, which must be a function of the true correlation parameter (p). In order to
examine the correlation misspecification effects on the efficiency of B@ Sutradhar
and Das (1999) have suggested using this o in the formula for the covariance matrix
of Bg. Thus, K'/?(B — B) is now asymptotically multivariate Gaussian with zero
mean vector and covariance matrix Vs given by

K

i

-1
X/A;*R! (00)A; /ZXi>
|

= lim K

x {iX{A}/ZR1<%>c,»<p>R‘<ao>A3/2xi}

i=1

K -1

x {ZXZ,’A}/ZR_I(OQ))A;/ zx,} , (6.34)
i=1

where C;(p) is the true correlation matrix, as given in (6.25).

6.4.3.1 Efficiency of the GEE Based Estimator Under Correlation Structure
Mis-specification

As far as the correlation models are concerned, we consider the same three station-
ary Poisson correlation models as we took for Section 6.4.2.3. Note that similar
to (6.32), the percentage efficiency of the uth (u = 1,..., p) component of the g



6.4 Inferences for Stationary Correlation Models 197

estimator, for example, is defined as

Var(ﬁu TR)

“fhuc) = o)

x 100, (6.35)

where Var(ﬁuﬁm) is the uth diagonal element of the covariance matrix of the true
correlation structure based estimator V', computed by (6.29) using the true correla-
tion structure for C; (p), and Var(ﬁu_yc) is the uth diagonal element of the covariance
matrix Vi given in (6.34). For the purpose, we first show how to compute o under
possible model mis-specifications, and then compute the efficiencies.

(i) Computation of oy Under True AR(1) Correlation Structure
For EQC Working Correlation Structure

Under the working exchangeable correlation structure, & satisfies the estimating
equation

HM>§

T
Z yltylu - 0; (636)
1t#u

where §i; = (yir — Mir) /{0 } /27 as in (6.27), with Wy = oy = fi; = eXp(fﬁﬁ)
for the present stationary case. Note that for the true AR(1) correlation structure,
E(u¥u) = p" ! with 0 < p < 1. This shows that & obtained from (6.36), if it
exists, will converge to ¢ satisfying

to = 2p{T — (1—p")/(1 = p)}/T(T = 1)(1-p). 6.37)

For example, when p = 0.7 the equation (6.37) yields o = 0.52, 0.35 and 0.26 for
T =5, 10, and 15, respectively.

Now to compute the efficiency of the ‘working’ equicorrelation structure based
GEE estimator 3g, when in fact the repeated counts truly follow the AR(1) correla-
tion structure, we need to put AR(1) based C;(p) and EQC based R(¢y) in (6.34),
for example, with o = 0.52 when p = 0.7 for T = 5. The efficiencies for selected
p and for the selected design covariates as in Section 6.4.2.4 for T =5, 10, 15, are
shown in Table 6.6.

For MA(1) Working Correlation Structure

For the working MA(1) correlation structure, we solve

2 n)71 t+1) - 1) O (638)

11=1

Mw

A

to obtain &. If & exists, then in this case & will converge to op = p, because,
under the true AR(1) structure, E (iitii<,+1)) = p. Note, however, that although in
the present case p can take any value from O to 1, we can use only the range
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Table 6.6 Percentage relative efficiency of BI,G and ﬁz(c to the true correlation structure based
estimators B1 7 (= P1,6or) and Bo.r (= B2,6or ), respectively, with true stationary correlation matrix

Cj (p) for AR(1) structure, for t; = fl; = exp(%;1 1 + % f2) with B; = B =1

True Correlation Structure AR(1)

Working Structure MA(1) EQC

T P X ﬁl,MA(l) ﬁz,MA(l) p & Pieoc Prroc

5 0.3 03 100 100 0.3 0.15 98 98
049049 95 95 07052 95 95

10 0.3 03 100 100 0.3 0.08 99 99
049 049 98 98 0.7035 93 93

15 0.3 03 100 100 0.3 0.06 99 99

0.49 049 97 97 07026 93 93

0 < p(= o) < 0.5 for the efficiency computation. This is because in the GEE ap-
proach p is unknown and the working correlation & can range from —0.5 to 0.5
only. This is clear from the formula of Vg in (6.34), where one cannot use R~ (ap)
beyond the range —0.5 < o < 0.5, as R(a) has the MA(1) correlation structure.
In view of this we have chosen p = 0.3 and 0.49 for our efficiency computations.
These efficiencies are also reported in Table 6.6, for T =5, 10, and 15.

(ii) Computation of oy Under True MA(1) Correlation Structure
For AR(1) Working Correlation Structure

Let ¢;, be the (u,1) element of the true correlation matrix Cj(p). For MA(1) true
correlation structure, ¢,y = p1 = p(1+p) if |t —u| =1, and ¢;,» = O otherwise,
where p; denotes the lag-1 correlation. Under this structure, p; satisfies —0.5 <
p1 <0.5.

Now consider the working AR(1) correlation matrix. Here r; ,; = ol for u,t =

1,...,T. If we base the estimation again on the average correlation, the estimating
equation
K T
z z VitViu— ‘) =0 (6.39)
i=lu<t

results, giving &; a simple moment estimator for &, see also Crowder (1995), where
Viu and y;; are the standardized residuals defined as in (6.36). Because

T
. p
E iFiu » = (T —1)p; = (T —1)——
{Z,tyzy} (T —1)p1 = ( )1+p

under the MA(1) correlation structure, it follows from (6.39) that ¢ is in fact the
solution of

(1 —ao) T —(1—0g)/(1—a0)}— (T —1)p; =0. (6.40)
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Therefore, if & exists, & will converge in probability to o, o being related to p
through (6.40). For example, when p; = 0.4, that is, p = 0.67, the ¢ values are
approximately 0.31, 0.30, and 0.29 for T' =5, 10, and 15 respectively. For selected
values of p, the efficiencies of B¢ for the MA(1) versus AR(1) correlation structures,
are shown in Table 6.7.

Table 6.7 Percentage relative efficiency of I§1,G and Bz,g to the true correlation structure based es-

timators BL,TR(: Bl Gor) and ﬁzﬂm(: ﬁZ‘GQLL respectively, with true stationary correlation matrix
Ci(p) for MA(1) structure, for p;; = fi; = exp(%;1 1 +Xinf2) with B1 =B =1

True Correlation Structure MA(1)

Working Structure AR(1) EQC

T p Qo ﬁLAR(l) BZ,AR(I) p o Preoc Breoc

5 0.25 0.17 100 100 0.25 0.08 99 99
0.67 0.31 99 99 0.67 0.16 97 97

10 0.25 0.17 100 100 0.250.04 99 99
0.67 0.30 100 100 0.67 0.08 98 98

15 0.25 0.17 100 100 0.250.04 99 99

0.67 0.29 100 100 0.67 0.05 98 98

For EQC Working Correlation Structure

For the working exchangeable correlation matrix R(ot), one writes r;,, = o for all
u,t except for u =¢. We must have —{1/(T —1)} < o < 1 for R(e) to be a positive
definite matrix, where T is the dimension of the R(¢r) matrix. It then follows that
the moment estimator & [see also Crowder (1995] for o is given by

&:

N
M=

Il
-

Pituy/KT (T — 1)

u#+t

1

I
M
DM~

I
—
=

SiuFie /KT (T = 1). (6.41)

I

W7t

Because C;(p) has the MA(1) correlation structure,

2p

E(&)={KT(T — 1)} "2K(T —1)p; =2p;/T = e

(6.42)
Thus, if & exists, then & converges to o = 2p; /T . Therefore, to compute the effi-
ciency of g, we use the true p; = p /(14 p) for Ci(p) and o =2p; /T for R(ap)
in Vi given in (6.34). For example, with 7 =5 and p = 0.67, we use ap = 0.16 in
R(0a). The efficiencies for selected values of p are shown in Table 6.7.
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(iii) Computation of oy Under True Equicorrelation (EQC) Structure
For AR(1) Working Correlation Structure:

For the working AR(1) correlation structure, the estimating equation for o remains
the same as (6.39). However, as E(3;,5;;) = p under the true exchangeable correla-
tion structure, & obtained from (6.39), if it exists, converges to ¢, now satisfying
the equation

ao(1—a0) T —(1—0q)/(1—a0)} = T(T ~1)p/2=0. (6.43)

Here p > —1/(T — 1). Consequently, we use only positive p values for efficiency
computations. For example, when p = 0.7 is used in (6.43), o is 0.83, 0.90, and
0.93 for T =5, 10, and 15 respectively. Now the efficiencies of AR(1) ‘working’
structure based B¢, when EQC is the true correlation structure, are shown in Table
6.8, for the selected values of p.

Table 6.8 Percentage relative efficiency of BI,G and Bz,g to the true correlation structure based es-
timators 3 TR(= ﬁl,GQL) and B 7x(= BZ‘GQL% respectively, with true stationary correlation matrix
Cj(p) for EQC structure, for y; = fi; = exp(&;1 fi + X B2) with B = = 1.

EQC True Correlation Structure

Working Structure AR(1) MA(1)

T [ ﬁl,AR(l) ﬁZ‘AR(l) P 51,MA(|) ﬁz.MA(])

5 03049 96 9 03 03 99 99
0.7 0.83 95 95 049049 92 92

10 0.3 0.65 95 95 03 03 99 99
07090 94 94 049049 98 98

15 0.30.74 94 94 03 03 100 100

07093 93 93 049049 98 98

For MA(1) Working Correlation Structure

For the working MA(1) correlation structure, the estimating equation for « is given
by (6.38). Because E (ii,y,-<, +1)) = p for the true exchangeable correlation structure,

it follows from (6.38) that &, if it exists, converges to o = p. The efficiencies of ﬁg
for the exchangeable versus MA(1) correlation structure are also shown in Table 6.8,
for selected values of p.

Note that when the efficiencies displayed in Tables 6.6 — 6.8 under correlation
structure misspecification are compared with those in Table 6.2 computed for the
independence assumption based regression estimators, it is seen that in some cases,
especially when EQC is the true correlation structure, the B(I ) appears to be equally
or more efficient than the GEE based estimator ﬁG. For this reason, as Sutradhar

and Das (1999) [see also Sutradhar (2003)] argued, there is no guarantee that the
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GEE approach can provide more efficient estimates than the simpler MM estimates
obtained from (6.6) or QL estimates obtained from (6.9).

6.5 Nonstationary Correlation Models

In Section 6.3, we provided three stationary correlation models for longitudinal
count data. In Section 6.4, we discussed various estimation techniques including
the GEE and GQL approaches, for the estimation of the regression effects. Note
that in the GEE approach, the selection of a suitable ‘working’ correlation struc-
ture out of these three or other possible correlation structures is left to the user. It
was shown in Section 6.4 [see also Sutradhar and Das (1999)] that the use of such
a ‘working’ correlation structure may in reality produce a less efficient estimate
for the regression effect § than the ‘independence’ assumption based estimate. As
a remedy, Sutradhar (2003) has suggested using a general (robust) autocorrelation
structure that accommodates the above three stationary correlation structures as spe-
cial cases. Thus, as demonstrated in Section 6.4.2.3 (see Table 6.2), if the data fol-
low this class of Gaussian type stationary correlation structure, then the solution of a
generalized quasi-likelihood equation, following Sutradhar (2003), always produces
consistent and efficient estimates.

There, however, remains a concern that it may not be reasonable to use a station-
ary correlation structure when it is known that the covariates are time dependent.
In Section 6.5.1, we provide three nonstationary correlation models as a generaliza-
tion of the stationary AR(1), MA(1), and EQC structures, discussed in Section 6.3.
These models produce the same mean and variance functions, and different cor-
relation structures, under both stationary and nonstationary conditions. Under the
assumption that the repeated count data follow one of these three possible nonsta-
tionary models, in Section 6.5.2, we discuss the estimation of the parameters under
all three models. In Section 6.6.1, we deal with more nonstationary autocorrelation
models that belong to the same autocorrelation class as that of Section 6.5, but now
the marginal means and variances can be different under different models. In Sec-
tion 6.6.2 we provide a model selection criterion based on the principle of minimum
error sum of squares. A simulation study is conducted in Section 6.6.3 to exam-
ine the performances of the estimates under the true as well as misspecified models.
Also, the simulation study in the same section justifies the model selection criterion.
In Section 6.7, a real-life data example is discussed both for model selection as well
as estimation of the regression effects and the correlation parameters.
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6.5.1 Nonstationary Correlation Models with the Same Specified
Marginal Mean and Variance Functions

6.5.1.1 Nonstationary AR(1) Models

Suppose that y;; follows the Poisson distribution with mean parameter ;1 = exp(x;; B);
that is, y;; ~ Poi(u; = exp(x};)), and fort =2,...,T, y; relates to y;,— through
the dynamic relationship

Vit =P *Yig—1+dy, fort =2,....T, (6.44)

where
Yit—1

p*yii—1 =, bs(p),
s=1
with Prbs(p) = 1] = p and Prlbs(p) = 0] = 1 — p. Also suppose that
Yig—1 ~ Poi(li;—1), and diy ~Poi(ty — plis—1),

with f; = exﬁﬁ, and dj; and y;;_ are independent. After some algebra, it may be
shown that this model (6.44) yields the means and the variances as

E(Yy) =var(Yy) = iy = e";fﬁ7 (6.45)

and for u <t withr = 2,..., T, nonstationary (ns) correlations, say cl(';st) (Xius Xit, P),
as

corr(Yy,Yy) = C,(ﬁ;) (XiusXit, P)

i—u [ Miu
= 6.46
P T (6.46)

Hir

Hir—1

with p satisfying the range restriction

0<p<min[1, },t:2,---,T. (6.47)
Stationary Correlation Structure: Note that in the stationary case, that is, when
the covariates are time independent such as x;; = X; for all t = 1,...,T, the means
and variances given by (6.45) and the correlation matrix given by (6.46) become
stationary. In particular, the nonstationary correlations given by (6.46) reduce to the
covariates free stationary correlations

ctu(P)) = (™), forallu#t,ut=1,...T, (6.48)

which is same as the correlation in (6.17) derived under the stationary correlation
model (6.14).
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6.5.1.2 Nonstationary MA (1) Models

To generalize the stationary MA(1) model [Sutradhar (2003)] to the nonstationarity
case, we consider the dynamic relationship

yit ~ Poi(u = exp(xj;B))
Vie = p*dis_1+dy, fort =2,....T, (6.49)

where
) -1 _
dit " Poi | Y (—p) iy | forall 1=1,...,T.
j=0
After some algebra, this model yields the same means and variances as in (6.45)
derived under the AR(1) model. Furthermore, it can be shown that the correlations
are given by

mMin (-1 ;
P{Ziso (=Pt minon—
COI'I'(Yiu,Yit) = C,(n,:;) (xiuaxitap) = : N AR for IM - t| =1
0 otherwise,
(6.50)
with p satisfying the range restriction
0<p <min[l,pizg,...,pito,...,p,-To], (6.51)

where p; is the solution of E’J;{)(—p)j Uis—j = 0. Note that this range restriction
may allow only a narrow range for the p parameter.

Stationary Correlation Structure: Note that in the stationary case, the means and
the variances have the form ; = p;. = exp(&f) for all t = 1,...,7. Furthermore,
by (6.50), the limiting correlations when min (#,#) — oo have the formula

o N P 4| =
g{zj':o( p) =15 forlu—t|=1 (6.52)

¢ (P) = corr(Yiu, Yie) = { otherwise,

which is free from the time-dependent covariates. This stationary correlation is the
same as the correlation in (6.19) derived under the stationary MA(1) model (6.18).
6.5.1.3 Nonstationary EQC Models

To generate a nonstationary equicorrelations model, we consider

yit ~ Poi(u = exp(xj; B))
yie = p*xyi +dy, fort =2,....T, (6.53)

where d;; is assumed to be distributed as
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diy ~Poi(liy — pLi1)

with (; = "B Also it is assumed that dy fort =2,...,T, are independent of y;;.

It then follows that E(Y;) = var(Yy) = Uy = e 5 as in the AR(1) and MA(1) cases,
forallr =1,...,T, and for u <t,

COV(Yiu7Yil) = p.u'ila (654)
yielding the nonstationary correlation structure

PHi1

o (6.55)
\/ Mt

corr(Yiy, Yy) = CEZ;) (Xius Xit, P) =

with p satisfying the range restriction

‘”} t=2,....T.

0<p <min |1,
P [ Hi1

Stationary Correlation Structure: Note that when covariates are time indepen-
dent, that is, x; = X; for all r = 1,...,T, the nonstationary correlations in (6.55)
reduce to the stationary correlations in (6.22) derived under the stationary exchange-
able correlation model (6.20).

For convenience, we summarize the means, variances, and correlations for all
three nonstationary correlation models, as in Table 6.9.

Table 6.9 A class of nonstationary correlation models for longitudinal count data and basic prop-
erties.

Model Dynamic Relationship Mean, Variance
and Correlations
AR(1) Yie =P *Yig—1 +dip,t =2,...,T E[Yy] = i
yi1 ~ Poi(u;1) var[Y;] = W
diy ~ Poi(lis — plig—1),t =2,...,T corr[Yiy, Y] = P‘,”S,)l‘
_ p\t ul {ﬁ:] 2
MA(1) Vi =p*dip 1 +dy,t =2,...,T EY:] = Wi
yit ~ Poi(t;1) var[Yy] = W
di ® Poi | S (—p)ipie—j| t=1,....T corr[)’iu,I’i,]:p‘(:j)t‘
_ { P{Z;ﬂi” ) \/(upillli,mm(u.r)fj} for |u—t| —1
0 o otherwise,
EQC Yie =p*yin+di,t =2,...,T E[Yy] = i
yi1 ~ Poi(u;1) var([Yy] = w;
dig ~ P — pitin )t = 2,..., T corr[Yiu, Yi] = p\1*)
_PHi

Hing ig
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6.5.2 Estimation of Parameters

It follows from Sections 6.5.1.1 —6.5.1.3 (see also Table 6.9) that all three nonsta-
tionary, namely AR(1), MA(1), and EQC, models have the same mean and variance
structures. Their correlation structures are, however, different; that is, the nonsta-
tionary correlation matrix Ci(m) (xi,p) = (cl( ut> (Xiu,Xit,p)) is not the same under all
three models. Suppose that the structure is identified (see Section 6.5.3 for an ex-
ploratory way for the model selection). Now assuming that we have a consistent
estimate for p, say p, we may obtain a consistent and highly efficient estimate for
B by using the GQL approach that we provide below.

GQL Estimating Equation for : Similar to the GQL estimation (6.26) for the
stationary case, we now solve the GQL estimating equation given by

K

a ns A
%5 “12 P 0i— ) =0, (6.56)

!

.
where t; = (Wi1, ..., tir,- .., Wi7) is the mean vector of y; = (Yir,-.-,Yity-- -, ViT)
with

i = exp(B)
5"(p) = 412C) (x1.p)A) 2, (657

where
A; = diag[oj11, ..., 0, ..., OiTT],
with oy, = exp(x}, B). Furthermore, in (6.56), du//dp = X!A;, with X; as the T X p
covariats: matrix as defined earlier.
Let Bgor denote the solution of (6.56) after using p computed under the se-

lected model. Under mild regularity conditions one may then show that ﬁGQL has
the asymptotic (as K — o) normal distribution given by

—1
K N1
Y XA A

i=1

K'"?(Boo—B) ~N | 0, K

We now show how to compute p under all three models.

6.5.2.1 Estimation of p Parameter Under AR(1) Model

Moment Equation for p: Under the nonstationary AR(1) model (6.44), the moment
estimate of p has the formula given by
S S i KT

PYRD YIRS Vi) VAN | TIFERY) TP Eh

p= (6.58)
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where i, = [yir — Wir] //Hir- Note that the formula for p given by (6.58) was obtained
by equating the lag 1 sample autocorrelation with its population counterpart given
by (6.46). Furthermore, p computed by (6.58) must satisfy the range restriction
given in (6.47). This implies that if the value of p computed by (6.58) falls beyond
the range shown in (6.47), we use the upper limit of p given in (6.47) as the estimate
of p.

6.5.2.2 Estimation of p Parameter Under MA(1) Correlation Model

Note that unlike the formula for lag 1 correlations (6.46) under the AR(1) model,
the formula for this lag 1 correlation given by (6.50) under the nonstationary MA(1)
model (6.49) involves a complicated summation. Thus, it is convenient to solve the
moment equation for p by using the Newton—Raphson iterative technique. To be
specific, by writing the moment equation as

g(P)=2{ilz’T;y~"’y~”“/K( _ P 2 Sico(PYbiusi] _
zszlsz IY,,/KT = NIy )
(6.59)

we solve for p iteratively by using the Newton—Raphson iterative formula

R R 9g(p) -
po =50~ [1%520) 1e(p)|
p ")
where [-](,) denotes that the expression within brackets is evaluated at p = p(r), the
rth iterative value of p. Note that p must satisfy the range restriction (6.51).

6.5.2.3 Estimation of p Parameter Under Exchangeable (EQC) Correlation
Model

The moment estimating equation for the p parameter for the exchangeable model is
quite similar to that of the AR(1) model. The difference between the two equations
is that under the AR(1) process we have considered all lag 1 standardized residuals,
whereas under the exchangeable model, one needs to use standardized residuals of
all possible lags. Thus, following (6.58) for the AR(1) model, we write the moment
formula for p under the exchangeable model as

P 12 Zt 1 ylt)’z 1+ KT
DYDY A VAR RS YD A S

[unu, 140 :

, (6.60)

e

where §; = [yi — Wir]/+/Hi- Note that p must satisfy the range restriction in (6.55).
This implies that if the value of p computed by (6.58) falls beyond the range shown
in (6.55), we take p as the upper limit of p given in (6.55).
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6.5.3 Model Selection

Note that in the stationary case it is not necessary to identify the correlation structure
for the construction of the estimating equation (6.26) for . This is because the
estimating equation (6.26) is constructed based on a common correlation structure
for C}(p) as given by (6.25) with p, estimated as

ﬁ{: 2{(12571F)71t)71t+6/K(T g) (6 61)
| T XL /KT

(see also (6.27)) where §i; = [vir — Mit]/+/OCirr- Nevertheless, if one would like to
identify the stationary correlation structure for the purpose of forecasting or other
reasons, this could be done by using the values of py for £ = 1,...,T — 1. This is
because one may show that

E[p¢] = pe,

approximately, and it is reasonable to use the values of p; for £ =1,...,T — 1, to
identify a stationary correlation structure.

As far as the identification of a nonstationary correlation structure is concerned,
it appears that the values of P, can still be used for such an identification. More
specifically, simply compute the values of py by (6.61) and compare their pattern
for best possible matching with those of E[p;] under desired models for all possi-
ble values of p = 0.0, 0.05,...,0.90, 0.95. Suppose that it is intended to find out
whether the longitudinal count data follow one of the low-order, namely AR(1),
MAC(1), or EQC, models. To resolve such an issue, one would compute the E[py]
under all these three models and select that model which produces a pattern for p,
similar to that of E[py].

For the longitudinal count data, the formulas for the expectations under the
AR(1), MA(1), or EQC models are given by

K107 1/2
For AR(1) : E[p;] = 2 2 Lt t } for¢{=1,...,T — 1(6.62)
i=1t=1 it+0

p K T—( —o(=P) tir—j o
For MA(1) : E[py] = { KT—1) Zi=1 Zi=I [Wuw ] forf=1" 563
otherwise

T—

~

K
For EQC : E[p,] = 2 [ ]
1:1 t=1 {,uzt.uz t+é}

for ¢ =1,...,T — 1, where u;; = exp(x,,) for all r = 1,...,T. Note that as far
as the value of f is concerned for computing Py by (6.61) and the expectations
by (6.62) — (6.64), this may be obtained by solving the GQL estimating equation
(6.26) under the *working’ independence assumption p = 0.0. This is because such
an estimate is always consistent and one does not necessarily require an efficient
estimate for 3 before the correlation structure is identified.

(6.64)
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Further note that if the time dependent covariates are not so different over time,
then the expected values in (6.62) — (6.64) would almost agree with the correlation
pattern under the stationary case, described through (6.17), (6.19), and (6.22). To
demonstrate this, we now examine empirically the pattern for E[p;] under all three
correlation models. For this purpose, we consider two time-dependent covariates as
follows:

I fort=1,2; i=1,.. K/4
1 fort=3,4, i=1,....K/4
Xit] =

0 forr=2,3; i=(K/4)+1,...,3K/4

% fort = 4; :(K/ ) ,3K/4

§ forr=1,...4i=3K/4)+1,... K,
and

=25

g fort=1,....4i=1,....K/2

xip =4 0 forr=1,2, i=(K/2)+1,....K
3 fort=3,4;, i=(K/2)+1,...,K.

For T =4 and K = 100, the values for E[p;] computed by (6.62) — (6.64) for suit-
able values of p are displayed in Table 6.10.

It is clear from the results of the table that the E[p,] for ¢ =1,...,T — 1, exhibit an
exponentially decaying pattern under the nonstationary AR(1) model, whereas they
exhibit a truncated pattern under the MA(1) model, and a constant pattern under the
EQC model. These patterns are quite similar to those under the respective stationary
correlation structure. Thus, it appears that in practice one may still exploit the values
of p, computed by (6.61) in order to diagnose the nonstationary correlation pattern.
More specifically, because the values of E[py] for £ =1,...,T — 1, under the AR(1),
MA(1), and EQC models exhibit three different patterns, and because the values
of p; computed from the data should reflect the pattern supported by the values of
E[py], it is quite reasonable to examine the pattern generated by the values of py to
diagnose the appropriate model.



6.6 More Nonstationary Correlation Models 209

Table 6.10 The pattern for E[p,] forlag ¢ =1,...,7 — 1, under AR(1), MA(1), and EQC correla-
tion structures for longitudinal count data with selected values for the correlation index parameter

p.

Correlation Structure
AR(1) MA(1) EQC

p _LEp] p LEPp] p L E[p]
0.3 10.282 0.1 1 0.089 0.3 1 0.251
2 0.078 2 00 2 0.248
30.022 3 00 30.248

0.5 10469 0.210.168 0.510.417
2 0.216 2 00 2 0413

3 0.103 3 00 30412

0.6 10.563 0.3 10.239 0.6 1 0.502
2 0.312 2 00 2 0.495
30.178 3 00 3 0.494
0.68 1 0.638 0.4 1 0.306 0.7 1 0.587
2 0.400 2 00 2 0.577
30.259 3 00 30.577

6.6 More Nonstationary Correlation Models

6.6.1 Models with Variable Marginal Means and Variances

In this section, we demonstrate that as opposed to the nonstationary MA(1) model in
(6.49), one may construct a different MA(1) model that produces the mean and the
variance functions different from those produced by the nonstationary AR(1) (6.44)
and EQC (6.53) models. These two latter models in (6.44) and (6.53) produce the
mean and the variance as

E[Y;] = var[Yy] = exp(x,3). (6.65)

We now construct an alternative MA(1) model to (6.49), and examine its mean,
variance, and correlation structures.

6.6.1.1 Nonstationary MA(1) Models

Suppose that the non-stationary MA(1) model for the count responses has the same
form, that is,
Yir = p*diz1 +dy, (6.66)

as in (6.18) under the stationary case, but the model components are now assumed
to satisfy the following distributional assumptions.
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Assumption 1. Forr = 1,..., T, the discrete errors d; follow the Poisson distribu-
tion as di; ~ P(Wi/(1+p)), with 1 = exp(x, B).

Assumption 2. Forallt = 1,...,T, d;s are independent.

Assumption 3. An initial discrete error diy ~ P(Wio/[1 + p]), where the choice of
UWio, a function of some initial or past covariates, is left to the user. In the stationary

case, Wip = Wiy = -+ = Wit = W;..

Fort=1,...,T, by writing z; ;| = p *d, ;—1, for convenience, one may now use
the model (6.66) and compute the mean v;, = E(Y;,) and the variance o, = var(Y)
as

Vie = Eq;, | Elzig—1]+Eldie] = [plis—1 + ] /(1 +p), (6.67)
and
Ot = vardi,tflE[z,-,|d,'7,_1} +Edi’t71var[zi,|d,-1,_1] + var|d;|
= varg,, ,[pdis1]+Eq, [p(1—p)dis—1]+ [1i/ (14 p)]
= [pPis—1+ pal /(1 +p), (6.68)
respectively. Thus, it is clear that for t = 1,...,T, y; has the mean v; and the

variance Oj; = V;r, which are, however, different from the mean and the variance
functions given in (6.65) under the AR(1) and EQC models. Also, it is to be noted
that the p parameter in the MA(1) model (6.66) must satisfy the range restriction
max|[—; /fis—1] < p < 1, for all i and 7. Next by similar calculations as in the
AR(1) model, it follows from (6.67) — (6.68) that under the MA(1) model, the /th
{=1,...,T — 1, lag autocorrelation is given by

(ns) [ois—o/ (14 p)]/[ViVir—o]'/? for £ =1
cort(Yi, Yir—¢) = ¢y (xi1,p) = ;
0 for/ > 1.

(6.69)

which is nonstationary. This correlation structure is different from that (6.50) of the
other MA(1) model (6.49).

Thus, under this alternative nonstationary MA(1) model (6.66), it is not only that
the correlations are different from those of the AR(1) and EQC models, but the mean
and the variances are also different.
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6.6.2 Estimation of Parameters

Note that the three nonstationary models, namely AR(1), MA(1), and EQC intro-
duced in Sections 6.5.1.1, 6.5.1.2, and 6.5.1.3, respectively, produce the same mean
and variance functions but different correlation structures. In spite of their differ-
ent correlation structures, the regression parameter § was estimated by solving the
GQL estimating equation (6.56), which is unbiased for zero vector, irrespective of
the model for the data. This happens because all three correlation models produce
the same mean vector U; as given in (6.56). As opposed to Section 6.5, in Section
6.6 we now assume that the repeated count data are generated following either the
AR(1) (6.44) or EQC (6.53) model from Section 6.5, or following the MA(1) model
(6.66) introduced in Section 6.6.1.1. The MA(1) model (6.66) produces different
mean and variance structure, thus it is no longer possible to use the estimating equa-
tion (6.56) for B to obtain consistent estimate, under the MA(1) model (6.66). This
is, however, a valid equation to solve for 8 under the AR(1) and EQC models. Fur-
thermore, for these two models (6.44) and (6.53), the p parameter is consistently
estimated by (6.58) and (6.60), respectively.

In the next section, we demonstrate how to estimate § and p parameters of the
MA(1) model (6.66).

6.6.2.1 GQL Estimation for Regression Effects 3

We now fit the nonstationary MA(1) model (6.66) to the longitudinal count data.
The mean and the variance structures under this model are given in (6.67) — (6.68),
whereas the nonstationary correlation structure is given by (6.69).
Let /
Vi = (V,‘l,...,v,'t,...,\/,'T)

be the mean vector of y;, where forr =1,...,T,
Vie = Wi+ plic1]/(1+p)

by (6.67). For convenience, we assume that ;) = 0. Furthermore, let Ei("s) (p) =
(Ojur) be the T x T covariance matrix of y;, where

O'm, if u=t
Ot = (6.70)

PHiy 1
Top ifu<t,

with oy, as in (6.68). It then follows that for known p, one may write the GQL
estimating equation for 3 as

K —
> B " (p) i—vi) =0, (6.71)
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which is a different estimating equation from that of under the AR(1) model
(6.44) and EQC model (6.53).One may now solve (6.71) iteratively by using the
Newton—Raphson algorithm. To be specific, (6.71) is solved for f iteratively by
using

M=

i=1

—1
B(r+1) = B()+{ [(XA+ZB)2i_1(AiXi+BiZi)]}

x i {ai+ 2Bz (- Vi)}] , 6.72)
- @
where
X! = (Xits- oo Xty xir)s Zi=(Lp, Xits. oo XiT—1),
A; = diag( Hil M2 Mis Wit )

T+p 14p  "Txp " 14p”

PHi1 Pl P Hir PHiT-1 )

B = diag(0, , yeens ey
e THp 15 p 1+p

and [.], denotes the fact that the expression within the brackets is evaluated at f(r).
Let Bgor denote the solution obtained from (6.72). Under mild regularity conditions
it may be shown that B¢y, has the asymptotic (as K — o) normal distribution given
as

K

K*(Boor—B) ~N [ 0, K | Y. (XA +ZB)E  (AXi+B.Z) | |.  (673)
=1

6.6.2.2 Moment Estimation for the Correlation Parameter p
As far as the p parameter is concerned, we estimate this parameter consistently by

using the well-known method of moments. For the purpose, we first observe under
the MA(1) model that

E[Mr:l

Vi
E [(th —Vit) (Yi,,,] —Vi,rl):| _ p Hir—1 (6.74)
VVie VVii—1 L+p /ViVii—1 '
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Consequently, one may obtain a consistent estimator of p by solving the moment
equation

b(p) 1+pc(p), (6.75)
where
7 1 K& (Yie — Vi) (YiJ—l _Vi.t—l)
O = T HEE v
_ 1 a (Ytt_vtt) 2
b(p)_KTzzfzzf[ Vit ] ’
and o 7
1 i
(p)= =2 Bl (6.76)

Note that unlike solving for p by (6.58) under the AR(1) process or by (6.60)
under the EQC model, solving (6.75) for p under the MA(1) model is complicated
as v contains p for all # = 1,...,7. One may, however, obtain an approximate
solution, based on an iterative technique by using an initial value of p, say py, in all
Vir, and solving (6.75) for p as

o1 = a(po) )
b(po)c(po) —a(po)

Next one may improve the estimate of p by using p; in place of pg in (6.75). That
is, the new solution of p is obtained as

(6.77)

- a(p1)
P2 = Bonetpr) —alp) (©7%

This iteration continues until convergence.

6.6.3 Model Selection

Under the assumption that the longitudinal count data follow either the nonstation-
ary AR(1) (6.44) or EQC (6.53) model described in Section 6.5, we have estimated
their common regression parameter by (6.56), and their correlation parameter p was
estimated by (6.58) and (6.60), respectively. Next, for the estimation of the param-
eters of the MA(1) model (6.66), we have used the GQL approach (6.71) for 8
estimation, and the moment estimating equation (6.75) for the estimation of the p
parameter. Now the question arises, which model to recommend for use in practice?
We consider a lag 1 model fitting approach to answer this question. Note that this
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model selection approach is different from that we have used in Section 6.5.3. One
of the reasons for this difference in model selection approaches is that in Section
6.5 we have considered models with the same mean functions, whereas in this sec-
tion we have considered models with different mean functions. To be more specific,
when the models do not agree for the mean functions, it is better to fit them to the
data separately and then see which model fits the data best. Thus, in this section, we
fit a model M (say) to the data and simply compute the error sum of squares, Gy,
under the model M, defined by

K T
Gy =Y. v —$a(M)]?, (6.79)
i=lt=1

and recommend that model with the smallest value of the error sum of squares. In
(6.79), $; (M) denotes the fitted value of y; under the model M.
The formula for $; (M )under each of the three models are as follows.

When Nonstationary AR(1) Model (6.44) Is Fitted

{ Jim fort =1

Yie=19 . (6.80)
i +p{yig—1 — Qi1 } forr=2,....T,

with fI;; = exp(x], ﬁ), where B is obtained by solving the GQL estimating equation

(6.56) and p is obtained as the moment estimate by using (6.58).

When Non-stationary MA (1) Model (6.66) is Fitted

) fis forr=1
5= 6.81)
it 11— _
W fOft—Z,...,T,

with fl; = exp(x), ﬁ), but [§ is obtained by solving the GQL estimating equation
(6.71) and p is obtained as the moment estimate by solving (6.75). Note that es-
timating equations in (6.71) and (6.75) under the MA(1) model are similar to but
different from the AR(1) based estimating equations (6.56) and (6.58), respectively.

When Nonstationary Exchangeable or Equicorrelation (EQC) Model (6.53) Is

Fitted
L fort =1
Vi = (6.82)

[lit—"_p{yil_.ail} fort:27"'aT7

with fI; = exp(x], B), where 3 and p are obtained by solving the GQL (6.56) and
moment estimating equation (6.60).
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6.6.4 Estimation and Model Selection: A Simulation Example

We now consider a simulation study and examine the performance of the GQL es-
timation approach discussed in Section 6.6.2. We also examine the performance of
the mean squared errors (MSEs) based model selection approach discussed in Sec-
tion 6.6.3. We demonstrate here that if a misspecified model is used, then the GQL
approach may lead to inconsistent estimates for the regression effects causing a se-
rious inference problem. This happens when the mean and the variance functions of
the true model are different from those of the so-called ‘working’ or misspecified
model.

6.6.4.1 Simulated Estimates Under the True and Misspecified Models

To choose a simulation design, we take p =2 and f; = 8, = 0.5. With regard to
the correlation index parameter, we consider two cases, one with moderately large
p = 0.5 and the other with large p = 0.75. Next we choose K = 300, where K is
the number of independent individuals. As far as the values of the covariates are
concerned, we consider two time-dependent covariates given in Section 6.5.3.

Next, for a selected value of K, and p, we simulate the longitudinal responses
Yil,--.,yiT, following a true, say AR(1) or exchangeable correlation model as de-
scribed in Section 6.5.1, or the MA(1) model as described in Section 6.6.1. We
consider 1000 simulations. In each simulation, we then estimate the parameters
Bi, B2, and p, by using the formulas for all three processes as discussed in Sec-
tion 6.6.2. The simulated mean and the simulated standard error of the estimates are
reported in Table 6.11.

The results in Table 6.11 clearly indicate that fitting a ‘working’ nonstationary
model can be extremely dangerous. For example, when the longitudinal data are
generated, say following the MA(1) model, and also the estimates are obtained by
fitting the MA(1) model, the GQL estimates appear to perform very well. The GQL
estimates computed based on either the AR(1) or EQC model, however, appear to be
far off from the true parameter values. To be specific, when p =0.75, the true MA(1)
based GQL estimates for f; = 0.5 and 3, = 0.5 are 0.491 with standard error 0.175,
and 0.499 with standard error 0.175, respectively. These estimates are very close to
the true values. Similarly, the moment estimate for p = (.75 is found to be 0.749
with small standard error 0.064, which indicates superb performance of the GQL
approach provided the true model is used for the estimation. On the contrary, when
AR(1) model is used as the *working’” model, the regression estimates are found
to be —1.016 and 1.709 for true B; = B = 0.5. It is clear that these estimates are
complete nonsense. Similar results hold for p estimation. The AR(1) based moment
estimate for p = 0.75 is found to be 1.000, which is also highly biased. Note that
these results are not surprising. This is because unlike under the stationary models
[Liang and Zeger (1986), Sutradhar (2003)], the mean and variance structures under
different correlation models may be different.
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Table 6.11 The simulated means and the simulated standard errors of the estimates of the re-
gression and the correlation index parameters under both true and ‘working’ nonstationary AR(1),
MA(1), and EQC (equicorrelations) models for longitudinal count data, with true 8; = B, = 0.5,
for K = 300 individuals, and a selected value of p, based on 1000 simulations.

True Nonstationary Correlation Model

AR(1) MAC(1) EQC
Working Model True p Parameters SM SSE  SM SSE SM SSE
AR(1) 0.60 Bi 0.499 0.111 —0.159 0.370 0.502 0.125

B 0.494 0.103 1.171 0.306 0.491 0.116

p 0.599 0.033 0.847 0.076 0.504 0.044

0.75 B 0.499 0.094 —1.016 0.279 0.504 0.114

B 0.503 0.087 1.790 0.232 0.499 0.104

p 0.749 0.029 1.000 0.004 0.696 0.042

MA(1) 0.60 Bi 0.477 0.138 0.483 0.178 0.360 0.130
B 0.388 0.133 0.506 0.177 0.601 0.129

p 0.386 0.031 0.598 0.062 0.249 0.039

0.75 Bi 0.481 0.127 0.491 0.175 0.368 0.122

B 0.367 0.125 0.499 0.175 0.611 0.121

p 0.452 0.028 0.749 0.064 0.291 0.042

EQC 0.60 B 0.498 0.126 0.215 0.278 0.498 0.110
B 0.496 0.111 0.875 0.253 0.498 0.097

p 0.521 0.042 0.717 0.080 0.597 0.044

0.75 Bi 0.497 0.115 0.777 0.446 0.498 0.090

B 0.500 0.097 1.618 0.350 0.500 0.080

p 0.655 0.038 0.966 0.054 0.749 0.041

Remark that because the AR(1) and EQC models produce the same mean and
the variance functions, the estimates under model misspecification do not vary too
much but the standard errors tend to be larger under the misspecified models [Su-
tradhar and Das (1999)]. For example, when the data are generated following the
AR(1) model, the AR(1) model based estimates for 31, B, and p, have the standard
errors 0.094, 0.087, 0.029, whereas the EQC model based corresponding standard
errors are 0.115, 0.097, 0.038, confirming inefficient estimation under the ’work-
ing’ correlation models.

In summary, when the longitudinal data follow a nonstationary correlation model,
the effect of selecting a ‘working’ model with different mean and variance functions
can be very serious. Thus, it is important to identify the true model to fit the data.

6.6.4.2 Model Selection

Note that it is practical to attempt to fit a possible low-order correlation model to
given longitudinal data. But it may not be easy to identify the actual correlation
structure for the data, especially when the data may follow one of the three non-
stationary correlation models discussed in the paper. We thus recommend fitting
all three models initially to the given data and compute the Gy, statistic defined in
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(6.79) under all three fitted models. One may then choose the model which produces
the smallest value of the statistic Gy;. The simulation results reported in Table 6.12
appear to support this technique of model selection.

Table 6.12 The simulated error sum of squares (ESS) under both true and ‘working’ nonstationary
AR(1), MA(1), and EQC (equi-correlations) models for longitudinal count data, with true §; =
B2 = 0.5, for K = 300 individuals, and a selected value of p, based on 1000 simulations.

True nonstationary Correlation Model
AR(1) MA(1) EQC

Selected p Working Model ESS ESS ESS
0.60 AR(1) 0.967 1.378 1.180
MAC(1) 1.281 1.138 1.158
EQC 1.053 1.347 1.012
0.75 AR(1) 0.788 1.450 1.046
MA(1) 1.249 1.120 1.145
EQC 0.919 1.425 0.856

For example, when the data were generated following the nonstationary AR(1)
model (6.44) with p = 0.75, the simulated average values of the Gy, statistic com-
puted by using the fitted values based on AR(1) (6.80), MA(1) (6.81), and EQC
(6.82) models are found to be 0.788, 1.450, and 1.046, respectively. It is then clear
that when the data follow the AR(1) model and the AR(1) model is fitted, the Gy,
statistic has the smallest value. Similar results hold under the other two models too.

6.7 A Data Example: Analyzing Health Care Utilization Count
Data

We now consider an illustration for the application of the nonstationary correlation
models for repeated count data discussed in Section 6.6, by analyzing the health
care utilization data, earlier studied by Sutradhar (2003), for example. This dataset,
provided in Appendix 6A, is a part of the longitudinal dataset collected by the Gen-
eral Hospital of the city of St. John’s, Canada. To be specific, here we consider
the longitudinal count data that contain the complete records for 144 individuals
for four years (n = 4) from 1985 — 1988. The number of visits to a physician by
each individual during a given year was recorded as the response, and this was
repeated for four years. Also, the information on four covariates, namely, gender,
number of chronic conditions, education level, and age, were recorded for each
individual. Note that as the responses are counts, it is appropriate to assume that
the response variable, marginally, follows the Poisson distribution, and the repeated
counts recorded for four years will be longitudinally correlated. Along the lines of
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Liang and Zeger (1986) we assume that the data may follow any of the low-order
correlations such as AR(1), MA(1), or EQC models discussed in Section 6.6. Note
that because these models produce different mean and the variance structures, they
must be fitted by using these varied mean, variance, and correlation structures for
the purpose of obtaining consistent and efficient estimates for the regression effects
B and the correlation index parameter p.

Following the notations used in Sections 6.5 and 6.6, the four covariates for
the ith (i = 1,...,K = 144) individual at time ¢t (+ = 1,...,4) are denoted by
Xit1,Xir2,Xir3, and x4 respectively. The first covariate geneder was coded as 0 for
female and 1 for male. Thus, at any time ¢, x;;; = 0 if the ith individual is female,
otherwise x;;; = 1. Similarly, the number of chronic diseases was coded as xj;» =0
for the absence of chronic disease for the ith individual at time ¢, and x;;» = 1 if the
ith individual had 1 or more chronic diseases at time ¢. The third covariate, educa-
tion level, x;3, was coded as 1 for less than high school, and O for high school or
higher education. The last covariate, x;4, represents the age of the individual. The
effects of these covariates are denoted by 8 = (B, B2, B3, B4)’, so that the mean of
the count response for the ith individual at a time point ¢ is given by (6.65) under
the nonstationary AR(1) and EQC structures, and by (6.67) under the nonstationary
MA(1) model. In all these mean functions x;; = (Xi1,%ir2, X3, Xira )’ -

We now apply the GQL estimation methodology discussed in Section 6.6. By
using the response data y; and x;; vector for all i = 1,..., 144, individuals and over
t =1,...,4, years, we obtain the estimate of 3 and p from Section 6.5.1.1 under
the nonstationary AR(1), from Section 6.6.1.1 under the MA(1), and similarly from
Section 6.5.1.3 under the EQC models. These results along with the standard errors
of the estimates of B computed by using the asymptotic covariance matrices from
these three sections, are reported in Table 6.13.

Table 6.13 Comparison of the estimates of the regression and the correlation parameters under
the nonstationary AR(1), MA(1), and EQC (equicorrelations) models in fitting the health care
utilization data.

Nonstationary Correlation Models

AR(T) MA(1) EQC

Parameters EST SE EST SE EST SE
Gender effect (B;) —0.223 0.060 —0.179 0.054 —0.204 0.065
Chronic effect (B,) 0.374 0.072 0.363 0.065 0.341 0.078
Education effect () —0.428 0.074 —0.400 0.066 —0.390 0.081
Age effect(By) 0.029 0.001 0.031 0.001 0.029 0.001
p 0554 - 0769 - 0529 -
py(1) 0.546 - 048 - 0521 -
G 1420 - 2046 - 1534

As far as the selection of a model from these three lower-order models is con-
cerned, we have computed the fitted residual squared distance Gy by (6.79) under
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all three models and reported them in the same Table 6.13. As the G, statistic has
the lowest value 14.20 under the AR(1) structure, we chose the AR(1) model to
interpret the estimates.

As the first covariate gender was coded as 1 for male and O for female, it follows
from (6.65) and (6.67) that the negative value of Bl = —0.223 suggests that the
females made more visits to the physician as compared to the males. The positive
values of B, = 0.374 and B4 = 0.029 suggest that individuals having one or more
chronic diseases or individuals belonging to the older age group pay more visits to
the physicians, as expected. The third covariate education level was coded as 1 for
less than high school, 0 for higher education. The effect of the education level on
the physician visits was found to be 33 = —0.428. This negative estimate shows
that highly educated individuals pay more visits as compared to individuals with a
low level of education. One of the reasons for this type of behavior of this covariate
may be that the individuals with a high-level education (more than high school) are
more concerned about their health condition as compared to the individuals with
low-level education.

Note that the standard errors of the regression estimates under the AR(1) model
were found to be

se.(B1) =0.060, s.e.(B2)=0.072, s.e.(B3)=0.074, s.e.(Bs)=0.001.

As these standard errors are quite small as compared to the corresponding values
of the regression estimates, all four covariates appear to have significant effects on
the physician visits. Further note that the standard errors of the estimates under the
MA(1) model appear to be smaller than the corresponding standard errors under the
AR(1) model. Nevertheless, the estimates under the MA(1) model cannot be trusted
as it is evident from the simulation study (see Table 6.11) that they can be highly
biased when the data really follow the AR(1) model. Here the data as mentioned
earlier appear to follow the AR(1) model with the smallest G value.

6.8 Models for Count Data from Longitudinal Adaptive Clinical
Trials

In a clinical trial study with human subjects, it is highly desirable that one use certain
data-dependent treatment allocation rules which exploit accumulating past informa-
tion to assign individuals to treatments so that more study subjects are assigned
to the better treatment. For example, consider a clinical trial study to examine the
performance of a new treatment for asthma prevention. Suppose that one individual
patient is assigned to one of the treatments in an adaptive way and number of asthma
attacks for a week is recorded. Here the number of asthma attacks for a week may
be considered to follow a Poisson distribution. Once the outcome of the first individ-
ual is known, the treatment for the second individual may be decided based on the
outcome of the first individual as well as the covariate information of the individual.
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Similarly, a treatment is assigned to the third individual based on the outcomes of
the past two individuals and their covariate information. This adaptive procedure
continues for a large number of weeks, say for 100 weeks for the treatment of 100
individuals. Note that 100 or more weeks is a reasonable duration for the completion
of an intensive clinical trial study. Here, the purpose is to determine the effects of
the treatments after treating a large proportion of subjects by the better treatment.

Note that there are many clinical studies including the aforementioned asthma
study where it may be necessary to record the count responses repeatedly over a
small period of time, from a patient based on the same assigned treatment, assign-
ment of treatment being done in a longitudinal adaptive way. For example, for the
asthma problem, it may be better to collect responses from a patient weekly for a
period of T' = 4 weeks, say, where the responses will be longitudinally correlated.
As far as the treatment assignment is concerned, the assignment of the treatment to
the third patient, for example, will be benefitted from the first week’s response of
the second patient, and the first and second weeks’ responses from the first patient,
and so on. The main purpose of this section is to discuss such longitudinal count
data collected from a clinical trial study based on a suitable adaptive design. For
the purpose, following Sutradhar and Jowaheer (2006), we first provide two longi-
tudinal adaptive designs in Section 6.8.1. In Section 6.8.2, we demonstrate through
a simulation study that the longitudinal adaptive designs discussed in Section 6.8.1
indeed allocate more patients to a better treatment. The overall treatment effects and
the effects of other possible covariates are consistently and efficiently estimated in
Section 6.8.3 by using a weighted GQL (WGQL) approach, based on the complete
data collected from all patients during the study. We remark here that the WGQL
approach indicates that the longitudinal adaptive design weights responsible for the
collection of the longitudinal count data are incorporated in the so-called GQL ap-
proach discussed in the previous sections.

6.8.1 Adaptive Longitudinal Designs

Autocorrelated Poisson Model Conditional on Design Weights: Suppose that K
independent patients will be treated in the clinical study and 7 longitudinal count
responses will be collected from each of them. Also, for simplicity, let there be two
treatments A and B to treat these patients and A is the better treatment between
the two. Next suppose that J; refers to the selection of the treatment for the ith
(i=1,...,K) patient, and

{ 1, if ith patient is assigned to A
6 =

0, if ith patient is assigned to B

with
PI’(6,' = 1) = W; and Pr(5,- = 0) =1 — Wj. (683)



6.8 Models for Count Data from Longitudinal Adaptive Clinical Trials 221

Here w; refers to the better treatment selection probability for the ith patient. Now
to construct a longitudinal adaptive design one needs to derive the formulas for
the selection probabilities w;(i = 1,...,K) so that in the long run more patients are
treated by A.

Note that the value of §; determines the treatment by which the ith patient will be
treated. Now suppose that conditional on &;, y;; denotes the count response recorded
from the ith patient at time ¢(f = 1,...,T), and x; denotes the p-dimensional covari-
ate vector corresponding to y;, defined as

!
Xit = (Siaxiﬂ, e Xituy e 7xit]7)
«/\/
= (6,x; ), (6.84)
where X}, = (Xjr2, ..., Xitu, .- -, Xirp) denote the p — 1 x 1 vector of covariates such

as prognostic factors (e.g., age, chronic conditions, and smoking habit) for the ith
patient available at time point 7. Thus, for i = 2,...,K, the distribution of &;, that
is, the formula of w;, will depend on {6,...,0;—1} and available responses yy, (k =
l,...,i—1;1 <v<T)along with their corresponding covariate vector xy,,. Fori =1,
wy is assumed to be known.

As far as the availability of the repeated responses is concerned, we assume that
foralli=1,...,K, once §; becomes known, the repeated count responses from the
ith patient will be available following a Poisson distribution with conditional mean
and variance (conditional on &;) given by

E(Yy|8;,x5) = var(Yy| 8, x5,) = exp(6y), (6.85)

where 0;; = x/, 8, with x; = (Si,xl’ft/)' . Also we assume that the pairwise longitudinal
correlations between two repeated count responses are given by

corr((Yi, Ya) 85,35, 53] = i) (81,535, p)
= c(”s)(5i7x;‘,7va,p), (6.86)

ity

where cl("t'i) (8:,x;,x;,,p) has the formulas given by (6.46), (6.50), and (6.55) under
the nonstationary AR(1), MA(1), and EQC models, respectively. It then follows by
(6.85) and (6.86) that the conditional (on §;) covariance between y;; and y;, is given
by

ns 1
COV[(YitaYiv”Siax;ktvx;kv} = p|(t,‘),‘{eXP(9it + eiv)}z .

Note, however, that for simplicity we use the stationary correlations based covari-
ance matrix given by

cov[(Yir, Yiu)|81,%5,55] = ¢ (p) {exp(6; + 6;) } />
1
= Py 1exp(0ir +6i) } 2. (6.87)
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6.8.1.1 Simple Longitudinal Play-the-Winner (SLPW) Rule to Formulate w;

Note that in the cross-sectional setup, i.e., when T = 1 there exist a number of op-
tions to formulate the adaptive design weights w; for i = 1,..., K. For example, we
refer to the

(i) randomized play the winner (RPW) rule [Zelen (1969); Wei and Durham (1978);
Wei et al. (1990)],

(i1) random walks rule [Durham and Flournoy (1994)],

(iii) group sequential test [Jennison and Turnbull (2001)], and

(iv) optimum biased coin designs [Pocock and Simon(1975); Smith (1984); Atkin-
son (1999)].

The purpose of these designs is to assign a better treatment to an incoming patient
based on the past outcomes of the experiment as well as the covariate information.
Note that even if there are controversies [Royall 1991; Farewell, Viveros, and Sprott
(1993)] about the usefulness of the play the winner rule, this seems to be the only
design which was applied by some investigators [see, e.g., Tamura et al (1994);
Rosenberger (1996)]. In this section, following Sutradhar, and Jowaheer (2006) [see
also Sutradhar, Biswas, and Bari (2005)] we discuss a SLPW design to deal with
longitudinal count data.

Note that as w; is the probability of selection of the better treatment for the ith
patient, it is convenient to compute w; by considering two types of balls in an urn,
the first type being the indicator for the selection of the better treatment A and the
second type for the other treatment. The two types of balls are added to the urn as
follows.

(a) As in the beginning we have no reason to believe that any particular treatment
is better than the other, we take the initial urn composition in a 50:50 fashion.
Thus, the urn will have two types of balls, say o balls of each type at the outset,
and the probability that the first patient will be treated by treatment A is 0.5; that
is, Pr(0; = 1) =w; = 0.5. For simplicity one may use @ = 1.

(b) Suppose that at the selection stage of the ith patient {y, } denote all available
responses for » =1,...,i— 1 and 1 <t <min(7,i—r). The range of 7 here depends
on the value of r. For example, for the selection time of the ith (i = 2,...,K) pa-
tient, t = 1 when r =i — 1. Similarly # = 1,2 for r = i — 2. Also suppose that at this
selection stage we take all these available responses into account and for a suitable
7 value and for specific available response y,;, we add 7 balls of the same kind by
which the patient was treated if y, < my, and add 7 balls of the opposite kind in
the urn if y,, > myj. Here m{ is a threshold value of the responses so that any patient
with response less than this may be thought to belong to the success group. By the
same token, if the response exceeds this threshold value, the patient may be thought
to belong to the failure group. Thus, at this stage, we add 7 balls for each and every
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available response. In general T can be small such as T =2, or 4.

(¢) On top of the past responses, it may also be sensible to take into account the
condition of certain covariates which, along with the treatment (A or B) were re-
sponsible for yielding those past responses y;;. For a suitable quantity u,; defined
such that a large value of u,, implies the prognostic factor based on a less serious
condition of the rth (r=1,...,i— 1) past patient, G — u,, balls of the same kind by
which the rth patient was treated and u,, balls of the opposite kind are added, at the
treatment selection stage for the ith patient, where [0, G] is the domain of u,.

The above scheme described through (a) to (c), produces the selection probabil-
ities w;(i =2,...,K) for the cases 2 < i < T as in Exercise 6.4, and for i > T as in
Exercise 6.5.

6.8.1.2 Bivariate Random Walk (BRW) Design

Note that in the cross-sectional setup, apart from the randomized play-the-winner
rule, there exist some alternative adaptive designs such as the random walk rule [see,
e.g., Temple (1981), and Storer (1989)] to collect and analyze the clinical trial data.
These random walk rules are variants of the familiar up-and-down rules [Anderson,
McCarthy, and Tukey (1946), Derman (1957)]. For example, in the two treatment
case, if the (i — 1)th (i = 2,...,K,) patient is assigned to treatment A, then the ith
patient will be assigned to treatment A with probability p;, and to treatment B with
probability ¢;, such that p;+¢; = 1. The parameters p; and ¢; depend on the previous
patient’s response and some random event, such as the result of a biased coin flip.

Remark that in the SLPW design in the previous section, the design weight w;
was mainly dependent on the responses of the individuals 1,2,...,i— 1, as well as
on the conditions of their covariates. Consequently, the construction of any random
walk type of rules must be based on past responses as well as covariates. As in the
previous section, suppose that a greater value of u,; implies a better condition of
the rth past patient and it was a more favorable condition of the patient to treat. By
the same token, a smaller value of u,; means that the patient was serious. Now to
make sure that this better or serious covariate condition of the past patient does not
influence the selection of the treatment for the present ith patient, and also to make
sure that the past better response (say, a low value of the response such as y,; < yg)
gets more weight for the assignment of the patient to the better treatment, one may
use a bivariate probability structure given by

Pr(urt < uo,yr S)’o) = Prt» Pr(urt < uo,yn >y0) =

Pr(uy > uo,yr <Y0) = qri> Pr(uyg > uo,yr > yo) = hyr,

so that p,; +2¢,+ + h,y = 1.0. Here the parameters are chosen such that p,; > g, >
hy,:. Note that the bivariate probability structure arises from the consideration of
using the past responses and the covariate condition of the patients.
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The design weights w; under this BRW rule are given in Exercise 6.6 for the case
2 <i<T,andin Exercise 6.7 for the case i > T.

6.8.2 Performance of the SLPW and BRW Designs For Treatment
Selection: A Simulation Study

In the last two sections, we have discussed how to construct the longitudinal adaptive
design weights represented by w; for the selection of a better treatment for the ith
patient, for all i =2,...,K. We now conduct an empirical study to examine the
performance of w; under both SLPW and BRW designs.

To evaluate w; under the SLPW design, we use the following steps.

Step 1. Parameter Selection: Clinical Design Parameters
a=1.0,;G=3.0, and T=2and 4.
Longitudinal Response Model Parameters
K = 100 subjects, p = 3 covariates, f; =0.5,1.00; B, =0.5; B3 =0.25,

along with Poisson AR(1) responses for 7' = 4 time points with correlation index
parameter p = 0.9. Also, use threshold count m; = 8.

Note that the p = 3 covariates are denoted by x;; = (&;,xi2,%xi3)". Here &; is
the treatment selection for the ith patient. Suppose that x;» and x;3 are both non-
stochastic covariates. Let xj;» =0, 1,...,5 denote the number of chronic diseases for
the ith patient at the entry time to the clinical experiment, and x;3 = 1,2,...,6 be
the age group of the ith patient. These two covariates are virtually time independent.
We generate these covariates as

Xira ~ Binomial(5,p =0.9)
Zir3 ~ Uniform(20, 80),

foralli=1,...,K,andt =1,...,T, and then assign
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1 for 20 < z;3 < 30
2 for 30 < z;3 < 40
3 for 40 <z;3 <50
Xir3 =

4 for 50 < zi3 < 60

5 for 60 < z;3 <70

6 for 70 < z;3 < 80.
Step 2. Generate Correlated Responses for First Individual: First using w; = %,
generate O such that Pr[8; = 1] = w;. Now for i = 1, that is, for the first patient,
use

x11 = [81,x111,%112)

and generate y;| following

yi1 ~ Poi(ui1 = exp(x}; B).

Next use the stationary Poisson AR(1) model (6.14), that is,

Vi =p*y1-1+di,

to generate the remaining three responses, namely y2,y13, and yj4.

Step 3. Generation of the nonstochastic u-Variable: Next to generate w,, one
depends on the y;; just generated and also on a u-variable which is a function of the
second and third covariates. We now define the nonstochastic u-variable, u;;, given

by
2 1

X+ 1 X3

which ranges from 0.5 to 3. This aids the consideration of G = 3 under the SLPW
design.

Uijr

Step 4. Generation of w; and §; for i = 2,...,K: Use the formula for w; from Ex-
ercise 6.4 and 6.5. The desired y;, values are generated following the model (6.14);
that is,

Yir =P *y1-1+dy. (6.88)

Step 5. Generate &;. Once w; is computed, obtain §; such that Pr[5; = 1] = w;, and
compute §* = ¥X | §; in each simulation.

In a manner similar to that of the SLPW design, we now evaluate w; under the
BRW design. To compute w; in the BRW design, one requires an upper limit for the
u-variable, say uo = 1 and an upper limit for y,,, say yo = 8 for all past rth individuals
at time point t = 1,...,4. By using B; = 1.0,3, = 0.25, and 3 = 0 we generate
wy and other values of w;,i = 3,...,100 by using the formulas from Exercise 6.6



226 6 Longitudinal Models for Count Data

and 6.7. For the BRW design we also use p,; = 0.75,¢,, = 0.10, and h, = 0.05
as the bivariate probabilities depending on the past responses and the values of the
u-variable.

Next, in each of 1000 simulations we generate binary values &; with correspond-
ing probability w;, where the w; are generated as above except that w; = 0.5. In each

simulation we then calculate §* = ¥1% §;. For different parameter values under two

designs, the mean and standard error of §* are shown in Table 6.14.

Table 6.14 Simulated mean values and simulated standard errors of the total number of patients
6 = z}ﬁ? &; receiving the better treatment (A) among K = 100 subjects under both SLPW and

BRW designs, based on 1000 simulations.

6*

Design p B Mean SE
SLPW 09 7=20.50 62 4.90
1.00 58 4.73

7=4050 68 492

1.0 61 479

BRW 0.9 0.50 61 4.74
1.00 56 5.01

It is clear from Table 6.14 that the design weights w; under both SLPW and
BRW designs appear to perform well for the selected parameter values. In all cases,
the design weights appear to help assign more patients to the better treatment. More
specifically, for T =2 and f; = 0.50, the SLPW design assigns on the average 62 pa-
tients out of 100 to the better treatment A. Similarly for §; = 0.50, the BRW design
assigns 61 patients on the average to the better treatment A. Note that all these val-
ues of total number of patients receiving treatment A are significant as the standard
errors of §* = 3199 §; are reasonably small in all cases. Remark that 8 in both de-
signs represent the treatment effect. In both SLPW and BRW designs, smaller values
of the response variable y indicate that the treatment is better. For example, a fewer
number of asthma attacks for an individual implies that the individual received the
better treatment. This justification also follows, for example, from the formulas for
w; in Exercises 6.4 and 6.6. This is because as the threshold point m; in the SLPW
design and the cut point (yo, o) in the BRW design are predetermined and fixed, the
smaller values of the response variable y will produce many of I(y,) < mg as 1 in
the formula for w; in Exercise 6.4, and (Sy” pr: in the formula for w; in Exercise 6.6
will contribute significantly. Thus, the better treatment should produce smaller val-
ues of y in the present setup. This in turn means that the smaller values of §; should
indicate the better treatment. Consequently, the formulation of the design weights
for both SLPW and BRW designs appear to work well as more patients are seen to
be assigned to treatment A when §; = 0.5 as compared to $; = 1.0.
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6.8.3 Weighted GQL Estimation for Treatment Effects and Other
Regression Parameters

In previous sections, the repeated count responses for the ith individual were repre-
sented by a vector y; = [y, - .., Vi, - - -, vir| With its mean vector y;, and covariance

matrix X (p) :A:/2
Zi(m) (p) = Al-1 / 2Ci(m) (xi, p)Ai1 /2 (6.56) under the nonstationary correlation models.
It was, however, demonstrated in Sections 6.8.1 and 6.8.2 under the longitudinal
adaptive clinical trial setup, that a treatment is selected first for the ith individual
based on adaptive design weight w;, and then the responses are collected. To reflect

this operation, we now denote the response vector as

Ct (p)Ai1 2 (6.26) under the stationary correlation models or

yi(wi) = [,Yil(Wi)a~~~ayit(Wi)7~~~ayiT(Wi)]/

and its mean vector and stationary correlations based covariance matrix, for exam-
ple, by
Hi (Wio)u and Zi* (WiOa P )7

respectively, where wjo is the limiting value of w;, for example, wijy = E[w;].

6.8.3.1 Formulas for u;(wj), and Z(wi,p) :
Construction of the Mean Vector (;(w;o) Let
! / !
Z;t :xﬁt‘é,:l = (17'x:'<t )7 and Z;‘kt :x§t|6,~:0 = (O,x:f, )s
where x}, = (xj2,...,Xirp). Also, define

W =exp(z,B), and W, = exp(z;B). (6.89)

Now by taking the average over the distribution of &, it follows from (6.85) that the
unconditional mean of ¥y, that is, i; (w;) has the formula given by

E(Y,,|x;) = E51E52‘51 .. .Eg[lgl152’.“’51.71E(Yit‘6,', ey 6])

/

= wigexp(z,B) + (1 — wio) exp(z; B)

= wiolti;; + (1 —wio)Mirn

= Wi(Wio), (6.90)
where for i = 1,...,K, wj is the expectation of w;, with w; = Pr(& = 1|yg, ,) as

defined in Exercises 6.4 and 6.5 for the SLPW design, and in Exercises 6.6 and 6.7,
for the BRW design. More specifically, for the SLPW design, wjy can be computed
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forthe case 2 <i<T as
wio = E5 Es)js, -+ Eg)s,,6,...8 ,E(ilyn,_,)

1
20+ 1i(i—1)(G+1)

i—1i—r

o+ 2 2 G urt +,urtIT}Wr

r=I1t=l1

o+ (1= )t} (1—wp)]], (6.91)

X

and for the case i > T as

wio = Eg,Es,\s, ---Eg)5,.,6,,.8 1 E(8ilyh;_,)

= {2a+(G+r)T (i—TZH) }1

@+ 3, 3G+ ot O+ (1= ) )1 = 1)}

r=1t=1

X

i—1  i—r
+ Y G~ )+ fi T)wr

r=i—T+1t=1
(1= Rr)T)(1 =)l 6.92)
with *
_ mg " exp(— ) (1 )k
M1 = f()’rt|9rt:Z/r,ﬁ):z p( 'ukl:)(utl)
0 k=0 :
and

) m; Lo exp(— ) (150
Bz = [ FOulOn =2B) = Y, )bl
0 k=0 :
where my is the threshold count as mentioned before.
Note that the computation of the unconditional mean vector (;(wjo) for the BRW
design is similar to that of SLPW design, and hence omitted.

Construction of the Covariance Matrix X* (wio, p)

Next, we construct the unconditional covariance matrix X (p) of the Y; vector as
follows. Recall that given 8;,0,,.. ., §;, or simply say, given &;, the conditional vari-
ance of ¥;; and the conditional covariance between Y;; and Y;, are given in (6.85) and
(6.87), respectively. Now by similar arguments as for the construction of the mean
vector, the unconditional covariance between Y;; and ¥;, may be computed as
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cov[(Ye, Yiv) Xz, %] = Es Es, |5, - - Egy5,....5, [€ov(Yir, Yiv) | 51]

+covs, & Eil6i), E(yin|6;)],

= E5,Eg,(5,---Es)5,. 5, [Pji—v{exp[(0 + 61)'B]}'/?]

+covs, .5 {exp[(6i + 6) Bl }
= Pj—v| | Wiod Kir1 Kivi 2 4 (1 —wio) (s} 12

Fwio{ Mig1 Mivy  + (1 —wio){ 2 Miva } — Mir (Wiotiv(Wi0)

= Gt');k(wi()ap)v say, (693)
where p7, and u;, are given as in (6.89), and ; (wjo) is given as in (6.90). For
t = v, equation (6.93) yields the unconditional variance of y; given by

var(Yilx) = i + {wioktii + (1 = wio) i3 } — 1> (6.94)

The construction of the covariance matrix X7 (wio,p) = (073 (wio,p)), say, is now
completed by (6.93) and (6.94).

6.8.3.2 Weighted GQL Estimation of 3
Note that § = [B1, B2, ..., B,]" is the effect of the covariate
Xit = [61'7)(?/[]/ - [aiaxiﬂv cee 7xitp]/

on y; for all i =1,...,K, and t = 1,...,T, where y;; is now collected based
on longitudinal adaptive design scheme and is represented by y;(w;). Because
E[Yi(w;)] = ui(wip) by (6.90), and var[Y;(w;)] = X (wip,p) by (6.93) and (6.94),
similar to the construction of the GQL estimating equation (6.26) or (6.56), we may
now construct a weighted GQL estimating equation for § given by
K /

3, 2] 51 i, ) o) — o) = 0 (695)
i=1

where p is a consistent estimate of p, the longitudinal correlation index parameter of
the model. Now, by treating the data as though they follow the stationary correlation
structure, one may apply the MM and equate the sample auto-covariance to the
autocovariance of the data given by (6.93) and obtain a moment estimate of py (¢ =
t—v|=1,....,T—1)as

. Ni—M
pe= D

(6.96)
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where

S e[ i — Mir (Wi0)) (Viv — Miv(wi0)) /K (T — £)

Ny =
K3 i — M (wio))2/ KT
Ny = — S v wioktyy iy A (1= wio) tia 3o — Hir (Wio) Hiv(wi0)] /K (T — €)
1 2 (i (wio) — 1 (wio) +wioltiif + (1 —wio) i3] /KT ’
and
D T Zpvi=e Wil tin 2+ (L= wio) ik} 2] /K (T — )

K2 i (wio) — u2 (wio) +wiopi T + (1 —wio) i3] /KT

For given py (a function of p), the solution of (6.95) may easily be obtained by using
the Newton—Rapson iterative equation.

& oul(wio) ¢ .
ZMEI, " (wio, )

dui(wio) -
& 9B

op

m

K / W
X [z{ Wzi*l(wio7ﬁ)(yi(wi) - /.Li(wio))] , (6.97)

m

where 3(,,,) is the value of 3 at the mth iteration and [],, denotes that the expression

within brackets is evaluated at ﬁ(m). Let ﬁWGQL be the solution of (6.97), which is
consistent for 3.

Under some mild regularity conditions, it may be shown from (6.97) that for
large K, BWGQL has an asymptotically p-dimensional normal distribution with mean
B and covariance matrix var( ﬁWGQL) which may be consistently estimated by using
the sandwich type estimator given by

K

Vﬁr(BWGQL) = z 8ui’(w,-o)

O Wio) gty
P aﬁ ( Op)

am(w)] -
9B

_ —1
n 2‘9“5(;"‘”2;*1<wio,ﬁ>a“$%ti°)]

< |2 X 9.“,-'(Wio)

S5 (wio, ) (vi — i(wio)
| i<r aB

X (yr— Nr(Wio))/Eﬁl (WrO;ﬁ)aué(ger)}
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-1

K a / . . .
.u'(WIO) x—1 A 8“1(W10)
X l; laTEi (“ﬁ'OyP)Tﬁ/ : (6.98)
Formula for the Derivative (9, (wio))/dB in (6.95)
As 31t (wi)
(Wi « * _k
H'éiﬁlo = Wiolj Zir + (1 - WiO).uizzzin
the p x T matrix du!(wip)/dp is computed as
8 / Wi «
ub(ﬁl()) = winZiAil + (1 —wio)Z Ap, (6.99)
where Z/ = (zi1,..., 2, .. .zir) and Z;f' = (zfy,---+2}s-.-,207) are p x T matrices,

A = diag[ufyy,. .., whr], and Ap = diag[ui,, ..., 1h,], with
wir =exp(z;B), My =exp(z; B),

where z;; = (1,x5 ) and z;, = (0,x )/, forallz = 1,...,T.

Exercises

6.1. (Section 6.5.1.1) [Likelihood estimation for nonstationary AR(1) model]
Consider the nonstationary AR(1) model given by (6.44). Then demonstrate that
similar to that (6.23) of the stationary AR(1) model (6.14), one may write the like-
lihood function for the model (6.44) as

L(B.p) =115, [f i) T o f e lyie—1)]
with
FWielyiz—1) = exp[— (i — pMis—1)]

min(y;,yi;—1) (

Yig—1)!1p* (1 — p Pt (lip — pfig—1)*"—*

X
s=1 s'Yie—1 =) (yie —5)!

Now, argue that the likelihood estimation of 8 and p, is extremely complicated.

6.2. (Section 6.5.1.1) [Conditional moments for nonstationary AR(1) model]

Show either by using the conditional density from Exercise 6.1, or by direct compu-
tation from the model (6.44), that fort = 2,..., T, the conditional mean and variance
of y;; given y; ;1 have the formulas:
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E[Yitb’i,t—l] = Ui +p(yi,t—1 —,ui,t—l)
var([Yi|yi—1] = Mir +p Vig—1 — Mig—1) — Pz}’i,tfl-

Next, verify that for u < ¢, the conditional covariance has the formula

COV[{Yiint}‘yi,ufl 7}’1'.,171] =0.

6.3. (Section 6.5.2) [Conditional GQL estimating equation]

Denote the conditional mean and the variance in Exercise (6.2) by u;l ,_; and 7Lm‘ 1
respectively. Let u* = [“ilv“i*z\la"'7/";|z717“'a“i*r\771]/ be the T x 1 conditional
mean vector, and A; = diag[ti1, 42|15+ -+ Aiggly—15- - - Arryr—1] is the T x T condi-
tional covariance matrix of y;. Then, similar to (6.56), argue that a consistent esti-
mator of 3 can also be obtained by solving the conditional GQL estimating equation
given by

- ﬁ)(yi_.u*) =0,

where p is obtained by using (6.58) as in the unconditional estimation. Also, derive
the formulas for the elements of the p x T derivative matrix du*’'/d 8. Comment
on the relative efficiency of this conditional GQL estimator of 3 as compared to the
unconditional GQL estimator obtained from (6.56).

6.4. (Section 6.8.1.1) [w; for the case 2 < i < T under SLPW rule]

As the selection of the ith patient is made at the ith time point, by this time, the (i —
1)th patient has yielded one response and (i — 2)th patient has yielded two responses
and so on. Use the rules (a), (b), and (c) from the Section 6.8.1.1 and argue that at
this treatment selection stage for the ith patient, there are

i—1i—r
1
ni =20+ Y (G+71) =2a+5i(i—1)(G+7)
r=I1t=1

balls in total in the urn. Also justify that among these balls, there are

i—1li—r

mi11 Oty ) *a+225{ — ) [y < mo)t}

r=1t=
(1= 6){urj + 1y > mo|T}]

balls of first type, where yy, , indicates the history of responses from the pasti —1

patients. The number of second type of balls may be denoted by n;_ ,(va; ). It

then follows that for given yy, ,, the conditional probability that §; = 1 is given by
wi = Pr(8 = 1lyn,_,) = ni_1 1 Oa_) /iy

6.5. (Section 6.8.1.1) [w; for the case i > T under SLPW rule]
Argue that under this case, at the treatment selection stage for the ith patient, there
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are
i—-T T

n11—2a+22G+‘L’)+ Z 2G+r

r=1t= r=i—T+1t=
balls in total in the urn. Also argue that among these balls, there are 7i;_ (yHH)
balls of first type, where

i-T T

Ai-1,1(VH,_ ) ,a+225{ —Utp) + 1]y <mglT}

r=1t=

+(1 =8 ){utre +1yre > mpT}]

+ 2 12,6{ G—uy +[[Yrt<mo]}

r=1-T+11=
+(1 =8 ) {ur +1[yn > mg)t}].
Clearly, for this i > T case, one may then evaluate the design weight w; as

_ ﬁi—lAl(yHi—l)
i1 '
6.6. (Section 6.8.1.2) [w; for the case 2 <i < T under BRW rule]
Let 6,,, = 1 for u,; <up and §,,, = 0 otherwise. Similarly, let ,,, = 1 for y,, <y and

dy,, = 0 otherwise. Verify, in the fashion similar to that of Exercise 6.4 that under
the BRW rule, the design weight w; has the formula

S S B0+ (1=, o)
2 (Prz +2qy +hrl)

)

where g(y,1) = 8, prt + (1= 8, ) and () = 8, + (1— 8y, V.

6.7. (Section 6.8.1.2) [w; for the case i > T under BRW rule]
For this case, make an argument similar to that of Exercise 6.5 for the SLPW design,
and justify under the BRW rule, that w; has the formula given by

1
05i(i—1)—05(i—T)(i—T—1)

w; =

i—-T T

2 Z 8 (V)] 4 [(1 = 6, )5 ()]

r=1t=1

+ z Z ”rtg y”f 1 8Mrt)s(yrt)]]v

r=i—T+1t=

where g(y,;) and s(y,;) are defined as in Exercise 6.6.
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Appendix

Table 6A. Health care utilization data for six years from 1985 to 1990 collected by Health Science
Center, Memorial University, St. John’s, Canada. [Code: column 1 (C1)-Family identification; C2-
Member identification; C3-Gender (1 for male, 2 for female); C4-Chronic disease status (0 for
no chronic disease, 1 for 1 chronic disease and so on); C5-Education level (1 for less than high
school, 2 for high school, 3 for university graduate, and 4 for post graduate); C6-Age at 1985;
C7-C12-Number of physician visits from 1985 to 1990]

Cl C2 C3C4C5 C6 C7C8CYCl10C11CI2

7 101 2 3 3517101510 6 7 14
7 1021 2 2540 6 0 4 2 0
7 2032 1 424912 6 2 0 3 2
72042 0 42150 1 1 0 0 O
27101 2 1 3 4952 11 8 7 7 3
27102 1 1 4 50713 13 16 12 18 12
2772031 0 42021 5 0 2 0 O
2772031 0 42022 3 7 1 0 O
36 101 2 2 3 497 5 5 4 18 11 9
36 102 1 1 35461 0 0 2 1 1
36 203 2 0 3 26010 6 9 9 21 16
36 204 1 0 22243 4 1 0 4 1
189101 2 1 35864 3 1 3 0 6
189102 1 0 45831 0 0 3 0 3
189203 2 3 23178 4 4 12 12 7
189204 2 1 32022 0 6 2 2 5
436101 2 0 1 62110 8 7 10 8 11
436102 1 0 1689 6 5 2 6 4 6
436203 1 0 33181 3 4 0 0 O
436204 1 0 42382 2 5 0 0 O
469101 2 4 2 4414 1 6 7 13 3
469102 1 0 34752 0 1 0 1 1
469203 1 0 32372 4 3 2 1 O
469204 1 2 42125 5 5 0 8 O
574101 2 0 1 472 4 10 12 17 13 10
574102 1 4 1 529 8 9 14 23 22 15
574203 2 1 32325 3 6 6 5 7
5742041 0 22192 0 3 3 1 1
580101 2 2 14192 5 1 0 1 0
580102 1 0 24421 1 4 24 5 2
580203 2 1 2 20513 11 11 16 18 21
580204 2 0 2 23 9 3 4 3 19 3
706101 2 2 3 40717 5 1 5 3 2
706102 1 0 14291 1 7 6 1 0
706203 1 0 32151 3 0 3 0 O
706204 1 0 31990 0 0 0 O O




Table Cont’d

Cl C2C3C4C5 C6 C7C8CYCl10CI1CI2

754
754
754
754
758
758
758
758
921
921
921
921
965
965
965
965
993
993
993
993

101
102
203
204
101
102
203
204
101
202
203
204
101
102
203
204
101
203
204
205

1054 101
1054 102
1054 203
1054 204
1120 101
1120 102
1120 203
1120 204
1269 101
1269 102
1269 203
1269 204
1333 101
1333 102
1333 203
1333 204
1344 101
1344 203
1344 204
1344 205
1361 101
1361 202

PR — = —m R — R —m R~ =R =R —m,RRR—R =R === =R =N == ===

—

OO~ OO NODOO—R OO O OOWNNR,NODOR,NWOONN—,O—=~,—,OR,O~,O—O

W e e e,k m O Wee — A RABRANNEAE L, RARRA R, RO, ——WWE —DW—— &R RANDRND— D

49.8
50.8
21.3
253
60.9
63.7
22.8
20.9
50.8
26.4
25.2
21.9
44.8
48.6
25
20.9
67.3
31.3
22
223
41.1
43.6
222
20.3
52.7
63.1
322
26
56.1
56.3
22
20.5
50.9
49.5
22.6
20.6
46.4
24
28.8
20.3
71.6
35.3

NMRONERTOUWRL,ONO—=N—~OO®

—_
—

N#NOOOOOWNON##'—‘EON—#M»——

SO Wn—= O NN

—
—_

AP NOO—~ OO NOOOWWNOOVENEI—OOWWWNLNN—W

PO PAPOPRL,ODO = —=OO W

—_
W

Nvo—~ococococomr~obw—~oNovLwLwZITLWREL—, L~ —~O

12

W~ WWITwo—~o oo

CToO~,UARLUOR—~N~,OW,

O 0 — OO —O0VO— OO0 \Oo W

—_ —— —_— e DN —_ —_ —_—
OWOOON-&OL’IOON-POOU\OGO_P_AF\IM#MO\OMUINU\\IO'—OOO'—NOO

EhROCOMNOO®

O — 0 WW =G 5NN

Lot OoO—~prTwOoONO I o

A0 = OO W

237



238 6 Longitudinal Models for Count Data

Table Cont’d

Cl C2C3C4C5 C6 C7C8CYCl10CI1CI2

1361203 1 0 2 33 3 3 5 2 0 3
1361204 1 0 32741 1 2 2 2 3
1397101 2 0 32537 3 5 7 5 5
1397102 1 1 1 53 2 4 5 6 6 3
1397203 1 0 42732 0 0 0 0O O
1397204 1 0 3 22 121 2 2 4 4
1637101 2 1 4 4356 10 2 2 3 3
1637102 1 1 4 4740 3 4 1 0 O
1637203 1 0 42310 0 0 1 1 O
1637204 1 1 42171 2 2 4 5 2
1664 101 2 2 4 47225 9 8 14 12 29
1664102 1 2 2 492 4 3 9 0 10 4
1664203 2 0 4 2353 3 0 2 2 1
1664204 1 1 42231 1 0 0 O O
1669101 2 0 2 506 0 0 0 2 4 1
1669202 2 0 3247 7 5 5 12 7 6
1669203 1 0 42250 0 1 1 2 O
1669204 1 0 22090 0 1 0 0 3
1682101 2 1 1621 0 2 3 1 0 O
1682102 1 4 16527 0 0 0O 0 O
1682203 1 3 3 29 9 9 12 5 4 4
1682404 2 4 1 74913 17 16 15 14 10
1702101 2 2 15926 5 2 1 1 6
1702102 1 2 1 64 0 0 O O O 2
1702203 1 1 121,10 0 O O O O
1702304 2 3 1826 7 8 6 24 0
1703 101 2 1 3 569 3 4 3 10 4 14
1703202 1 0 42550 0 0 0 O O
1703204 2 0 42211 0 1 3 0 O
1703305 2 1 28055 7 4 8 4 8
1728101 2 1 1 401 5 3 2 2 2 1
1728102 1 4 3 515121310 7 22 19
1728203 2 1 2 2431011 4 5 7 3
1728204 1 0 3 204 3 2 3 2 2 2
1737101 2 3 2 43811 6 9 4 4 4
1737102 1 1 4 41 6 0 8 1 0 8
1737203 2 0 3 2191 4 10 8 25 10
1737204 1 0 42290 0 0 0 0O O
1751101 2 5 2 52 9 1211 6 18 15
1751102 1 0 15550 0 2 0 1 O
1751203 1 1 12363 2 8 2 3 6
1751204 1 0 1226 1 8 3 2 1 3
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Table Cont’d

Cl C2C3C4C5 C6 C7C8CYCl10CI1CI2

18381101 2 0 2 447 3 3 3 2 10 11
1838102 1 1 1 46 3 1 2 2 0 3
1838203 1 0 42352 3 1 4 1 O
1838404 2 1 1 764 0 0 7 5 8 4
1876 101 2 1 1 467 0 0 4 4 0 2
1876 102 1 1 3 51.1 2 10 10 16 10 6
1876203 2 0 3246 5 2 0 0 0 O
1876205 2 4 4 21 2 1 1 2 3 5
1925101 2 1 3 52619 4 12 9 7 5
1925102 1 0 2 602 4 1513 5 1 7
1925203 2 0 4 2159 6 4 13 8 O
1925204 1 0 42320 0 1 0 O O
1935101 2 1 36592 1 3 4 5 12
1935102 1 1 1676 9 6 7 8 7 7
1935203 1 0 22562 1 0 O O O
1935204 2 0 3 384 4 2 4 9 17 18
2046 101 2 0 1 5631117 4 3 12 9
2046202 1 0 13340 0 0 0 0 O
2046203 1 0 22781 1 0 3 3 9
2046204 2 0 3 25 0 3 4 5 5 8
2076 101 2 2 3 52 5 3 6 8 3 3
2076102 1 1 15382 0 3 7 6 2
2076203 2 0 4 2461411 5 1 2 O
2076204 1 3 33142 1 4 3 4 14
41 1021 0 1 54 0 0 0 O O O
41 2032 0 4 22 2 2 2 9 7 O
41 204 1 0 4 23 3 2 2 4 7 O
101 101 2 1 16282 0 0 O 1 O
101 102 1 5 16592 2 5 10 7 2
101 203 1 1 32420 0 0 0 O O
129 101 2 3 1 5631014 7 9 9 13
129 102 1 1 1 571 9 15 8 10 13 2
129204 1 0 42161 1 4 1 0 O
208 102 1 0 4 5050 0 O 7 11 12
2082031 0 42530 1 1 1 4 1
2082041 0 32381 1 1 1 0 1
219 101 2 4 1 62511 17 8 18 23 17
219203 2 1 14049 4 2 6 4 2
219 204 2 1 42135 2 1 4 0 O
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Table Cont’d

Cl C2C3C4C5 C6 C7C8CYCl10CI1CI2

5221021 0 15121 5 7 7 9 6
522203 2 1 3 21611 7 3 8 20 19
522204 2 1 224412 7 19 6 12 17
605 101 2 1 15822 6 0 2 0 2
605 1021 0 15860 0 0 0 0 1
6052031 1 22130 0 0 0 1 2
622 2031 0 1 25 0 0 0 0 O O
622 204 2 0 13050 0 0 0 O O
622 205 2 0 1 2243 5 0 10 23 18
731 101 2 1 3 502 4 5 3 8 13 11
731 2041 0 4 24 0 0 3 3 0 O
7312051 1 42193 2 5 1 5 0
1097101 2 0 3 43 2 3 2 1 0 6
1097102 1 1 44913 0 3 2 2 2
1097203 1 0 42351 4 1 3 2 2
1689101 2 0 1 4493 7 5 16 7 8
1689102 1 2 3 478 1 8 24 22 14 8
1689204 1 3 2216 6 8 3 2 6 4
1906 101 2 4 1 67.8 27 23 29 39 19 16
1906202 2 0 24752 0 4 5 9 8
1906203 1 1 2 50212 8 8 11 9 13




Chapter 7
Longitudinal Models for Binary Data

In Chapter 6, we have discussed the stationary and nonstationary correlation models
for count data, and estimated the effects of the covariates on the count responses, by
taking the correlation structure into account. In this chapter, we deal with repeated
binary responses. For example, there exists a longitudinal study on the health ef-
fects of air pollution, where wheezing status (1 = yes, 0 = no) of a large number
of independent children are repeatedly recorded, along with maternal smoking sta-
tus, family cleanliness status, level of chemicals used, and pet-owning status of the
family. For i = 1,...,K, and t = 1,...,T, let y; denote the binary response and
X = (xi,l,...,xitp)’ denote the p-dimensional covariate vector collected at time
point ¢ from the ith individual. Similarly, one may be interested to study employ-
ment data for many individuals over a short period of 7 = 4 years. Here y;; = | may
be used to indicate that the ith individual was unemployed at time point ¢, whereas
vir = 0 indicates that the individual was employed. In this example, x;;, the covariate
vector, may consist of some of the important covariates such as gender, age, edu-
cation level, geographic location, and marital status of the individual. Let 8 be the
effect of x; on y;. Note that because y;i,...,Vi,...,yir are T repeated binary re-
sponses from the same individual, it is most likely that they are autocorrelated. The
scientific concern is to find 3, the effects of the covariates on the repeated binary
responses, after taking their autocorrelations into account.

Note that there are also situations in practice, where the covariates of the ith in-
dividual may be time independent. We denote such covariates by £; = (x;1,. .. ,x,-p)’ .
This is a simpler special case of the general situation with time-dependent covariates
xir. Note that when the covariates are time dependent, the responses follow a non-
stationary correlation model, whereas in the special case when covariates are time
independent, the correlation model becomes stationary. In Section 7.1, we provide
the marginal distributional properties of the binary response variable Y;; under the
general situation when corresponding covariates are time dependent. In the same
section, we discuss the estimation of S by pretending that the repeated binary re-
sponses are independent, even though in reality they are correlated. In Section 7.2,
we discuss three selected binary correlation models, namely a multivariate density
based (MBD) model due to Bahadur (1961), an autoregressive order 1 (AR(1)) type
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observation-driven dynamic (ODD) model [Kanter (1975)], and a linear dynamic
conditional probability (LDCP) model [Qaqish (2003)]. These models are discussed
first for the special case with time-independent covariates and then for the general
case with time-dependent covariates. All of these three probability models produce
the same marginal mean and the variance, and the MDB and LDCP models can
accommodate any desired correlation structures, whereas the ODD model follows
an AR(1) type structure. Note, however, that the ranges for correlations under all
three models are restricted by probability conditions, the LDCP model being more
flexible that accommodates correlations satisfying a wider range as compared to the
other two models. In the same section, a numerical study is reported on the range
performances of these probability model based correlations. In Section 7.3, we pro-
vide an autocorrelation class of correlation models for the stationary binary data.
In the same section, we discuss the GQL inferences for the regression effects f3,
after taking the stationary correlation structure of the repeated data into account. In
Section 7.4, we generalize the class of correlation structures to the nonstationary
case. We consider a numerical example in Section 7.5 and illustrate the application
of stationary correlation structure based model fitting to the nonstationary survey
of labor and income dynamic (SLID) data collected by Statistics Canada. In Sec-
tion 7.6, a stationary correlation structure based binary model is considered in a
longitudinal clinical trial setup. The longitudinal adaptive design based weighted
generalized quasi-likelihood (WGQL) inference is introduced for the estimation of
the regression parameters including the treatment effects.

Note that the nonstationary binary models discussed in Section 7.4 accommodate
specified marginal means and variances and a suitable class of nonstationary (i.e.,
time-dependent) correlation structures. In practice, there are, however, situations in
the longitudinal setup, where the mean and the variance at a given time point may
maintain some deterministic relationship with their past counterparts. To analyze
this type of non-stationary longitudinal binary data, in Section 7.7, we discuss a
nonlinear binary dynamic logit (BDL) model as opposed to the LDCP models from
Section 7.2. This is quite interesting to point out that this NLDCP model for re-
peated binary data always accommodates correlations with full ranges from —1 to
+1. In this BDL model setup, we consider several estimation approaches such as
maximum likelihood (ML), GQL, and an optimal GQL (OGQL) approach for the
estimation of the regression effects and a dynamic dependence parameter (an in-
dex for correlations), and study their properties through a simulation study. In the
same section, longitudinal binary data on asthma status are analyzed by using the
ML, GQL, and OGQL estimation approaches. In the same section, we demonstrate
the application of a BDL model in a longitudinal adaptive clinical trial setup with
possibly more than two treatments.
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7.1 Marginal Model

Even though the T repeated binary responses for the ith individual are autocorre-
lated, marginal model based inferences either ignore the correlations and hence use
the independence assumption, or use the ‘working’ correlations assumption (such
as by the GEE approach) without modelling the correlations. The drawbacks of
the GEE (generalized estimating equations) approach for the longitudinal count
data analysis were discussed in Section 6.4.3, and we revisit this issue in Section
7.4 in brief for the longitudinal binary data analysis. For the purpose of using the
‘working” independence assumption in estimating the regression effects , we now
write a standard logistic binary marginal density and provide some of its moment
properties. The density can be used to obtain independence based ML estimate,
whereas the moments are used to obtain MM (method of moments) and QL (quasi-
likelihood) estimates.

For convenience we write the logistic binary distribution of Yj; in exponential
density form given by

f(J’it) :€XP[{)’izeit*a(eiz)}+b*(yir)}, (7.1)

which was also used for the Poisson case (see eqn. (6.1)), but unlike the Poisson
case, we now have

a(6;) =log{1+exp(6;)}, with 6; = x,[3. (7.2)

Also in (7.1), b*(yy) = 1.

Let @'(6y), d"(6;), " (6y), and a”"”(6;) be, respectively, the first—, second—,
third— and the fourth-order derivatives of a(6;) with respect to 6;. By using the
m.g.f. as for (6.2), or by direct calculations, one obtains the first four marginal mo-
ments of the binary variable as in the following lemma.

Lemma 7.1 The first four moments of the binary random variable Y;; under the
exponential family density (7.1) — (7.2) are given by

exp(6;
1

Ojnt = Var[Yit] = a//(eit> = ﬂit(l - ﬂit)
Sitt =E[Y *.Uit]3 = a/”(eiz) =My (1 — m ) (1 —2m;)
(ﬁitm = E[Yit - .Uit]4 = Cl/”/(eit) + 30',%; = 717,-;(1 - ﬂit) {1 - 37Tit(1 - ”it)} . (7.3)

We denote the marginal binary distribution given by (7.1) — (7.2) as Y;; ~ b(m;).
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7.1.1 Marginal Model Based Estimation for Regression Effects

Note that as the Poisson and the binary densities are written in (6.1) and (7.1) in the
same form of exponential family density, the MM, QL, and ML estimating equations
for B under the binary model have the same expressions as those under the Poisson
model discussed in Section 6.2. Thus, these equations are, respectively, given by

Method of Moments (MM)

K T
szlt Yit — ))}

=0, (7.4)
i=1t=1
Quasilikelihood (QL) Method
K T 94’ (0: . —A4(0.
z Z[ a'(0;) (yie —d'(6i)) —0, (7.5)
=45 dB var(Y;)
and
Marginal Likelihood (ML) Method
8logL LS 39n
Vit — =0, (7.6)
"2 2y

where, under the binary model, by Lemma 7.1, we now have

exp(6;)

1+exp(6;) and var(Yy) = my (1 — 7z ), with 6; = x;,B.

a/(eit) =Ty =

Note that all three approaches, namely MM (7.4), QL (7.5), and ML (7.6) esti-
mating equations provide the same estimate for 3, as they have the same estimating
equation form given by

XX (vi = m)] =0, (1.7)
[see also (6.5)], where

yi = (yilv"'vyilv“'ayl'T)/a Xi/ - (-xilv"'axitw'wxiT)a

and ,
exp(x;,B)
1 +exp(x},B)
Let ﬁ be the solution of (7.7) for 8. This estimate may be obtained by using the
iterative equation

/ .
T = (717,'1,...,7'51',7...,7'51'7") with m; =
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-1

K
Blr+1)=B(r)+ | X X/AX;

ZXi/(yi - ”i)l ) (7.8)
(r)

where

Al' = diag[a"(@il), . ,a"(G,-t)7 e ,a"(GiT)]
= diag[om,... Gm,...,Gl'TT]
= diag[m; (1 —m1),..., (1 = 7)., mir (1 — w7 )], (7.9)

and [-],) denotes that the expression within the brackets is evaluated at f§ = B(r),

the rth iterative value for B Furthermore, similar to (6.7), it may be shown that
K'2(B — B) is asymptotically multivariate Gaussian with zero mean vector and
covariance matrix Vy; given by

K —1
Y X/AX

g 1/2 1/2
D X,.’A,X z X/A; Xi

Vi, = limitg K . (7.10)

where A; is given by (7.9), and C; is the true correlation matrix of y; which may be
unknown.

7.2 Some Selected Correlation Models for Longitudinal Binary
Data

There is a long history on the modelling of correlated binary data in the time se-
ries setup. For example, one may refer to some of the early works such as by Ba-
hadur (1961), Cox and Lewis (1966), Klotz (1973), Kanter (1975), Lindquist (1978),
Keenan (1982), and Jacobs and Lewis (1983). Among the recent works, one may,
for example, refer to the Markov dependence type linear dynamic conditional prob-
ability based model discussed by Qaqish (2003). Note that among these models,
the multivariate binary density based model by Bahadur (1961) [see also Cox and
Lewis (1966); Cox (1972); Prentice (1988), for example] and the Markov depen-
dence based LDCP type model [e.g. Zeger, Liang and Self (1985)] are widely used.
There are, however, two main difficulties with these models. First, even though the
functional forms for the marginal means and variances remain the same for all time
points, these models are developed such that they can accommodate any correlation
structures. As opposed to the Gaussian type stationary correlation structure, non-
stationary correlation structures are less familiar, therefore these models may be of
very limited use in the nonstationary case. Secondly, even if the stationary correla-
tions are used, the ranges for the correlations can be narrow, which, however, are
needed to be satisfied for any inferences for the data. In the nonstationary case, the
range restrictions pose more serious problems. In Section 7.2.1, we consider these
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MBD and LDCP models both for the stationary and nonstationary cases. In Section
7.2.2, following Farrell and Sutradhar (2006), we compare the range performances
for AR(1) type correlations under these two models, in the stationary case. Because
there also exist an observation-driven dynamic AR(1) type model proposed by Kan-
ter (1975), we consider this ODD model as well in the comparison of ranges for
correlations. It is demonstrated that the LDCP model allows wider ranges for the
correlations as opposed to the MBD and ODD models. In Section 7.3 and 7.5, we
introduce a class of stationary autocorrelated models of low order which are similar
to but different from the LDCP models.

7.2.1 Bahadur Multivariate Binary Density (MBD) Based Model

To develop a correlation model for the repeated binary responses i1, ..., Vi, ..., Yir
for all i =1,...,K, it is sufficient to develop such a model for a single individ-
ual. This is because the individuals are independent. We now, therefore, explain the
MBD model for the ith individual only. The other two correlation models, namely,
the ODD and LDCP models are also discussed for the ith individual.

7.2.1.1 Stationary Case

In the stationary setup, covariates are time independent. Recall that we use x;; = %;

forallt =1,...,T, to represent such a time-independent covariate. This reduces the
marginal probability m; in Lemma 7.1 to #;. To be more specific, in the stationary
case p)
- exp(x;
fGi=Plyy=1)=—"21"++
R ek

sothatfort=1,...,T,
E[Y;] = #;, and var]¥y] = 7;(1 — ;).

Next, suppose that for u # t,u,t = 1,...,T, ¢, denote a general pairwise correla-
tion between y; and y;,. In the present stationary case, this correlation is indepen-
dent of covariates %;. For example, if the repeated observations follow a Gaussian
type AR(1) stationary correlation model, then ¢}, = ¢}, (p) = pl— with p as the

correlation index parameter. For T > 2, the MBD considered by Bahadur (1961) is
written as

fOitsyir) = I @ (1—7) '

1+ic;fu, Viu — i : Vi ~ % L@
f<u [ﬁi(l—ﬁi)}i [ﬁfi(l—ﬁfi)]7

which, alternatively, can also be expressed in a simpler way as

X
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T
FOiseeooyir) = 14 [ ey (1) gy (1 — i)yt /71— &),

t<u
(7.12)
where y; =0,1 foranyiandallt =1,...,T.

Mean, Variance, and Covariance or Correlation Structures

It follows from the joint density (7.11) that the marginal mean and the variance of
Y, are E[Y;] = #; and var[Y;| = 7;(1 — 7;), respectively. Also, ¢}, is the correlation
between y;, and y;;. Note that to verify these functions, it is sufficient to check these
properties from the bivariate density of y;; and y;, for example. For this purpose,
by summing over y;; = 0,1, for j = 3,...,T, one can write the bivariate density of
vi1 and yjp, from (7.11), as given by

(it — %) (yi2 — ;)
(1 —7)

Fisyi) = 2@ (1= ) 7 [ 1+¢f (7.13)

This density provides

1

EYyl=PriYy=1]=fu=1yo=0)+fya=lyp=1)=5
ElYp] =PriYp=1]= fyis =0,yn=1)+ fyu = l,yn=1)=7;, (7.14)

yielding the desired means. Next, because E[Y?| = E[Y;] for binary y;, it then fol-
lows that
varlYy] = &% — 7 = (1 — 7).

Furthermore, it follows from the bivariate density (7.13) that
E[YuYo] =PrlYu =1Yo=1]=f(yn = Lyn = 1) =% +c} o [H(1 - &)], (7.15)
yielding the desired correlation as
cov(Y;1,Yn)
1

[var[Y;;|var[Y;]]2
= C:-ilz. (716)

corr(Yi1,Yp) =

Range for Correlation Index Parameter

Note that even if a specific form is considered for the pairwise correlations ¢}, in
(7.11), the computation for the range of correlations gets complicated when 7' in-
creases. For any 7, the ranges are in general functions of marginal probabilities. For
example, suppose that we consider the Gaussian AR(1) type correlation structure
mentioned above, namely, ¢}, = ¢;,,(p) = pl~ for all individuals i = 1,...,K,
with p as a correlation index parameter. Note that this correlation index parameter
p is also the lag 1 correlation. For T = 2, the correlation index parameter or the lag
1 correlation p has the range
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7 1—7
max{—l L — ']<p<1, (7.17)

— i

which is quite different than the Gaussian type range —1 to +1. For 7 > 2, the range
becomes more restricted, and it may be computed numerically such that a selected
value of p satisfies the probability range restriction

O<f(yi1a"'vyit7'”ayiT)<17 (718)

for all i = 1,...,K. Note, however, that this computation can be cumbersome. For
example, to find the range for the lag 1 parameter p, under the AR(1) type correla-
tion structure for 7 = 4 and a value of 7; =0.40, (say), foralli = 1,..., K, one needs
to compute all 2* values of f(-) for each p = —0.999 (0.001) 0.999, and obtain the
range under which all 2* values of f(-) are found to lie between 0 and 1. This range
is —0.262 < p < 0.449; see Table 7.1 [see also Farrell and Sutradhar (2006)].

7.2.1.2 Nonstationary Case

Similar to (7.11), the Bahadur’s MBD under the nonstationarity condition is written
as

T (Vi — M) (Vi — T
. . . Yiu = Tiu) (Vir — Tt )]
FOitseyir) =L (1—m) 7 |14+ Y ¢f ;
i =" ! S, (1 — ) e (1 — 1, )]1/2

(7.19)
where, for example, we may consider
o exp(xf)
(7
1 +exp(x},B)
with x;; as the time-dependent covariates forr = 1,...,7,and foralli=1,..., K.
Note that one may exploit this MBD in (7.19) and show that
E[Yll} == ﬂila Var[Yit] == ﬂl[(l - ﬂ”) fOI‘t = 17 ey T
corr[Y, Y] = ¢y foru<t;t=2,....T. (7.20)

Further note that the correlations ¢, in (7.19) and (7.20) are nonstationary and in

general they may be denoted by cEZ;) (XiusXir, P ) (see (6.46) for the Poisson data), p
being a correlation index parameter. However, even if a stationary correlation struc-
ture such as ¢}, = ciup) = p!=" is used in place of nonstationary correlations,
finding the range for p by exploiting (7.19) is naturally much more difficult than
finding its range by exploiting the stationary density (7.11) [see also (7.18)]. This is
because, unlike in the stationary case, the range for p will also depend on the values

of x;;. For example, for T = 2, p has to satisfy the range restriction
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. [ [mm) " [ }”2] < p < min [{ | (e }”2] ,
i T i1 T2 Tia Ty i1 T

(7.21)

where 7, = 1 —m; for t = 1,2. For T > 2, finding the range restriction for p is

much more complicated. This is one of the reasons why we do not follow the MBD

any more in the chapter for the inference purpose, that is, for the estimation of the
regression parameter f3.

7.2.2 Kanter Observation-Driven Dynamic (ODD) Model

7.2.2.1 Stationary Case

Kanter (1975) has introduced an observation-driven dynamic correlated binary
model for stationary time series data. In the context of the present longitudinal setup,
suppose that y;; is binary with probability 7;. Further suppose that fort =2,...,T,
si; is a binary random variable with

Pr(sy=1)=my, with0 <y <1,
and dj; is another binary random variable with
Pr(dy =1) =& =m(1-n)/(1-2n%).

Following Kanter (1975), one may then generate the AR(1)-type correlated re-
sponses yii, ..., y;r by using the model

Vit = Sit{Yig—1 ®di } + (1 = si¢)dyr, fort =2,...|T, (7.22)

where @ denotes addition modulo 2. Now, if y;; 1, si;, and dj; are assumed to be
independent, it follows from (7.22) that y;(r = 2,...,T) has a binary distribution
with Pr(y; = 1) = f;, which is the same distribution as that of y;.

Mean, Variance, and Covariance or Correlation Structures

Because y;; ~ b(#;) and also y; ~ b(#;) fort =2,...,T, by (7.22), it then follows
that

E[Yy| = my =7, fort=1,...,T
var[Vy] = (1 — ) fort=1,...,T. (7.23)

It can further be shown by (7.22) that for

pi=n(1-27%)/(1 -2n), (7.24)
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the correlation between y;, and y;, is given by
Corr(Y,Yu) = ¢l (p) = p "', fort #u,

which appears to be similar to the lag |t — u| autocorrelation under a Gaussian au-
toregressive process. Note that here p; is the lag 1 correlation among the binary
responses of the ith individual, whereas 7; that defines p; as in (7.24) is referred to
as the correlation index parameter.

Range for Correlation Index Parameter:

Note that Pr(d; = 1) = & has the range 0 < & < 1, implying that the correlation
index parameter y; must satisfy the range restriction

1 -7

1

0 <7 < min{

A}, fori=1,... K. (7.25)

Further note that this range restriction must be satisfied when computing the esti-
mate of f3, involved in all &; fori = 1,...,K, by using p; as as function of ;.

Range for Lag 1 Correlation

Now to find the range restrictions for the lag 1 correlation p; as a function of 7;, we
substitute the value for #; into the formula for &*. We then compute ranges for ; by
using 0 < & < 1foralli=1,...,K. These ranges for ; are then used in (7.24) to
obtain the ranges for p; under the AR(1) process, as follows:

pizo, for 7, =0.5
0<pi<l, for 0< @ <0.5

1-7; 127, N
—min; { - ] - <p;i<0, for 0.5<@ <1 (7.26)
i | 2% min, [‘;rl_”'} —1

Note that because 7; is considered to be a common parameter for the correlation
structures for all K individuals, the range of this correlation index parameter as
shown in (7.25) depends on the values of 7; for all i = 1,...,K. Consequently, as
given in (7.26), the range for p;, the lag 1 correlation for the ith individual also
depends on the values of 7; foralli=1,... K.

Further note that in the context of stationary binary time series generated by
(7.22), one deals with K = 1. For such a case with i = 1 only, by writing

T= ﬁla p =p1,
one may simplify (7.26) and obtain the range for the lag 1 correlation p as

p=0, for T=0.5
O<p<l, for 0<T<0.5
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1_
—T” <p <0, for 05<7<1. (7.27)

Alternatively, the range restrictions in (7.27) are also valid in a specialized longitu-
dinal setup with
=7, foralli=1,...,K.

This is because in such a case one naturally uses
p=n(l-27)/(1-2n7), (7.28)

as the special case of (7.24). Note, however, that this special case with the same
stationary binary probability for the responses of all K individuals is most unlikely
in practice.

7.2.2.2 Non-stationary Case

In the nonstationary case, the dynamic relationship (7.22) still holds with the same
probability function for the s;; binary variable; that is, Pr(s; = 1) = ¥, with 0 <
7 < 1, but dj; is now a binary random variable with

Pr(di,:1):é;:71:,-;(1—3/1)/(1—271717”), (729)

where ,
 ewl,p)
1 +exp(x,B)

The nonstationary mean and the variance of y; are given by

it

E[th] = Ty, and Var[Yit] = (1 —m;),

respectively. Next, for the purpose of computing the lagw = 1,2,...,T — 1, corre-
lations, one may compute the lag w autocovariance by using the formula

COV[Yi,t—int} = P”[Yi,t—w =1,Y = 1] + Tt —w T, (7.30)
fort =w+1,...,T. For w=1, and 2, for example, the joint probabilities are given
by

Pr(Yi—1=1,Yy =1)=Pr(Yi;—1 = 1)Pr(Yy = 1|Y;,-1 = 1), (7.31)
and

Pr(Yiyo2=1,Yy=1)=Pr(Yiy2=1)
X [P’”(Yi,zfl = 1|Yi,172 = l)Pr(Yi, = 1|Yi,t71 = 1)
+Pr(Yi7171 = 0|Yi,172 = 1)
% Pr(Yy = 1|Yiy_ = 0)], (7.32)
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respectively, where Pr(Y;;_,, = 1] = m;;_,,, and the conditional probabilities have
the formulas

Pr(Y; if— w*l‘th wo1=1)=n-+ (1*2}’1)§lt w
Pr(Y;, - w—O‘th wo1=1)=1-n _(I_ZYI)é’i,ZfW
Pr(Y; i— w—l‘th w— I—O)Zéht—w

(¥ 0) =

Pr it— W_O‘Ylt w—1= 11— ‘gtt w (7.33)

with
é T Jt—w | ﬁi,tfwfl
L, t W .
1 =297 w1

Note that because the probability & in (7.29) must lie between 0 and 1, it then fol-
lows that in the non-stationary case, the correlation index parameter y; must satisfy
the range restriction

(7.34)

7'6,'; 1 - 7'C,-t 1
? )
Tir—1 Ti—1 271

0<% <min

foralli=1,....K;r=2,...,T.

7.2.3 A Linear Dynamic Conditional Probability (LDCP) Model

7.2.3.1 Stationary Case

To model the correlated binary data, many authors [see Zeger, Liang, and Self
(1985), e.g.] have used the Markovian or AR(1) type LDCP model given by

Y ~ b(7;)
PriYy = 1\Yi—1 =yig1] =i+ pyig—1 — &), forr=2,...,T. (7.35)

This model produces the marginal mean and the variance of y; forallt =1,...,T,
as
E[Ytt] = ~l
var[Y,-,] = 77[,(] — 7%,'), (736)

and for u < ¢, the Gaussian type lag 1 — u autocorrelation as
Corr[Yu, Y] = ¢} u(P) = p"™", (7.37)
but, unlike the Gaussian case, lag 1 correlation p must satisfy the range restriction

7 1-7

max; | — <p<l. (7.38)

~ ~

1—-7 T
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A General LDCP Model

There exists a generalization to the LDCP model (7.35) to accommodate any spec-
ified stationary correlation structure, along with the specified mean and variance.
One may refer to Qagqish (2003), for example, for this generalization, where for the
stationary case, the general model is written as

t—1
Pr(y,», = 1|yi,t—1a-~~;yi1) =7+ zbi,tj(yij_ﬁi)7 fort=2,...,T, (7.39)
=1

with b;;; as the dependence parameters that must satisfy the range restriction 0 <
Pr(yi = lyis—1,...,yi1) < 1. It is clear from the model (7.39) that the marginal
mean and the variance of ¥}, are given by

E[Yll] = ﬁ',‘, var[Y,-,] = ﬁ',(l — ﬁ'l)

Furthermore, similar to the Bahadur MBD model, this model (7.39) allows
any specified correlation structure. Let bll | = (bm,...,bim,l)’ be the r — 1-
dimensional vector of dependence parameters. Also, consider

Vi1 = it yig1] s (1 =1)x
Al = diag[ai117...,a2,_17,_l} with a ;= var(yij) = %(1 —7;), (7.40)

leading to the covariance matrix of y;, ; as

var(Y;,_y) = (A7) ¢ (A2, (7.41)
where
Ci = (Czjk)

is the correlation matrix, with ¢} ; being the (j,k)th (j,k=1,...,1 —1) element.
One further obtains ’

* * * /
cov(Y, tt 1Y \/ a; ttal llcz 1>+ \/ai,ttam—l,t—lci,t—l,t) . (7.42)

Now by combining (7.41) and (7.42), one may compute the dependence vector b}
as the function of correlations by using

it—1

b,y = [var(Y;, )] 'eov(Y . Yi). (7.43)

For example, one may compute this vector by using the Gaussian type stationary
AR(1) correlation structure, namely

(c; ) (p) =pl*, forall j £k,

p being the correlation index or lag 1 correlation parameter. Note, however, that
because the model (7.39) has to satisfy 0 < Pr(y;y = 1|yis—1,...,yi1) < 1, the AR(1)
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lag 1 correlation parameter p must satisfy the range restriction

max; | — T —l_ﬁi <p<l
L1-® ® '

Further note that the range restrictions for the correlations under other possible sta-
tionary Gaussian processes such as Gaussian MA(1) and exchangeable (equicorre-
lations), may be found similarly. See, for example, Qagqish (2003, Section 4).

7.2.3.2 Nonstationary Case

In the nonstationary case, that is, when the covariates are time dependent, following
(7.39), one writes the LDCP model as

t—1
Pr(yie = yis—t1,.,vi1) = T+ Y biyj(vij — W), fort =2,...,T,  (7.44)
iz

where m; = exp(x,8)/[1 + exp(x,,)]. As far as the dependence parameters are
concerned, the dependence parameters vector b7, | may still be computed by using
the formula in (7.43) given for the stationary case, except that unlike in the stationary
case, one now uses

*

a;ji = Var(Yl,) = 717,']'(1 777.71'1'), forall j=1,...,t—1.

Note that even if one uses the stationary correlation structure such as

(c;u)(p) =pl7H, forall j #k

in the nonstationary model (7.44) for the computation of the dependence parameter
vector, the range restriction for the correlation index parameter p, or equivalently
finding the range restrictions for the dynamic dependence parameters b;,; would
be much more complicated than in the stationary case. We do not pursue this com-
plicated case any more. One may be referred to Qaqish (2003), for example, for
the range restrictions under the nonstationary models with stationary correlation
structures. Further note that in Section 7.3 we discuss simpler nonstationary binary
models with both stationary and nonstationary correlation structures.

7.2.4 A Numerical Comparison of Range Restrictions for
Correlation Index Parameter Under Stationary Binary
Models

In the notation of Sections 7.2.1 —7.2.3, Qaqish (2003) as well as Farrell and Su-
tradhar (2006) have considered the correlation structures for one individual, i.e., for
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K = 1. For simplicity, we also consider this special case here and by writing & = 7;,
for i = 1, we compute the range restrictions for the correlation index parameter p
under a stationary AR(1) process, where the correlation structure is defined as

CO”()’imyz'u) = C;m(p) = p|t—“‘.

To be specific, we compute these ranges by exploiting (7.18), (7.27), and (7.38)
under the MBD, ODD, and LDCP models, respectively. These ranges for 7 = 4 and

#=0.4, 0.5, 0.6, 0.7, 0.8, and 0.9

from Farrell and Sutradhar (2006, Table 1) are displayed in Table 7.1.
Table 7.1 For different values of 7, range restrictions on p for each of the MDB (Bahadur), ODD

(Kanter), and LDCP (Qagqish) models that are based on a stationary process with 7 = 4 and an
AR(1) correlation structure.

7 MDB ODD LDCP

0.40 (—0.262, 0.449) (0.000, 1.000) (—0.667, 1.000)
0.50 (—0.430,0.430) (0.000, 0.000) (—1.000, 1.000)
0.60 (—0.262,0.449) (-0.667, 0.000) (—0.667, 1.000)
0.70 (—0.158,0.503) (-0.429, 0.000) (—0.429, 1.000)
0.80 (—0.088, 0.486) (-0.250, 0.000) (—0.250, 1.000)
0.90 (—0.038,0.442) (-0.111,0.000) (—0.111, 1.000)

The results illustrate that the LDCP model provides the widest acceptable range
for the correlation parameter at all values of #. In particular, the range restrictions
for the MDB and ODD models are always more confining and entirely contained
within the corresponding range for the LDCP model, regardless of the value of 7.
However, although the LDCP model handles all values of positive correlation re-
gardless of the value of 7, the only instance where the restriction for p under the
LDCP model is over the entire range from —1 to 1 is when & = 0.5. In fact, the
LDCP model restrictions allow for less of the range of negative correlation as @
moves farther away from 0.5, to the point where only negative correlations close to
zero are permitted as 7 approaches zero or one. Note that it was further indicated by
Farrell and Sutradhar (2006) that the relative performance of the three models for
the stationary equicorrelations and MA(1) models is similar to that for the AR(1)
structure, but the ranges for the correlation parameters are more restrictive.

Because of the fact that among the three models, the LDCP model provides wider
ranges for the correlation index parameter, and also because in practice, one fre-
quently encounters low-order correlation structures, in Section 7.3, we consider such
low-order correlation models, namely AR(1), MA(1), and equicorrelation LDCP
models and deal with inferences for the stationary case. These stationary models are
next generalized to the nonstationary models in Section 7.4. The inferences for the
nonstationary case are also given in the same section.



256 7 Longitudinal Models for Binary Data

7.3 Low-Order Autocorrelation Models for Stationary Binary
Data

Similar to the stationary autocorrelation models for count data discussed in the last
chapter (see Section 6.3), in this section, we consider three low-order stationary
autocorrelation models, namely AR(1), MA(1), and EQC (equicorrelations) models
for repeated binary data. All three models are founded on the same idea of writing
the conditional probability for the current binary response in a linear dynamic form
similar to that of (7.39). Note, however, that among these three models, we write
the AR(1) model as a direct special case of (7.39), whereas the other two models
are developed in a similar but different fashion. In fact, in the later two models, the
conditional probability is expressed in a time series concept based MA(1) and EQC
linear forms. For details on three models both in stationary and nonstationary setup,
we refer to Sutradhar (2010). We now first describe the stationary models as follows.
The nonstationary models are discussed in Section 7.4.

7.3.1 Binary AR(1) Model

This model and its basic marginal properties such as the mean and the variance,
and its joint or product moment properties, namely autocorrelations, are described
through equations from (7.35) to (7.38).

7.3.2 Binary MA(1) Model

Suppose that the repeated binary responses yii, ..., Vi, .., yir are generated follow-
ing the probability relationship

PriYy =1] =7
Pr(Y; = 1|dy,dis—1] = diy + pdi;s—1, fort =2,....T, (7.45)

where dj;s are independently distributed with mean &;* and variance 7;; that is,

id Ti; - _
d,'flw = s ,':717,'17717,' s 7.46
A= T =m0 ) (7.46)
forallt =1,...,T. Note that the binary MA(1) model (7.45) is similar but different
than the well-known Gaussian MA(1) model. This is because, in the Gaussian case,
one uses the observation driven model, i.e., y; = di + pd,;—1, whereas (7.45) is a
conditional probability model. The distributional assumptions in two cases are also

similar but different.
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As far as the marginal properties of the model (7.45) are concerned, one obtains
the means as

E[Y;] = ui
EYy] = Eg, 4, E[Yi|dis,di;1]
= Ed,-,,dfﬂ,q [dit +Pdi,t—1]
. T; Tt
T Y
=7, fort=2,....T, (7.47)

and the variances as

var[Yy|dy,d; 1] + vary

varl¥y] = dit dis—1 it ’di,t—lE[Yil‘ditvdi,tfl}
= Egyay, [EYVZ i dig—1) — {E(Yaldir,dis—1) }?]
tvarg, dg;, [dis + Pdi,t—l]
= Eq,.a;, Udir +pdis 1} —{di +pdis 1 }2]
+varg, 4., [di +pdis—1]
= Bdipydig [dit +pdis—1] = [Eay a;, {die +Pdi,t—1}]2
= - =H(1-&), fort=2,...,T, (7.48)
respectively.
Next, for u < t, by using the model relationship (7.45), one may write

coV(Yiu,Yie) = Edy s,y dipodsy—y €OV (Yius Yie) | iy diu—1, i dig—1]

i

+Covdl'u.,d'1u,1 ,dl';7di1,,| [diu + pdl'?u—l 9 dit + pdi,t—l}

i

= Covd,'u,dl‘,u,l ;ditudi.t—l [diu + pdi,ufl 7dit + pdi,tfl] . (749)

It then follows from (7.46) and (7.48) — (7.49) that

__ pvar(dy) fort —u—1
cort(Yu, Yi) = ¢y (p) = { VANl VVarld) (7.50)
7 0 for (r—u) > 1
_fp for|u—t|=1
n {0 otherwise. (7.51)

Range for Lag 1 Correlation

The range for the lag 1 correlation or correlation index parameter depends on the
nature of the model. The stationary MA(1) model given by (7.45) — (7.46) is semi-
parametric by nature. This is because no distributional assumption is made in (7.46)
for the d;; variable. Thus it becomes impossible to find the range. Now by making a
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reasonable distributional assumption (similar to the Gaussian type model) such as

iid T
diy ~N ‘51 +p

CNi=m(1-7)|,

one may attempt to find the range for p, which is, however, also not easy. Note,
however, that in practice, when a consistent estimation method is used to compute
the lag correlations such as in (7.51), the range issue may not be a big problem.
Nevertheless, it is desirable to compute the range for the validity of the correlation
interpretation as well as for the estimation of the main regression parameter 3.

Note that as opposed to the probabilistic range, that is, the range for p satisfying
the probability limits O to 1 for the conditional probability in (7.45), there exist
procedures to find the weak stationary range for p by using the condition that the
correlation matrix

1p0---0
Cipy=|P 1P 0, (7.52)
000---1

defined by (7.51) be positive definite. A similar procedure is used by Qaqish (2003)
to find the range for p, where the general dynamic model (7.39) is fitted with a spec-
ified MA(1) correlation structure. To be specific, suppose that the linear dynamic
model (7.39) is used to define the binary MA(1) process with correlation structure
(7.52), p being the lag 1 correlation. It can be shown that [see Qaqish (2003. eqn.

(D]

1 . .

o 12l —a-i

bi_zj:|: ”’} L8 forj=1,i—1si=1,... K, (1.53)
’ O'ijj a ' —a

where 0;;; = #4;(1 — ;) forall j=1,...,T,and a = {(1—4p>)'/2—1}/(2p). Then,
for a given i, the range for p can be computed by satisfying

LTSﬁ[S ]_LTa (754)
where .
Toare (p <0)
Z,uT
Ly = W (P > 07 T even) (7.55)
2
(1+a)(1( anfm o5 (P >0, T odd).

Suppose that (7.54)-(7.55) leads to the range for p as
Cri <p <Cui
for the ith (i = 1,...,K) individual. It then follows that the p will have the range

max;[c; ;] < p < min;[cy]. (7.56)
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For i = 1, the ranges for p under the model (7.39) are computed by Qaqgish (2003,
Table 1) [see also Farrell and Sutradhar (2006)] for different possible values of 7.

7.3.3 Binary Equicorrelation (EQC) Model

Suppose that y;o is an unobservable initial binary response with its mean 7;. Also,
suppose that all repeated binary responses y;i,...,Vi,...,yir are generated follow-
ing the probability relationship

Pr[Yy = 1lyio] = i +p(yio — %), fort =1,...,T. (1.57)
It then follows that

E[Yy] = Ey,E[Yy|Yo| = Ey, [Pr(Yy = 1|Yy)]
= Ey,[#ti+p (Yo — )] = 7, (7.58)

and

var[¥y] = Ex, [var{¥; |¥io} ] + vary, [E {¥; Yo}
= Ey [{7i +p(Yio— ) } (1 = {7t +p(Yio — i) } )| + vary, [T + p (Yio — ;)]
= Eyo{fi+p (Yoo — )} — [Evo{f+p (Yoo — %)}
=m(l-m). (7.59)
These means in (7.58) and the variances in (7.59) under the EQC model are the
same as those of the AR(1) binary process given in (7.36), and also of the MA(1)
binary process given in (7.47) — (7.48).
For u # t, by using the model relationship (7.57), one may write
cov(Yiu,Yir) = Eyycov|(Yiu, Yir) [Yio]
+eovy, [(Ti+p (Yo — 7)), (% + p (Yio — 7;))]
= covy, [(p(Yio — 7)), (p(Yio — 7))
= [p?m(1 - 7))
= [p*&(1-#)], (7.60)

yielding the correlations as
[P*7i(1 - 7))
{\/3(1 — ) /71— ﬁi)}
=p (7.61)

COH(YiM’Yit) = C:F,ul (p) =




260 7 Longitudinal Models for Binary Data

Table 7.2 A class of stationary correlation models for longitudinal binary data and basic proper-
ties.

Model Dynamic Relationship Mean, Variance
& Correlations
AR(D) PV =1=% EWi] =%
PrYy =1y 1] = Ti+plyis — &l =2,...  varlly] = %i(1 - 7)
cort[Y, Vi1 v = pe
MA(1) PrlYy = ldy,dis 1] = di +pdis—1,t =1,... ElYy) =1

di ~ [mean = %;/(1+p),var = % (1 = 7;)],t = 0,1,... var[¥y] = (1 - 7)
corr[Y, Yis o] = py

_fpforl=1
~ 1 0 otherwise,
EQC Yio ~ bin(;) EYy] = 7
PriYy = 1lyo] = ii+pio—7),t =1,... var[Vy] = (1 — )
corr(¥y, ¥i ve] = pe
= p2

For convenience, we summarize the means, variances, and correlations for all
three binary stationary correlation models, as in Table 7.2.

Range For Correlation Index Parameter p

The conditional probabilities for AR(1) (7.35) and EQC (7.57) models are similar,
therefore by similar calculations as for the AR(1) model, one may show that p in
the EQC model (7.57) satisfies the same range restriction

i 1-7
~ o

1—-7 T

max; | —

<p<l, (7.62)

as in (7.38).

7.3.4 Complexity in Likelihood Inferences Under Stationary
Binary Correlation Models

The marginal likelihood estimation by (7.6) is done by ignoring the correlations. If
the longitudinal correlation model such as binary AR(1) (7.35), MA(1) (7.45), or
EQC (7.57) is known, one may then attempt to obtain the likelihood estimates of 3
and p, by maximizing the likelihood function

L(B.p) = X, [f i) IT o f (vielyie—1)), (7.63)

where
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f(yil) = ﬁ?” [l — ﬁi}l—yil
is the binary density with

exp(xiB)
" 1+exp(xiB)’
and the conditional density has the form
FOilyie—1) = A (B.plyia—1)P 1= A5 (B, plyis—1)] 0 (7.64)

where the conditional probability A;(B,p|yis—1) = P[yi = 1|yi;—1] has the forms
(7.35), (7.45), and (7.57) under the AR(1), MA(1), and EQC models, respectively.
Note that because d;; and d;,—; in (7.45) follow an unknown distribution, one can-
not compute the likelihood function (7.64) and hence cannot obtain likelihood esti-
mates for the parameters involved. Further note that even if the distributions of d;;
and d; ;1 were known such as normal, the integrations would be complicated. A
similar integration problem arises in computing the likelihood function under the
EQC model (7.57). One of the other major problems with the likelihood approach
for the longitudinal binary data analysis is that the model itself for the data may not
be known.

Unlike the likelihood approach, the following GQL approach does not need an
assumption for any specific model. All that is needed is to assume that the repeated
stationary binary data follow any of the three (7.35), (7.45), or (7.57) or similar auto-
correlation models. In the nonstationary case one, however, is required to identify
the model. Nevertheless, the GQL approach will be much easier than the likelihood
approach.

7.3.5 GQL Estimation Approach

Note that the correlation structures for the AR(1), MA(1), and EQC models are
given by (7.37), (7.51), and (7.61), respectively. Further note that all three correla-
tion structures may be represented by an autocorrelation matrix of the form:

L p1 p2 - pr-i

. . 1 .
Cip)=(ciyepp)) = | P10 PLPT2 (7.65)

Pr—1 Pr—2 Pr—3 -+ 1

which is same as (6.25), written for three stationary correlation models, for Poisson
longitudinal data.
Let

7 =Tlr
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be the mean vector of y; = [yi1, ..., Vir,-..,yir) where 17 is the T-dimensional unit
vector. Because the correlation matrix C;(p) in (7.65) represents the correlations of
all three models, namely AR(1), MA(1), and EQC, and because this matrix is the
same as the correlation matrix in (6.25) under the Poisson model, one may follow
the Poisson case and write the GQL estimating equation and the asymptotic vari-
ance of the estimates as follows.

GQL Estimating Equation for 3

s aﬂ’.{ x—1 LS / x—1
op s (PIOi=m)= L XAET(P)i-m)=0,  (766)
i=1 i=1
where Z¥(p) = A} / ZCi* (p)A} /2 Note that irrespective of the model, the lag ¢ (¢ =
1,...,T —1,) correlation involved in C; (p) may be estimated by
K Ty o
K Firio/K(T =1
By = i1 %oy e/ K( )7 (7.67)

X5 /KT

where i, is the standardized residual, defined as §;, = (yi — ;) /{0 }'/%. Here,
unlike in the Poisson case (see Section 6.4.2), oy, = f;[1 — #;] forallt = 1,...,T,
and A; in (7.66), has the formula:

A,’ = diag[G,-u yeeeyOlttyenny O-iTT) = ﬁl[l — ﬁfi]IT. (768)

The p x T covariate matrix X/ is the same as in the Poisson case and is given by

Xi/ = [f,', o ,)fi] with &; = (xil, oo ,x,'p)/.

‘Working’ Independence Assumption Based GQL Estimation

By using C;(p) = Ir in (7.65), a ‘working’ independence assumption based GQL
estimate may be obtained by solving

K K
S XIAZH(P) i — ) |p=0 = 2. X/ (vi— ) =0, (7.69)
i1

i=1

which is also referred to as the ‘working’ independence assumption based GEE
estimate [Liang and Zeger (1986)].

7.3.5.1 Efficiency of the Independence Assumption Based Estimation
Let 3GQL and B(I ), be the solutions of (7.66) and (7.69), respectively. The asymp-

totic variances of these estimators have the same forms as in the Poisson case, and
they are given by (6.29) and (6.31), respectively. There are, however, two significant
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differences in the formulas between the count and binary cases.

Remark 1. First, the A; matrix has the formula given by (7.68); that is, A; =
74;(1 — ;) Iy in the present binary case, whereas in the Poisson case A; = fi;I7.

Remark 2. Second, the corresponding elements of the C;'(p) matrix under the Pois-
son MA(1) and EQC structures are different from those of the binary structures. For
example, the Poisson EQC structure (6.20) produces correlations p (6.22), whereas
the binary EQC structure (7.57) yields the correlations as p2 (7.61). These differ-
ences have to be taken into account while computing the asymptotic variances of
both GQL and ‘working’ independence based GQL estimators.

Note that to compute the relative efficiencies in the binary case, one also has to pay
attention to the ranges for the correlation index parameter p, which are different
from the Poisson case. In the present binary case, the ranges for p, for example,
under the stationary AR(1) and EQC models are given by (7.38) and (7.62), respec-
tively. For the purpose, one needs to compute the value of ; foralli=1,...,K. For
example, for K = 100, and B; = B, = 1.0, and the covariates

X1 =X%1 =1.0, foralli=1,...,K, and t =1,...,T,

and

-1 fort=1,....,T;i=1,...,K/4
Xip=%n=40 forr=1,....,T;i=(K/4)+1,...,3K/4
1 fort=1,....,T;i=(3K/4)+1,... K,
we compute the values of 7T; by

_ exp(Xi1 B2 + %2 f2)
1 +exp(&i1 B +%2B2)’

i
and they are found to be
0.50 fori=1,...,K/4
=1 073 fori=(K/4)+1,...,3K/4
0.88 fori= (3K/4)+1,...,K.

These values of probabilities for all K = 100 individuals produce

= —0.14,

i 1-7
1—77,'," T

max; [
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yielding the valid range for p as —0.14 < p < 1.0 under the AR(1) and EQC models
with the aforementioned covariates.

Now for selected values of p within the range —0.14 < p < 1.0 for AR(1) and
EQC models, for example, and following the above Remarks 1 and 2, we compute
the efficiencies of the ﬁl to BGQL by using the formulas (6.29) and (6.31) in (6.32) in
Section 6.4. These efficiencies of the independence based estimator with regard to
binary AR(1) and EQC models are shown in Table 7.3, along with the efficiencies
of certain GEE estimators. It is clear that f3; always has larger or equal asymptotic
variances as compared to the GQL estimator Bz, showing that the GQL estimator
is always more efficient than the ‘working’ independence based estimator, irrespec-
tive of the discrete nature of the data whether they are binary or count. Note that
when these results of Tables 7.2 and 7.3 are compared to those of Table 6.2 for the
Poisson case, the efficiency of 5 remains the same for the Poisson or binary AR(1)-
type data, whereas the efficiency of f8; gets worse under the binary EQC model as
compared to the Poisson EQC model.

7.3.6 GEE Approach and Its Limitations for Binary Data

For the estimation of the regression effects by using the GEE approach [Liang and
Zeger (1986)] for the Poisson data, we refer to Section 6.4.3. To be specific, the
regression effect 8 is estimated by solving the GEE given in (6.33) and such GEE
based estimator 3 has the asymptotic covariance matrix given by (6.34). Note that
these formulas for the count data may still be used for the binary data case, except
that u; vector is replaced by m; = I’Tﬁ'i and the A; matrix now has the form

A,' = diag[O',-ll,...,O'i,t,...,c,-TT) = ﬁ?,[l — ﬁ',']IT

as in (7.68). As far as the working correlation matrices are concerned, the formulas
for R(a) and R(ap) remain the same as in the Poisson data case. Here « is the so-
called ‘working’ correlation parameter and its moment estimate, say &, converges in
limit to . The values of g corresponding to the true correlation index parameter
are calculated in a similar fashion as in Section 6.4.3 [see also Sutradhar and Das
(1999)]. .

The purpose of this section is to examine whether B¢ can always be more effi-
cient than the ‘working’ independence based estimator f3; under the stationary cor-
relation models for the binary data. Recall that following Sutradhar and Das (1999),
it was demonstrated in Section 6.4.3 for the stationary Poisson data that B(;, in fact,
can be less efficient than the simpler BI- Thus the GEE based estimation cannot be
trusted. Note that Sutradhar and Das (1999) have examined this efficiency issue for
a nonstationary binary dataset following stationary binary correlations, which was
earlier used by Liang and Zeger (1986). Here we consider stationary binary data
with means, variances, and correlations, free from time-dependent covariates. For
simplicity, we now consider two models, namely AR(1) (7.35) and EQC (7.57) with
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true correlation index parameter p = 0.3, 0.7 which are within the valid range for
the covariates considered in Section 7.3.5.1. The efficiencies of GEE estimators are
computed by using (6.35) under the assumption that true data follow AR(1) model
(7.35) whereas one uses the EQC model (7.57) as the ‘working’ correlation model,
and vice versa. The results are given in Table 7.3. As mentioned in Section 7.3.5.1,
the same table also contains the efficiencies of the independence based estimator BI
as compared to the GQL (true model based) estimator Bgor -

Table 7.3 Percentage relative efficiency of ﬁ, and [;G to the GQL estimator [;’GQL with true cor-
relation matrix C(p) for AR(1) and EQC (exchangeable) structure, for m; = 7; = exp(%;1 1 +

fizﬁg)/[l +exp(ii1ﬁ| -‘ri,‘zﬁg)] with ﬁ] = ﬁz =1.

Working/True Correlation Structures
AR(1)/EQC EQC/AR(1)

T|p Bu Bu o Bic Bg| p Bu P o Pic P

0.3 100 100 0.49 93 93]0.3 98 98 0.15 98 98
0.7 100 100 0.83 90 90 (0.7 95 95 0.52 95 95

W

10{0.3 100 100 0.65 87 87]0.3 99 99 0.08 99 99
0.7 100 100 0.90 88 87]0.7 93 93 0.35 93 93

15]0.3 100 100 0.74 83 83]0.3 99 99 0.06 99 99
0.7 100 100 0.93 85 850.7 93 93 0.26 93 93

The results from Table 7.3 show that the independence assumption based esti-
mator 31 is equally efficient to the GQL estimator BGQL when the true correlation
structure is EQC. This ﬁl is less efficient than BGQL when binary data follow the
AR(1) correlation structure. Thus, 3GQL is always the same or more efficient than
the independence based estimator. These results are exactly the same as in the Pois-
son case (see Table 6.2). .

Next, when the GEE estimator f3 is compared to the independence based esti-
mator f3;, the former appears to be less efficient when binary data follow the EQC
model but estimation is done based on the AR(1) model. When the data follow the
AR(1) model but estimation is done based on the EQC model, the 1ndependence
based estimator ﬁ; appears to be equally efficient to the GEE based estimator ﬁG
Thus, this comparison along with the comparison made in Section 6.4.3 for the sta-
tionary Poisson longitudinal data clearly demonstrates that the so-called GEE ap-
proach cannot be trusted as it may fail to produce more efficient estimates than the
independence assumption based estimation approach.
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7.4 Inferences in Nonstationary Correlation Models for
Repeated Binary Data

In this section, following Sutradhar (2010), we provide a generalization to the three
stationary binary correlation models discussed in Section 7.3. In the nonstationary
case, it is not only that the marginal means and variances are nonstationary, i.e.,
they are functions of the time-dependent covariates, the correlations also are non-
stationary as they become the functions of time dependent covariates. Note that it
is reasonable to expect that ignoring the nonstationary correlations may have ad-
verse effects on the estimation of the correlation index parameter that one uses to
define the stationary correlation structure. This in turn may cause efficiency loss for
the estimates of the regression effects. As a remedy, it then becomes an issue to
identify the nonstationary correlation structure within the autocorrelation class of
models. As shown in Section 7.4.5, the identification is done by computing the lag
correlations py (¢ =1,...,T — 1) for = 0, and matching their pattern with that of
the expected values under a given nonstationary model. Remark that for simplicity,
one may identify the nonstationary correlation structure by comparing the pattern of
Pe (£=1,...,T — 1) with that of stationary correlation models. Once the identifica-
tion is done, one goes back to the identified model and does the GQL estimation for
the regression effects to obtain consistent and efficient estimates. This GQL estima-
tion, similar to the Poisson case (Section 6.5.2), is given briefly in Section 7.4.4.

We now provide three binary nonstationary correlation models, namely AR(1),
MA(1), and EQC, as a generalization of the stationary binary AR(1), MA(1), and
EQC models, given in Sections 7.3.1, 7.3.2, and 7.3.3, respectively. Note that all
three correlation models given below produce the same time-dependent marginal
means and variances, their correlation structures being different and they are func-
tions of time-dependent covariates.

7.4.1 Nonstationary AR(1) Correlation Model

Suppose that the repeated binary responses y;i, ..., Vi, ..., y;ir are generated follow-
ing the probability relationship

PriYn =1] = m
Pr[Y,-, = 1|yi,t71] = T +p(})i,171 — 71',',,,1), fort=2,...,T, (7.70)

where ; = exp(x;, B)/[1 +exp(x;, B)], forall = 1,..., T. This model clearly yields
the means and the variances as

E(er) = T

Var(Yit) = Ojit = Qiir = ”it(l - ﬂit), (7.71)
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forr=1,...,T

Next, for u < ¢, by using the model relationship (7.70), one may compute the
covariance between y;, and y;; as

COV[Yiint] = E[YtuYtt] - E[Ym]E[Ytt]
= Ey, Yquy,;,f(,,u,l) [ . [Eyi.t—z [E}'igfl [Yit |)’i,zfl] |yi,t*2} . ] |yi,t7(t7u71)]
— TCu Tl

t—u—1 —u—

- Ew,uY T + Z P"ﬂfi,z—j +pt7u(yiu - ntu 2 P n'zt j — Ty T

J=1 =1

= Ty T + PFME i [Ylu(Ylu - niu)} — Ty Tt

= ptiuniu[l - niu]

= 0" G (7.72)

Consequently, for all u,r = 1,...,T, the nonstationary correlation matrix is given by

o 11/2
) pi [U’—”Z‘} , foru<t
cit (i Xig, p) = corr(Yiu, Yig) = " (1.73)
p! [%} , foru>t.

Note that in (7.73), the correlations are nonstationary. This is because oj, for ex-
ample, depends on x;;. Further note that the p parameter in (7.73) must satisfy the

range restriction
Tt | —m;

max | — — < p < min [
=T Wi }

(7.74)

1 —m; Tt ]
— )
=71 Ty

Remarks on the Stationary Correlation Structure: Under the stationary case,
Oy = R;(1 — ;) for all t = 1,...,T, therefore the nonstationary correlation struc-
ture in (7.73) reduces to the same form ¢} ap) = pl=ul as in (7.37), which is
also the AR(1) stationary correlation structure for the longitudinal count data [see
(6.17)]. Thus, even though the nonstationary AR(1) correlation structures for the
count (6.46) and binary (7.73) data are different, their stationary correlation struc-
tures are, however, the same. Thus, in any inferences for the regression effects under
the stationary case, one can use the unique autocorrelation structure (7.65) irrespec-
tive of the situations whether longitudinal data are count or binary, also irrespective
of the processes whether AR(1), MA(1), or EQC, but in the nonstationary case it is
not only that the correlation structures are different for binary and count data, they
are also different under different processes.
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7.4.2 Nonstationary MA(1) Correlation Model

Suppose that the repeated binary responses y;i, ..., Vi, ...,y;r are generated follow-
ing the probability relationship

PriYy = 1] = m
Pr[Y,', - 1|dit7di,t—1] = dj +pdi7f—17 fort — 2, .o .,T, (7.75)

where the ds are independently distributed with mean & and variance 7;; that is,

- = , Yio(=p)m Y o(—p)m
d it—j it—j
die ~ | & = 2 (=p) Mgy, M = [~ J[1- I
’ [ A e Y 4(—p) ¥h(—p)/
forallt =1,...,T. Under this model, one obtains the means given by
ElYy] = m

EY4] = Eqya,, EYuldir, dis1]
= Editvd[,z—l [dis + pdi 1]

t—1 t—2
= | Y (=p)Vmj|+p | X (—p) mis /1
=0 =0
= my, fort=2,...,T, (7.76)

and the variances, by similar calculations as in (7.48), given by

Val‘[Y,' ] = 7Tl'1[1 — 7'551]
Var[Yi ] Ey, q, Var[Yit |dit>di,t—1] + Varg, d;,_ E[Yit ‘ditadi,t—l}

it it —1

= T — nl-, = [1 — 7], (7.77)

respectively.
Next, for u < ¢, by using the model relationship (7.75), and by similar calcula-
tions as in (7.49), one obtains

cov(Yiu,Yie) = COVay, di\y diydiy—y (i + Pdiu—1,di + pdi 1]

2 ( ) Ty~ j 2?;6(_P)j7ri,u—j
_ - Il (7.78)
P smce T sy

yielding the nonstationary lag | — u| correlations as
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{[z;f;(‘)(—p»"n,-.k; | z;;é(—pﬂn,-,uﬁl

s st -p)i S p)i B
Cz(,r;‘} (.Xiuaxitap) = corr(Yiu,Yi,) = [f\/ﬂir(l771,-,)\/%,-”(1]77:,-”)] fort —u—1
0 for (t—u) > 1
(7.79)

Remarks on Stationary Correlation Structure

For the stationary correlated data, the nonstationary correlation structure in (7.79)
reduces to the correlation structure in (7.51), which has the form

p for|lu—t|=1

Ciu(P) = corr(Yiu, Yir) = {0 otherwise

Note that even though this stationary correlation structure is the same as for the

Poisson case (6.19), the lag 1 correlation formula for the Poisson case is ¢}, .| =

p/1+ p which is different from the present binary case. This is expected as the
correlation index parameter p for the count and binary cases has a different inter-
pretation. Similar things happen also under the EQC structure for count and binary
data.

7.4.3 Nonstationary EQC Model

Suppose that y;o is an unobservable initial binary response with its mean the same
as that of y;;. Also, all repeated binary responses yi,...,Vi,-..,yir are generated
following the probability relationship

Pr[Yi, =1 ‘yi()] = T +p(yi0 — 71'[1), forr=1,...,T. (7.80)
It then follows that

ElYy] = EyEYilyio] = Eyo [Pr(Yie = lyio)]

= Ey,[mi +p (yio — 71 )| = T, (7.81)
and

var[Yy] = Ey, [var{Y;|yio }] + vary, [E{Yi|yio }]
= Ey,, [{mie +p (vio — 7)) } (1 — {7 + p (yio — 71) })]
+vaty, [ + p (yio — 71 )]
= Eyo{mie +p(Vio — i) } — [Eyo {7t +p (Vio — i)}
iy (1 — ;). (7.82)



270 7 Longitudinal Models for Binary Data

These means (7.81) and the variances (7.82) under the EQC model are same as that
for the AR(1) binary process given in (7.71), and also for the MA(1) binary process
given in (7.76) — (7.77).
For u # t, by using the model relationship (7.80), one obtains
cov(Yiu,Yir) = Ey,,cov|(Yiu, Yir) [yio]
Feovy, [(Tu +p (vio — 1)), (7 + p (vio — 7i1) )]

= covy, [(p(yio — 1)), (P (vio — 1))

= [p*mo(1 — mo)]

= [p*ma(1—m1)], (7.83)

yielding the correlations as

(027 (1 — ;)]

(VA= m) /Al -]

(ns)

i,u

c (7.84)

(xiuaxil7p) = C0H<YiuaYiI) -

Remarks on Stationary Correlation Structure: Note that for the stationary case,
the correlations in (7.84) reduce to the form

* 2

i,ut(p) =p7,

c

which is similar to (7.61). Here for the stationary EQC binary data, p? represents
the constant correlation, whereas p is the constant correlation parameter under the
stationary EQC model for count data. But this difference in parameter selection does
not cause any problems in inferences for the regression parameters. This is because
the constant stationary correlation matrix form (7.65) is used any way in the GQL
estimating equation (7.66), for all stationary cases.

For convenience, we summarize the nonstationary binary AR(1), MA(1), and
EQC models along with their correlation structures in Table 7.4.

7.4.4 Nonstationary Correlations Based GQL Estimation

GQL Estimating Equation for 3: Similar to the GQL estimation (6.56) under
nonstationary Poisson models, we now solve the GQL estimating equation for 3
given by

/
i

NS

ns -1 A
B (i — 1) =0, (7.85)

N

J

=

i=1

where

T, = (717,'1 sy Ty ey, ﬂiT)/ and Zi(m) (ﬁ) :A}/zC.("S) (xi,ﬁ)A!/z

l l
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Table 7.4 A class of nonstationary correlation models for longitudinal binary data and basic prop-
erties.

Model Dynamic Relationship Mean, Variance,
& Correlations
AR(1) PriYy =1] = m EYy] = m;

PriYy = 1yi1] = g +pig—1 —Tig—1), t =2,..., T var[Vy] = m (1 — m;)
COI'I'[Y,‘M,YI'I} = P‘(:l),‘
1

=phi [gm]’
MA(1) PriY; =1] = m EYy] = mi
Prl¥y = 1disdiyo] = d+ pdiy—1,t =2, .., T var[Yy] = m (1 — ;)
-1 o=V _ S0PV My
|:Z ( ) Tit—js [ - T p) it 21,-;1)(_p>j ]
» COIT[qu-,YII] - p\uf)t‘
[[ S oV - o0 i }

= o) Zol 0V for [u—t| =1
B v/ =)/ (1=
0 otherwise,
EQC PrlYy = 1lyio] = my +p(yio — min ), t =1,...,T EYy] = m;
Y,‘() ~ bin(ml) var[Yi,] = 71?;[(1 — 75[;)
COIT[Y[M,Y;,] = P‘(:i),‘
_ P2 (1-m1)

T (1T ) g (1= 7031 )
are the mean vector and true covariance matrix of y; = (yi1, -+, Yir, -, yiT)/. Note
that ,

. exp(xB)
E[Yit} = Ty =
1 +exp(x;,B)
and
A; = diag[oi11, ..., i, - -, OiTT,

with oy, = m; (1 — m; ), remain the same under all three nonstationary binary AR(1)
(7.70—7.71), MA(1) (7.75—1.77), and EQC (7.80 — 7.82) models, but their corre-

lation structures, that is, Cl.(m) (xi,p), given in (7.73) under the AR(1) model, (7.79)
under the MA(1) model, and in (7.84) under the EQC model, are different from each
other. For this reason, it is necessary to identify the correlation structure (see the
next section). Once the correlation structure is identified, by using d//df = X/A;
in (7.85), one may solve the GQL estimating equation

K -1
S x/AE™ () (vi—m) =0, (7.86)
i=1

for 3. Similar to the Poisson case, let ﬁGQL denote the solution of (7.86) after using
p computed under the selected model. Under mild regularity conditions one may
then show that oy, has the asymptotic (as K — o) normal distribution given by



272 7 Longitudinal Models for Binary Data

-1

N K —1
K*(Boor —B) ~N | 0, K | X X/AZ™ AX; (7.87)

i=1

We now show how to compute p under all three binary models.

7.4.4.1 Estimation of p Parameter Under Binary AR(1) Model

Moment Equation for p: Recall that the correlations under the nonstationary bi-
nary AR(1) model (7.70) are given in (7.73). Now to estimate the correlation index
parameter p in this correlation structure (7.73), one may use the moment estimate
of p given by

S Y o ST KT

, (7.88)
K T 1
i1 Zr=1 Vit 25:1 Zszz [GiJf],t*l /Gizt] 2

p:

where $i; = [yi — i) /\/Cur, With Gy = 7;(1 — 7). Note that the formula for p
given by (7.88) was obtained by equating the lag 1 sample autocorrelation with its
population counterpart given by (7.73). Furthermore, p computed by (7.88) must
satisfy the range restriction given in (7.74). This implies that if the value of p com-
puted by (7.88) falls beyond the range shown in (7.74), we use the upper limit of p
given in (7.74) as the estimate of p.

7.4.4.2 Estimation of p Parameter Under Binary MA(1) Correlation Model

Similar to the Poisson MA(1) model, the formula for lag 1 correlations given by
(7.79) under the nonstationary MA(1) model (7.75) involves a complicated sum-
mation. Thus, it is convenient to solve the moment equation for p by using the
Newton—Raphson iterative technique. To be specific, by writing the moment equa-
tion as

2{(:1 Zf:]' yilyi,[+1/K(T - 1)

g(p) = .
S TR /KT
[ij;(') (—=p)/ i I 2;{;') (—p)/ i ]
T—1 u—l/_ i - u=lc_ 5yj
) 2=l 2000 =0, (7.89)

r-1.5 [\/ﬂi,uﬂ (1= 1) /T (1 — ﬂiu)}

we solve for p iteratively by using the Newton—Raphson iterative formula

=)~ (152 sip)]

where [,y denotes that the expression within brackets is evaluated at p = p(r), the
rth iterative value of p. Note that p must satisfy the appropriate range restrictions,
which are, however, complicated to derive under the MA(1) model. One of the ad-
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vantages of using the moment method for the estimation of p is that the estimates
usually satisfy the underlying restrictions irrespective of the formulas for the ranges.

7.4.4.3 Estimation of p Parameter Under Exchangeable (EQC) Correlation
Model

The moment estimating equation for the p parameter for the exchangeable model is
quite similar to that for the AR(1) model. The difference between the two equations
is that under the AR(1) process we have considered all lag 1 standardized residuals,
whereas under the exchangeable model, one is required to use standardized resid-
uals of all possible lags. Thus, following (6.58) for the AR(1) model, we write the
moment formula for p under the exchangeable model as

2 z’ﬁz ISl G KT
HED Vi ZzT1[5’12r PRED Vi Iy iy (1=7%)

[ﬂnl Tig ) g0 (1= 75:1+1)]7

. (7.90)

where i = [yir — 7] // i (1 — ).

7.4.5 Model Selection

As it was argued in Section 6.5.3 for the model selection for Poisson correlated
data that the pattern of lag correlations can be exploited to identify the correlation
structures in both stationary (if needed) and nonstationary cases. This argument also
holds for the longitudinal binary data. Thus, to select a nonstationary binary corre-
lation model among the three possible AR(1), MA(1), and EQC models, we first
compute the estimated lag correlations by using

ﬁgz ZlKlthilfyltyﬁlH-[/K(T g) (7 91)
ST R/KT

[see also (6.61)] where ¥, = [vis — ;] /\/[Tir (1 — i, )]. This can be done by using
B = 0 in the formulas for 7;. These values of p,, which are stationary correlation

values, may be enough to identify the correlation structure. For finer identification,
one computes the approximate expected values; that is, E[p,] under all three models
for all possible trial values of p, the correlation index parameter. Next, the closeness
of the pattern for P, with that of E[p,] under a model determines the selection of the
model.

A first-order approximation to the formulas for E[p,] under the nonstationary
binary AR(1), MA(1), or EQC models is given as follows.

For AR(1) : E[py] = XKT=0
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T

! 2
XZZ[ Ot } forf=1,...T—1 (1.92)

i—1i=1 LOit+t1+¢

—o(=P)/ i/ T (—p)'}

(=S (-p) 5/ Sih(-p)}]
0 fort=2,....,T —1,

p
KU{ 1) zt 1 \/Gltt611+lr+

For MA(1) : E[p¢] = (7.93)

For EQC:E[p] = g ;’ ;

xiT K[G‘“] for¢=1,....T —1(7.94)

i—11=1 | {Ois C’;‘,t—~-€,t—&-£}7

with oy, = m; (1 — 7y ), where m; = exp(x,)/[1+exp(x,B)] forallt =1,...,T

7.5 SLID Data Example

7.5.1 Introduction to the SLID Data

The Survey of Labour and Income Dynamics (SLID) is a longitudinal household
survey, designed to capture changes in the economic well-being of Canadians over
time. Statistics Canada has conducted this survey from 1993 to 1998. In this study,
we considered all SLID longitudinal respondents who were either employed or un-
employed during 1993 — 1996. Those who were out of the labour force for at least
a part of the year were excluded. A binary response variable ‘unemployed all year’,
derived from a variable ‘labour force status for the year’, assigns value y; = 1 to the
ith individual who was unemployed for the full year ‘¢’, and y;; = 0 if the individual
was employed for the full year ‘¢’ or a part of year employed and a part unemployed.

Note that the SLID data were earlier analyzed by Sutradhar and Kovacevic (2000)
and Sutradhar, Rao, and Pandit (2008), among others. Sutradhar and Kovacevic
(2000) have, however, considered an ordinal longitudinal multinomial model for
the jobless spell response variable and studied the complete responses from 16,890
individuals collected over a period of two years 1993 and 1994, whereas, Sutrad-
har, Rao, and Pandit (2008) have analyzed the SLID data for four years from 1993
to 1996 collected from 15,731 individuals, by fitting a nonlinear binary dynamic
mixed model. This nonlinear mixed model for binary data is discussed in detail in
Chapter 9. Here, it is of interest to illustrate an application of the nonstationary
LDCP (linear dynamic conditional probability) models for binary data discussed in
Section 7.4. For the purpose, we consider the same dataset used by Sutradhar, Rao,
and Pandit (2008). Thus, in our notation, K = 15,731 and T = 4. The frequency dis-
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tribution for the ‘unemployment’ status for these 15,731 individuals over four years
is shown in Table 7.5.

Table 7.5 Sample counts of ‘unemployed all year’ over time.

Year
Unemployment status 1993 1994 1995 1996
Not unemployed (=0) 15451 15373 15406 15406
Unemployed (=1) 280 358 325 325
Total individuals 15731 15731 15731 15731

Note that the binary responses for each of the individuals will be longitudinally
correlated. The purpose of the present study is to evaluate the effects of the associ-
ated covariates on the unemployment status, by taking the longitudinal correlations
of the data into account. As far as the correlation model is concerned, we assume
that the data follow one of the three nonstationary, namely AR(1), MA(1), or EQC,
correlation models discussed in Section 7.4. As far as the covariates are concerned,
we use five important covariates, namely gender, age, geographic location, educa-
tion level, and marital status of the individual. Although gender, age, and geographic
location were held as observed in 1993, education level and marital status are con-
sidered to be time-dependent covariates. To shed some light on the nature of the
longitudinal relationship between the binary responses ‘unemployed all year’ and
the 5 covariates, we construct appropriate three-way tables for these 5 covariates
and the binary response variable ‘unemployed all year’ for the period from 1993 to
1996. These weighted counts are shown in the appendix, in Tables from 7A to 7E,
for the gender, age, region of residence, education level, and marital status, respec-
tively.

Table 7A shows that the proportion of unemployment is more for female than
male during all four years from 1993 to 1996. Table 7B shows that there are more
‘unemployed all year’ individuals in the age group of 25 to 55 which is obvious
as this group has the largest range. The proportions of unemployed individuals are,
however, also larger for this age group followed by the 16 to 25 age group. The older
age group 55 to 65 has the smallest proportions of ‘unemployed all year’ from 1994
to 1996. The proportions of unemployment appear to decrease over time in all three
groups since 1994.

Table 7C shows that the proportion of ‘unemployed all year’ is the highest in the
Atlantic region followed by Quebec, Ontario, Prairie, and BC. Note that this pro-
portion in BC is higher than in Prairies for all four years. Similarly "unemployed all
year’ proportions of the Atlantic region are slightly higher than of Quebec except
for 1995, Ontario’s proportions are being far smaller than those of Quebec as well
as the Atlantic region. So, Ontario appears to have a middle place in the country
with regard to the ‘unemployed all year’ status of the individuals. Table 7D helps
to understand the effect of education on unemployment over the years. It is clear
from this table that the ‘high education’ group has the smallest ‘unemployment all
year’ rate followed by the ‘medium education’ group, as expected. These propor-
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tions are quite high over the years in the ‘lower education’ group. Table 7E shows
that the proportions of ‘unemployed all year’ individuals are smaller over the years
in the ‘married/common law’ group, followed by ‘widowed’, ‘single’, and ‘sepa-
rated/divorced’ groups. More specifically, the proportions are closer to each other
between the ‘married/common law’ and ‘widowed’ groups, and also between the
‘single’ and the ‘separated/divorced’ groups. But when the ‘married/common law’
or ‘widowed’ group is compared with the ‘single’ or ’separated/divorced’ group,
their proportions appear to be quite different.

7.5.2 Analysis of the SLID Data

For convenience, we rename the five covariates discussed in Section 7.5.1 as fol-
lows. First, the gender covariate is represented by x; which is O for female and 1 for
male. For the second covariate, we consider three age groups: group 1 consists of
individuals between 16 and 24 inclusive at 1993, group 2 consists of individuals be-
tween 25 and 54, and group 3 from 55 to 65. The younger age group 1 is considered
to be the reference group. Thus we represent the three groups by x; and x3 so that
X2 = 0,x3 = 0 stands for the individual of the group 1, x, = 1,x3 = 0 represents the
individual of the group 2, and x, = 0,x3 = 1 would identify the individual belong-
ing to the group 3. Similarly, we consider x4, X5, X, and x7 to identify an individual
from any of the Atlantic, Quebec, Ontario, Prairies, and British Columbia regions.
Here we consider the Atlantic region as the reference region with all four variables
coded with 0; x4 = 1 and others with O will represent the individual from Quebec,
and so on. For education level, we have two variables xg and x9 to represent three
levels (low, medium and high) of education, lower level being the reference level.
Finally, for four marital status: married and common-law spouse, separated and di-
vorced, widow, and single (never married), we use three covariates xjq, x11, andxjz,
respectively, married and common law spouse group being the reference group.

We now compute the effects of these 12 covariates, some being time dependent,
on the binary all-year unemployment variable after taking the longitudinal corre-
lations into account. To select one of the three possible nonstationary correlation
models, we follow the suggestion from Section 7.4.5 and compute first the initial
estimates of the lag correlations p; ¢(1,...,T — 1) by (7.91). To be specific, for
B =0, we compute

[3 _ ZlK=1 ZtT=71e)~’it)7i7t+Z/K(T —f)
S L 5 /KT

where ¥, = [yi — 1/2]/+/(1/2)(1/2). These values of lag correlations show an ex-
ponential decay, a similar pattern for the correlations for the stationary AR(1) model.

Note that even though one could use the refined model selection procedure by using
(7.92) — (7.94), for simplicity we follow the lead by the pattern found for the initial
values for p; and choose the nonstationary AR(1) model (7.70) to fit the SLID data.

)
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Table 7.6 Nonstationary AR(1) correlation model based estimates of regression and their standard
errors, for complete SLID data for the duration from 1993 to 1996.

Estimate SE

Male vs Female (x;) —0.540 0.072
Age group 2 vs 1 (x2) —1.586 0.049
Age group 3 vs 1 (x3) —2.168 0.125
Quebec vs Atlantic (x4) —0.832 0.083
Ontario vs Atlantic (xs) —1.003 0.092
Prairies vs Atlantic (x¢) —1.854 0.112

BC & Alberta vs Atlantic (x7) —1.564 0.159
Education medium vs low (xg) —1.604 0.066

Education high vs low (xo) —2.454 0.157
Marital status 2 vs 1 (xj9) 0.206 0.091
Marital status 3 vs 1 (xj1) —0.590 0.276
Marital status 4 vs 1 (x2) —0.561 0.095
p!"™) 0412 -
P 0259 -
p™) 0.167 -

For the estimation of the regression effects 3, we solve the GQL estimating equa-
tion (7.85) for § and the moment equation (7.88) for p (correlation index parameter)
iteratively. Note that to compute the covariance structure in (7.85), we have used the
nonstationary AR(1) correlations given by

Oiuu
Oitr

CZ(MZ(leuxltaP) = ptiu |:

1/2
} , foru <t,

[see (7.73)] with oy = m; (1 — 7)), for example, where

__exp(B)
" T exp(¥,B)
The estimates of f,..., B2, along with their standard errors computed by using

(7.87), are shown in Table 7.6. For the sake of completeness, we also show the
average lag correlation values computed by

A A LSt Glull 1/2
p = K(T— 622[ ] ’

O ut-lu+t

with py = p’. These estimates are found to be 0.412, 0.259, and 0.167, respectively.
Note that the lag correlations, in particular the lag 1 correlation value appears to be
large indicating that ignoring the correlation structure, that is, using the indepen-
dence assumption based approach will produce less efficient regression estimates.
Now, with regard to the interpretation of the GQL regression effects, the negative
value —0.540 for the gender effect indicates that the male has lower probability of
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an all-year unemployment as compared to the female. The negative values —1.586
and —2.168 of 3, and B3 indicate that the younger group has higher probability of
an all-year unemployment and the probability decreases for older age groups. As far
as the effect of geographic location on the all-year unemployment is concerned, it
appears that the Prairies had the smallest probability of an all-year unemployment
during 1993 to 1996 followed by BC, Ontario, Quebec, and Atlantic provinces.
This follows from the fact that the regression estimates for Quebec, Ontario, BC,
and Prairies are found to be —0.832, —1.003, —1.854, and —1.564, respectively.
The larger negative value —2.454 for By as compared to fg = —1.604 indicates that
as the education level gets higher, the probability of an all-year unemployment gets
smaller. Finally, with regard to marital status, the positive value 0.206 for ;¢ means
that the separated and divorced individuals have higher probability of all-year un-
employment as compared to the married and common law spouse group. Similarly,
the widowed had less probability of an all-year unemployment as compared to the
single but never married individual.

7.6 Application to an Adaptive Clinical Trial Setup

In the last chapter (see Section 6.8), we have discussed the longitudinal count data
analysis in an adaptive clinical trial setup, where it is attempted to treat an individual
upon arrival with the available better treatment. Note that once a treatment is se-
lected, the individual is treated with the same treatment over the duration of the lon-
gitudinal study. In this section, we study a similar problem with an exception that we
now collect repeated binary responses as opposed to the repeated count responses. In
the cross-sectional setup (i.e., when the individual is treated only once and a binary
response is desired), the construction of adaptive design weights for better treatment
selection has been discussed by Bandyopadhyay and Biswas (1999), for example.
Note that these authors have considered the case where the binary response, on top
of treatment effect, is also affected by certain prognostic factors. Sutradhar, Biswas,
and Bari (2005) have generalized this idea from the cross-sectional to the longi-
tudinal setup. Here we follow this later work and show (1) how to construct the
longitudinal adaptive designs so that a better treatment may be allocated for the in-
coming individual, and (2) how to estimate the overall treatment effect as well as the
effects of the prognostic covariates, by accommodating the longitudinal correlations
into account.

7.6.1 Binary Response Based Adaptive Longitudinal Design

Suppose that K independent patients will be treated in the clinical study and 7 lon-
gitudinal binary responses will be collected from each of them. Similar to the count
data case, for simplicity, let there be two treatments A and B to treat these patients
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and A is the better treatment between the two. Next suppose that ; refers to the
selection of the treatment for the ith (i = 1,...,K) patient, and

1, if ith patient is assigned to A
5 =
0, if ith patient is assigned to B
with
Pr(6i=1)=w; and Pr(6;=0)=1—w;. (7.95)
Here w; refers to the better treatment selection probability for the ith patient.
Note that the value of §; determines the treatment by which the ith patient will be
treated. Now suppose that conditional on §;, y;; denotes the binary response recorded

from the ith patient at time #(f = 1,...,T), and x;; denotes the p-dimensional covari-
ate vector corresponding to y;, defined as

!
Xit = (5i:xit27~~~7xitua~~~axitp)
' \/
= (8.x), (7.96)
where X}, = (Xjr2,. .., Xitu, .- -, Xirp) denote the p — 1 x 1 vector of covariates such

as prognostic factors (e.g., age, chronic conditions, and smoking habit) for the ith
patient available at time point 7. Thus, for i = 2,...,K, the distribution of &;, that
is, the formula of w;, will depend on {6,...,0;—1} and available responses yx, (k =
l,...,i—1;1 <v<T)along with their corresponding covariate vector xy,,. Fori =1,
wq is assumed to be known.

As far as the availability of the repeated responses is concerned, we assume that
foralli=1,...,K, once §; becomes known, the repeated binary responses from the
ith patient will be available following a binary distribution with conditional mean
and variance (conditional on J;) given by

N y exp(6;
w(3) = E(0.) = ot

0t (8) = var(Yie| 6y, %) = 7, (8)[1 — 73, (1)), (7.97)

where 6;; = x/, 8, with x;; = (5i,x;§/)’ . Also we assume that the pairwise longitudinal
correlations between two repeated binary responses are given by

COI‘I‘[(Y};,Y,'V)|5,',X?,,XTV] = p\t v\(giax;‘ktax;‘kv’p)
= llV (6 xlt7le7p) (798)
where cl v (5,,xll,xw7 p) has the formulas given by (7.73), (7.79), and (7.84) under

the nonstationary AR(1), MA(1), and EQC models, respectively. It then follows that
the conditional (on &) covariance between y; and y;, is given by

OV (Yi, ¥2) 81,5564 = ) (81,5554 p) {07 (8) 07 (8D} 2, (7.99)
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with

1/2
(ns) _ v | Gw(8)
Cimy (01,3, %0,p) = p' " {G’l‘g(&) forv <t,
under the nonstationary binary AR(1) model, for example. Note that Sutradhar,
Biswas, and Bari (2005) have used the stationary autocorrelation structure and hence
the covariances are approximated as

coV[(¥i, ¥ir) 185,57, 53] 2 s (P){ 03 (87) 07, (8)} /2
- plifvl{citv(&)o-;z(81‘)}1/2- (7.100)

7.6.1.1 Simple Longitudinal Play-the-Winner (SLPW) Rule to Formulate w;

The construction of the SLPW rule in the longitudinal count data setup is described
through (a) to (c) in Section 6.8.1.1 and the formulas for w; are given in Exercise 6.4
for 2 <i < T, and in Exercise 6.5 for the case when T < i < K, K being the number
of patients and T is the total number of time points indicating the duration of the
longitudinal study. The formulas for w; in the binary case are similar to those of the
Poisson case, except that I[y,, < mf‘)] (mgy being a threshold number) in the Poisson
case is replaced simply by y,, in the binary case, where y,; is the response of the rth
individual at time point . By the same token, /[y, > ma] from the Poisson case, is
now replaced with 1 —y,; in the binary case. For convenience, we re-explain the rule
in brief and write the formulas for w; [see also Sutradhar, Biswas, and Bari (2005,
Section 2.1)] under the present binary case.

Urn Design for SLPW Rule

1. For the first patient, choose w; = 0.5 and obtain ; so that Pr[6; = 1] = wy.

2. Next, for i = 2,...,K, the distribution of &; will depend on {d;,...,8_;} and
available responses along with their corresponding covariates. Let this past his-
tory be

YHi1 = rsxne (r=1,..i—1;1 <t <min(T,i—r))].

3. As w; is the probability of selection of the better treatment for the ith patient to
be computed based on the history yy;_;, it is convenient to compute this w; by
counting two types of balls in an urn [see Wei & Durham (1978), e.g.], the first
type being the indicator for the selection of the better treatment A and the second
type for the other treatment.

4. The urn will have « balls of each type initially.

5. For a suitable 7 value and for available past responses y,s, y,+T balls of the same
kind by which the rth (r=1,...,i— 1) patient was treated and (1 — y,,)7 balls of
the opposite kind are added, at the treatment selection stage for the ith patient.

6. For a suitable quantity u,, [see also Section 7.6.1.2 (b) for its construction] de-
fined such that a larger value of u,, implies the prognostic factor based better
condition of the rth (r =1,...,i— 1) past patient, G — u,, balls of the same kind
by which the rth patient was treated and u,, balls of the opposite kind are added,
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at the treatment selection stage for the ith patient, where [0, G] is the domain of
Ups.

Adaptive Design Weights

The above scheme produces the selection probabilities w;(i = 1, ..., K) for the cases
2<i<Tandi>T as follows.

Casel.2<i<T

Under this case

wi =Pr(8 = 1yn; 1) =nj 1 AOmi1)/ni 15 (7.101)
where
i—1li—r
n 172a+22 (G+1) =20+ (1/2)i(i —1)(G+ 1), (7.102)

is the total number of balls in the urn at the selection stage of the ith patient, and

i—1i—r

nya(vmioy *O‘JFZZ O (G —up) +ynth+ (1= 8 ) {up + (1 —yn) T},

r=1t=
(7.103)
is the number of balls of the first type that supports the selection of the treatment A.

Case2.i>T

Under this case

wi =Pr(8 = 1|yn;_1) = fiim1 AOVHi—1) /i1, (7.104)
where
i-T T
A1 =204 Y, Y (G+1)+ 2 Z (G+7) (7.105)
r=1t=1 r=i—T+1t=
and
i~T T
Ai1a(mi1) = 0+ Y, DG —ttn) +ynth+ (1= 8:) {ur + (1 =y T}]
r=1t=1

i—1 i—r
+ Y YI6{(G—un)+ynt}

r=i—T+1t=1
+(1*6r){urt+(17yrt)f}]v (7106)
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are similar to those of n;_; in (7.102) and n}"_; 4 (ym;_1) in (7.103), respectively.
7.6.1.2 Performance of the Adaptive Design

a. Limiting Behavior of Design Weights w;

Note that it follows from (7.104) that w;y;/w; — 1 as i — e. Again the sequence
{wi,i > 1} is bounded by 0 from the left and by 1 from the right. Hence there exists
a subsequent wy ;) which is convergent. Suppose that it converges to ®. Then from
the above limiting result, we have

Wi(i)+1/Wi(i) = 1
as i — oo, implying for some € > 0,
o(1 —¢) <liminf wy ), < limsup wyy < ©(1+¢€),

and hence
limsup wy ;)1 — liminf wy ;) < 20e.

Because € is arbitrary, we conclude that {w;,i > 1} is convergent. Suppose that it
converges to @®*. The formula for @* is available from exercise 7.3 [see also Sutrad-
har, Biswas, and Bari (2005, Section 2.2.1].

b. Allocation Performance (Based on Small Sample) of the Proposed Design: A
Simulation Study

In the last subsection, we have computed the limiting value of w; as i — oo. As
in practice, a large but limited number of patients are considered in a clinical trial
study, Sutradhar, Biswas, and Bari (2005) have examined the performance of the
proposed adaptive design for K = 100 and 200, where K is the total number of
patients involved in the clinical trial experiment. We summarize their simulation
design and finding as follows.

Simulation Design and Generation of the Design Weights w;

1. Consider T' = 4 repeated responses to be collected from each of the K individuals.

2. Consider p = 4 covariates; namely 1 treatment covariate (§;) and the other 3
prognostic covariates, denoted by xj,,, x5, and xj, for the ith individual at the
tth (r=1,...,T) data collection time.

a. The values of §; foralli (i=1,2,...,K) are determined based on the adaptive
longitudinal design weights

wi =Pr(6 = 1|yn;_1),

constructed in section 7.6.1.1.
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b. Suppose that x7,, represent the chronic disease condition of an incoming pa-
tient. Let ¢; ~ bin(m, 7r) (binomial distribution) with m =5 and © = 0.5. De-
fine

« _ J0 fore;=0,1
Yi2 = 1 forc;=2,...,5.

c. Consider xj;; and xj,, to represent an age group of an individual, namely
young, middle, and old age groups. let d; ~ U[21,80] (uniform distribution).
Define

(0,0) ford; € [61,80] (old age group)
(%53, x54) = 4 (0,1) ford; € [41,60] (middle age group)
(1,0) ford; € [21,40] (young age group).

d. In order to compute the adaptive longitudinal design weights w; [by (7.101)
and (7.104)], we also require to define a nonstochastic continuous quantity
with domain [0, G], say. More specifically, for a suitable y function, we re-
quire to construct u,; = Y(x},,,x5,X),,) that measures the condition of the
prognostic covariates xJ,,,X3, and x},, so that larger value of u,; implies the
better condition of the rth (r = 1,...,i — 1) patient. In the simulation study,
we choose

un = (2 (e, + 1))+ (1/d5),

for all r (1 <t <min(7,i—r)), where ¢, is an implicit function of x7,,, and
similarly 4 is an implicit function of xJ,; and xJ,,. Note that d;" is constructed
from d; as follows

1 ford; € [21,30]
2 ford; € [31,40]
3 ford; € [41,50]
4 ford; € [51,60]
5 ford; € [61,70]
6 ford; € [71,80].

Further note thatas ¢, =0,1,...,5and d} = 1,2,...,6, it then follows that u,,
lies in the range of O to 3 yielding G = 3.

3. Next, for simplicity we consider &t = 1.

4. Remark that as the limiting value of w; mainly depends on 7 as shown in Exercise
7.3, we consider two values of T =2 and 4, one small and the other large.

5. Note that the computation of w; by (7.101) and (7.104) requires y,;

[r=1,...,i—1;1 <t <min{T,i—r}]

to be known. For known &, (r = 1,...,i— 1) the correlated binary responses are
generated as follows. First, y,; are generated with probability

Pr(yn = 1) = exp(x, B)/[1 +exp(,B)] = @1 (8), (7107
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assuming that x,, = x, forallz = 1,...,T so that x,. = (5,,x},,x}5,x5,)". Next,
we generate y,2,-- ¥, min(r,i—r) following the binary AR(1) model (7.70), for
example, with 7, = ¥(5,), for all possible 7. In (7.107), use

Bi =1.50, B, =0.0, B3 =0.20, and B4 =0.10.

Furthermore, for the p parameter in (7.70), we choose the small and large corre-
lation index as p = 0.3,and 0.7.

Table 7.7 Simulated means and standard errors of d; (total number of patients receiving the better
treatment) for selected values of the true correlation parameter p under AR(1) binary model with
B1 = 1.5, B, =0.0, B3 = 0.2, and B4 = 0.1; and adaptive design parameters o = 1.0, G = 3.0, and
T =2.0,4.0; for different values of K = 100,200

K 1t p Mean Standard Error

100 2.0 0.3 58.703 8.505
0.7 58.632 8.588

4.0 0.3 62.483 8.779

0.7 62.348 9.047

200 2.0 0.3 116.660 11.097
0.7 116.291 11.451

4.0 0.3 124.693 11.668

0.7 123.675 12.349

Allocation Performance

Now to examine the allocation performance of the proposed longitudinal adaptive
design, we study the distribution of & = Z,K=1 6; where w; = Pr(; = l|yy,_,) are
the design weights defined by (7.101) and (7.104). This we do based on the 1000
simulations. Note that the longitudinal adaptive design proposed in Section 7.6.1.1
is expected to assign more subjects to the better treatment. For this to happen, &; =
K | &, say, has to be greater than K /2.

The values of w; are calculated following the aforementioned simulation design.
Note that once w; is known, the corresponding §; is generated from binary distri-
bution with probability w;. As mentioned earlier, to understand whether the pro-
posed design can allocate more individuals to the better treatment, we now compute
8 =YX | 8; under each of the 1000 simulations. The simulated mean and standard
deviation of d; for various values of K, 7, and p are shown in Table 7.7.
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It is clear from Table 7.7 that irrespective of correlation values, the proposed
design allocated more individuals to the better treatment A. For example, for K =
100, T =4.0, and p = 0.7, 62 individuals out of 100 were assigned to treatment A.
Thus relatively more individuals were assigned to the better treatment. Similarly for
K =200,7=4.0,and p = 0.7, 124 individuals were allocated to treatment A which
is about 62%. Remark that allocation gets better for larger 7. For example, for the
same K = 200, and p = 0.7, the allocated number of individuals to treatment A is
116 for the case with T = 2.0, whereas the allocated number is 124 for T = 4.0. Thus
the proposed design works well in assigning more subjects to a better treatment.

7.6.2 Construction of the Adaptive Design Weights Based Weighted
GQOL Estimation

Recall from (7.97) that conditional on §;, the mean and the variance of ¥;; are given
by

* * exp(6; * * *
B(14[815}) = 71(8) = T Tt and var(Ty[8,5;) = 7(8) {1 - (3]

respectively, with 6; = x/, 8, where x;; = (Si,x;k,/)’ . Also, by (7.100), conditional on
0;, the covariance between y;, and y;, has the formula

COV[<Yit’YiV)|6i>x?t7x?v] = p\tfvl {Gitv(5i>6;;t(6i)} 1/2'
Note that because in the present adaptive longitudinal setup &; depends on
6i7]a"'7617

finding the unconditional mean and the variance of y; and the unconditional co-
variance between y;, and y;;, will require the unconditional expectation of &; to be
known, which we compute as follows.

7.6.2.1 Computation of Unconditional Expectation of J; : w

The distribution of &; depends on the past §;_1, ..., 6, thus we write

wio = E[6;] = E5 Es,|s, ---Es,s,,..5,, (8i)
=E§Egs)5---E5_116.5....5 Wil0i-1,...,61], (7.108)

where w; has the formula given by (7.101) for 2 <i < T and by (7.104) for i > T.
To simplify this expectation, one needs to compute

E(8,Y:) = Es Es, s, ---Es(s,....5,,E(6:Yu|6r,...,81)
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= E5] E52‘51 .. .E5’_‘51P_._’5r7] ((srﬂ';;(Sr)), forr = 1,...,i—1,(7.109)
where )
7, = (Va8 81) = exp(x, B) /(1 +exp(x,,B))
with x,; = (0r,%);,- -, X),)’. Suppose that
Zrtl :xrt|8r = 17 and z,0 :xrt|6r =0.
The expectation in (7.109) then reduces to

E(SrYrt) =Wr0Th11, (7.110)

where 7,1 = exp(z/mﬁ) /(14 exp(zlrt 1B)). By similar calculation, it can be shown
that
E(1=68)(1=Yy) = (1—wn)(1 —Tu2), (7.111)

where 70 = exp(z,,08)/(1+ exp(z.,0B)). Now by applying (7.110) and (7.111) to
(7.108), it follows from (7.101) that for 2 < i < T, the unconditional expectation of
w; is given as

[o + 3 ST (G — ) + T Ty + {tt + (1= pr2) (1 — wr0)]]
2o+ (1/2)i(i—1)(G+1)] '

Wip =
(7.112)

Similarly, it follows from (7.104) that for i > T', the unconditional expectation of w;
is given by

wio = {20+ (G+ )T (i— (T +1)/2)} "
i-T T
X+ 2 2{(G_urt +7rrt17)Wr0+ (urt + (1 - 77:rt2)T)(l _WrO)}

r=1t=1

i—1  i-r

+ 2 2{((G_urt) "rﬂmf)wro

r=i—T+11=1
+ (tyr+ (1= 72)7) (1 —wro) }]. (7.113)

7.6.2.2 WGQL Estimating Equations for Regression Parameters Including the
Treatment Effects

Note that in the conditional mean function 7 (&;) in (7.97), B = [Bi, Bo, ..., Bp) de-
notes the effect of x;; = [5,-,x;;/]' on y;. Here B is the treatment effect and f35,..., B,
are the effects of p — 1 prognostic covariates. This is of interest when estimating
B after accommodating the longitudinal correlations represented by p; (7.100) for
{=1,...,T —1.

Let yi = (Yitye ey Vitse - s yir)/ be a T x 1 vector of repeated binary responses for
the ith (i = 1,...,K) individual. Note that the ith individual is assigned to treatment
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A with probability w; = Pr(6i = 1|yy) given by (7.101) for 2 <i < T and by (7.104)
for i > T. Here, yj;; is the tth response of the ith individual. Further note that be-
cause w; depends on the responses from the past i — 1 patients, the unconditional
expectation of y; may be computed as

E(Ylt) = E5|E82|61 ...E(S,"5|,...,6,',1E(Yl’t|5i’6i—17‘ "761)
= WioTir1 + (1 —wio) Tira = Ty, (7.114)
where wj is given by (7.112) for 2 <i < T and by (7.113) for i > T, and 7;; and

T are defined in (7.110) and (7.111), respectively. We now denote by 7, the mean
vector of y;. That is,

_ !
TT; :E(Yl) = E(Yila"inT)
_ _ _ !/
:[ﬂil,...77t,'t,...77fi]"]7 (7115)
with T; asin (7.114) fort =1,...,T.
Next, by using the stationary autocorrelations based conditional autocovariances

given by (7.100), one writes the formula for the unconditional covariance between
Y;; and Y;, as

cov(Y,Yn) = Es Es,)5, - --Egy5,.....5,, [€0V(Yir, Yiy)[ 61,011, ..., O1)]

+covs, s [E(Yiul;, 8i-1,...,61),E(Y| 0, 61,...,01)]

.....

= E5 Es))5, - E55),..6, [p|f*V|

<A (8) (1 — 73 (8)) 3, (8) (1 — m7,(8)) } /2]
+eovs, 5 [ (8:), 7;,(87)], (7.116)

where by (7.97) we have used E (Y|, ..., 81) = 75 (&) = exp(x;, B) /(1 +exp(x;, B))
and var(Yy|8;,...,61) = () (1 — 7 (5;)). After some algebra, by (7.100), the
equation (7.116) reduces to

cov (Y, Yiy) = pp—y| | Wio{ it (1 — T )7t (1 — 1) } /2

+(1 = wio){mir2 (1 — mir2) i (1 — ﬂin)}l/z}
+wio{ T T } + (1 — wio){ T Ttaa + — Ty iy
= Gin(Win)- (7.117)

When ¢ = v, the covariance Gy, (wio) in (7.117) reduces to the variance of y; given
by
Var(Y[[) = 6[[[ (W[O) = 7_1'[[<1 — 7_1-[,). (71 18)

Let X;(wiy,p) denote the covariance matrix of y;, which may be expressed as
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Zi(wio, p) = cov(¥i) = (Girv(win)),

fort,v=1,...,T, where G;,(wi) are given by (7.117) and (7.118).
Next for known X;(wj, p), we write the generalized quasi-likelihood (GQL) es-
timating equation for f3 as

K

S (97 (wio)/IB)E (wio, p) (vi — Ti(wio)) = O (7.119)

i=1

[Sutradhar (2003)], where 7;(w;o) is the T x 1 vector given by (7.115) and

A7, (wig) /9P is the p x T first derivative vector of 7, (wyo) with respect to 8. Note
that to be precise, we refer to (7.119) as the weighted GQL estimating equation. This
is for the fact that the binary probabilities in (7.119) are adaptive design weights
dependent.

Now to solve (7.119) for 3, one may consider the following three scenarios: first,
for some initial B, wjo is known in the spirit of GEE; second, wjo is unknown but it
can be replaced with adaptive design weight w; as E(w;) = wjo; third, wjo is an un-
known function of 8. Here we use the second option and refer to Sutradhar, Biswas,
and Bari (2005) for details on all three scenarios. Suppose that ﬁWGQL denotes the
solution of (7.119) that may be obtained by using iterative equation

-1

Ma

ﬁ m+1) GQL :B (m GQL

is the value of  at the mth iteration and [-],, denotes that the ex-

(97 (wi0) /OB)E (wio, p) (97 (w io>/aﬁ'>]

i=1 m

M=

(07 (wi0)/IB)E (WiOaﬁ)()’i_ﬁi(WiO))] : (7.120)

1 m

where B0,
pression within brackets is evaluated at ﬁ(m) GoL" By (7.114), the first derivative in
(7.120) has the formula

7 (wio) /OB = IT; (Wio) /B o=,
= wi(07.1 /9B) + (1 —wi)(9m:5/9B), (7.121)
where
T = (nill,...,ni,l,...,nl-rl),, and 7w, = (71','12,...,ﬂilz,...,ﬂiTz)l,
with
Tt = exp(zynB)/(1+exp(; B)), and Tz = exp(zoB)/ (1 +exp(zy0B)),

where z;;1 = xi|5—1 and zy0 = Xit|5,—o- It then follows from (7.121) that
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O (win) /OB = wiZiAn + (1 —w)Z{ Ap = C;, (7.122)
where
Zl = (211, Zits - zi71)s A0 ZF = (2010, Zit0y - - - ZiT0)5
are p x T matrices, and
Aj = diag[mi (1 —mi),. .., T (1 — mirn)],

and
Ap = diag[min (1 — mi2), ..., mra (1 — mir2)],

are T x T matrices.

Note that solving the iterative equation (7.120) for B requires the knowledge of
p=(p1,---,P¢,---,Pr—1) where py ({=1,...,T — 1) may be obtained consistently
as in the next section, by using the so-called method of moments.

7.6.2.2.1 Moment Estimates for Longitudinal Correlations

For a given value of the estimate of 5, we now obtain a moment estimator p, which
is consistent for p. To be specific, by (7.117) we write the moment estimator as

= la¢/s—be/E]/[ce/E], (7.123)
where
K
a =7y, ((vir — i) (yiv — 7)) |/ K(T = 0)
i=1[t—v|=t
K T
§= Z Z[Yit - ﬁit]z/KT
i—1i=1
K
b= WioTir1 Tivi + (1 — wio) W2 Tivo — T ] /K (T — £)
i=1|r—v|=(
K T
&= [m(1—7)]/KT,
i=1t=1
and

2
[
DM

[Wio{ﬂ?izl (1= 1) T (1 — ) } /2

Il
=

[t—v|=t

+ (1 =wio){mir2 (1 — mir2) w2 (1 — ﬂin)}l/2:| /K(T —1).
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Note that the w; in b, and ¢, may be replaced with data based adaptive design
weightw; (i=1,...,K).

7.6.2.2.2 Asymptotic Variances of the WGQL Regression Estimates

By using the multivariate central limit theorem [see Mardia, Kent and Bibby (1979,
p. 51)1, it may be shown that for large K, Bwgor. obtained from (7.120) have asymp-
totically p-dimensional normal distribution with mean 8 and p X p covariance ma-
trix V which can be estimated as

V =var(Bweor) = , (7.124)

K
Z '(wi, p)C,

where ¥;(w;,p) is obtained from X;(wj,p) by replacing w;o with its data based
estimate w;, and C; is given by (7.122).

We remark here that it has been demonstrated by Sutradhar, Biswas, and Bari
(2005) through a simulation study that the WGQL approach performs very well in
estimating the treatment as well as other regression effects. See their Tables 2 and 3
for details. It is also demonstrated by these authors (see their Table 4) that ignoring
adaptive design weights w;, that is, using random design weight w; = 0.5 causes
mean squared efficiency loss in treatment and other regression effects estimation.

7.7 More Nonstationary Binary Correlation Models

In some longitudinal studies for binary data, the expectation of the binary response
variable of an individual at a given point of time may depend on the covariate history
up to the present time. By the same token, the variance at a given point of time and
the correlation of the two responses at two given time points may also depend on the
history of the time-dependent covariates of the individual. In this section, we discuss
two such binary dynamic models, one linear and the other nonlinear, by nature. The
linear binary dynamic regression (LBDR) model and its basic properties along with
inferences for the regression effects are discussed in Section 7.7.1, whereas details
on a nonlinear BDR (NLBDR) model are given in Section 7.7.2.

7.7.1 Linear Binary Dynamic Regression (LBDR) Model

Let {yy,t =1, ...,T} be a sequence of repeated binary responses and x; =
(Xit1y v s Xt ,,)' be the p-dimensional vector of covariates corresponding to y;. Also
let B = (Bi,- .-, ﬁp)l be the p-dimensional effect of the covariates x; on y;, for ev-

ery individual i = 1,..., K. Suppose that for the ith individual, there exists a binary
series {&2,t =1, ...,T} such that
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PF[S,"ZI =1 =m
= exp (x; B)/[1+exp(x; B)], (7.125)

that is, & o, ~ b(m;). Further suppose that y;; ~ b(;; ). One may now write a LBDR
model for {y; } as a linear mixture of y;, | and &; 5, defined as

Vir = Ei11Yig—1 + (1 — &.11) &2, (7.126)

where for a suitable 0 < p < 1, & 1; denotes a binary variable with mixture proba-
bility p, that is, & 1, ~ b(p). Further note that & j, and &; 5, are independent. It then
follows that {y; } generated by (7.126) constitute a sequence of repeated binary ob-
servations with nonstationary marginal mean and variance given by

t—1

ElYy] = i = Y, (M — T j1)p" ! + my (7.127)
=1
var[Yy] = ojr = Wi (1 — Hir)- (7.128)

Note that as opposed to the longitudinal setup, this linear dynamic mixture model
(7.126) has been discussed by Tong [1990, model (4), Table 3.1, p.113], among oth-
ers, in the time series setup. See also Tagore and Sutradhar (2009) for inferences in
correlated binary regression model in time series setup.

7.7.1.1 Autocorrelation Structure

It follows that the LBDR model (7.126) yields the lag £ (¢ =1...,T — 1) auto-
correlation between y; and y;,;_, (t =2,...,T) given by

14 -1 i
P+ (1— —o P’ Tir—j— Wi
corYi Yiy ] = py(y) = dp +U7P)2 PR il 7,129
[Gitt Gi,t—f,t—d 2

where u;; and oj; are given by (7.127) and (7.128), respectively.

Note that under the present dynamic model (7.126), the mean of y; is m; plus
a weighted sum of successive differences of m;; and 7; ;41 for j=1,...,1—1,
where weights follow an exponential function in mixture probability p. Thus the
linear mixture model (7.126) has the mean at a given time t which depends on the
past means, that is, on the past history. By the same token, the variance given by
(7.127) also depends on the past history. Also, it is clear that this dynamic model
in (7.126) is different from the nonstationary conditionally linear binary models
discussed in Section 7.4. It was demonstrated in Section 7.4 that these later models
unlike (7.126) produce means and variances at a given time ¢ that depend on the
covariates collected at the same time point ¢# only. The nonlinear dynamic model
discussed in Section 7.8 has properties similar to the model (7.126). Further note
that for p — 0, the mean of y; under the model (7.126), however, tends to ;.
That is, in such a case the past binary contributes very little. For p — 1, the mean
Wi tends to ;1. That is, the series depends mostly on the initial binary response.
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As far as the autocorrelations given by (7.129) of the repeated binary responses
for the ith individual are concerned, it may be shown that p,(y) satisfies a narrower
range than —1 to 1. For example, for a given t,

pe(y) —0 as p—0 (7.130)
and
pe(y)—1 as p— 1. (7.131)

Thus for all t and any 0 < p < 1, the lag correlation p,(y) has the range between 0
and 1, for a given individual.

7.7.1.2 GQL and Conditional GQL (CGQL) Approaches for Parameter Esti-
mation

GQL Estimation for 3
Note that it follows from (7.127) that the response vector y; = (i, - - -, Virs - - - ,yir)/
has the mean w; = (W1, - - -, Miry - - - ‘LL,'T)/. Furthermore, let X; denote the T x T

covariance matrix of y;. To be specific, the diagonal elements of this matrix are
given by (7.128) for all t = 1,...,T, for a given individual i = 1,...,K. For u < t,
the off-diagonal elements of X; are given by

Oit—ut = Oigt—u = COV(Yi,t—uaYi )
u—1

=Wisu [P+ (1=p) D pImyj—pal,  (7.132)
j=0

[see also (7.129)]. We may then exploit a two-moments based GQL approach to
estimate 3. More specifically, the GQL estimating equation for 3 is written as

: 3’; = i) =0, (7.133)
where fort =2, ...,T,
8u,»t ;i ’ ! —i
B Tir (1 — 72 )x; +j:21[ﬂij(1 — )X — i jt (L= T )X g 1P
whereas
3;;1 =m(l— nil)x;l.

Note that the solution of (7.133) produces a consistent as well as a highly efficient
estimator for 8 as compared to moment estimator, for example. This is because the
GQL estimating equation (7.133), similar to that of (7.85), is unbiased for zero and
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it uses the inverse of the covariance matrix as a weight function in the estimating
equation.

CGQL Estimation for j3

In the time series setup, the GQL approach, however, may encounter computational
difficulties when the X (as i = 1 only) matrix has large dimension, that is, when the
time series is long. As a remedy, Tagore and Sutradhar (2009, Section 3.1.2, p. 888)
have used a conditional GQL (CGQL) approach for the estimation of 3. One may
follow this approach and write the CGQL estimating equation for 3 in the present
longitudinal setup, as

K o ‘u;
55 i i i) =0, (7.134)
where y; = (Vi1 -« -, Vity -« - y,-T)/ is the vector of observations as before, f.) is

the conditional mean of y;; that is,

!
Lie) = E[Ya,YolYi, .. YalYie1, - Yir|Yir 1]

!

= [ ;ia ;57 e 7)’;’ R :}] 1) (7135)

where by the model (7.125) — (7.126)

*_
i =

Prlyi = 1] = m, forr=1
(7.136)

Prlyi = 1yi;—1] = mie + p(yig—1 — m), fort =2,....T,

are the same as in (7.70), with 7r; = exp (x, B)/[1 +exp (x, B)|forallz=1,2,...,T,

In (7.134), unlike under (7.70), Xy ) denotes the covariance matrix of the ele-
ments of y; conditional on the past history. To be specific, Z;.) has a diagonal form
given by

Zie) = covlYi, YolYi, ..., YalYie1, - .. Yir|Yir_1]
= diag[var (Y1), var(Ypp|Yi1), . .. ,var(Yy|Yig—1), . .. ,var(Yir [Yiz—1)]
= diag(0; 11(c), 0i22(c)s - - - + Oist(c)s - - -+ OiTT(c)] (7.137)

with 0 (o) = A% (1 =A%) forallt =1, 2, ..., T. Furthermore, in (7.134)

iy Ay (1) I (1) A (T)
i(c) Hi(c) Hi(c) Mi(e)
where

a.ui(c)(t) _ (1 —P)(;TC”

9B B
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by (7.135), with dm; /9B = m; (1 — 7 )x;r.
The CGQL estimating equation (7.134) can be solved iteratively. Let Bcgor be
the solution, which may be obtained by using the iterative equation

Beaor(r+1) = Becor(r)

! 71 ,
K (dW, oLy, K Ju.
i(c) y— ‘ul(C> i(c) _
* Z( ap Ei(cl) B ) Z{ Jp Zi(e) l(yi*ﬂi(c)) (7.139)

i=1

B=Bccor(

Note that because E[Y;|Y;;—1 — Hi(e) ()] = 0, the CGQL estimating equation is
unbiased and it produces a consistent estimator of 3. Further note that because Xj
is a diagonal matrix, the solution of the CGQL estimating equation (7.134) for 3 is
straight forward.

Moment Estimating Equation for p

Note that the estimation of 8 by using either the GQL estimating equation (7.133)
or the CGQL estimating equation (7.134) requires the mixture probability p to be
known. In practice, however, this p is unknown.

Further note that when f3 is estimated by using the GQL estimating equation
(7.133), it is reasonable to estimate the p parameter by solving a moment equation
in a lag 1 sample correlation given by

pr—p1 =0, (7.140)

where for given 3, p, from (7.129) is a function of p. But this estimate does not
have closed-form expression because the unconditional mean given in (7.127) is a
polynomial function in p, and also the lag correlation p; involves the unconditional
mean in a complicated way. For practical convenience, an approximate estimate of
p is found in Exercise 7.4. Note that the estimate of p found from exercise 7.4 is
then used in (7.133) to obtain an improved estimate of 3, which in turn is used in
exercise 7.4 to improve the estimate for p. This constitutes a cycle of iteration, and
the cycle continues until the convergence of the estimate is achieved.

In the CGQL approach, one may, however, easily compute a moment estimate
of p by minimizing the conditional mean squared error ¥X | 7, (y;, — 4)%. The
estimating formula for p is given by

Zfil 2?:2()’17 — Tit) (Vig—1 — M)
S S ig—1 — i)

This estimate of p is then used in (7.134) to obtain an improved estimate of
B, which in turn is used in (7.141) to improve the estimate for p. This constitutes
a cycle of iteration. The cycle continues until the convergence of the estimate is
achieved.

p= (7.141)
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7.7.2 A Binary Dynamic Logit (BDL) Model

As opposed to the LBD model (7.126), there exists a more flexible correlation struc-
ture based nonlinear binary dynamic model. In a time series setup, this type of
nonlinear dynamic model was studied by many econometricians. See, for example,
Amemiya (1985, p. 422), Manski (1987), and Farrell and Sutradhar (2006), among
others. For discussion on this type of nonlinear binary dynamic model in the lon-
gitudinal set up, we refer to Sutradhar and Farrell (2007), for example. This model
may be written as

piv = Priyi = 1] =y = exp (xj; B)/[1+exp (xj; B)]
exp(x}, B + 0Yis—1)

, 7.142
1 +exp(x; B+ 0yis—1) ( )

Pitf—1 = Prlyiu = 1]yi;—1] =

for t =2,...,T, where 6 may be referred to as the dynamic dependence parame-
ter. Note that this lag 1 dependence model (7.142) is a special case of a full lag
dependence model defined as

Pitl—14-2,...1 = Pryie = Uyis—1,...,yi]
_ exp(xgt[i +01yi—1+60yis2+...+ 0,—1yi1)
1+exp(x,B+6yir—1+6yir—2+...+6,_1yi1)

. (7.143)

which is a nonlinear probability function, whereas the model in (7.39) considered
by Qagqish (2003) is linear by nature. Note that as opposed to the conditional linear
probability model (7.39), this model in (7.143) is valid for any range for the dynamic
dependence parameters 6y, ..., 0r_;. Consequently, the correlations computed from
the nonlinear logistic model (7.143) must satisfy the range from —1 to +1. For sim-
plicity, here we deal with the lag 1 dependence model (7.142) and provide its basic
properties as follows [see also Sutradhar and Farrell (2007)].

7.7.2.1 Basic Properties of the Lag 1 Dependence Model (7.142)
Unconditional Mean and Variance
For pi1 and pj;|;—; defined as in (7.142), let

exp(x, 8 +6)

—_— 7.144
1 +exp(x,f+06) ( )

Pir = Pir|r—1 |Yi,[—l:1 =
It then follows that the unconditional mean of y; satisfies the recursive relationship
Ui =E(Yy)=Pr(y; =1)=m; + Wir—1 (pir — my), fort=2,....T, (7.145)

with ;1 = m;, where
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exp(x}; B)
[1+exp(x;; )]’

forallt =1,...,T. Note that the expectation in (7.145) may be derived by using the
conditioning argument. For example,

it =

E[Yp] = Ey, E[Yn|y]
= Ey, [pi1 (vi)],

1
= Y [Pop i) (1 — ), (7.146)
yi1=0

where by the model (7.142), piy1 (yi1) as a function of y; is given by

o (vil) = exp(x; B + 6yi1)
Pi2j1 il 1+exp(x;tﬁ+6yil)'

Furthermore, because
pi2j1(1) = pi2 and pp1(0) = mo,
it then follows from (7.146) that

E[Yp] = pomi +mp(1 — my)
Tt + i1 [Pio — ), (7.147)

yielding
Mi2 = T2 + Wit [Pio — T2

By similar arguments, the unconditional expectation of y;, that is,
E[Yy] = Ey, Ey,)y, Byl Yityis—1]
can be derived in the form (7.145). The variance of y;; has the formula
Cirr = var[¥y] = ti[1 — Wif], (7.148)
where ;; is the unconditional expectation given by (7.145).

Covariances and Correlations

For u < t, by computing the expectation of the product of y;, and y; following a
conditional argument, that is,

ElYiu¥i = By, [YaEy, s By Yalvia -1,y ),

the covariance between y;, and y;; under the model (7.142) is obtained as



7.7 More Nonstationary Binary Correlation Models 297

1

cov (Y, Yie) = E[YiYi) — tiwktic = O = Mi(1 — i) [] (Bij —mj),  (7.149)
Jj=u+1

where U;, is given by (7.145), and p;; and 7;;, respectively, have the formulas

~ exp( z]ﬁ+6) and 7o — exp('x;jﬁ)
Pij 1+exp(x;;8+6) Y T texp(W;B)
Consequently, one obtains the lag (f — u) autocorrelation between y;,, and y;; as

COIT(Yiint): ‘l:;’j( ,I.L) H ptj_ﬂtj (7150)
i Jj=u+1

which satisfies the full range from —1 to 1, as 0 < p;;, m;; < 1 [see also Sutradhar
and Farrell (2007)].

Note that the nonlinear BDL model (7.142) is more appropriate for situations
where the mean and the variance at a given point of time are thought to be influ-
enced by the past means and variances. This is technically evident from the formu-
las for the marginal means and variances shown in (7.145) and (7.148), respectively.
In practice, one encounters this situation, for example, in socioeconomic studies in-
volving growth in gross domestic products (GDP), where such growth at a given
year is most likely to be influenced by the GDP growth over the past. Similarly, in
a biomedical such as asthma study, the mean asthma status of a patient at a given
week is most likely to be influenced by the average asthma status of the individual in
the past. Further note that the autocorrelation structure (7.150) of the model is quite
flexible. According to this model, one does not need to know whether correlations
follow any known Gaussian type such as AR(1), MA(1), and EQC models. More-
over, unlike the nonstationary binary correlation models discussed in Section 7.4,
the BDL model (7.142) accommodates correlations with full range from —1 to +1
as shown in (7.150). It has been demonstrated by Farrell and Sutradhar (2006, Table
2) that the correlations generated by the model (7.142) may lie outside the ranges of
correlations produced by the linear dynamic conditional probability model (7.139)
[see also Qaqish (2003)]. This shows that the BDL model is more appealing to use
in practice as opposed to the conditional linear dynamic models discussed in Section
7.4.

7.7.2.2 Estimation of the Parameters of the BDL Model

To fit the BDL model to the longitudinal binary data, it is necessary to estimate the
regression effects § and the dynamic dependence parameter 6, consistently and ef-
ficiently. This we do in the next two sections by using a generalized quasi-likelihood
estimation approach. A standard simple GQL as well as a so-called optimal GQL
estimating equations is considered. We also consider the maximum likelihood esti-
mation. It is demonstrated that the OGQL estimates are the same as ML estimates.
Note that even though the ML estimation is quite manageable for the BDL fixed
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effects model (7.142), this ML approach may be complicated under the BDL mixed
effects model. This we discuss in Chapter 9.

7.7.2.2.1 GQL Estimation

Lety; = (Vity---,Yit,- -, yir) denote the vector of T repeated binary responses with
vi fort =2,...,T, following the nonlinear dynamic model (7.142). Also, let u; =
(Wits-- -5 Mir,- -, i)’ be the unconditional mean of the response vector y;, where L
is the expectation of y;;, which is computed by (7.145). That is,

Mir = T + Mir—1 (ﬁit - 7Tir)-

Furthermore, let X; = (0;, ) be the T x T covariance matrix of y;, where oy, for u <t
is defined by (7.149). As far as the diagonal elements of the X; matrix are concerned
, they are the variances of the repeated data, and they are given in (7.148).

The generalized quasi-likelihood estimate of { = (B’,6)’ is now obtained by
solving the estimating equation

N5

u.’
1 d¢

[Sutradhar (2003)] where dp//d¢ is the (p + 1) x T first derivative matrix of ;
with regard to {. These first-order derivatives are available from Exercise 7.5.

Note that the GQL estimating equation (7.151) is a proper unbiased estimating
equation for the zero vector and hence its solution, {gor, say, will be consistent.
Furthermore, as the covariance matrix AEi is used for the weight matrix, to construct
the GQL estimating equation (7.151), oz, will also be more efficient than the mo-
ment estimator of {, for example. However, because 6 is the dynamic dependence of
Vis—1 ony;, GQL estimation of this parameter by solving (7.151) may still produce
some biases, especially in the finite sample case. A simulation study conducted by
Sutradhar and Farrell (2007) supports this argument. For convenience, we present
here a part of the simulation results from their study.

= vi— ) =0, (7.151)

DM

Performance of GQL Estimates Through Simulations

Consider the following simulation design from Sutradhar and Farrell (2007, Design
2, p. 458) with K =100, T =4, and p = 2.
xi1 =10 =1,2)andx;; =0.0 (r=3,4) fori=1,...,25,
xi1 = 1.0fori=26,...,75andt = 1,...,4,
X1 =0.0 (r=1,2) and x;;; = 1.0 (r = 3,4) for i = 76,. .., 100,
xipp=t/4fori=1,...,100 and r = 1,...,4.

For B; = B> = 1.0 and 6 = —3.0,—1.0,0.0, and 1.0, we generate the data for
5000 times by using the model (7.142) and estimate the parameters 8 and 6 by
solving the GQL estimating equation (7.151). The simulated estimates are given in
Table 7.8. The table also contains the estimated standard errors of the GQL estimates



7.7 More Nonstationary Binary Correlation Models 299

computed by using the asymptotic covariance expression

-1
cov(8goL) = [za“' .—1&”’1 . (7.152)

Table 7.8 Simulated means, simulated standard errors, and estimated standard errors (in brackets
following the SSEs), for the estimators of model (7.142) parameters under GQL, with B} = B, = 1,
based on 5000 simulations.

6 Method Quantity Bi B ¥
-3.0 GQL SM 1.0115 1.0169 —3.0334
SSE (ESE) 0.2603 (0.2548) 0.4113 (0.4041) 0.5595 (0.5712)
—1.0 GQL SM 1.0167 1.0100 —1.0048
SSE (ESE) 0.2228 (0.2210) 0.5004 (0.4897) 0.5259 (0.5192)
0.0 GQL SM 1.0236 0.9804 0.0510
SSE (ESE) 0.2271 (0.2279) 0.6826 (0.6458) 0.6981 (0.6469)
1.0 GQL SM 1.0387 0.9853 1.1091

SSE (ESE) 0.2773 (0.2723) 0.9284 (0.8838) 0.9818 (0.9537)

The results of Table 7.8 show that in general the GQL estimates of f3; and 3, are
almost unbiased, with an indication that for nonnegative values of 8 = 0.0, 1.0, the
estimates are slightly biased. For these parameter values, the GQL estimate of the
dynamic dependence parameter 0 appear to be significantly biased. For example,
the GQL estimate for 8 = 1.0 is shown to be 1.1091 which is highly biased.

In the next section, we consider an optimal GQL (OGQL) method where the
GQL estimating equation is constructed by using both first-order and second-order
responses. As indicated earlier, the second-order product responses must be more
informative for the 6 parameter as it defines the dynamic dependence of y;;_1 on

Vit -

7.7.2.2.2 OGQL Estimation

Note that in GQL estimation by (7.151), the dynamic dependence parameter 6 in
(7.142) has been considered as a regression parameter similar to 3. However, be-
cause y;,—1 is a different regression variable from the fixed effect covariate vector
Xir, considering y; = (yi1,---,Vir,---,yir) as a basic statistic to construct the GQL
estimating equation, does not appear to exploit sufficient information for the esti-
mation of the model parameters, especially for 8. Thus to improve the GQL esti-
mates of these parameters we construct a new GQL estimating equation by using all
possible pairwise products and the first-order responses, instead of using only the
first-order responses. For

yi=its--,vir), and s; = (i1yio,- - Yiudies- - - YiT—1Vir)
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let
8i = (}475;)/7 (7153)

denote the T (T + 1) /2 x 1 vector containing all first and distinct second-order paired
responses. Suppose that
Vi =E[G] = (i, 4])’, (7.154)

where ; = E[Y;] is the same as in the GQL estimating equation (7.151), and
Ai=E(S;))=EYnYn,....YuYs,....Yir—1Yir)"
Note that E(Y;,Y;) is easily computed from (7.149) as
E (YiuYir) = Aiut = Ot + WineMiz -

Furthermore, let 2; = cov(G;) such that

o= |Vt )COV(V( S))] {2 dA%]’ (7.155)

isthe T(T +1)/2 x T(T + 1)/2 covariance matrix of the T'(T + 1)/2-dimensional
extended vector f;. By following (7.151), we now write an improved GQL estimat-
ing equation for §{ = (f’,0) given by

K
Zaav (g~ Vi) =0, (7.156)

for the estimation of both 8 and 6 parameters. Note that as argued in Exercise 7.6,
gi in the estimating equation (7.156) is in fact a vector of sufficient statistics under
the lag 1 dynamic model (7.142). For this reason, we refer to (7.156) as an OGQL
estimating equation for §{ = (f/,0)'.

Note that under a quadratic exponential model for correlated binary data, Zhao
and Prentice (1990), for example, have used an estimating equation similar to
(7.156) for the estimation of the mean and covariance vector. Their model [see also
Prentice (1988)] ignores the higher-order moments (more than second-order) and
hence in their approach one cannot compute the fourth-order moment matrix €2;
needed to construct the estimating equation (7.156). Moreover, under the present
model, the covariances of the data (7.149) are functions of 8 and 0 only. Thus, as
opposed to Zhao and Prentice (1990) in the present setup one needs to compute
fewer parameters.

As far as the computation of the £2; matrix in (7.156) is concerned, Zhao and
Prentice (1990) have done this by using a ‘working’ normality based approach. To
be specific, they compute this fourth-order moment matrix by pretending that the
data follow a normal distribution with correct mean and variances computed under
the binary quadratic model, even though in reality the data are binary. This ‘work-
ing’ assumption may not improve the efficiency [Sutradhar (2003)] of the estimates
as compared to the ‘working’ independence assumption for the correlated binary
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data, which makes their approach less useful in practice where one needs to com-
pute consistent as well as efficient estimates.

Computation of the Weight Matrix Q;
For convenience, we compute this matrix in three parts as follows.
Computation of X; = E[Y}]

The diagonal elements (0j,; ) of this matrix X; = (0;,, ) are computed by (7.148) and
the formulas for off-diagonal elements (0o;,, ) are given in (7.149).

Computation of A; = cov[Y;, S]]

Note that A; is a third-order moment matrix. The elements of this matrix may be
computed by using the formula for

6iuvt = COV[Yiuinint] = E[Ylquszt] - .Lll'uz’ivla (7157)

where L;; is given by (7.145) and A;,, has the formula as in (7.154) [see also (7.149)].
Further note that for either u = v or u = ¢, the third-order expectation E[Y;,Y;,Y;] in
(7.157) reduces to the second-order expectation such as

E[YuYoYy] = E[Y2Yy] = E[YiYi] = Aiwg, forv=u,

which is known by (7.154). Thus, to complete the computation for all &;,,, elements
we need to compute the third-order expectation E[Y;,Y;, Y] only for distinct u, v, and
t. The formula for this expectation is given by

E[YiuYiinl] = Pr(yiu = layiv = 1,yil‘ = 1)
T
= [f(Yi1>Hf<yit|Yi,t—l)]
51 =2 YiumLlyw=1y;=1
= Ojuvt, (say), (7.158)
where Zs’f indicates the summation over all y;; = 0, 1 for j # u,v,t. In (7.158),
Fon) = w1 —pa] ™ and Fulyie—1) = 1) (1= pige—1)' 7.
Computation of @; = cov[S;, S]]
To compute the elements of this fourth-order moments matrix, we write

dsiuvét = E[YiuYiinZYit] - liuvlilt- (7-159)
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Note that for either u = ¢ or v = ¢, for example, the fourth-order expectation
E[Yy Y YieYy] in (7.159) reduces to the third-order expectation such as

E[YiuYiinZYil} - E[Ylththt] - E[YiuYiinl} = 5iuvt; for ¢ = u,

which is known by (7.158). Similarly, when u = ¢ and v = ¢, for example, the fourth-
order expectation E[Y;,Y;,Y;/Y;] in (7.159) reduces to the second-order expectation
such as

E[Yi Y YuYs) = E[Y2Y2] = E[YiYiy] = Aiuy, for € =u, andt =v,

' iv

which is known by (7.154). Thus, to complete the computation for all ¢y, ele-
ments we need to compute the fourth-order expectation E[Y;,Y;,Y;¢Y;| only for dis-
tinct u, v, £, and . The formula for this expectation is given by

E[YiuYiinZYit] = Pr(yiu =lLyw=Lyie=1lyi= ])
T

=2 lf i) [ [f Gielyie—1)
53

] , (7.160)
=2 yau=1yiv=1yir=1yp=1

where 253 indicates the summation over all y;; = 0,1 for j # u,v,¢,t.
Computation of the Derivatives dv!/d{

To construct the OGQL estimating equation (7.156), we also need to compute the
first-order derivatives of v/ = (u/,A/) with respect to { = (B’,0)’. The derivatives
of y; with respect to B and 6 are available from Exercise 7.5. Now to compute
dA!/dE, itis convenient to write that for u < ¢

T
Aiv =E(YuYi) = Y, [f()’il) Hf(yizyul)] ; (7.161)
=2

YiusVie $5* Yiu=Llyi=1

where 2}’iu7)'it ¢ S* reflects the summation over all components of y; except y;, and
vir. Then, using (7.161), it is sufficient to determine

ToT
/OB =Y, [fir) DAL Oijlyii—1)}f Gilyie—1) ik — Pite—1)Xix

ViusYir ¢S k=2 j#k

A £ Gilyij—1) 1 i) (i = Min )Xl =1y=15
or equivalently,

i -
= Y o) []f0iij-1)
Ip ViurYir 5% J=2

T
<Y ik = Pir—1)Xie + it — Mi))Xit Hy=1=1,  (7.162)
k=2
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where pj i is given in (7.142). Similarly,

EYY a
a;” = Y [flu H FOijlyi -1 {2 Yik = Piklk—1)Yid—1 Hyu=1yi=1-

YiurYie $5*
(7.163)

Performance of the OGQL Estimates Through a Simulation Study

By using the same parameters and time-dependent covariates as in the simulation
study in the last section, we now have obtained simulated OGQL estimates for 3
and 0, by solving the OGQL estimating equation in (7.156). The simulated mean
and standard errors of the estimates are shown in Table 7.9. The estimated standard
errors computed by using the asymptotic covariance formula

-1
/
cov(ocor) = [ o 8v,1 ’ (7.164)

are also given in the same table. The results of the table indicate a substantial im-
provement over the GQL estimates shown in Table 7.8. For example, when 6 = 1.0,
the OGQL estimates for f; = 1.0, B, = 1.0, and 6 are

1.0085, 1.0591, and 0.9832,
respectively, whereas the corresponding GQL estimates from Table 7.8 are
1.0387, 0.9853, and 1.1091.

Thus the OGQL estimates are much less biased than the GQL estimates, showing a
large improvement, especially for the estimation of the dynamic dependence param-
eter 0. Also, the standard errors of the estimates are much smaller under the OGQL
approach as compared to the GQL approach.

Table 7.9 Simulated means, simulated standard errors, and estimated standard errors (in brackets
following the SSEs), under OGQL (and ML) method with ; = 3, = 1, based on 5000 simulations.

6 Method Quantity Bi B ¥
—3.0 OGQL SM 1.0142 1.0250 —3.0566
SSE (ESE) 0.2425 (0.2425) 0.3346 (0.3306) 0.2952 (0.2933)
—1.0 OGQL SM 1.0119 1.0308 —1.0327
SSE (ESE) 0.2154 (0.2138) 0.3411 (0.3371) 0.2642 (0.2670)
0.0 OGQL SM 1.0105 1.0351 —0.0203
SSE (ESE) 0.2229 (0.2249) 0.4121 (0.4011) 0.3185 (0.3113)
1.0 OGQL SM 1.0085 1.0591 0.9832

SSE (ESE) 0.2569 (0.2595) 0.5246 (0.5153) 0.4042 (0.4017)
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7.7.2.2.3 Likelihood Estimation

Note that unlike in the longitudinal setup for count data, the likelihood estimation
under the present binary dynamic logit model is quite manageable, in fact it is much
easier than the OGQL estimation. However, when this model is extended to accom-
modate random effects, the maximum likelihood estimation will be more compli-
cated than the OGQL (or GQL) approach for the estimation of the parameters of
such a dynamic mixed model. These issues are discussed in detail in the next two
chapters.

Turning back to the likelihood estimation for the present BDL model (7.142), by
using the conventional notation y;y = 0, the likelihood may be written as

[ expl( B)ya] 1 expl(xB + Oyir1)vi]
16.0) = I\ T i T enn(@p 61,

K
=T lga H [8irfr—1] » (say) (7.165)

i=1 =2
(see also Exercise 7.6). One may then write the log-likelihood function as
I T I T
togL = 3. 3% il + 63is-1) = X, 3, logl1 + expla + 6311, (7166)
i=11=1 i—11=1

that yields the likelihood estimating equations for 8 and 6 given by

(910gL !
ZZ[.VH Pit)r— 1y = (7.167)
i=1t=
and .
310 L
g ZZ[)’U Pitf—1]yis—1 =0 (7.168)

i=1t=

where pj;—) = exp(x;, B + 0yi;—1)/[1+exp(x;, B+ Oyi;—1)].
Performance of the ML Estimates Through a Simulation Study

It appears from the likelihood function (7.165) that the first-order responses {y; }
and the second-order responses {y;:y; ;1 } must be sufficient for the estimation of the
parameters 3 and 6. Because the OGQL approach also uses these first— and second-
order responses, the ML and OGQL approaches may yield the same estimates for
the present BDL model. In fact, the simulation study conducted by Sutradhar and
Farrell (2007) supports this observation, where it is reported that the ML and OGQL
estimates are the same. For this reason, it is not necessary to produce any separate
table with results on ML estimation, rather we have indicated in Table 7.9 that ML
estimates are the same as the OGQL estimates.
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Note that the estimated standard errors of the ML estimates obtained from
(7.167) — (7.168), were computed by using covariance matrix

cov[éur] =07, (7.169)

where the so-called Fisher information matrix Q, is computed as

d*logL d*logL
~E(Zp5) —E(Tpae
0= BB . BZngL . (7.170)
- ( 002 )

7.7.2.3 Fitting Asthma Data to the BDL Model: An Illustration

As an illustration of the application of GQL and OGQL (=ML) approaches, we con-
sider a dataset that contains complete records of / = 537 children from Steubenville,
Ohio, each of whom was examined annually at ages 7 through 10. The repeated
response is the asthma status (1 = yes, 0 = no) of a child on each of the T = 4 oc-
casions. Maternal smoking status was considered as a covariate; it was recorded as
1 if the mother smoked regularly, and O otherwise. The dataset is given in Table 7F
in the appendix. It is of interest to estimate the dynamic dependence parameter that
explains how the asthma status at a given time is affected by the previous asthma
status. It is also of interest to compute the effect of smoking by the mother on the
asthma status of her child.

Note that this dataset was earlier analyzed by Zeger, Liang and Albert (1988),
Sutradhar (2003), and Sutradhar and Farrell (2007), among others. As the binary
responses for each child are repeatedly collected over a period of T = 4 years, it
is likely that they will be longitudinally correlated. Sutradhar (2003) has modelled
the longitudinal correlations by using a 7' x T stationary autocorrelation structure
(7.65), and obtained the regression estimates ﬁl (intercept) = —1.820 and ﬁg (ma-
ternal smoking effect) = 0.263, by solving the GQL estimating equation (7.66). The
stationary lag correlations were estimated by (7.67), and they were found to be p; =
0.397, p» =0.310, and p3 = 0.297, respectively. Unlike Sutradhar (2003), Sutradhar
and Farrell (2007) fitted the BDL model (7.142) to the same asthma data . Thus,
Sutradhar and Farrell (2007) estimated 6, the lag 1 dependence parameter, whereas
Sutradhar (2003) computed three lag correlations, the lag 1 correlation being simi-
lar to but different from 6. But, 8; and 3, denote the regression effects of the same
two covariates both in Sutradhar (2003) and Sutradhar and Farrell (2007). Note,
however, that these regression effects influence the means of the response variable
under the BDL model (7.142) in a different way from that of the model considered
by Sutradhar (2003), means are being nonstationary and dynamic under the model
(7.142). To be more specific, the expected asthma status of a child at a given year is
influenced by the history of the covariates under the BDL model such as the history
of the smoking habits of the parents in a household, whereas in the existing literature
such as in Sutradhar (2003), the expected asthma status at a given year is influenced
only by the smoking habit of the parents during that specified year.
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In Table (7.10), we reproduce the GQL (7.151) and OGQL (=ML) (7.156) esti-
mates of the parameters of the BDL model from Sutradhar and Farrell (2007). The
standard errors of the estimates are also given.

Table 7.10 For the wheeze data where 7' = 4, estimates obtained using GQL (7.151) and OQGL
(=ML) (7.156) for the binary dynamic logit model (7.142) containing a lag 1 dependence parame-
ter. For each estimation approach, the estimated covariance matrix is given below the estimates for

ﬁl, [32, and 6.

Method B B 6
GQL ~1.7738 0.2842 —0.4943
1.40x 1072 —3.48 x 1073 —1.08 x 107!
1.60x 1072 —3.33 x 1072
1.45 % 109

OGQL (ML) —2.1886 0.2205 1.9544
7.94 %1073 —6.69 x 1073 —5.25x 1073
1.75%x 1072 —3.66x 1074
2.35%x 1072

The results in Table 7.10 show that the GQL estimates appear to be different
from the OGQL or ML estimates. In addition, the standard errors (computed from
the diagonal elements of the estimated covariance matrix) of the GQL estimates are
relatively larger than counterparts obtained under the OGQL or ML approach. This
illustrates that, as expected, the OGQL or ML approach is more efficient than the
GQL approach.

The GQL estimates for §; and 3, are close to the corresponding GQL estimates
found by Sutradhar (2003). However, the GQL estimates under the BDL model
appear to be more efficient than those under the traditional longitudinal model con-
sidered by Sutradhar (2003), specifically, the standard error of 5, of 0.177 obtained
by Sutradhar (2003), whereas the analogous standard error in Table 7.10 arrived at
using GQL under the BDL model is 0.126. The standard errors of Bl are the same
under both models. Under the BDL model, the OGQL estimates for 3; and 3, are
more efficient than the GQL estimates. The estimates obtained for the regression pa-
rameters under OGQL are f31 pgor = —2.19 and B2 ogor = 0.22, which are generally
different than their GQL counterparts: BI,GQL =—1.77 and BQ,GQL =0.28.

As far as the dynamic dependence parameter is concerned, the GQL approach
produces a negative estimate, namely, éGQL = —0.49, whereas the OGQL or ML
approach produces a high positive estimate, éoch = 1.95. The simulation study in
the last section showed that the OGQL approach produces a reliable estimate for
the dynamic dependence parameter 6, whereas the GQL estimate can be different
from the true value. This leads one to accept the high positive estimate 1.95 for
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the O parameter. Note that this high positive estimate of 0 is in agreement with the
positive lag 1 correlation estimate 0.397 found in Sutradhar (2003).

We now use the OGQL or ML estimates to interpret the data. The high positive
value QOGQL = 1.95 shows that a previous asthma attack contributes highly to the
asthma attack at a given time. The negative estimate for 31, that is, ﬁlAOGQL =-2.19
and the positive value for [3’2,0GQL = (.22 indicate that even if there is an overall de-
creasing tendency in asthma attack rate, this rate, however, increases for the children
whose mothers are smokers.

7.7.3 Application of the Binary Dynamic Logit (BDL) Model in an
Adaptive Clinical Trial Setup

The BDL model considered in the last section is developed based on certain fixed
covariates. In some practical situations such as in longitudinal clinical studies, it
may happen that some of the covariates such as treatments are selected randomly
following an adaptive design, whereas the rest of the covariates may be fixed by
nature. For details on the construction of longitudinal design weights, we refer to
Section 7.6.1.1. The purpose of this section is to discuss the effects of the design
weights selection on the parameter estimation including the treatment effects, after
taking the longitudinal correlations of the repeated binary responses into account.
Note that with regard to the longitudinal correlation structure, it was assumed in
Section 7.6 that once the treatment was selected for the ith (i = 1,...,K) patient,
the repeated binary responses follow a stationary AR(1) correlation structure (see
(7.100)). However, here we assume that the repeated binary responses follow the
binary dynamic logit model (7.142). Thus, the correlations modelled through the
dynamic dependence parameter 6 can be nonstationary.

7.7.3.1 Random Treatments Based BDL Model

This model was developed by Sutradhar and Jowaheer (2009). Let y; denote the
binary response for the ith (i = 1,. .., K) individual collected at time 7 (t = 1,...,T),
Xit = [XitTy e ooy Xitus + « + 5 Xi p}' be the p-dimensional vector of time-dependent fixed co-
variates, and & = [8j1,...,0;j, ..., 6]’ be the c-dimensional random indicator vec-
tor that determines the selection of one treatment for the ith individual out of ¢ + 1
treatments. In Section 7.6, we considered ¢ + 1 = 2, for simplicity. Furthermore, let
a=a,...,aj...,0] and B = [Bi,...,Bu,...,Bp) denote the effects of & and
Xir, respectively, on the binary response y;. This is of interest to estimate ¢ and 3
consistently and efficiently.
For j=1,...,c, suppose that

PV[(Sil = 07...,5,"1;1 :0,5,'}‘ = 1,5,'3141 :0,...,5,‘70 = 0] = Wijj (7.171)
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is the probability of the selection of the jth treatment for the ith patient. It then
follows that the probability for the selection of (¢+ 1)th treatment for the assignment
of the ith patient is given by

Pri61 =0,...,8,-1=0,6;=0,8,:1=0,.. = fleWU (7.172)

In adaptive clinical trials, these probabilities w;;s are referred to as the adaptive
design weights and they are computed based on a suitable scheme such as the sim-
ple longitudinal play-the-winner rule, discussed in Section 7.6.1.1, using two treat-
ments.

Note that as far as the correlation structure for the repeated binary responses
Vily- -+, Yity- -+, ViT, 18 concerned, we follow the BDL model (7.142), and re-express
it conditional on the random treatments as follows.

exp(/a +x;, )
1 +exp(6/o+x},B)

pi = Prlyn =1/6] =

exp(8/ o+ x, B+ 6yi;—1)
1+exp(6/ ot +x, B+ 0yis—1)

Pij—1 = POie = 1yis—1,6) = (7.173)

[see also Amemiya (1985); Zhao and Prentice (1990); Aitkin and Alfo (1998)] for

t =2,...,T, where 0 is the dynamic dependence parameter, « is the effect of the
treatment indicator vector &; = [&j1,...,8;j,..., ;) , and B is the effect of the time-
dependent prognostic fixed covariates x;;.

Note that in practice §; vectors for i = 1,..., K, are unknown. In adaptive clini-

cal trial studies, they are usually generated by using the design weights w;; which
are, however, known based on a randomized scheme such as the SLPW rule. More
specifically, &; can be generated by following the multinomial distribution given by

1! S tL‘ 1 >e
Pr(di,..., 8] = IR 5:16”)!“; 1. I—ZW =19

(7.174)
In (7.174), all of the c variables §;; for j =1,...,c may be O or at most one of them
may assume the value 1 so that 35, 6;j=0or 1. Whenall §;; =0, forj=1,...,c,
the physician selects the ¢ + 1th treatment for the individual.

7.7.3.1.1 Unconditional Moments Up to Order Four

Let

exp(aj+x,B+6)
1+exp(otj+x,p+6)

exp(aj+x),B)
1 +exp(ctj +x,B)

mi (o) = and py(a;) =

It then follows that
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Wi = E[Yy] = PrlYy = 1] = Y, wijt(0) + (1 = Y, wij)(0),  (7.175)
j=1 J=1

with u;(0) = [,ui,(aj)]‘ajzo, and where by similar calculations as in (7.145) one
writes

,LL,';(OCJ‘) = 7'[,',(0[/) —l—[,L,",_l((Xj)[ﬁ,'t((Xj) — 7[,',(061')], fort=2,...,T, (7.176)

with uil(aj) = 717,'1(06]').
To compute the second— and higher-order moments up to order four, conditional
on §;, we first define

exp((6; ot +xy B)yi]

g? 6i = )
1(%) 1 +exp(6/o+x},B)

exp[(6; &+ xj, B+ 0y —1)yir]
1+exp(8/a+x,B+6yi,—1)’

Ghr1(8) = fort=2,....T. (7.177)

Note that when §; has 1 in the jth position, one may write these functions as

g* (a-) _ exp[(aj +x§13)yi1] g’f ( ) _ exp[(aj—kx;[ﬁ +9yi’t71)yit]
il\%y 1+eXp(aj+X§1B)7 it|t—1\") 1+6Xp(aj+x;tﬁ T 9yl-_,l,1)’

fort=2,...,T.
For u < v <l <t, one may then compute the second, third, and fourth order
unconditional moments by using the corresponding conditional moments given by

)L;t((si) = E[YiuYit|5i]
gll Hgll‘l 1 ym*hyn 1] (7178)
5*

uvt(é) E[lequlet|5l}

gll Hgtt‘l 1 Ym—l Yiv=1 )’11—1] (7179)

and

d):vlt (61) =L [YiuYiinlYit | 51}

_ES* gll Hglllt 1 ym*la)’nfl)ll Lyi= 1] (7180)
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respectively, where X+ indicates the summation over all y; = 0,1 for k # u,t, and
similarly Zgs and L reflect the summation over all y;, =0, 1 for k # u, v,t, and over
all y = 0,1 for k 75 u,v,l,t, respectively. The unconditional second—, third—, and

fourth-order moments have the formulas as
E(Ytht) = liut
= E5E[(YiY)| 6]

c T

2 Z:S* gn (@ ngt\t 1(2))yi=1.y5=1]

+(1- ZWU ES* 8i1(0 Hglz\t 10))yi=1y5=1,  (7.181)
j=1

E(YmYlen) - 6

uvt

= Egl.E[(YiuYiint)|5i]

c T
z ZS* gll a] Hgll‘lt l(a]))%ufl Yiv=1yir= 1]

t=2

1_ ZWU ZS* gll Hglt‘t 1 Ytu:1:)7iv:1;yil:1](7'182)

j=1
and
E(YthszlYtt) = ¢;tvlt
= ESiE[(YiuYiinlYitﬂ(si}

c T
2 wij | Zss (gir (@ ngt\z 1005) ) yi=1yn=1ya=1yi=1

t=2

(- ilw,-,-)[zs; (3(0)

x Hg;ilhfl (0))yiu:17yiv:17)’il:17yit:1]7 (7.183)
t=2

respectively. Note that as 7 is small in the longitudinal setup, such as 7' =3 or 4, the
expectations in (7.181), (7.182), and (7.183) are easily evaluated.
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7.7.3.1.2 Extended WGQL (EWGQL) or Weighted OGQL (WOGQL) Estimat-
ing Equation

Following the OGQL estimating equation (7.156), we now write the design weights
(w = {w;;}) based OGQL estimating equation for

g* = (a,7ﬁ/76)/

as
K ov/
3 220 ) - i) = (7.184)
i=1
where
8i = (y;’sé)l
with

yi =ity yir)s and si = (VitYiz, -, Yiudies - Yir—1yir) -
Note that the design weights based formula for

vi(w) = E[Gi(w)]

can be computed by (7.175) and (7.181), and

v(Y:) cov(¥, S | [ Zi(w) Ai(w
.Qi(W) :COV[Gl‘} _|co ( )CZOS/(Sl>):| _ |: ( ) ( ):|’ (7.185)

can be computed by using (7.181) — (7.183). Note that in view of the adaptive de-
sign weights based WGQL estimating equation (7.119) for 3, the weighted OGQL
(WOGQL) estimating equation in (7.184) may also be referred to as an extended
WGQL (EWGQL) estimating equation for o, 3, and 0 parameters. The derivatives
in (7.184) require some lengthy but straightforward algebra. They are available from
the appendix in Sutradhar and Jowaheer (2009).

Performance of the EWGQL Approach: A Simulation Study

A part of the simulation results from Sutradhar and Jowaheer (2009) is given here
to demonstrate the performance of the EWGQL estimating equation (7.184) for
the dynamic dependence and regression parameters including the treatment effects.
This is done for known adaptive design weights. Three different combinations of
design weights are considered: (1) equal weights, (2) decreasing weights, the largest
weight being assigned for the selection of the best treatment, and also (3) increasing
weights, the smallest weight being assigned for the best treatment. The simulation
design including the parameter values is chosen as follows.

K =200 individuals, ¢ + 1 = 3 treatments, 7 = 4 time points;

Equal weights: w;; = 0.33,w;; =0.33, and w;3 = 0.34, fori =1,...,200;

Decreasing weights: w;; =0.60, w;» =0.30, and w;z3 =0.10,fori=1,...,200;
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Increasing weights: w;; =0.10,w;; =0.20, and w;3 =0.70, fori=1,...,200;
Relative treatment effects: o = 1.0, and o, = 0.5;

Two prognostic covariate effects: f; = 8, = 1.0;

Dynamic dependence parameter 0 = 1.0;

xi3=1.0(t=1,2)and x;3 =0.0 (r =3,4) fori = 1,...,50,

xiz =1.0fori=51,...,150 andt = 1,...,4,

xi3 =0.0 (r =1,2) and x;3 = 1.0 (r = 3,4) for i = 151,...,200;

Xpa =t/4fori=1,...,200and r = 1,...,4.

Note that in the simulation study, we first use the design weights in the multino-
mial distribution (7.174) and generate 200 sets of values of the treatment covariates
(i1, Op2). The treatment is not changed over time for an individual, thus these values
are kept the same for all t = 1,...,4, and we use x;;; = 0;1, and xj;2 = Op.

The repeated binary responses generated under a simulation, along with the co-
variate values, are used in (7.184) to obtain the EWGQL estimates for all five pa-

rameters, namely,
o, 0, ﬁl, Bz, and 0.

The simulations are repeated 1000 times. For a given set of values for the design
weights: w;1, wia, w;3, the average estimates, that is, the simulated means, along
with their standard errors, for all five parameters, are computed. These results are
given in Table 7.11.

Table 7.11 Simulated means, simulated standard errors, estimated standard errors, and mean
squared errors for the estimators of model parameters under the EWGQL approach, with unequal
treatment effects o = 1.0, ap = 0.5; prognostic covariate effects f; = B, = 1; and large positive
dynamic dependence parameter 8 = 1.0, based on 1000 simulations.

Treatment Effects Design Weights

(o, a) (wit,wip,wi3) Quantity & G P P 6
(1.0, 0.5) (0.33,0.33,0.34) SM  1.0285 0.5043 1.0002 1.0783 0.9706
SSE  0.3142 0.2623 0.2241 0.5147 0.3540

ESE  0.3116 0.2597 0.2252 0.5030 0.3536

MSE 0.0995 0.0688 0.0502 0.2711 0.1262

(0.60, 0.30, 0.10) SM  1.0054 0.4921 1.0154 1.0889 0.9778

SSE  0.3016 0.3218 0.2641 0.6173 0.3972

ESE  0.3024 0.3128 0.2547 0.6115 0.3956

MSE 0.0910 0.1036 0.0700 0.3889 0.1583

(0.10, 0.20, 0.70) SM  1.1362 0.5193 1.0032 1.0505 0.9844

SSE  0.9354 0.3186 0.2008 0.4104 0.3117

ESE  0.5020 0.3097 0.1965 0.3955 0.3036

MSE 0.8935 0.1019 0.0403 0.1710 0.0974

The results of the table indicate that the EWGQL approach produces almost un-
biased estimates for the parameters including the treatment effects, when equal
weights w;; = 0.33, wip = 0.33, wiz = 0.34, are used to choose the treatments.
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In this case, the simulated estimates for the treatment effects are 1.0285, 0.5043,
with simulated standard errors 0.3142, 0.2623, respectively. The estimates for the
other parameters including the dynamic dependence parameter also appear to be
very close to their corresponding true values. It is further seen that the estimates
of the treatment effects are better when larger design weights are considered for
the selection of the first treatment. To be specific, when the first treatment is con-
sidered to be the best, the estimate of ¢; has the minimum MSE (0.0910), when
wi1 = 0.60, wjp = 0.30, and w;3 = 0.10. This result indicates that it is not only that
there should be a provision for ethical reasons to assign the best treatment to most
of the patients, in fact, this type of assignment also would help to estimate the treat-
ment effect efficiently. By the same token, if the best treatment is assigned to a few
patients, it can happen that the treatment effect may not be estimated unbiasedly,
that is, consistently. For example, when the best treatment was assigned with proba-
bility weight w;; = 0.10, followed by wj» = 0.20 and w;3 = 0.70, the best treatment
effect o = 1.0 was estimated as &; = 1.1362 with a large bias.

Note that once an estimate is obtained for the true parameter value, in practice
one may like to compute the standard error of the estimate mainly for the construc-
tion of a confidence interval at a desired level of significance. For the purpose, under
each of the 1000 simulations, we have also computed the asymptotic standard errors
of the estimates for the parameters ;, o, B, B2, and 6 by using the formula

L ov! o av;

2 ag* i ag*']il’

for the asymptotic covariance matrix obtained from (7.184). Next, the averages of
these 1000 standard errors for each of the five estimates were computed, and re-
ported as ESE in Table 7.11. It appears from the table that in general the ESE
agrees with the SSE, provided the design weights are chosen reflecting the treat-
ment effects. For example, for oy = 1.0, ap = 0.5, when weights are chosen as
wit = 0.6, wp = 0.3, and w;3 = 0.1, in monotonic decreasing order, the ESEs of
by, 0o, ﬁl, ﬁz, and 6 are

0.3024, 0.3128, 0.2547, 0.6115, 0.3956,
respectively, which agree with the corresponding SSEs
0.3016, 0.3218, 0.2641, 0.6173,0.3972.

However, when the design weights are not chosen reflecting the treatment effects,
the ESE can be biased for SSE, and hence may not be reliable. For example, when
wi1 = 0.10, wj = 0.20, and w;z = 0.70, the results in the table show that the ESE
of & is 0.5020, whereas for this case SSE is 0.9354.
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Exercises

7.1. (Section 7.2.1.2) [Nonstationary Bahadur bivariate binary distribution]
Use the 7' = 3—dimensional Bahadur’s binary density (7.18) and show that y;; and
vio follow the bivariate density given by

(i1 — 1) (yi2 — 72|

fOinsyi) = Iy (1= ) 7 [ 1+¢f . (7.186)
[ﬂtl (1 - n-ll)nﬂ(l - 7512)]
Also show that this bivariate density provides
E[Yll} — 7l'll fOI't - 1,2
E[YaYn)] = mumn + ¢} [ (1 — m) ma (1 — mo)] /2, (7.187)

yielding ¢}, as the correlation between y;; and y;>.

7.2. (Section 7.2.2.2) [Higher lag autocovariances for nonstationary ODD model]
The lag 1 and 2 autocovariances are computed in (7.31) — (7.32). For the compu-
tation of the higher (than 2) lag autocovariances, verify that for w > 3, the joint
probabilities can be computed by using the formula

Pr(Yi,tfw: LY, = 1) = Pr(Yi,tfw: 1)

1 1
X X o Y Pr(Y oy = jilYi—w=1)
J1=0 Jw—1=0
X {H}Yv:alpr(yl}tf(wfr) = jr|Yi,t7(w7r+l) = jr—l)}
XPr(Yy =1|Y;;—1 = jw-1), (7.188)

[Sutradhar (2008, Section 2)] where the conditional probabilities have the formulas
as in (7.33).

7.3. (Section 7.6.1.2) [Limiting behavior of the adaptive design weights w;]
Recall from (7.97) that the binary probability conditional on §; (treatment indicator
for the ith patient) is given by

exp(6;

(3) = El0.5;) = o,

where 6;; = x, 3, with x;; = (5“’% )'. Suppose that as i — oo,

i— i-T T

(1) (1/iT) in )= m, (2) (1/iT) Y, Y m5(0) = m,

r=1j=1 r=1j=1

~

i-T T

(3) (1/iT) Y, > urj—u’.

r=1j=1
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Then prove that as i — oo, the w; defined in (7.104) converges to ®* given by

o =(1/(G+1)[(G—u"+mT)0"+ (1" + (1 —m)T)(1 — ©")]
={u"+(1-m)t}/{2u"+(2—m —m)7}, (7.189)

which is primarily a function of 7. Also argue that this @* is the limiting value of
the probability of allocation of treatment A.

7.4. (Section 7.7.1.2) [Moment estimation of p for LBDR model]
For ¢ = 1, it follows from (7.129) that

_ Mig—t{p + (1= )7 — pir}
[Gitt Gi,tfl,z—l]l/z

P1 , foralli=1,...,K,

where u;; and oj; by (7.127) and (7.128), have the forms

1
Mie = Y (M) — T je1)p" ™) + m; and
=
var[Yy] = oin = tir (1 — Wir),

respectively, which are functions of p for given 3. Next, consider the sample lag 1
correlation

2{( lth ) ()l\t/;””) (yz',z—lfﬂ[,z—l)
Lo = Ot VOir—1:—1
o (v 2 . (7.190)
K 3 ()
Now by treating all oj; as functions of known p, and also by treating ;; in r; as

functions of known p, justify that a moment estimate for p may be obtained by
using the iterative equation

plk+1)=pk) = (IF' (P (P)) o (7.191)

ry =

where (-) ) indicates that the quantity in (-) is evaluated at p = p(k), with

flp)=ri—pi
/ ~ _ s . 1_ ) — it
fp) > -3 e [u H{(1-m) - 24
F
+ %{pﬂl —p)m,—u,»t}} . (7.192)

7.5. (Section 7.7.2.2.1) [First-order derivatives for GQL estimation]
Verify that the first-order derivatives, namely du; /9§ for (7.151) may be computed
by using

L. _
a‘g' = {Pie(1 = Pie) fi.g—1 + 7 (1= 700 ) (1 = fig—1) }iem
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dlis
+(Pir — ) gﬁt ' (7.193)
form=1,...,p, and
oL ! '
al.gt = 2 Miu—1Piu(1 = Piu) H Pik— T, ) (7.194)
u=2 k=u+1

forr=2,...,T, and where d;; /96 = 0.

7.6. (Section 7.7.2.2.2) [Basic sufficient statistics for OGQL estimation]

Recall from (7.142) that the marginal probability of y;; is pi1, whereas pj;_; for
t =2,...,T denote the lag 1 conditional probabilities. This yields the likelihood of
the data as

K
L(B.6) =[] /f0u)fGalyin) - fOirlyir-1), (7.195)
i=1

with
Fin) = pa® [1 = pa]" " and £ (yilyii—1) = Pirfr—1)"* (1= Pigj—1)' %,
where by (7.142),
= Y.
11— 12 S 11— b
1 +exp(x},B)

and ,
exp(x;, B + 0yi—1)
1 +exp(x; B+ 0yis—1)

Simplify the likelihood function L(j3,60) as

Pit|r—1 = fOI'l:2,...,T.

lK—I 11B Vil ﬁexp 1tﬁ+6ylt l)yll]
=1 | L+exp(xyB) 25 1 +exp(xg, B + Oyis—1)

and argue that the pairwise products y;1yi,...,YuYi,---,YiT—1Yir along with the
first-order responses yii,...,Vi,--..,yir provide sufficient information for the esti-
mation of § and 6.

References

1. Amemiya, T. (1985). Advanced Econometrics, Cambridge, MA: Harvard University Press.

2. Bahadur, R.R. (1961). A representation of the joint distribution of responses to n dichotomous
items. In Studies in Item Analysis and Prediction. Stanford Mathematical Studies in the Social
Sciences; Solomon, H., Ed.; Vol. 6, 158 — 168.

3. Bandyopadhyay, U. & Biswas, A. (1999). Allocation by randomized play-the-winner rule in
the presence of prognostic factors. Sankhya A 61,396 —412.

4. Cox, D. R. (1972). The analysis of multivariate binary data. Appl. Statist., 21, 113 — 120.



References 317

5. Cox, D. R. & Lewis, P. W. (1966). The Statistical Analysis of Series of Events. London: Chap-
man & Hall.

6. Farrell, P. J. & Sutradhar, B. C. (2006). A non-linear conditional probability model for generat-
ing correlated binary data. Statist. Probab. Lett., 76, 353 —361.

7. Jacobs, P. A. & Lewis, P. A. W. (1983). Stationary discrete autoregressive moving average
generated by mixtures. J. Time Series. Anal., 4, 19 — 36.

8. Kanter, M. (1975). Autoregression for discrete processes mod 2. J. Appl. Probab., 12, 371 —
375.

9. Keenan, D. M. (1982). A time series analysis of binary data. J. Am. Stat. Assoc., 77, 816 —821.

10. Klotz, J. (1973). Statistical inference in Bernoulli trials with dependence. Ann. Statist., 1,
373 —379.

11. Liang, K. Y. & Zeger, S. L. (1986). Longitudinal data analysis using generalized linear models.
Biometrika, 73, 13 —22.

12. Lindquist, B. (1978). A note on Bernoulli trials with dependence. Scand. J. Statist., 5, 205 —
208.

13. Manski, C. F. (1987). Semi-parametric analysis of random effects linear models from binary
panel data. Econometrica, 55,357 —362.

14. Mardia, K. V., Kent, J. T. & Bibby, J. M. (1979). Multivariate Analysis. London: Academic
Press.

15. Prentice, R. L. (1988). Correlated binary regression with covariates specific to each binary
observations. Biometrics, 44, 1033 — 1048.

16. Qagqish, B.F. (2003). A family of multivariate binary distributions for simulating correlated
binary variables with specified marginal means and correlations. Biometrika, 90, 455 — 463.

17. Sutradhar, B. C. (2003). An overview on regression models for discrete longitudinal responses.
Statist. Sci., 18, 377 —393.

18. Sutradhar, B. C. (2008). On auto-regression type dynamic mixed models for binary panel data.
Metron, 66,205 —217.

19. Sutradhar, B. C. (2010). Inferences in generalized linear longitudinal mixed models. The
Canad. J. Statist., 38, 174 — 196.

20. Sutradhar, B.C ., Biswas, A., & Bari, W. (2005). Marginal regression for binary longitudinal
data in adaptive clinical trials. Scand. J. Statist., 32,93 — 113.

21. Sutradhar, B. C. & Das, K. (1999). On the efficiency of regression estimators in generalized
linear models for longitudinal data. Biometrika, 86, 459 — 65.

22. Sutradhar, B. C. & Farrell, P. J. (2007). On optimal lag 1 dependence estimation for dynamic
binary models with application to asthma data. Sankhya B, 69, 448 —467.

23. Sutradhar, B. C. & Jowaheer, V. (2010). Treatment design selection effects on parameter es-
timation in dynamic logistic models for longitudinal binary data. J. Statist. Comput. Simul., 80,
1053 — 1067.

24. Sutradhar, B.C. & Kovacevic, M. (2000). Analysing Ordinal Longitudinal Survey Data : Gen-
eralized Estimating Equations Approach. Biometrika, 87, 837 — 848.

25. Sutradhar, B. C., Rao, R. P,& Pandit, V. N. (2008). Generalized method of moments versus
generalized quasi-likelihood inferences in binary panel data models. Sankhya B, 70, 34-62.

26. Tagore, V. and Sutradhar, B. C. (2009). Conditional inference in linear versus nonlinear models
for binary time series. J. Statist. Comput. Simul., 79, 881 — 897.

27. Tong, H. (1990). Nonlinear Time Series: A Dynamical System Approach. Oxford: Oxford Uni-
versity Press.

28. Wei, L. J. & Durham, S. (1978). The randomized play-the-winner rule in medical trials. J.
Amer. Statist. Assoc., 73, 840 — 843.

29. Zeger, S.L., Liang, K.Y., & Albert, P.S. (1998). Models for longitudinal data: A generalized
estimating equations approach. Biometrics, 44, 1049 — 1060.

30. Zeger, S. L., Liang, K-Y., & Self, S. G. (1985). The analysis of binary longitudinal data with
time independent covariates. Biometrika, 72,31 — 38.

31. Zhao, L. P. & Prentice, R. L. (1990). Correlated binary regression using a quadratic exponen-
tial model. Biometrika, 77, 642 — 648.



318 7 Longitudinal Models for Binary Data

Appendix

SLID Data: Tables 7A to 7E
Asthma Data: Table 7F

Table 7A. Estimated counts cross-classified according to ‘Unemployment Status’ and ‘Sex’ (in
’000).

Year
Sex Unemployment Status 1993 1994 1995 1996
Male Not unemployed (=0) 7357 7344 7361 7346
Unemployed (=1) 139 152 135 150
Female Not unemployed (=0) 8094 8029 8045 8060
Unemployed (=1) 141 206 190 175

Table 7B. Estimated counts cross-classified according to ‘Age Group in 1993’ and ‘Unemployed
All Year’ (in *000).

Year

Age Group Unemployment Status 1993 1994 1995 1996

16 < Age in 1993 <25 Not unemployed (=0) 2319 2299 2300 2299
Unemployed (=1) 34 54 53 54

25 < Age in 1993 < 55 Not unemployed (=0) 10978 10917 10938 10397
Unemployed (=1) 198 259 238 239

55 < Agein 1993 < 65 Not unemployed (=0) 2154 2157 2168 2170
Unemployed (=1) 48 45 34 32

Table 7C. Estimated counts cross-classified by ‘Region of Residence in 1993’ and ‘Unemployed
All Year’ (in *000).

Year

Region of Residence Unemployment Status 1993 1994 1995 1996

Atlantic Not unemployed (=0) 3472 3424 3424 3385
Unemployed (=1) 90 112 102 119

Quebec Not unemployed (=0) 3244 3216 3212 3228
Unemployed (=1) 80 110 112 97

Ontario Not unemployed (=0) 3787 3793 3822 3820
Unemployed (=1) 64 69 52 68

Prairies Not unemployed (=0) 3584 3554 3555 3569
Unemployed (=1) 33 51 44 29

BC Not unemployed (=0) 1364 1386 1393 1404

Unemployed (=1) 13 16 15 12
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Table 7D. Estimated counts cross-classified according to ‘Education Level’ and ‘Unemployed All
Year’ (in *000).

Year

Education Level Unemployment Status 1993 1994 1995 1996

Low education ~ Not unemployed (=0) 3244 2990 2908 2872
Unemployed (=1) 115 122 122 111

Medium education Not unemployed (=0) 10165 10252 10274 10241
Unemployed (=1) 154 215 188 198

High education  Not unemployed (=0) 2042 2131 2224 2293
Unemployed (=1) 11 21 15 16

Table 7E. Estimated counts cross-classified by ‘Marital Status’ and ‘Unemployed All Year’ (in
’000).
Year

Marital Status Unemployment Status 1993 1994 1995 1996

Married/common law Not unemployed (=0) 10832 10853 10973 11109
Unemployed (=1) 175 225 177 180

Separated/divorced Not unemployed (=0) 1008 1107 1192 1289
Unemployed (=1) 30 34 56 45

Widowed Not unemployed (=0) 300 332 369 391
Unemployed (=1) 5 6 7 10
Single Not unemployed (=0) 3311 3081 2872 2617

Unemployed (=1) 70 93 85 90
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Table 7F. Asthma data for 537 children from Steubenville, Ohio, from ages 7 through 10.

Ages (Occasions)
Covariates/Response  Child Identity 7(1) 8(2) 9(3) 10(4)

Intercept 1to 537 1 1 1 1
Mother’s smoking status 1 to 350 o 0 0 O
3510537 1 1 1 1
Asthma status 1 to 237 o 0 0 O
238t0247 0 0 O 1
2480262 0 0 1 0
263t0266 0 0 1 1
2670282 0 1 0 O
283t0284 0 1 O 1
2850291 0 1 1 0
2920294 0 1 1 1
2950318 1 0 0 O
3190321 1 0 O 1
3220324 1 0 1 0
3250326 1 0 1 1
3270332 1 1 0 O
333t0334 1 1 0 1
3350339 1 1 1 0
3400350 1 1 1 1
3510468 0 0 0 O
469t0474 0 0 O 1
475t0482 0 0 1 0
483t0484 0 0 1 1
485t0495 0 1 O O
496 o 1 0 1
497t0502 0 1 1 0
503to506 0 1 1 1
507t0513 1 0 0 O
514t0516 1 0 O 1
517t0519 1 0 1 0
520 1 0 1 1
5210524 1 1 0 O
525t0526 1 1 O 1
527t0530 1 1 1 0
5310537 1 1 1 1




Chapter 8
Longitudinal Mixed Models for Count Data

Recall that in Chapter 6, a class of correlation models was discussed for the analysis
of longitudinal count data collected from a large number of independent individu-
als, whereas in Chapter 4, we discussed the analysis of count data collected from
the members of a large number of independent families. Thus, in Chapter 4, familial
correlations among the responses of the members of a given family were assumed
to be caused by the influence of the same family effect on the members of the fam-
ily, whereas in Chapter 6, longitudinal correlations were assumed to be generated
through a dynamic relationship among the repeated counts collected from the same
individual. A comparison between the models in these two chapters (4 and 6) clearly
indicates that modelling the longitudinal correlations for count data through a com-
mon individual random effect would be inappropriate. If it is, however, thought that
the longitudinal count responses may also be influenced by an invisible random ef-
fect due to the individual, this will naturally create a complex correlation structure
where repeated responses will satisfy a longitudinal correlation structure but con-
ditional on the individual random effect. The purpose of this chapter is to discuss
inferences in such longitudinal mixed models that generate longitudinal correla-
tions conditional on the individual random effect. Note that this type of longitudinal
mixed models is studied by some econometricians among others, where the model
is referred to as the panel data model for count data. For example, we refer to Haus-
man, Hall and Griliches (1984), Wooldridge (1999), and Montalvo (1997). See also
Sutradhar and Bari (2007), and Jowaheer and Sutradhar (2009). Further note that
the longitudinal mixed model for count data discussed in this chapter is extended in
Chapter 10 to the familial longitudinal mixed model.

8.1 A Conditional Serially Correlated Model

Let yi1,...,vit,...,yir be the T repeated counts collected from the ith (i = 1,...,K)
individual, xi; = (X1, .., Xitj, - - - ,x,-,,,)' be the p-dimensional covariate vector as-
sociated with the response y;, and B = (Bi,...,Bj,...,Bp) denote the regression

B.C. Sutradhar, Dynamic Mixed Models for Familial Longitudinal Data, 321
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effects of x; on y;. Because the repeated responses are likely to be correlated, in
Chapter 6, the regression effect B was estimated by taking the correlations of the
repeated data into account. More specifically, a class of autocorrelations was intro-
duced and the autocorrelation parameters involved in such a correlation structure
were consistently estimated in order to obtain a consistent and efficient estimate for
the regression effect 3. The generalized quasi-likelihood (GQL) method was used
for such efficient estimation.

In this chapter we assume that the repeated counts of an individual are also in-
fluenced by the individual random effect. Thus, conditional on the random effect
Y Hd- N(0, G%), the repeated responses yji,...,Vi,-..,yir are assumed to follow a
suitable autocorrelation structure such as the class of autocorrelations discussed in
Chapter 6. However, for simplicity the inference in this chapter is given under a
conditional AR(1) correlation structure only. To be specific, conditional on ¥, let
Vily-«+,Yity- -+, Yir follow the dynamic relationship as in (6.44), that is,

Yiel i = p *Yig1 Vi +dil Vi t=2,...,T, 8.1)

where itis assumed thaty; 1|¥% ~ Poi() ), and fort =2,.... T, yi, 1|y ~ Poi(u, ;)
and d; |y ~ Poi(p; — puf, 1) with s =exp(xi;+y) for j=1,....t = 1,¢,....T.
In (8.1), conditional on ¥, d;; and y;,_ are independent. Furthermore, for a given
count yj; 1, P *Yis1 = Zi;’{l b j(p) is a binomial thinning operation as defined
in Section 6.3 [see also (6.44)]. Here b;(p) stands for a binary variable with
Pr[bj(p) = 1] = p and Pribj(p) = 0] = 1 — p. It then follows that the mean and
the variance of y;, conditional on 7; are given by

E(Yy|y:) = var(val %) = t; = exp(x; B + %) (8.2)

Furthermore, by using (8.1), for u < ¢, one can compute the E(Y;,Y;|y;) which yields
the lag (r — u) correlation conditional on ¥; as

corr(Yiu, Yu %) = p"™4 | % (8.3)
it

where 11 = exp(x}, B + 7% ). Note that the conditional serial correlation given by (8.3)
under the non-stationary model (8.1) depends on the time-dependent covariates,
similar to (6.46). This conditional correlation in (8.3), does not, however, depend
on 7, and it is clear, based on the positive parameter of the Poisson distribution of
dy;, that p must now satisfy the range restriction 0 < p < min[1, u;; /", ], which
is the same as '

0 < p <min[l,mj/mj;—] fort =2,...,T;i=1,...,K, (8.4)

where mj; = exp(«x}, ).
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8.1.1 Unconditional Mean, Variance, and Correlations Under Serially Corre-
lated Model

Similar to Chapter 4, we assume that 7; N (0, G%). It then follows from (8.2) that
vir unconditionally has the mean and the variance given by

E[Y;] = exp(x},B + 65/2) = Ui, (say), (8.5)
var[Yy] = i + [exp(cf) — 1]y} = i (8.6)

Now to derive the unconditional covariance between y;, and yj, it follows from the
model (8.1) that conditional on ¥, the covariance between y;, and y;; (1 < 1) is given
by

cov (Y, Yulv:) = p' "Wy (8.7)

Consequently, the unconditional covariance between y;, and y;; has the form
Cie = cov(Yiy,Yir)
= Elcov{(Yiu,Yi)|7:}] + cov[E(Yiu|%), E(Yul1)]
= p"" i+ [exp(0y) — 1] il (8.8)
leading to the lag t — u correlations as

Hiup" ™" + Pt {exp(oy) — 1}
[{tiu + (exp(02) — 1)u2 Hui + (exp(03) — DHuZ}/2

corr(Yyy,Yy) = (8.9

Note that the unconditional mean and the variance given by (8.5) and (8.6), re-
spectively, have the same form as in (4.5) and (4.6) under the familial model, but
the unconditional correlation given in (4.8) under the familial model (see Chapter 4)
is different from the unconditional correlation (8.9) under the present longitudinal
mixed model (8.1). More specifically, the correlation between any two members in a
familial setup is computed under the assumption that the responses of the members
are independent conditional on the random family effect, whereas the correlation in
(8.9) is computed under the assumption that two repeated responses of an individual
are correlated conditional on the individual random effect, p being the correlation
index parameter.

8.2 Parameter Estimation

Recall that it was found in Chapter 6 that in a longitudinal setup, one may con-
sistently and efficiently estimate the regression effects B by solving the GQL esti-
mating equation (6.56), whereas the correlation index parameter p was consistently
estimated by using the moment equation (6.58). In the present longitudinal mixed
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model setup (8.1), these two parameters may still be computed by using similar
equations, but we need to compute an additional parameter, namely 62, the vari-
ance of the random effects. In the familial set up, that is, in Chapter 4 we have
computed the regression effects § and the variance of the random family effects
G% by solving the GQL estimating equations (4.62) and (4.69), respectively. In the
following sections, we use this GQL approach for the estimation of all three param-
eters 3, 6}37 and p. Also, recall from Chapter 3 (see Section 3.3.1) that a generalized
method of moments (GMM) [or an improved method of moments (IMM)] as well
as the GQL approaches were used to estimate the parameters of a dynamic linear
mixed model. Jowaheer and Sutradhar (2009) have compared the efficiencies of
these GMM and GQL approaches for the panel count data. In the following sec-
tions, in addition to the GQL approach, we also present the GMM approach for the
estimation of all three parameters. Furthermore, we discuss a conditional maximum
likelihood (CML) approach due to Wooldridge (1999), only for 3 estimation. For
the estimation of the same 8 parameter, in Section 8.2.1, we discuss an instrumental
variables based generalized method of moments IVBGMM) studied by Montalvo
(1997), among others.

8.2.1 Estimation of the Regression Effects 3

8.2.1.1 GMM/IMM Approach

Note that when the traditional method of moments (MM) is used to estimate the 3
vector, one solves the unbiased moment estimating equation

K
> wa(B, o7) =0, (8.10)
i=1

where

T
Vii ﬁ G 2 Xit (vir — IJzt (8.11)

t=1

[Jiang (1998); Sutradhar (2004)] is an unbiased moment function as E[Y;] = u,,

leading to E[y1;(B, o )} = 0. In the notation of (8.10) — (8.11) but for known Gy,

in the GMM approach [Hansen (1982)] one would minimize the distance function

K i
0(B) = S w(ﬁlcr?)} G
i=1

K
va(ﬁlo%)] : (8.12)
i=1

where C| is a suitable weight. An optimal choice for C; would be the inverse of the
variance of the unbiased moment function; that is,
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[var(K lzw, (B,o . (8.13)

Note that minimizing Q(f3) in (8.12) with respect to f3 is equivalent to solving
the GMM estimating equation

Iy
ap

for B, where y; = K~' YK | yy; so that

Cry1 =0, (8.14)

aM:‘ZZMWU (8.15)

i=1t=

As far as the C| matrix in (8.14) is concerned, by (8.13), this may be computed by

K T T

1= 22 Z ZGIW ﬁv ya xlux;[, (8.16)

i=lu=1t=

where for all u,t = 1,...,T, 6y (B, 03, p) is given by (8.6) and (8.8).
8.2.1.2 GQL Approach

FOI'yi = [yily-'wyih"wyiT]/u let
E[Yl] = #i(ﬁ702) = [”il(ﬁ762)7“'a”if(ﬁvcz)v"'7“iT(B362)]/a

with 1; (B, 05) = exp(xj, B+ 0y) as given in (8.5). Also, let Z;(8,62, p) denote the
covariance matrix of y;. To be specific,

%i(B,0y,p) = (Our); (8.17)

where var(Y;) = 0i; = 01 (B, 0'%) and cov (Y, Yy ) = Giuw = G (B, G%,p) foru #t,
with oy, and o;,, defined as in (8.6) and (8.8), respectively. Now following (4.62)
or (6.56) [see also Sutradhar (2004), and Sutradhar and Jowaheer (2003)], one may
solve the generalized quasi-likelihood estimating equation given by

K 9ul(B,c?
i:zl W&‘l(ﬁﬁip)[yi —wi(B,0,)] =0, (8.18)

to obtain the GQL estimate of 3. For given 0'2 and p, the GQL estimate obtained
from (8.18) is consistent for . This is because as E(Y;) = w;(B,0?), the estimat-
ing equation (8.18) is unbiased. Furthermore, because the GQL estimating equation
(8.18) is constructed by using the covariance matrix X;(8, 62, p) as a weight matrix,
it follows that the GQL estimate of  obtained from (8.18) would be highly efficient
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as compared to other competitors such as the GMM estimator.
8.2.1.3 Conditional Maximum Likelihood (CML) Approach

Note that as opposed to the correlation parameters (6}%, p) based moment (8.14) and
GQL (8.18) estimation for §, some authors such as Hausman, Hall, and Griliches
(1984), Montalvo (1997), and Wooldridge (1999) have used a ‘working’ indepen-
dence, that is, p = 0 assumption based likelihood estimation. Note that at a given
point of time, conditional on %, it may be assumed that the count response y;; fol-
lows the Poisson distribution

exp(— ;)"

o , (8.19)
it -

Jual¥) =
with p¥ = exp(x}, B +7%). When it is assumed that the repeated responses y;i,.. ., yir
are independent conditional on the individual random effect ¥;, one may write a
‘working’ joint density as

exp(— th:1 N;)Hzrzlﬂf;yi’ )

(8.20)
173;1)’11!

Li(B,%) = I—IiT:1fit()’it|7i) =

Note that this ‘working’ likelihood model ignoring the serial dependence is capable
of producing the correct mean and the variance, provided the distribution of 7; is
known. This is, however, well known (see also Chapter 4) that even if it is assumed

that 3 "% N (0,07), the exact likelihood estimation of B and oy is complicated.
To avoid such complexity, some authors such as Wooldridge [1999, eqn. (2.6), p.
79] used a further conditioning on the total count of an individual and proposed a
conditional maximum likelihood approach for the estimation of . This approach
is not influenced by the individual random effects and hence they may follow any
distributions. We first explain this approach below and then discuss its limitations.
In the CML approach, conditional on total count Z,T:1 Yir = n;, one first writes a
conditional likelihood for the repeated responses under the ith individual as

Li(Blni) = fi(yit,- -, yir i)

n;! Vil Vi T—1 "i*ZITQI it (8.21)

= — Pi' - DD )
yirl ooy — X )t It
where p;; = /3L | ;. Note that because
exp(iB+1%)  __ exp(xB)

(8.22)

Pit = - ’
T ep(n) I exp(B) X exp(;B)
the conditional likelihood (8.21) is free from 7%. Consequently, one may estimate 3
[Montalvo (1997, Section 1); Wooldridge (1999, eqn. (2.6), p. 79)] by maximizing
the log-likelihood
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L*(B) = £, logLi(B|n:)

K T
=ko+ Y, >, vilog(pu), (8.23)
i=1i=1

where k is a constant free from 3, and y;r = n; — ZITZ]I Vit
Note that the maximization of the log-likelihood function (8.23) for 3 is equiva-
lent to solving the likelihood estimating equation given by

* T T
oL (B) _ 33 v lxl., -y pi,x,.,] —0. (8.24)
8ﬁ i=1t=1 t=1

Further note that the CML estimate of § obtained from (8.24) is expected to be
consistent but inefficient. The inefficiency arises mainly because of conditioning on
the cluster total as well as for ignoring the serial correlations. More specifically,
when the data are serially correlated, the independence assumption based condi-
tional likelihood (8.20) is no longer a valid likelihood. Hence it is bound to produce
an inefficient estimate. A simulation study in Section 8.2.1.5 for the estimation of
also supports this observation. More specifically it is shown that when count panel
data are generated by using the AR(1) type mixed model (8.1), the CML estimates
for the components of 3 are unbiased and hence consistent, but these estimates are
less efficient than the GQL approach given in the previous section, where the GQL
estimation of 3 also utilizes the information about other parameters of the longitu-
dinal mixed model.

There appears to be another major problem with the CML approach. When the
covariates are stationary such as x;; = X; forr = 1,..., T, the multinomial probability
in (8.22) reduces to p; = 1/T which makes the likelihood function (8.21) param-
eter free. Thus in the stationary case 8 becomes redundant and there is nothing to
estimate. Hence the inference procedure breaks down. In the GQL approach, one
may still estimate 3 consistently and efficiently, even if the data are stationary.

8.2.1.4 Instrumental Variables Based GMM (IVBGMM) Estimation Approach

As opposed to the conditioning on the total count as in the last section, Montalvo
(1997, eqn. 32, p.85) considered the lag 1 based differences, namely

Vi (B) = yir —Yit—1 CXP[(xit _-xi,t—l)/ﬁ]a fort=2,...,T, (8.25)

which is unbiased for zero irrespective of the distribution of ¥;. Next by exploiting
the (T — 1) x 1 vector

vi(B) = [Wa(B),--- . wu(B),-... wir (B)]',

Montalvo (1997, eqn. 36) obtained a GMM estimate for f by minimizing the
quadratic distance function
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D=

K !/
szllfi(ﬁ)] w!
i=1

K
ZZM(ﬁ)] : (8.26)
i=1

where Z; is the (T — 1) x p{(T(T +1))/2 — 1} instrumental matrix given by

z2 00--- 0
zi— |00 0 (8.27)
000y
with z;; = [xgt,x;(t_w, ...,X], and where

K
W= = > 2B W ()
=1

Note that obtaining 3 by minimizing the distance function D in (8.26) is equiva-
lent to solving the estimating equation

W*l
i=1 aﬁ

Z;

K
27 wi(m] =0, (8.28)
=1

for B, where dy;/df3 is obtained by using the formula for the general element

v,
;l;t = —Yis—1[xi —xis—1]exp((xi — xi—1)'B.

But the use of a sandwich-type covariance matrix estimate W(Br) in the distance
function D may cause bias, and hence inconsistency, because of the repeated use of
iterative estimated values for the parameter of interest. Furthermore, the [IVBGMM
estimate obtained from (8.28) will in fact produce a less efficient estimate than the
CML approach. This is because the [IVBGMM estimating equation (8.28) uses only
lag 1 pairwise responses, whereas the CML approach uses all possible responses in
the cluster to form the likelihood function. Consequently, the IVBGMM estimates
will be much more inefficient than the GQL estimates, as the GQL estimates are ex-
pected to be more efficient than the CML estimates. The empirical study in the fol-
lowing section also supports this conjecture. We also refer to Jowaheer and Sutrad-
har (2009), where it is shown that the GMM approach given in Section 8.2.1.1 pro-
duces asymptotically less efficient estimates than the generalized quasi-likelihood

approach.
Note that similar to the CML approach, the IVBGMM approach becomes use-
less in the stationary case. This is because when x;; = %;, forallt = 1,...,T, the lag

1 based difference w; () in (8.25) does not contain any parameter. Thus, there is
nothing to estimate by minimizing the distance function (8.26), and the inference



8.2 Parameter Estimation 329

procedure breaks down.
8.2.1.5 A Simulation Study

The CML and IVBGMM approaches are introduced for the estimation of  only,
thus in this section, we make a mean squared error based efficiency comparison
of these approaches with the GQL approach for the estimation of 8. This is done
through a simulation study. The GQL approach appears to be the best among these
three approaches, the IVBGMM approach being the worst. In Section 8.2.2.3, we
provide an asymptotic efficiency comparison between the GQL and GMM/IMM
approaches for the estimation of both main parameters 3 and G%.

Let [§GQL be the solution of (8.18). For known G)% and p, this GQL estimate may
be obtained by using the iterative equation

-1
Boor(r+1) = Baor(r) {Z ulz )ggl}

{2 Wi 51 (5, 62) (3 u,)H . (829)

‘B:BGQL(’)

where ﬁGQL(r) is the value of 3 at the rth iteration.

Note that the CML estimate of 3 is obtained by solving the multinomial likeli-
hood estimating equation (8.24). Let BCML denote this estimate, which we obtain by
using the iterative equation

N . [ 927+ N -
e bt} 250

|ﬁ =Bemr(r)

-1
T T T
= Peur(r) + {2 Zyn (Z PirXiXyy — Y. PirXit Y, pit)é,) }
t=1 t=1

i=1 t=

x Z Zyn {xlr Zpizan : (8.30)
1

i=lt= N
e

where 3CML(r) is the value of f at the rth iteration. Similarly, the IVBGMM esti-
mate of B, say Brvecuu, is obtained by solving the estimating equation (2.28). This
may be achieved by using the iterative equation

Brvsoum(r+1) = Bvseum (1) HZ I 7 } {Zzzalgtﬁ, H

1
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X [i aal’ﬁ’;zi] w!

i=1

K
> Ziwi(B) : (8.31)
i=1

‘ﬁ =Brvaemm(r)

where ﬁIVBGMM(r) is the value of B at the rth iteration.

For selected values of G}% =0.5, 1.0, and p = 0.5, we simulate the count data
vir by using the dynamic mixed model (8.1), fort =1,...,7,andi=1,...,K. We
choose K = 100 independent individuals and generate data for them for a period of
T =4 time points. We consider p = 2 regression parameters and choose to estimate
their true values 8; = B, = 0. As far as the covariates are concerned, we choose two
time-dependent covariates as given by

0.0 fori=1,...,K/2;t=1,2
1.0 fori=1,...,K/2;t =3,T
Xitl =

1.0 fori=K/241,....K;t=1,2

1.5 fori=K/2+1,....,K;t=3,T,

and
0.05+0.10(t—1) fori=1,...,K/4;t=1,....T
1 fori=K/4+1,....,K/2;t=1,...,T
0.0 fori=K/2+1,....3K/4; t = 1,2,
e 1.0 fori=K/2+1,...,3K/4;,t =3,T
-1.0 fori=3K/4+1,...,K;t=1,2,
1.0 fori=3K/4+1,...,K;t=3,T.

Now by using these covariates and the generated data, we compute the estimates
of B by (8.29), (8.30), and (8.31) under each of 1000 simulations. The simulated
mean (SM), the simulated standard error (SSE), and the simulated mean squared
error (SMSE) based on 1000 estimates for all three approaches are reported in Table
8.1.

The results of Table 8.1 show that for all selected values of G}% and p, the GQL
and CML approaches produce unbiased estimates with smaller standard errors (and
hence smaller MSEs) as compared to the IVBGMM approach. Between the CML
and GQL approaches, the CML approach produces unbiased estimates with larger
SSEs than the GQL approach. Thus, the GQL approach clearly performs the best
among the three approaches. Moreover, the GQL approach is also developed to es-
timate other parameters when needed. The IVBGMM approach at times appears
to produce highly biased estimates, also with larger SSEs than the other two ap-
proaches. For example, when G)% = 1.0, and p = 0.5, the GQL and CML approach
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Table 8.1 Simulated mean, simulated standard error, and simulated mean squared error of the
GQL, CML, and IVBGMM estimates for the regression parameters (8 = [Bi, B2]") of AR(1) type
Poisson mixed model (8.1) with known random effects variance (6}% = 0.5, 1.0) and longitudinal
correlation index parameter (p = 0.50); K = 100; T = 4; B; = B, = 0.0; 1000 simulations.

Variance Correlation Index Estimation Estimates
Component (6}%) Parameter (p)  Method Quantity f3; B
0.50 0.50 GQL SM 0.028 —0.013

SSE 0.060 0.103

SMSE 0.004 0.011

CML SM 0.014 0.036
SSE 0.123 0.140

SMSE 0.015 0.021
IVBGMM SM 0.133 —0.502
SSE 1.069 1.318

SMSE  1.160 1.989

1.00 0.50 GQL SM 0.026 0.012
SSE 0.066 0.127

SMSE  0.005 0.016

CML SM 0.021 0.032
SSE 0.109 0.138

SMSE 0.012 0.020
IVBGMM SM 0.089 —0.481
SSE 1.163 1.434

SMSE 1.360 2.290

estimate 3; = 0 as 0.026 and 0.021, respectively, whereas the IVBGMM approach
yielded 0.089 as the estimate which is highly biased. The IVBGMM approach pro-
duced a much more biased estimate for 3, as compared to the CML and GQL ap-
proaches. This is one of the reasons why we have computed the MSEs for com-
parison. For the same selected values of the parameters, that is, when 6% = 1.0,
and p = 0.5, the GQL, CML, and IVBGMM approaches produced the estimates
of B; with MSEs 0.005, 0.012, and 1.360, respectively, and the estimates for 3,
with MSEs 0.016, 0.020, and 2.290, respectively. Thus, the IVBGMM approach
cannot be trusted as it produces biased estimates with large standard errors, yield-
ing large MSEs. When the SSEs or SMSEs for the GQL and CML are compared,
the GQL approach appears to be the same or more efficient than the CML ap-
proach. For example, for the aforementioned estimation of f3;, the GQL approach
is 0.012/0.005 = 2.4 times more efficient (in the sense of MSE) than the CML ap-
proach. In summary, the GQL approach performs the best followed by the CML
approach in estimating both ; and f3;.
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8.2.2 Estimation of the Random Effects Variance G%.‘

8.2.2.1 GMM Estimation for G)%

Note that because in the mixed model setup, that is, when p = 0 under the present
longitudinal mixed model setup, conditional on %;, one can show that the count
responses along with their squared and pairwise products are sufficient to estimate
B and 6% [Jiang (1998); Sutradhar (2004)], we now exploit such information to

estimate the G}% parameter. Note, however, that using the second-order information
in the GMM approach, will require the fourth-order moments for the responses. The
GQL estimation approach for G% discussed in the next section also requires these
fourth-order moments. We now provide below the formulas for these fourth-order
moments of the responses for the case when p = 0 [Sutradhar and Bari (2007);
see also Section 4.2.6.2.] before we show the construction of the GMM estimating
equation for 62

2,
(a) E(¥1p =0) = Ey[E(%|3)
= Byl + 707+ 6p1; + 1137
= Wi [1+T1iexp(o )+6,ul,exp(3c7 )
+ 1 exp(60;)] . (8.32)
(b) E(Y3Yiilp = 0) = Ey[E(Yi|%)E(Y;|%)]
= Ey[{u, + 12 Hu + 137}
= Wit exp(0y) [14{ i + i } exp(20y)
+ Wit exp(50y)] . (8.33)
(¢) E(YYulp =0) = E4[E(Y;|%)E(Yu|%)]
= Ey {7 + 305 + 13> Huir )]
= Hiultirexp(0y) [14 3t exp(20y)

+ U exp(50y)] . (8.34)

(d) E(YaYaYqlp =0) = Ey[E(Ya|H)E (Yo |%)E Yyl %))
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2
= Ey [{n7, + 13" trjn]

= MiuMiv Hir eXP(3G§)[1 +l~Liu eXP(?’O—%)] (835)

(e) E(YuYuYiYu|p = 0) = Ey[E(Yuu|%)E (Yo | %) E (Yie| ) E (Yit | %))
= Ey [ i i 1z

= Wiultiv ie i exp(6G7). (8.36)

In the fashion similar to that of the GMM estimation of § by solving (8.14), we
obtain the GMM estimate for G% by solving the GMM estimating equation

d

a"’z Covn = (837)
where y; = K~! 2{(:1 Yy with yy; = ngt [Viuyie — Aiue], i being the expectation
of the second-order responses Y;,Y;; for u <tz. Note that by (8.6) and (8.8), we obtain

Mir + [exp( )]“m foru=t
Aiie = EY; Vi) = (8.38)
p' " iy + [exp(o. )]“lu“lt foru <t,

so that
v, &
alz =K 'Y | Y (i /2 + 2exp(6F)ui]
o-y i=1 |t=1

T
+ Y[p " piu/24 2exp(o )umuu]] -

u<t

Note that C; in (8.37) is not easy to compute for general p. We rather compute this
matrix by using a ‘working’ longitudinal independence assumption; that is, p = 0.
The formula for C; is then given by

C{ = var < 121//2,)

K T T B
2 2 2 Giuem (B oy, p= 0)1 , (8.39)

where for u < ¢ and m < ¢, the formula for

(Ptufmt (ﬁ P 0) = cov [quYtZa YinYi |P 0]
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= E [YiYieYiY|p = 0] — E[YauYie|p = O|E[YinYi|p = 0]

= E [YuYieYimYit|p = O] = Aiue| p=02ime | p—0

can be computed by using the fourth-order moments formula given from (8.32) to
(8.36), and the second-order expectation given by (8.38). For example, when u = /¢
and m = t but u # m, the value for the fourth-order moment E[Y2Y?2 |p = 0] would
be computed by (8.33).

8.2.2.2 GQL Estimation for o

For the estimation of G)%, the GQL approach exploits the squared and the pairwise
product of the observations in a different manner from the MM approach (8.37). Let
/

Ui = (Vi e o VI Vit Vids e« s YitYiat1s -« Vi —1ViT )
and write its expectation as
/li(ﬁ,c}%,p) = (Mitty-ees ditts oo s T Ai12y oy Mty - s Mir—1.7)
where by (8.6), one obtains
i = Aiu (B, 0y) = E(Y;}) = i + iy exp(0y), (8.40)
forallr =1,...,T, and by (8.8)
At = Xiut (B, 05, p) = E(YiuYir) = P' " Wius+ Miu lir exp( 5y ), (8.41)

for all u < t. By using the QL principle similar to that of (8.18), one may now write

the GQL estimating equation for G}% as

X 92 (B,o7.p)

>

= 86% Qiil(B?G}%ap)[ui_/li(ﬁ7ajz7p)] :Oa (842)
[Sutradhar and Jowaheer (2003)] where £2; is the covariance matrix of u;. Note that
it is, however, extremely cumbersome to compute €2; in general under the auto-
regression model (8.1). As a remedy, one may use a ‘working’ covariance matrix of
u; such as Q;,,(, G%, p = 0) under the ‘working” assumption of conditional longi-
tudinal independence; that is,

corr(Yiy, Y| %) =0, (8.43)

whereas the true conditional correlation is assumed to be given by (8.3). Thus we
propose to solve the ‘working” GQL estimating equation
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K 92{(B,0},
> l(gagyp)ﬂiw‘ (B.0y.p =0)[ui — (B, 07,p)] =0, (844

i=1

for the estimation of 0'%. Note that the GQL estimate of G% obtained from (8.44)
may not be highly efficient because of the use of a ‘working” weight matrix. This
estimator is, however, consistent as (8.44) is an unbiased estimating equation.

Computation of Q;,(8,05,p =0)

For the computation of the elements of the ‘working’ higher-order moments matrix

Qi,(B, 02 7, = 0) in (8.44), we need the formulas for the fourth-order moments
of the responses under the assumption that p = 0. These fourth-order moments are
given in the equations from (8.32) to (8.36), and they may now be used to compute
the elements of the Q;, (3, G%, p = 0) matrix. For example, we use the formula for

E[Y2Y:Y|p = 0] from (8.35) and compute
cov[(Yia, YaYi) lp = 0] = E[Y;YaYulp = 0] - E[VZ]E[Y,Yy|p = O]
= iultivitir exp(30, )[ + liwexp(30;)]
— [+ :um exp(o {.uzv,izt exp(o ) } . (845
8.2.2.3 Asymptotic Efficiency Comparison : GMM versus GQL

The means and the variances of the count responses are functions of both 8 and o2,
thus we are mainly interested in examining the relative efficiency of the GMM and
GQL approaches in estimating these parameters. Below we provide the covariance
matrix of the estimator of  and the variance of the estimator of 6 , under the GMM
and GQL approaches.

8.2.2.3.1 Asymptotic Variances of the GMM Estimators
The K individuals provide repeated count responses independently, thus as K —

oo, it follows from (8.14) by using the central limit theorem that the GMM based
estimator of § has the asymptotic covariance matrix given by

R 0

cov(Bomm) = Ltx—w { Vi ] (8.46)

ap — Ip’
Similarly, by (8.37), one derives the asymptotic variance of the GMM estimator of

o} as
5 -2

var(62 gy) = Ltk Cy a"’;] . (8.47)

Oy

8.2.2.3.2 Asymptotic Variances of the GQL Estimators
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By similar calculations as in the GMM case, it follows from (8.18) that the asymp-
totic covariance matrix of the GQL estimator of 3 is given by

. K oul(B,o2) dwi(B,o2)] "
COV(ﬁ(;QL) = Ltg oo |J§{ Tyzi I(B,G%’p)aﬁ/y‘| . (8.48)

Next, it follows from (8.44) that the asymptotic variance of the GQL estimator of
oy is given by

A K ali/(ﬁ7627p) _ ali(ﬁ7czap) -
Var(o-%GQL) = Ltk lEi T%Y-inl (B, G;%,P = O)T%y
X 8/1{([3,62,p) —

> Tgﬂml (B,o7.p = 0)(B.07.p)

i=1
&Ai ﬁ7627p
X Qiﬁl(ﬁﬁipzo)% . (83.49)
¥

8.2.2.3.3 Asymptotic Efficiency Computation

One may now compute the asymptotic efficiency of the GQL estimators for the
components of B as compared to those of the GMM estimators by comparing the
respective diagonal elements of the covariance matrices given in (8.46) and (8.48).
Similarly, the asymptotic efficiency of the GQL estimator of 6}% to the GMM esti-
mator is found by comparing the variances in (8.47) and (8.49).

We now illustrate the relative efficiency of the GQL and GMM estimators
through a numerical example. For the purpose, we consider K =500, p =2, T =4,
and use a covariate matrix with the first covariate as

0 fori=1,....K/2;t=1,2
X1 =14 1 fori=1,...,K/2;t=3,4
1 fori=K/241,....,K;t=1,...,4,
whereas the second covariate is chosen to be
1 fori=1,...,K/2;t=1,2
1.5 fori=1,...,K/2;t=3,4
Xir2 = .
0 fori=K/2+1,....,K;t=1,2

1 fori=K/2+1,...,K; t=3,4.
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Furthermore, for true parameter values, we consider f; = 5, = 1.0, p = 0.8, and
= 0.5, and 1.5. The asymptotic variances computed from (8.46) through (8.49)
are shown in Table 8.2 for the above selection of parameter values.

Table 8.2 Comparison of asymptotic variances of the GQL and GMM estimators for the estimation
of the regression parameters (f; and f3,), and the variance component (G}%), of a longitudinal mixed
model for count panel data, with 7 =4, p = 0.8, and K = 500.

Asymptotic Variances

Method Quantity ;=05 1.5
GQL  Var(Bi) 9.68 x10.0"* 6.62x10.0~*
Var(B,) 6.74x10.07* 4.86x10.07%
Var(67) 7.38x10.07° 1.08x10.0~°
GMM Var(f;) 4.26x10.073 1.93x10.0°2
(B2)
(67)

Var(f2) 3.16 x10.073 1.49x10.072

Var(67) 3.74x10.07°  0.230

The results of Table 8.2 show that the variances of the estimators for all three
main parameters i, B, and G}%, under the GQL approach are uniformly much
smaller than the corresponding variances under the GMM approach, justifying that
the GQL approach produces much more efficient estimates than the GMM approach
for all main parameters of the model. For example, when G% = 1.5, the GQL esti-
mates of B; and f3, are, respectively,

1.93 x 10.0°2 1.49 x 10.0°2
- —92915 and —————— =30.66
6.62x10.0-2 ¢ 86 % 10.04

times more efficient than the corresponding GMM estimates. For the estimation
of G , the GQL approach appears to perform extra-ordinarily better than the GMM

approach. For example, for the same set of parameters, (i.e., when p = 0.8 and Gy =
1.5), the GQL estimate of G% is

0.230

times more efficient. In summary, the GQL approach performs much better than the
GMM approach in estimating all main parameters, its performance being extraordi-
narily better in estimating the variance component G%.

8.2.3 Estimation of the Longitudinal Correlation Parameter p

8.2.3.1 GMM Estimation for p
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In the fashion similar to that of the GMM estimation of G% by solving (8.37), we
obtain the GMM estimate for p by solving the estimating equation

d
(;Zécs Y3 =0, (8.50)

where y3 = K~' 3K |y, with ws; = X7, [viyis—1 — Ais—1], where by (8.38)
Aigr—1 = E[YitYi,tfl] =pPpUis—1+ [eXP(G)%)]:ui,t—lI«liz, (8.51)

so that
d
ﬂ_K IZZNH o (8.52)
i=lt=

Similar to the computation for C; in (8.37), we compute C3 in (8.50) under the
‘working’ longitudinal independence assumption (p = 0). To be specific,

K
var (K_l z l//3i>
i=1

K T T

>3 S Gt i1 (B, 62, p=0)

i=lu=21=2

2
<ZZM (B, oy, p= 0)) , (8.53)

i=1t=

G

K72

where A;,—; is given by (8.51), and the formula for ¢, ,—1,,—1(B, G)%, p=0)
can be computed by using the fourth-order moments formula given from (8.32) to
(8.36). Note that this moment estimate can be inefficient because the weight matrix
C3 is computed by pretending that p = 0, when p itself is the parameter of interest.

8.2.3.2 p Estimation Under the GQL Approach

Note that the regression effect § and the variance of the random effects have been
estimated by using the GQL and the ‘working” GQL estimating equations (8.18)
and (8.44), respectively, for a known value of p. But in practice p is rarely known.
For given 8 and 62, the correlation or probability parameter (p) may be consistently
estimated by solving a suitable moment estimating equation that may be developed
by equating the population covariance of the data given in (8.8) with its sample
counterpart. Note that as p is a correlation parameter under the autoregressive order
1 setup, similar to the Gaussian setup, it would be sufficient to exploit the lag 1
autocovariance only to estimate this parameter. More specifically, as by (8.6)

E(Y; — IJiz)2 = Oji = Mir + [eXp(O‘%) - ”“57
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and by (8.8)

( ﬂzz)( ir+1 — Ni,z+1) = pUi+ {eXP(OZ) l}uit.ui,ﬂrh
’}/
p may be estimated consistently by

p=tln (8.54)
81

where a; is the observed lag 1 correlation defined as

Zz lzt lylty (t+1) /K( )
a) = s

2 121 1 YVi /KT

with ¥, = (yir — ui,)/(oi,t)l/z, where 6;;; = Wi + (exp(G%) — l)y,%. In (8.54),

Il [\Hﬂa

2 Hir Glttclt+ll+l) I/Z/K(T_l)’

and
T-1

z ltmlt+l/K —-1),

1t=1

Mw

by = (exp(o

with m; = “it/(Gitt)l/2~

Note that at every stage of iterations the estimate of p from (8.54) must satisfy the
range restriction (8.4). In case the estimate falls outside the boundary of this range
in a given iteration, we use the upper or lower limit as appropriate as the estimate
under that iteration.

8.2.4 A Simulation Study

To examine the finite sample performance of the GQL approach for the estima-
tion of all three parameters, namely f3, G%, and p, Sutradhar and Bari (2007) con-
ducted an extensive simulation study for both balanced and unbalanced designs.
The data were generated following the model (8.1) for K = 100 individuals based
on p = 2 covariates with their effects §; = 0.0, f, = 0.0; and for various values
of 673 =0.25, 0.5, 0.75, and 1.0; and p = 0.25, 0.5, and 0.75. We consider here

6; =0.5, and 1.0; and p = 0.5, and 0.75.
A Balanced Design (D)

As far as the covariates are concerned, they are available from all K = 100 individ-
uals for all time points = 1,...,4. The covariates are chosen as
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1/2 fori=1,....K/4;1=1,2

0 fori=1,....K/4;t=3,4

—1/2 fori=K/4+1,... 3K /41 = |

Xitl = s

0 fori=K/4+1,...,3K/4;t=2,3

1/2 fori=K/4+1,....,3K/4; 1 =4

t/8 fori=3K/4+1,....K;t=1,....4,

0.3 forr=1
Pr(xip=1)=1<¢ 0.5 fort=2,3 .
0.8 fort=4.

We now generate the data following the model (8.1) based on the aforementioned
covariates and parameter values. Consider 1000 simulations. In each simulation,
for the full model (8.1), we obtain the GQL estimates for § = (B1,3;)" and G)%
by using the estimating equations (8.18) and (8.44), respectively. The correlation
parameter (p) is estimated by (8.54). The simulated mean, simulated standard error,
and simulated relative bias (SRB) computed by

Absolute Bias
RB=———x1
S SSE x 100

for the full model are reported in Table 8.3.

Table 8.3 Simulated mean, simulated standard error, and simulated relative bias of the GQL es-
timates for parameters of the nonstationary longitudinal mixed model with the balanced design
(Dy), for selected values of G)% and p; K =100; T = 4; B; = B> = 0.0; 1000 simulations.

Variance Correlation Estimates

Component (G%) Parameter(p) Quantity 3 B c; P
0.50 0.50 SM 0.028 —0.014 0.424 0.522
SSE 0.148 0.089 0.186 0.094

SRB 19 16 41 23
0.75 SM 0.012 —0.014 0.430 0.754
SSE 0.117 0.088 0.202 0.063

SRB 10 16 35 6
1.0 0.50 SM 0.017 —0.008 0.833 0.500
SSE 0.162 0.089 0.244 0.135

SRB 11 9 68 0
0.75 SM —0.011 0.000 0.823 0.746

SSE 0.124  0.091 0.222 0.086
SRB 9 0 80 1
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An Unbalanced Design (D;)

Note that even though the GQL estimating equations for § (8.18) and O')% (8.44),
and the moment estimation of p by (8.54) were developed for balanced longitudinal
data, they can easily be modified for unbalanced data. More specifically, the esti-
mating equations for § (8.18) and G% (8.44) may be adjusted for the unbalanced
case by using 7; for T for the ith (i = 1,...,K) individual. The moment estimating
formula (8.54) for p requires minor adjustment for all three quantities a;, by, and
g1. Thus, under the present unbalanced case, the formula for a;, b, and g; may be
written as

T—1
lzt ly;y*t+1 /21 l( )

a) =
K t lylt /2
K Ti—
by = exp )—1) 2 2 mj t+1/2
i=1t=
K T;—1 | K
81 = z .uit(citto-i,t-ﬂ-l,t—k—l)77/2(7}_ 1), (8.55)

1t=1 i

with m;; = i/ (Gm)l/ 2. Also note that the GQL estimation technique is not re-
stricted to any particular values of the regression parameters. Thus, in this simula-
tion study for the unbalanced data, we choose nonzero regression effects, namely
Bi = 1.0 and B, = 0.5. The values of 62 and p remain the same, for example, as in
the last simulation study conducted for the balanced data. As far as the unbalanced
design for the covariates is concerned, we choose them as

—1.0 fori=1,...,K/2;r=1,2
1.0 fori=1,....,K/2;1=3,4
—1/2 fori=K/2+1,....3K/4;t =1
Xitl =

0 fori=K/2+1,...3K/4;1t=2,3

1/2 fori=K/2+1,....3K/4;t=4

t/6  fori=3K/4+1,....K;t=1,...,3,

and
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0.3 fori=1,...,3K/4;t =1

0.5 fori=1,...,3K/4;t=2,3

0.8 fori=1,...,3K/4; 1t =4,

Pr(xjp;=1)= )
0.3 fori=3K/4+1,....,K;t=1,

0.5 fori=3K/4+1,...,K; t =2,

0.8 fori=3K/4+1,...,K;t =3,

The simulation results for the present unbalanced design case are reported in
Table 8.4. Note that in this simulation study, we have used ¥X | T; = 375, whereas
in the balanced design case, we considered KT = 400.

Table 8.4 Unbalanced design (D,) based simulated mean, simulated standard error, estimated
standard error, and simulated relative bias of the GQL estimates for parameters of the nonstationary
longitudinal mixed model with two covariates for selected values of cr% and p; K =100; B; = 1.0
and f3, = 0.5; 1000 simulations.

Variance Correlation Estimates
Component (G%) Parameter(p) Quantity i B o7 p
0.50 0.50 SM 0.971 0.510 0.478 0.458

SSE 0.146 0.086 0.192 0.098

ESE 0.178 0.109 0.279 —

SRB 20 12 11 43
0.75 SM 0.960 0.516 0.498 0.695
SSE 0.134 0.091 0.211 0.102

ESE 0.184 0.112 0.310 —

SRB 30 17 1 54
1.0 0.50 SM 0.955 0.493 0.810 0.469
SSE 0.150 0.093 0.206 0.091

ESE 0.208 0.131 0.362 —

SRB 30 8 92 35
0.75 SM 0.949 0.501 0.811 0.676
SSE 0.132 0.095 0.199 0.114

ESE 0.184 0.130 0.316 —

SRB 38 1 95 65

With regard to the estimation of the regression effect, both Tables 8.3 and 8.4
show that the GQL estimating equation (8.18) appears to perform well. To estimate
the overdispersion parameter (6%), the GQL estimating equation (8.44) appears to
underestimate this parameter, the estimates being better for small values of G)%. The
moment estimation for the longitudinal correlation parameter p appears to work
extremely well in the balanced data case (8.54), whereas in the unbalanced case,
the moment formula (8.55) appears to underestimate this correlation parameter p.
For example, for 0'73 = 0.5 and p = 0.75, the balanced design based results from
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Table 8.3 show that the estimates of 8; = 0.0, 5, = 0.0, G%, and p are found to
be 0.012, —0.014, 0.430, and 0.754, respectively with relative bias 10, 16, 35, and
6. Similarly, for the same values of G)% and p, the unbalanced design based results

from Table 8.4 show that the estimates of §; = 1.0, f, = 0.5, G%, and p are found to
be 0.960, 0.516, 0.498, and 0.695, respectively, with relative bias 30, 17, 1, and 54.

Note that because the exact computation of the fourth-order weight matrix €;
in (8.42) is either impossible or extremely difficult, we have approximated it by a
‘working” conditional independence (p = 0) assumption based weight matrix, for
the estimation of O')% by (8.44). This approximation yielded slightly biased estimates
both in Tables 8.3 and 8.4, especially when the true value of 6% was large. Some
authors have used a different approximation such as ‘working’ multivariate normal-
ity based approximation to the weight matrix, where, for the purpose of computing
the weight matrix only, it is pretended that the repeated responses of an individual
follow the multivariate normal distribution with correct count mean vector and co-
variance matrix. See, for example, Jowaheer and Sutradhar (2002) [see also Prentice
and Zhao (1991) in the context of fixed longitudinal models] for such an approxi-
mation under a longitudinal model for negative binomial count data. This normality
based approximation for the improvement of 0'% estimation is discussed further in
Section 8.3 in the context of a conditional serially correlated model with a deflated
marginal mean as compared to the marginal mean (8.5) under the model (8.1).

We now turn back to examine how different simpler ‘working’ approximations
can negatively affect the estimation of nonregression parameters. More specifically,
in Section 8.2.4.1, we check through a simulation study, the model misspecification
effect of completely ignoring p on the estimation of 3 and G}%. Similarly in Section
8.2.4.2, we conduct another simulation study to examine the model misspecification
effect of completely ignoring G% on the estimation of 8 and p.

8.2.4.1 Estimation Under the ‘Working’ Conditional Independence (p = 0)
Model

The purpose of this section is to examine the effect of using the assumption p =0 in
estimating both § and G)% parameters. Note that this is different from the estimation
of G)% by using ‘working’ independence based fourth-order matrix as a weight in the
GQL estimating equation (8.44). Here the data are generated under the full model
(8.1), but the parameters § and 0'% are estimated by writing the GQL estimating
equations for 3 and G}% under the conditional independence (p = 0) assumption.

As far as the estimating equations for § and G% under the condition p = 0, are
concerned, the ‘working’ independence based GQL estimating equation for 3, fol-
lowing (8.18), may be written as

K 9u!(B, o2
i; “l(ﬁi‘mzi‘l(ﬁ,cf,p =0)[y; — (B, 02)] = 0. (8.56)



344 8 Longitudinal Mixed Models for Count Data

Similarly, the ‘working’ independence based GQL estimating equation for 62, fol-
lowing (8.44), may be written as

K 92/(B,62,p =0
; ( 8;,% ).Ql-:vl(ﬁ,ﬁ}%,[):0)[1":'_7“([370;%,9:0)]:0' (8.57)

Note that the X;(, G’%, p =0) in (8.56) may easily be computed by putting p =0
in the formulas for the elements of the X;(J3, 0'%, p) matrix defined in (8.18). Simi-
larly, the formulas for A;(j3, G%p =0) in (8.44) may be computed by putting p =0
in the formula for A;,, (B, G% ,p) defined in (8.41). Furthermore, the fourth-order mo-

ments based weight matrix €, (S, 67%7 p =0) in (8.57) is the same as that of (8.44),
and hence no additional computation is required.

Table 8.5 [Estimation effects when p is ignored (p = 0)] Simulated mean, simulated standard er-
ror, and simulated relative bias of the GQL estimates for parameters of the pretended nonstationary
mixed model with two covariates for selected values of G% and p; K=100; T =4; B, = B, =0.0;
1000 simulations.

Convergent Variance Correlation Estimates
Simulations Component (G}%) Parameter(p) Quantity f3; b oy
68 0.50 0.50 SM 0.042 —0.028 1.099

SSE 0.138 0.095 0.261
SRB 30 30 330

0 0.75 SM — — —
SSE — — —
SRB — — —

41 1.0 0.50 SM 0.013 —0.012 1.879
SSE 0.167 0.080 0.935
SRB 8 15 94

5 0.75 SM 0.034 —0.063 3.601

SSE 0.127 0.066 0.148
SRB 27 9 1757

Now by generating the data under the full model (8.1), but by computing 8 and
0')% from (8.56) and (8.57), respectively, one obtains the misspecified model based
estimates. These estimates are reported in Table 8.5. Note that the results of the table
indicate that the conditional independence (p = 0) assumption encountered serious
convergence problems. To be specific, when the true p is large but it was considered
to be 0 (i.e., p = 0), there are almost no convergent simulations. This shows that
one may not be able to estimate 3 and 67% by ignoring the longitudinal correlation
parameter. In simulations, particularly for small p, where the convergence problem
was not so serious, the estimates of 3; and f3, are found to be satisfactory, whereas
the estimates of G% are found to be highly positively biased and hence not trustwor-
thy.
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8.2.4.2 Estimation Under the ‘Working’ Longitudinal Fixed (0'% = 0) Model

In this section, we examine the effect of ignoring the random effects on the esti-
mation of 8 and p. To be specific, even though the responses are generated in the
presence of f3, G}%, and p, we, however, estimate the 8 and p parameters under the

assumption that G)% = 0. In this case, the regression parameter f3 is estimated by
solving the GQL estimating equation given by

K dui(B,o; =0)
i 9B

(B0} =0,p)lyi— ui(B,o; =0)] =0, (8.58)

where (3, G}% =0) and X;(B, G% =0, p) are obtained by evaluating 1;(3, G}%) and
Zi(B,oy,p) with 67 = 0.
For the estimation of p when 0'% = (0, we still can use the formula
a) — b1

p_ gl )

following (8.54), but ay, by, and g| have to be evaluated at G% = 0. For example,

S S S /K(T = 1)
K 3 5 /KT

Cl](O'2 =0> =

1/2
0'4/

, .. The simulation results are given in Table 8.6.
itt|oy=0

where §; = (yir — H,-,\c;:o)/

Table 8.6 [Estimation effects when Gf is ignored (63 = 0)] Simulated mean, simulated standard
error, and simulated relative bias of the GQL estimates for parameters of the pretended nonstation-
ary longitudinal fixed model with two covariates for selected values of G% and p; K =100; T = 4;
B1 = B> = 0.0; 1000 simulations.

Variance Correlation Estimates

Component (G)%) Parameter(p) Quantity  f3 B p
0.50 0.50 SM 0.040 —0.018 0.683
SSE 0.145 0.089 0.058

SRB 28 20 316
0.75 SM 0.015 —0.017 0.836
SSE 0.115 0.088 0.043

SRB 13 19 200
1.0 0.50 SM 0.023 —0.012 0.775
SSE 0.150 0.087 0.049

SRB 15 14 561
0.75 SM —0.008 —0.007 0.884

SSE 0.121  0.092 0.037
SRB 7 8 362
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The results of Table 8.6 show that the estimates of ; and 3, are slightly biased,
whereas the SRB for the estimate of p is much larger as compared to that of Ta-
ble 8.3. For example, when the true value of 0% is 1.0 but the estimates of 3; = 0.0,

B> =0.0, and p = 0.75 are obtained under the fixed model assumption (i.e., G% =0),
the SRBs for 31, B>, and p are found to be 7, 8, and 362, respectively, whereas the
corresponding SRBs are 9, 0, and 1, respectively, under the full model (Table 8.3).
This shows significant detrimental effects on the estimation of p due to ignoring the
o2

yWhen the results of these two Tables 8.5 and 8.6 are summarized, it appears that
the model misspecification has detrimental effects mainly on the estimation of non-
regression parameters. More specifically, the estimation of G}% (Table 8.5) by ignor-

ing the longitudinal correlations appears to have serious nonconvergence problems.

8.2.5 An Illustration: Analyzing Health Care Utilization Count
Data by Using Longitudinal Fixed and Mixed Models

In Chapter 6 (see Section 6.7), a health care utilization dataset was analyzed by fit-
ting a fixed longitudinal model under the assumption that the four repeated count
responses from each of 144 individuals follow a Poisson AR(1) type correlation
model. Note that the health care utilization data given in Appendix 6A contains the
record of the number of physician visits by 180 individuals. Among them, each of
the 36 additional (to what was considered in Section 6.7) individuals had a record
of repeated count responses for three years. Thus, the data are unbalanced, whereas
in Section 6.7 we analyzed the larger balanced segment of the data. Sutradhar and
Bari (2007) have reanalyzed this complete unbalanced dataset by considering an
additional assumption that the repeated responses may further be influenced by an
individual random effect. They have, thus, used the conditionally serially correlated
model (8.1) to fit the data, whereas the model used in Section 6.7 was serially cor-
related without any attention to the individual random effects.

Note that even though we consider the complete data record from 180 individu-
als, it was found that four individuals had visibly distinct outlier responses. To un-
derstand the nature of the bulk of the data, for convenience, we have ignored these
four responses and analyzed the data by using a possible nonstationary (due to age)
correlation structure based longitudinal Poisson mixed model. Note that as opposed
to the longitudinal fixed model (Chapter 6), the fitting of a longitudinal mixed model
to this data set appears to be more reasonable. This is because as shown in Table 8.7,
the average variation (for 176 individuals) of longitudinal responses was found to
be 7.417 as opposed to the average sample mean 3.932. Thus the data appear to ex-
hibit some overdispersion which motivated us to use the longitudinal Poisson mixed
model instead of longitudinal Poisson fixed model.
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Table 8.7 Observed and estimated summary statistics for health data for 176 individuals under
both longitudinal mixed and longitudinal fixed models.

Quantity Sample Estimated Based on Estimated based on

LM model LF model
Mean 3.932 3.966 3.690
Variance 7.417 7.674 3.690

Table 8.8 Estimates of regression and variance component parameters with their estimated stan-
dard errors, as well as estimates of autocorrelations, under both longitudinal mixed and longitudinal
fixed models for health data.

Model Quantity Gender No. of Chronic Education Age Variance Correlation
Disease Component(cz) Parameter(p)
LM Estimate —0.481 0.571 0.350 0.024 0.150 0.294
ESE  0.069 0.077 0.065 0.001 0.076 —
LF Estimate —0.383 0.562 0.302  0.023 — 0.575
ESE  0.051 0.060 0.047  0.001 — —

Note that in the present analysis, the education level was coded in a reverse way
as compared to that of Section 6.7 [see also Sutradhar (2003)], whereas the other
covariates were coded in the same way. By applying the GQL estimating equation
(8.18) for unbalanced data, we have obtained the estimates of the effects of gen-
der ([31) chronic disease status (ﬁz) education level ([33) and age (ﬁ4) Next, we
have used the ‘working” GQL estimating equation (8.44) for unbalanced data for
the estimation of the random effects variance component G}%. Also, the longitudinal
correlation parameter (p) was estimated by the moment equation (8.54) using for-
mulas from (8.55) for the unbalanced data. The estimates along with their standard
errors are given in Table 8.8.

Furthermore, the GQL approach was applied to estimate the regression effects
and longitudinal correlation parameter by ignoring the presence of overdispersion.
The results under this longitudinal fixed model (shown in the same Table 8.8) appear
to agree quite well with those of Section 6.7. Note, however, that when the estimates
under both a mixed and a fixed model were used to compute the fitted mean and
variance of the data (Table 8.7), the results based on the mixed model appear to
agree quite well with the sample mean and variance as compared to those of the
fixed model. Because of this good agreement, in Figure 8.1, we exhibit the plots
for the means and variances of longitudinal values of 176 individuals computed (1)
from the sample as well as (2) from the fitted values based on the mixed model.
The sample means and variances appear to agree quite well with the corresponding
means and variances estimated based on the mixed model.
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—— Sample mean
] - Estimated mean

Mean
1

Individual

50

—— Sample variance
- Estimated variance

30 40

Variance
20

Individual

Fig. 8.1 Average and variance of 7' = 4 longitudinal counts and corresponding estimates for 176
individuals.

Recall from the simulation study (Table 8.6) that when G% was ignored but the
data were generated following the full model, the longitudinal correlation was in
general overestimated. The results in Table 8.8 appear to follow this pattern. This is
because under the fixed model, p was found to be 0.575 as compared to p = 0.294
under the mixed model. This also indicates that it is better to use the mixed model
based results for this dataset as compared to those of the fixed model in Section 6.7.

8.3 A Mean Deflated Conditional Serially Correlated Model

When it is assumed that o
% l',l-;_, . N(O’ ()',;)7

one may still consider that the conditional model (8.1) holds for the repeated re-
sponses, but with a deflated marginal mean such that y; ~ Poi(u;;) with

1
Hir = E[Yi %] = expl B — 507 + %), (8.59)
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yielding the unconditional mean as

Hir = E[Yy] = exp(x;,B). (8.60)
Note that this unconditional mean is free from 0')%, whereas the unconditional mean
under the model (8.1) is u; = exp(x, + %0'5), as given in (8.5). The formulas for
the elements of X; = cov[Y;] remain the same as in (8.6) and (8.8), except that ; for
these formulas is now defined by (8.60).

8.3.1 First— and Second-Order Raw Response Based GQL Estimation

Under the present mean deflated model, the GQL estimating equation (8.18) for 8

takes the form <
i (B) .

29’7[321- "(B,oy.p)lyi— ()] =0, 8.61)

i=1
where the u;(+) vector is free from 6;. Also, the p parameter is estimated by the
method of moments using the formula in (8.54) except that u;; = exp(x, ) under
the mean deflation model.

For the estimation of 637 one may, however, use one of the following two ‘work-

ing’ GQL approaches.

8.3.1.1 GQL(I) Approach for c; Estimation

The formulas for the ‘working’ independence assumption based GQL estimating
equation for G}% remains the same as in (8.44), except that 11; = exp(x, ) is now free

from 0'73. Note that this new formula for the mean function u; has to be taken into
account when derivatives are computed for (8.44) to derive the estimating equation

for 6%. To make even more clear, the GQL(I) represents the GQL approach where
G)% is solved by using the ‘working’ independence (I) assumption based estimating
equation, whereas the regression and the longitudinal correlation parameters are
estimated by using the exact GQL and method of moments, respectively.

In the next approach, 0'% is computed by solving a GQL estimating equation
with weight matrix computed based on a ‘working’ normality (N) assumption for

the count responses. This approach is referred to as the GQL(N) approach.
8.3.1.2 GQL(N) Approach for G% Estimation

In this approach, B is estimated by using the GQL estimating equation (8.61), and
the p parameter is estimated by the method of moments using p;; = exp(x},3) in
(8.54). However, for the estimation of G}%, as opposed to solving the independence
assumption based ‘working” GQL estimating equation (8.44), we now solve the
normality based ‘working” GQL estimating equation
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K oM (B.o}.p)
X e O (B.opp)l— B0y =0, 362

where for

2 2 U
uj = (yi17' s Vi YilYizs -5 YitYig+1s - - - a)’i,T71YiT) )

one writes

li(ﬁ,ﬁ;%,l)) =E[U] = Xit1s-- s Aisty - s M, Aias oo s Mt - Adir—17)

with
Ui + [exp(c})ug, foru=t
2fiut = E[Yiuyit] = (8.63)
P Wiy + [exp(0y) | i plir for u <1,

where u; = x, 3.

To compute the .Q;A} matrix for (8.62), we pretend that even though the response
vector y; = (yi1,...,yir) of the repeated counts for the ith firm/individual are gener-
ated by AR(1) type count data model [(8.1 and 8.59)], they follow a ‘working’ mul-
tivariate normal distribution N(u;, X;), where 1; and X; are the true mean vector and
covariance matrix of y; as in (8.61). Note that for the vector of count responses y;,
the elements of the y; vector are given by (8.60) and the diagonal and off-diagonal
elements of the X; matrix are given by

Oiur = 2fiut — MiwMir, foru <t,

where A, is given in (8.63). Next, these variances and covariances are used to com-
pute the product moments of order four E[Y;,Y;Y;¢Yin], under the normality assump-
tion. These product moments are then used to compute the ‘working’ fourth-order
moments matrix £2; y.

Note that under normality,

E[(Yiu — tiu) (Yie — pir) Yie — Wie) (Yim — Him)] = Oiut Oitm + Ciust Gitm + Ciuum O -
(8.64)
Let
Ouure = EYiuY;tYi] (8.65)

be the third-order product moments. By using (8.64), one may then obtain the
fourth-order product moments under the normality as

EYYiYitYim] = Oiut Gitm + Oiut Citm + Cium Oire
+5iut€.uim + 6iulm.ui£/ + 5iuém/~lit + Sitém.uiu
—Ojur it Lim — Ojut Mit Mim — Oium Mit ie — Oire liu lim

—OjtmMiuMie — Ojom Min Mir + 3 Mivg i Hig Wi - (8.66)



8.3 A Mean Deflated Conditional Serially Correlated Model 351

As far as the third-order product moments are concerned, the normality based equa-
tion
E[(Yiu — Miu) (Yie — M) (Yie — Mie)] = O, (8.67)

yields them as

Ojutt = Oiur Mi¢ + Ot Mir + Oiee Min — 2w Wi M- (8.68)

8.3.2 Corrected Response (CR) Based GQL Estimation

Note that the computation of the ;v by using (8.66) and (8.68) is straightforward
but lengthy. To reduce the computational burden, one may use a corrected (from
mean) second-order response vector based ‘working” GQL approach for the estima-
tion of 0'%. The regression effects 8 and the longitudinal correlation parameter p,
are still estimated by solving (8.61) and (8.54), respectively.

Consider a {T (T 4 1)/2}-dimensional vector statistic

g =i — 1), Oir — tir)*, vin — i) (i — Miz),
s Uir—1) = Magr—1y) ir — tir), (8.69)
based on corrected squared and pairwise products. Let 6; be the mean of g;. Note
that because X;, the covariance matrix of the response vector y;, is known by (8.60)

and (8.61), the elements of the &; vector are nothing but the selected elements of the
X; matrix. In notation,

6 =[0i11,---, 017, Gi12, -, Oir—1)1) 5 (8.70)

where
Cirr = Mir + C.u,%a
and fort < w,
Oitw = Oiwr = pw_t“it + C it i

with 1, = exp(x}, 8), and ¢ = [exp(0;) — 1]. Suppose that the covariance matrix of
g; is denoted by Q7 (B, oy, p).
8.3.2.1 GQL(CR-I) Estimation for G%

By using the distance vector gj — 6;, in the manner similar to that of the GQL(I) ap-
proach [see also (8.44)], one may construct the ‘working’” GQL estimating equation

for 67% as
g 8~/ x—1 2 * ~
D 86’29 i (B, oy, p=0)(g; —6;) =0, 8.71)
i=1 9%
where
06! ,

P - ~ ~
902 [Gilla---70-iTTaGil27-~~aGi(T—1)T]
Y



352 8 Longitudinal Mixed Models for Count Data
2
= exp(o. )[Hm M7 it i, i T ]
= 17; (say). (8.72)

Let Gy Gor(cr—r) e the solution of (8.71) for G%. By abbreviating Q;* (3, G%, p=

0) with Q7 (I), this estimate may be obtained by using the iterative equation

~2
Gy (m+1) —

Zﬁ/Q* 1 )Vi‘| R

m

K
Zﬁiﬂ*il(l)(g?—c”ri)] . (873)
i=1

m

Fu?the.rmore, one n?ay.sho.w [see also (8.49?] that Kl/z(aicQL(CR—l) - 0'%) ha§ a
univariate normal distribution, as K — oo, with mean zero, and the variance which
can be consistently estimated by

K

2 Vgi—6,) (g —6,) Q% 1( )vil . (8.74)

K
K 2‘#9*;1 (1)\71'1

i=1

Construction of Q/ (1)

As far as the formulas for the elements of the £ (/) matrix are concerned, we pro-
vide them through Lemma 8.1 and Exercise 8.1.

Lemma 8.1 The formulas for var[(Y;, — w;)?] and cov[(Yy — wir)?, (Vi — tir) (Yis —
Wis)] are given by

var|(Yy — Hi)*] = i +{7exp(07) — 4} + 6{exp(307) —2exp(oy) + 1} 4

+{exp(607) —4exp(307) +6exp(o7) —3}uf — oy, (8.75)

and
cov[(Yy — pir)* (Y — tir) (Yis — his)] = ieltis [{exp(oy) — 1} + 3{exp(307)

—2exp(o )+1},ult} GitCits(0), (8.76)

respectively, where oy, is the variance of y;, as given by (8.70), and 05(0) = ¢ Wis
is the covariance between y;; and y;; evaluated from (8.70) at p = 0.

Proof of Lemma 8.1: To derive the formula in (8.75), we re-express the variance as
var[(Yi — )] = E(Ye — ir)* = {E (Y — i)}

= EyE[{ (Y — pi) + (1 — “tt)} %] — m
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= EyE[{Z} +4Z}by + 673D} +4Z;b;, + b}y }| 7]
~Oi, (8.77)

with Zy =Y — u; and b; = uj; — ;. The result in (8.75) may now be obtained
from (8.77) by noting the fact that conditional on ¥;, Y;; has the Poisson distribution

with mean parameter u;; that is,

E(Zy|y) =0, E(Z}|%) =E(Z|%) = 1, and E(Zj|y%) = ; +3u",
and |
biy = l1j; — Mir = exp(x ,IB—fG J{wi—exp(50)},

where

E{W;—exp(37))? = exp(0}){exp(03) 1} (5.78)

1 9 3 5
E{W;—exp(50;)} = exp(507) +2exp(507) —3exp(507),  (8.79)

1
E{W; —exp(= 3 7)}4 exp(SO'%) + 6exp(36§)
—4exp(50,) —3exp(20;). (8.80)
The formula for the covariance in (8.76) may be obtained similarly.

8.3.2.2 GQL(CR-N) Estimation 67%

Under this approximation, instead of the independence assumption based estimat-
ing equation (8.71), one solves the normality assumption based estimating equation
given by

2(962 ﬁ’c}/?p)(gl ):07 (8.81)

to obtain a ‘working’ GQL estimate for G%. Because g7 in (8.81) is a vector of
corrected squares and cross-products of repeated count responses as in (8.69), the
fourth-order moments matrix (3, G)%,p) in (8.71), under normality assumption,
may be computed simply by applying the equation (8.64); that is,

E[(YIM - “iu)( it .uzt)( il — ”lf)( l’lim)] = Ojut Oitm + Oiut Oitm + OjumOitl»
where oy, for example, by (8.63), has the formula
Ot = Wi + [exp(07) — 1]z,

with p; = exp(x},3).
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8.3.3 Relative Performances of GQL(I) and GQL(N) Estimation Approaches:
A Simulation Study

A simulation study conducted in Section 8.2.4 suggested that the GQL(I) approach
produces almost unbiased estimates for the regression (f3) and longitudinal corre-

lation (p) parameters, but it underestimated the overdispersion parameter 62, es-

pecially when the true value of G% is large. We remark that this underestimation
happens because of the approximation required to construct the GQL estimating
equation in the longitudinal mixed model setup, whereas the GQL approach in the
familial mixed model setup does not require any such approximations and yields an
almost unbiased estimate for this overdispersion parameter (see Table 4.6, Section
4.2.7, for example). In this section, we examine whether the normality approxima-
tion based GQL(N) approach improves the estimation, mainly for 0'%. This we do,
however, under the present mean deflated model. As far as the simulation design is
concerned, we use the same balanced design D; as used in the simulation study in
Section 8.2.4.

For the sake of completeness, we use all four approximations, namely the
GQL(I), GQL(N), GQL(CR-I), and GQL(CR-N) approaches, and estimate all three
parameters 8, p, and G;.

8.3.3.1 Performance for Overdispersion Estimation

The simulated mean, standard error, and mean squared error are reported in Ta-
ble 8.9 for the overdispersion parameter 0'3 under all four approximations.

The results of Table 8.9 suggest that GQL(CR-I) approximation provides an es-
timate of G}% with smaller MSE as compared to the GQL(I) approximation. Simi-
larly, between the normality based approximations GQL(N) and GQL(CR-N), the
GQL(CR-N) approximation produces the G% estimate with smaller MSE as com-
pared to the GQL(N) approximation.

For example, when p = 0.75, the GQL(I) approximation based approach es-
timates G% = 0.75 with MSE 0.067, whereas the GQL(CR-I) approach estimates
this parameter value with smaller MSE 0.053. Similarly, the same parameter value
is estimated by GQL(N) and GQL(CR-N) approximations with MSE 0.128 and
0.041, respectively. Thus the corrected response based approximations appear to
perform better as compared to their corresponding raw response based approxima-
tions. This pattern appears to hold for all parameter values considered in Table 8.9.
Among all four approximations, the GQL(CR-N) approximation performs the best
and GQL(N) approximation is the worst. Note that the GQL(CR-N) approximation
attains the smallest MSE because of the smallest standard error of the estimate.
Thus the efficiency gain by the GQL(CR-N) approximation may be quite significant
as compared to the other three approximations in estimating the overdispersion pa-
rameter G%. In summary, normality based approximation appears to work well when
CRs are used to construct the GQL estimating equation. If raw or uncorrected re-
sponses are used, independence assumption based approximation works better than
the normality based approximation. Further note that irrespective of the approxima-
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Table 8.9 Overdispersion estimation: Simulated mean, simulated standard error, and simulated
mean squared errors of the GQL estimates for the overdispersion parameter 0'7%., based on GQL(]),
GQL(CR-I), GQL(N), and GQL(CR-N) approximations, for selected values of 0}3 and p; K = 100;
T =4; B; = > = 0.0; 1000 simulations.

Approximation
True G}% True p Quantity GQL(I) GQL(CR-I) GQL(N) GQL(CR-N)
025 025 SM 0.247 0.248 0.377 0.235

SSE 0.148 0.126 0.267 0.079
SMSE  0.022 0.016 0.087 0.006
0.50 SM 0.247 0.247 0.408 0.237
SSE 0.171 0.130 0.340 0.103
SMSE  0.029 0.017 0.141 0.011

0.75 SM 0.296 0.281 0.371 0.242
SSE 0.193 0.172 0.280 0.135
SMSE  0.039 0.030 0.093 0.018
050 025 SM 0.457 0.457 0.470 0.456
SSE 0.187 0.163 0.211 0.106
SMSE  0.037 0.028 0.045 0.013
0.50 SM 0.456 0.458 0.525 0.452
SSE 0.205 0.179 0.292 0.128
SMSE  0.044 0.034 0.086 0.019

0.75 SM 0.594 0.572 0.595 0.507
SSE 0.239 0.203 0.327 0.175
SMSE  0.066 0.046 0.116 0.031

075 025 SM 0.771 0.762 0.802 0.754
SSE 0.212 0.180 0.194 0.133
SMSE  0.045 0.032 0.040 0.018

0.50 SM 0.795 0.785 0.799 0.742
SSE 0.227 0.198 0.281 0.158
SMSE  0.053 0.040 0.081 0.025

0.75 SM 0.806 0.790 0.847 0.746
SSE 0.253 0.226 0.344 0.203
SMSE  0.067 0.053 0.128 0.041

tions, the MSE of the estimator of G% gets larger as the value of p increases. Thus
the estimation of G)% is affected by the longitudinal correlations. The performances
of all four approximations in estimating the longitudinal correlation index parame-
ter are discussed in Section 8.3.3.3.

8.3.3.2 Performance for Regression Effects Estimation

The GQL estimates of 3, and 3, are obtained by solving the GQL estimating equa-
tion (8.61). These estimates are affected by the other two parameters G% and p only
through the weight matrix involved in (8.61). Thus it is expected that the estimates
of these later parameters will have no effect on the consistency of the regression
estimates. Furthermore, because the GQL(CR-I) and GQL(I) produced almost the

same estimates for G% in Table 8.9, for convenience we exclude the tabulation of the
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results for the GQL(CR-I) approach, while showing results on regression estimates
in Table 8.10. The simulation results, namely SMs, SSEs, and SMSEs reported in
Table 8.10 show that the efficiencies of the GQL regression estimates are also not
affected by the estimates of the G% as well as p parameters. This is because the
MSEs of the estimates of §; and [, appear to remain almost the same under all
three remaining approximations.

Table 8.10 Regression estimation: Simulated mean, simulated standard error, and simulated mean
squared errors of the GQL estimates for the regression parameters f3; and f3,, based on GQL(I),
GQL(N), and GQL(CR-N) approximations, for selected values of G% and p; K =100; T = 4;
B1 = B = 0.0; 1000 simulations.

Approximation
GQL(I) K GQP(N) . GQL(FR—N) .
True G% True p Quantity [ Ba Bi B B B

025 025 SM  0.043 —0.021 0.043 —-0.024  0.043 —0.022
SSE  0.158 0.084 0.157 0.084 0.158 0.085

SMSE 0.027 0.007 0.026  0.008 0.027 0.008

0.50 SM  0.014 —-0.013 0.012 —-0.014  0.036 —0.020

SSE  0.126 0.079 0.126 0.079 0.130 0.078

SMSE 0.016 0.006 0.016 0.006 0.018 0.006

0.75 SM  0.017 -0.012 0.015 -0.012  0.018 —0.010

SSE  0.100 0.064 0.101 0.165 0.102 0.066

SMSE  0.010 0.004 0.010 0.027 0.011 0.004

0.50 0.25 SM  0.050 —0.027 0.050 —0.029  0.049 —0.025
SSE  0.166 0.093 0.165 0.093 0.166 0.094

SMSE 0.030 0.009 0.030 0.009 0.030 0.009

0.50 SM  0.028 —0.016 0.030 —-0.018  0.027 —0.016

SSE  0.134 0.085 0.134  0.085 0.135 0.085

SMSE 0.019 0.007 0.019 0.008 0.019 0.007

0.75 SM  0.002 —0.006 0.002 —0.007  0.002 —0.006

SSE  0.096 0.066 0.096 0.066 0.096 0.066

SMSE 0.009 0.004 0.009 0.004 0.009 0.004

075  0.25 SM 0016 —-0.039 0.014 -0.037 0.014 —0.036
SSE  0.154 0.090 0.153 0.090 0.153 0.090

SMSE 0.024 0.010 0.024 0.009 0.024 0.009

0.50 SM  0.017 —-0.027 0.015 -0.026  0.014 —0.025

SSE  0.131 0.085 0.130 0.085 0.130 0.085

SMSE 0.017 0.008 0.017 0.008 0.017 0.008

0.75 SM  0.009 —-0.014 0.009 -0.015 0.009 —0.014

SSE  0.098 0.067 0.098 0.067 0.098 0.067

SMSE 0.010 0.005 0.010 0.005 0.010 0.005

For example, when 67% =0.75 and p = 0.50, all three approximations yield MSEs

0.017 for ,31 and 0.008 for ﬁz. Further note that under any given approximation, the
MSEs of both f8; and B, appear to get smaller as the value of p gets larger. For
example, when G}% = 0.50, under the GQL(CR-N) approximation, the MSEs of 3,
are found to be 0.009, 0.007, and 0.004, for p = 0.25, 0.50, and 0.75, respectively.
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Furthermore, these MSE values appear to remain almost the same for the other
two values of G}% = 0.25 and 0.75. Thus, it is clear that the GQL estimates of the

components of f are more affected by p than G)%. But, it has nothing to do with
the selection of an approximation for B estimation. More specifically, any of the
four approximations can be chosen for § estimation. We, however, recommend the
GQL(CR-N) approximation as it is simpler and estimates G}% with smaller MSEs as
compared to the other three approximations.

8.3.3.3 Performance for Correlation Index Estimation

The longitudinal correlation index parameter p has to be estimated to understand the
correlation structure of the data as well as for the estimation of  and G}% parameters.
This parameter may be consistently estimated by using the moment equation (8.54)
using ;; = exp(x},f) under the mean deflated model. For selected true values of G%,
the simulated moment estimates of p as well as their SSEs and MSEs are reported
in Table 8.11. The results of Table 8.11 show that the moments based approach
produces almost unbiased estimates for p, irrespective of the approximations used

to estimate 0'%.

For example, when c}% = 0.75, the correlation index parameter value p = 0.5
is estimated as 0.488, 0.469, 0.465, and 0.477, by using G% estimates based on
the GQL(I), GQL(CR-I), GQL(N), and GQL(CR-N) approximations, respectively.
However, the corresponding SMSEs were found to be 0.014, 0.012, 0.016, and
0.008, showing that the GQL(CR-N) approach produces slightly more efficient p
estimates as compared to the other three approximations. This pattern appears to
hold for other selected values of G,? and p. Thus, the GQL(CR-N) approximation
produces better or the same estimates for both 0'% (Table 8.9) and p (Table 8.11).
Furthermore, this approach is as good as any other approximations in estimating f3,
which makes the GQL(CR-N) approximation best in estimating all parameters of
the longitudinal mixed model.

8.3.4 A Further Application: Analyzing Patent Count Data

To illustrate the mean deflated longitudinal mixed model for count data introduced
in Sections 8.3.1 and 8.3.2, we consider a part of the U.S. patents and R&D (Re-
search and Development) expenditures dataset that contains the patents and R&D
expenditures from 168 firms from 1971 to 1979. This patent count dataset was ear-
lier analyzed by some authors such as Hausman, Hall, and Griliches (1984), Blun-
dell, Griffith, and Windmeijer (1995), and Montalvo (1997), mainly by using the
GMM and CML approaches. The patent data also contain the type of each firm
whether scientific or nonscientific, and the log of the book value of capital (in 1972
millions of dollars) less than or equal to 4.0. These two covariates along with the
R&D expenditures for the period from 1971 to 1979 are shown in Table 8B in the
appendix. As far as the longitudinal responses are concerned, we consider the patent



358 8 Longitudinal Mixed Models for Count Data

Table 8.11 Correlation estimation: Simulated mean, simulated standard error, and simulated mean
squared error of the moment estimates for correlation index parameter p, based on GQL(I),
GQL(I), GQL(N), and GQL(CR-N) approximations, for selected values of 6% and p; K = 100;
T =4; B; = B, = 0.0; 1000 simulations.

Approximations
True 6% True p Quantity GQL(I) GQL(CR-I) GQL(N) GQL(CR-N)

025 025 SM 0.269 0.261 0.258 0.263
SE 0.096 0.086 0.110 0.075

SMSE  0.010 0.008 0.012 0.006

0.50 SM 0.466 0.460 0.490 0.505

SE 0.081 0.075 0.082 0.063

SMSE  0.008 0.007 0.007 0.006

0.75 SM 0.748 0.748 0.749 0.751

SE 0.052 0.047 0.053 0.043

SMSE  0.003 0.002 0.003 0.002

0.50 025 SM 0.266 0.259 0.265 0.260
SE 0.114 0.105 0.120 0.091

SMSE  0.013 0.011 0.015 0.008

0.50 SM 0.509 0.513 0.524 0.505

SE 0.097 0.084 0.107 0.077

SMSE  0.009 0.007 0.012 0.006

0.75 SM 0.728 0.737 0.735 0.739

SE 0.065 0.058 0.058 0.050

SMSE  0.005 0.004 0.004 0.003

0.75 025 SM 0.243 0.245 0.174 0.218
SE 0.159 0.131 0.164 0.118

SMSE  0.025 0.017 0.033 0.015

0.50 SM 0.488 0.469 0.465 0.477

SE 0.118 0.104 0.121 0.090

SMSE  0.014 0.012 0.016 0.008

0.75 SM 0.732 0.740 0.739 0.734

SE 0.073 0.065 0.078 0.059

SMSE  0.006 0.004 0.006 0.004

counts from 1974 to 1979 awarded to each of 168 industries. These patent counts
are shown in Table 8A in the appendix.

In the notation of Sections 8.3.1 and 8.3.2, suppose that y;; is the number of
patents for the ith firm at time t. Thus, for t = 1,...,T, with T = 6, y;; denotes
the number of patents awarded to the ith firm in 1974, and y;» denotes the num-
ber of patents awarded in 1975, and so on. As far as the explanatory variables are
concerned, we consider p = 6 covariates, among which p; = 4 are time-dependent
covariates and p, = 2 are time-independent covariates, so that x; = (x;1,...,Xi)’s
where for u = 1,..., p, xj;, denotes the uth covariate value recorded at year ¢ from
the ith (i = 1,...,K) firm for K = 168. To be specific, x;1, Xi2, X3, and x;4 are
the R&D expenditures at year r, t — 1, t —2, and ¢ — 3, respectively. Similarly, x;s
denotes the type of firm (coded as O for nonscientific firms and as 1 for scientific
firms) and x;¢ is the log of the book value of capital in 1972. In this problem, it
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is of main interest to find the relationship of the above six covariates (x;;) with the
number of patents (y;) awarded at each of the six years from 1974 to 1979. The
count responses y;;, on top of x;, may also be influenced by certain unobservable
random effects (¥), and because the repeated count responses of a firm may be lon-
gitudinally correlated, the longitudinal mixed model (8.1) appears therefore to be
appropriate to fit the data. As far as the conditional means are concerned, we choose
to use the simpler mean deflated model given in (8.59). Thus, the estimation tech-
niques introduced in Sections 8.3.1 and 8.3.2 would be appropriate to use to analyze
the present patent count dataset.

Note that to see whether the model (8.60) and (8.63) can represent the patents
and R&D data, we have computed the basic moments (mean, variance, correlations)
of the data as shown in Table 8.12. It is clear that at a given year, the variances of
the count response are much larger than their corresponding means.

Table 8.12 Six yearly summary statistics for 168 firms.
1974 1975 1976 1977 1978 1979

Data based moments

Mean 2.952 2.435 2.369 2.244 2.399 2.161
SD 3.508 2.952 2.704 2.851 3.094 2.854
Correlation 1.000 0.692 0.615 0.561 0.648 0.635

1.000 0.651 0.607 0.583 0.534
1.000 0.595 0.593 0.592
1.000 0.630 0.661

1.000 0.695

1.000

For example, the mean of the number of patents awarded in 1977 is 2.244,
whereas the variance is 8.128. This mean—variance relation may well be explained
by the formulas for mean u; = exp(x},) from (8.60) and variance o = Ui +
lexp(c?) — 1]u? from (8.63), which are derived from the model (8.1) and (8.59).
In fact the estimate of 3, obtained by solving (8.61) iteratively, and the estimate of
G}% obtained by using all four approximations, namely GQL(I) [(8.44) with ;; as
in (8.60)], GQL(N) (8.62), GQL(CR-I) (8.71), and GQL (CR-N) (8.81) yielded the
mean and standard deviations close to the observed means and standard deviations.
For example, the estimated mean and standard deviations based on GQL(CR-I) and
GQL(CR-N) approximations, shown in Table 8.13, are in good agreement with those
observed means and standard deviations in Table 8.12. Note that in the simulation
study conducted in the last section, these two approximations were found to be bet-
ter than the other two approximations in estimating all parameters, GQL(CR-N)
being the best.

Note that for the aforementioned estimation of 8 as discussed above, we also had
to compute the moment estimate of p under each approximation. The estimates of
all parameters along with standard errors, where applicable, based on the two best
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Table 8.13 Yearly fitted values based on GQL(CR-I) and GQL(CR-N) approximations.

1974 1975 1976 1977 1978 1979

GQL(CR-I) based fitted moments

Mean
SD

Correlation

2.304 2.226 2.305 2.348 2.417 2.432
2.266 2.213 2.278 2.321 2.374 2.388

1.000 0.504 0.450 0.444 0.447 0.447
1.000 0.501 0.446 0.443 0.442

1.000 0.506 0.453 0.447

1.000 0.509 0.455

1.000 0.513

1.000

GQL(CR-N) based fitted moments

Mean
SD

Correlation

2.304 2.226 2.305 2.348 2.417 2.432
2.341 2.286 2.362 2.400 2.455 2.470

1.000 0.526 0.476 0.471 0.473 0.473
1.000 0.523 0.472 0.470 0.469

1.000 0.528 0.479 0.473

1.000 0.532 0.480

1.000 0.536

1.000

approximations, namely GQL(CR-N) and GQL(CR-I), are reported in Table 8.14.
Before we interpret these, mainly the estimates of the regression effects, we examine
how these estimates explain the overall longitudinal correlations of the data.

Table 8.14 GQL(CR-I) and GQL(CR-N) estimates of regression and their estimated standard
errors, as well as estimates of autocorrelations under Poisson longitudinal mixed model for the

patents and R&D data.

Estimation Approach
GQL(CR-I) Approximation GQL(CR-N) Approximation

Parameters  Estimate SE Estimate SE
Lag O R&D (x;) 0.447 0.086 0.446 0.086
Lag 1 R&D (x2) —0.119 0.098 -0.119 0.096
Lag 2 R&D (x3) —0.007 0.090 —0.007 0.093
Lag 3 R&D (x4) —0.027 0.076 —0.027 0.076

Firm type (x5s) 0.343 0.101 0.343 0.102

Log book (xg)  0.265 0.083 0.265 0.026
G}% 0.370 0.074 0.336 0.008
p 0.452 — 0.496 —

For this purpose, we have first computed the observed correlations up to lag 5
(from six years’ data) from 168 firms. These observed correlations are shown in
Table 8.12 along with the observed means and standard deviations for six years.



8.3 A Mean Deflated Conditional Serially Correlated Model 361

Next, we estimate all lag correlations up to lag 5 by using the lag ¢ =1,..., T — 1,
correlation formula

pé.ui,t—é + clitlis—¢
[{tie + b Hbtig o+ cud,_ 3P

COIT(Yin Yi,t—f) = (8.82)

constructed from (8.9) by using (8.60), where ¢ = exp(o%) — 1. Now by averaging
over the 168 firms, we compute the estimate of lag ¢/ =1,...,T — 1, correlations un-
der a given approximation. These estimated lag correlations under the GQL(CR-I)
and GQL(CR-N) approximations are displayed in Table 8.13. Note that the esti-
mated lag correlations shown in Table 8.13 are in general in agreement with the
observed lag correlations displayed in Table 8.12. This agreement along with the
agreement of the observed and estimated means and standard deviations of the data
provides a satisfactory assessment about the use of the model (8.1) along with (8.60)
to fit the patent and R&D data and about the performance of the estimation approx-
imations.

We now interpret the estimates provided in Table 8.14 under both the GQL(CR-
I) and GQL(CR-I) approaches. It is clear from the results of this table that both the
GQL(CR-I) and GQL(CR-N) approaches yield the same estimates along with the
same standard errors for the components of the 8 parameter. This is in agreement
with the simulation findings displayed in Table 8.10 for the estimation of the 3 pa-
rameter. Based on the GQL(CR-I) approximation, the current (lag 0) R&D expendi-
tures appear to have a positive influential effect (0.446) on the patents awarded to the
firm, whereas the lag 1, 2, and 3 R&D covariates appear to have moderately nega-
tive effect or no effects on the patent numbers, estimates being —0.119, —0.007 and
—0.027 respectively. The firm type appears to have a large positive effect (0.343)
indicating that the scientific firms are awarded more patents as compared to the
nonscientific firms. As far as the capital value of the firm is concerned, it appears
that it also has large positive effect (0.265) on the number of patents awarded to the
firms.

With regard to the estimates of the overdispersion parameter 62, the GQL(CR-
I) approach yielded the 0'% estimate as 0.370 with standard error 0.074, whereas
the GQL(CR-N) approach gives the 673 estimate as 0.336 with smaller standard
error 0.008. These results are in agreement with the simulation results displayed
in Table 8.9 for the estimation of G}%, where it was found that the GQL(CR-N)
approximation performs the best in estimating the parameters. The estimate of the
p parameter based on the best GQL(CR-N) approximation is found to be 0.496,
which is significantly far away from zero correlation. Note that the GQL(CR-N)
estimate 0.336 for G)% is the reflection of a large overdispersion in the data. This
is also verified from Tables 8.12 and 8.13, where it was shown that the estimated
and/or observed variances are larger than the corresponding means.
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8.4 Longitudinal Negative Binomial Fixed Model and Estimation
of Parameters

In previous sections, the longitudinal count responses of an individual are assumed
to be longitudinally correlated conditional on the individual random effect. This
causes unconditional correlations to be functions of both longitudinal correlation
index parameter (p) and the variance of the random effects (0'7%). Jowaheer and Su-
tradhar (2002) have considered a different model where the marginal variance is
only affected by the variance of the random effects and longitudinal correlations are
simply functions of the correlation index parameter p. Consequently, this model of
Jowaheer and Sutradhar (2002) is in fact a longitudinal fixed model. We discuss this
model and its basic properties below. Also, the estimation of the parameters of the
model is discussed.

Marginal Mixed Model:

In Section 8.1, it was assumed that each of the repeated count responses yji, ..., Vir
shares the common random effect ¥, and conditional on ¥;, the responses are longi-
tudinally correlated. As far as the influence of random effects is concerned, we now
consider that these T responses are influenced by T different random effects, namely
Yits---sYit,---, YT, respectively, and these T random effects are independent. Thus,
in the spirit of the previous sections, the random effects are not causing any longi-
tudinal correlations among the repeated responses. More specifically, these random
effects will cause certain overdispersion marginally on each responses.
Suppose that conditional on 7, y;; has the Poisson distribution given by

1
fOilte) = )’T' exp{yiNit —exp(Nir) },

[see (8.19)] with E (Y; | ) = var(Yi|Yir) = exp(n;r), where 1;; = x;, B +1og(¥ ). Next
suppose that ¥, has the gamma distribution with mean 1 and variance ¢*, with den-
sity
—1/c* * *— *—1_
glu) = { /(e =1 fexp(=c ) (8.83)

For 6;; = x/, B, it then follows that marginally y; has the negative binomial distribu-
tion given by

L y) (1 N\ [ o
i it
N _cO \T 8.84
) (e yy! <1+C*9it> <1+c*6,-,> 0

which accommodates the overdispersion indexed by c¢*. More specifically, under
(8.84), the marginal expectation and the variance have the formulas

E(Y,t) =0y = exp(x;,ﬁ)
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var(Yy) = 6; +c*6?. (8.85)

The negative binomial distribution (8.84) will be denoted by y;~NeBi(1/c*,c*6;).

8.4.1 Inferences in Stationary Negative Binomial Correlation
Models

Following Lewis (1980) and McKenzie (1986), we may relate y;; for the ith individ-
ual at time ¢ with y;;_1 by
Vit = Qi *Yig—1 +dit, (8.86)

where, for given probability 0 < ;; < 1 and count y;;_1, the symbol * indicates the
binomial thinning operation, so that @ *y; ;1 is the sum of y; ;1 binomial variables
with probability o;;. Note that the dynamic model in (8.86) is similar but different
from the stationary longitudinal model (6.14) used for correlated Poisson responses.
Unlike in (6.14), the probability o in (8.86) is time dependent and also it is consid-
ered as a random variable. Further suppose that

L. yio~NeBi(1/c*,c*6;).

2. dy~NeBi{(1 —p)/c*,c*6;}, all variables being independent, with 6; = exp(xf),
where x; is the p x 1 vector of time independent covariates.

3.b j(oc,-,) denotes the jth binary variable, with probability of success o; that is,
pr{bj(oci,) = 1} =0o; =1 —pr{bj(ai,) = O}

4. oy follows a beta distribution, namely

o~Be{p/c*,(1=p)/c'};

that is,

L(/e) o1 (1-p)fe*—
o) == ——L"L__¢f 1— oy 4P =1 8.87
g(or) F(%)F(lzp) it ( 1) ( )

C

foralliand ¢, with0 < p <1,
Now for given y; ;1 and also ¢, it follows that

Yit—1
O xyig—1 = Y, bj(0G) =z
j=1

yields the conditional binomial distribution as

Zit |yi,t—17 aitNBi<yi,t—17 O‘it)7

independently for all i and 7. Next, by using the aforementioned assumption 4, that
is, beta distribution (8.87) for ¢, one obtains the conditional distribution of z;; given
Yit—1 as
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Yig—1! I'(1/c")
Zit!(Vig—1 =z T{(1—=p)/c*}(p/c*)

XF(P/C*-FZ:':)F{(I —p)/¢" +Yie-1 — 2}
I'(L/c* +yis—1) ’

g(Zit b’i,t—l) =

(8.88)

for zjy = 0,...,yi;—1, which is referred to as the beta-binomial distribution. Hence,
the unconditional distribution of z; is given by

glzi) = i 8o (zit|yin—1)8(Viu—1)

Yit—1=Zit
* . p/c* *0. Zit
_Llp/e “’f)( ! ) ( <’ ) . (8.89)
F(P/C*)Zit! p+c*6; p+c*6;

Because dj;~NeBi{(1 —p)/c*,c*6;} and z;~NeBi(p/c*,c*6;), independently for
all i and ¢, it then follows that, marginally, y;~NeBi(1/c*,c*6;), independently for
all i and z.

To examine the correlation structure, one may show by using the relationship
Vit = Ot *Yis—1 +di, for example, that y;y;, > = yi,t—z(ait O 1Yig—2+dig 1 o) +
yis—2dir. As the ays are independent with E (o) = p, forallt =1,..., T, it then fol-
lows that E (yiyi,—2) = p>(6;. +c*6?) + 62, yielding lag 2 correlation p, = p2. By
similar calculations, one can show that, for ¢ =1,...,T — 1, the lag £ autocorrelation
is given by p; = p’, which is a special case of the general correlation structure

L p1 p2 - pra
Ci(p) =Ci(p1;---,pr1) = p" 1 ”" "'ijz , (8.90)
Pr—1 Pr—2 pr-3 -+ 1
[see also (6.25)] yielding the autocovariance structure
N " 1/2 1/2

Zi(ﬁ,c ,p) = 2,'([376‘ 7pl,...,pT,]) :Ai Ci(lenaprl)A,' s (891)
with A; = diag{var(Yy)}, where by (8.85), var(Y;) = 6; + c¢*6? for the stationary
case. Note that it is clear from (8.90) that the stationary negative binomial counts
modelled by (8.86) exhibit the same autocorrelation structure (6.25) as in the station-

ary Poisson case. This is also same as the autocorrelation structure for the Gaussian
data.

8.4.1.1 Estimation of Parameters

8.4.1.1.1 GQL Estimation for 3
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By using (8.61), for example, one may write the GQL estimating equation for f3 as

& 1406:(B)
2755

where Z;(f8,c*,p) is given by (8.91) and 6; = exp(xf3) for the stationary negative
binomial counts.

N (B.c"p) i~ 6:(B) 1] = 0, (8.92)

8.4.1.1.2 Estimation of ¢*
GQL() Approach

Similar to (8.44), one may compute the independence assumption based GQL esti-
mate of ¢* by solving

< IA(B.c".p)

ac* Qiil(ﬁ76*7p :0)[ui_)~i(ﬁ76*7p)] :Ou (893)

i=1
where
up = [yizlr"vyiztv'~~7yi2T7yi1yi27~'7yivyit;~~7)’T71yiT]/»
with
lm - E[Yltz] - 6,+ (C* + 1)6i27 )“ivt - plv_t‘ [Givvcm‘]l/z + 9[2 - plv_tl [9[+C* 6,'2] + eiz.

When it is pretended that p = 0, the Q;(8,¢*,p = 0) in (8.93) takes the diagonal
matrix form. That is,

Qi(B,c*,p =0) =diag[...,var(Y?),...,var[¥;, Y], .. ], (8.94)
where

2 2
= OOt + Opvy 9,’ + Ojzt 9,‘

= [6; 4 c* 07> +2[6; 4 c* 67167,

var[YpYil| _,
and by Exercise 8.2,

var(Yf) = E[Y;] - A,
= 60, + (647¢")0? + (44 16¢* + 12¢*%) 07 + (4¢* + 10¢*% + 6¢72) 67

GQL(N) Approach
In this approach, one solves the estimating equation

K ! *
SBCR o (. p)lus— B )] =0, (599

=1
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where Q;y is the normality assumption based covariance matrix of u;. By (8.66)
and (8.68), one first computes the third— and fourth-order raw moments; that is,
Ourt = E[YiYyYie] and @i = E[Y;Y;1Yi¢Yi] as the functions of 6; = 6; and o
Next, these moments are used to compute the appropriate variances and covariances
of the elements of the u; vector. For example,

COV[YM, K[Kd = (biuutf - Aiuulizf-

Note that under the present stationary negative binomial longitudinal model
6 = exp(¥B), and G = P [GiuuGir] /2, (8.96)
where, for example, 6, = 6; + c* 6i2.
GQL(CR-I) Approach
Let

g = (it — 61)*,... 0ir — 07)%, (i1 — 6i1) iz — B2,
o ir—1—6ir-1)yir — 6ir)]-

In this approach, one then solves the ‘working’” GQL estimating equation by

K

Z (96 ﬁ c 7P)Q* l(ﬁ,c*,p=0)[gi—0i(ﬁ>0*7p)] =0, (8.97)

where
O'i(ﬁ7P7C*) = [Gillyn-,GiTTaO-iIZw~~70-i,T—1.,T]/7
with oy, and o, as defined in (8.96). Note that as opposed to the conditional serially

correlated model [see the construction of £ (7) in (8.71) — (8.73) and Lemma 8.1],
the computation of

'Qi*(ﬁ’C*’p :0) = 'Qi*(l)

is easier. This is because when p = 0, under the negative binomial model o;; = 0,
whereas in (8.71), 0js = clis lis. More specifically, under the present model

'Qi* (ﬁ,c*,p = 0) = diag[var(Yil — 91'1)27 ce ,Var{(l/,-j_l — ei,T—l)(YiT — Gl-T)}].

GQL(CR-N) Approach

Similar to (8.97), in this approach we compute ¢* by solving the GQL estimating
equation

g 86, ﬁ) )p *—

3 29 BC0) i . p)lei— 0B )] = (5.98)

i=1
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which is easier to compute than (8.97). This is because the elements of Q3 (B, ¢*,p)
can be computed by using

Oisiem = E[(Yiu — 0iu) Yir — 0it) (Yie — 0i¢) Yim — Oim)]
= Ojut Oitm + Oiut Oitm + CiumOitt s

[see (8.64)] where 0,y = 0; +¢*67.
8.4.1.1.3 Moment Estimation of p

Note that even though the AR(1) type correlation model is considered in (8.86), a
more general correlation structure (8.90) may be fitted in the stationary setup. For
the present negative binomial model, the lag ¢ correlation can be estimated by using
the moment equation

. S S i /K(T = 0)
Pem = K T 2 , £=1,...,T—1, (8.99)
i1 X /KT

with y;, = (yir — 6i) /(0ur) /%, where
6ir = exp(x;B), and o = 0; + ¢ 95,

with 6 = 6; = exp(x/f) in the stationary case. Note that the formula for p estima-
tion by (8.99) is similar to that of the stationary longitudinal count data model, given
by (6.27), where o;; = 6;; unlike in (8.99). Further note that this formula in (8.99)
is different from (8.54) given under the conditional serially correlation model.

8.4.2 A Data Example: Analyzing Epileptic Count Data by Using
Poisson and Negative Binomial Longitudinal Models

Jowaheer and Sutradhar (2002) have revisited the epileptic dataset that was earlier
analyzed by Thall and Vail (1990), among others. At each of four successive two-
weekly clinic visits, the number of seizures occurring over the previous two weeks
was reported by each of a group of 59 epileptics. Summary statistics for this re-
sponse variable are given in Table 8.15. Variances are much larger than their

Table 8.15 Summary statistics for four two-weekly seizure counts for 59 epileptics.
Visit
1 2 3 4
Sample mean  8.949 8.356 8.441 7.305
Sample variance 220.084 103.785 200.182 93.112
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corresponding means, indicating clear overdispersion. Thall and Vail (1990) used
the negative binomial model for analysing this overdispersed data, but their ap-
proach introduced certain random effects, whereas Jowaheer and Sutradhar (2002)
assumed that the four counts for each epileptic follow the general longitudinal au-
tocorrelation structure (8.90). The model considered by Jowaheer and Sutradhar
(2002) is easily interpreted with regard to the longitudinal correlations of the re-
peated responses, the longitudinal correlations can be estimated consistently, and,
unlike the approach of Thall and Vail (1990), their approach does not require esti-
mation of multidimensional variance components under a mixed model, which is an
extremely difficult problem as it is not easy to check the consistency and efficiency
of the variance component estimators. In this section, we provide the results for the
epileptic study from Jowaheer and Sutradhar (2002).

We consider five covariates, the intercept (INTC) variable for the ith epileptic at
time ¢, denoted by x;:1, the adjuvant treatment (TR) x;;» , coded as O for placebo and 1
for progabide, baseline seizure rate (BR) x;:3, the age of the person in that year (Age)
Xiz4, and the interaction (INTA) x;5 between treatment and baseline seizure rate.
None of these covariates is time dependent. Thus the mean parameter of the negative
binomial distribution for the ith person may be denoted by 6;. = exp(x} ), with
Xi. = (i1, Xir2, - - -, Xir5)' forallz = 1,....4, which is conformable with the notation
used in Section 8.4.1. Here f3 is the 5 x 1 vector of regression parameters, and it is
of interest to estimate 3 after taking the longitudinal correlations of the data into
account.

Table 8.16 Estimates of regression and overdispersion parameters and their estimated standard
errors, as well as estimates of autocorrelations, under both negative binomial and Poisson longitu-
dinal models for the epileptic data.

Parameters
Model INTC TR BR age INTA ¢ P1 P2 P3
NeBi Estimate 0.458 —0.247 0.027 0.021 0.001 0.514 0.522 0.337 0.203
SE 0432 0.152 0.004 0.013 0.005 0.312 — — -
Poisson Estimate 0.486 —0.309 0.021 0.028 0.003 — 0.500 0.353 0.191
SE  0.021 0.113 0.001 0.006 0.002 — — — -

As far as the GQL estimation of the parameters is concerned, Jowaheer and Su-
tradhar (2002) have used the GQL estimating equation (8.92) for 3, and the GQL(N)
estimating equation (8.95) based on

uj = [yz'z17"~vyi2T]/

for ¢*, and the moment estimating equation (8.99) to estimate the lag correlations
p¢. Having chosen starting values of zero for the longitudinal correlations and small
positive values for the regression and overdispersion parameters, they estimated
the parameters iteratively and obtained the estimates shown in Table 8.16. The
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results for the Poisson model (i.e., for the negative binomial model with ¢* = 0)
are also shown. The autocorrelation values under both Poisson and negative bino-
mial models are large, indicating high longitudinal correlations. The large value of
5*GQL(N) = 0.514 confirms that the seizure counts data are highly overdispersed.
This overdispersion affects the regression estimates as, except for age and interac-
tion, the regression estimates are generally different under the negative binomial
and Poisson models. The negative value for B, gor, = —0.247 under the negative
binomial model indicates that the predicted seizure counts will be less in the treat-
ment group than in the placebo group. The positive estimate for f indicates that, as
age increases, it is likely that the individual epileptic will have more seizure counts.
Unlike as in Thall and Vail (1990), the interaction between the treatment and the
baseline seizure rate does not appear to be significant.

8.4.3 Nonstationary Negative Binomial Correlation Models and
Estimation of Parameters

8.4.3.1 First Two Moments Based Negative Binomial Autoregression Model

In a time series setup, Mallick and Sutradhar (2008) have exploited an observation-
driven model for nonstationary negative binomial counts and discussed the estima-
tion of the parameters of such a model. In the longitudinal setup, this observation-
driven model has the form as in (8.86); that is,

Vit = Ot * Vit —1 +dy, t=2,....,T;i=1,...,K, (8.100)
but unlike (8.86), we now assume that
yi1 ~ NeBi(c* ™", c*6;1) (8.101)

with 6; = exp()c;1 B), where x;; = (xj11,- -, %11 p)/ is the p-dimensional vector of
covariates associated with y;;, and

dis NNEBi(‘lfit\zfl’éit\tfl)a t=2,...,T, (8.102)
with ( ) ) )
(6 —pBis—1)? (6 —pO;,_,
i1 =~ Gitl—1 — (8.103)
Il/t\t 1 C*(Ql% — Peft_l) ézt\t 1 (Git — p6i7[71)
where 6;, = exp(x;, B) with x;; = (X1, -+ ,x,-,,,),, and y;;—1 and dj are independent.

Further note that even though it has been assumed that y;; and d;;, t =2,...,T, fol-
low marginally a negative binomial distribution, unlike in the stationary case (Sec-
tion 8.4.1), it is, however, not easy to derive the marginal distribution of y;, for
allt =2,...,T. By the same token, it is difficult to compute the moments of order
higher than 2, following the nonstationary dynamic model (8.100). We, however,
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show below that irrespective of the negative binomial marginal distribution for all
vir, these responses satisfying (8.100) have the means and the variances of negative
binomial variable.

8.4.3.1.1 Nonstationary Mean— Variance Structure
Lemma 8.2 The repeated count responses satisfying the dynamic model (8.100) and
the related assumptions through (8.101) to (8.103), have the means and the variances
as given by

E(Yy) =0y = exp(x;,ﬁ), and var(Yj,) = 6; 4 ¢* 02 = oy, (8.104)
respectively.

Proof of Lemma 8.2: It follows from the model (8.100) that

E(Y) Eoc,,Ey,, 1 [Yit |Yi,r—17ait]

= Eq,Ey;, , [otiYi—1 +E(dy)], (8.105)
and
Var(Yit) = Eg, [Vary,,lE(Yt | aitv}’ht—l) +Ey,~‘,,1var(yit ‘ aitayi,t—l)]
+varg, [Ey,, \E(Y | 0, yii—1)] (8.106)
where

di ~ NeBi [lllit\tfl ) éiz|t—l]

as in (8.102) — (8.103), y;; ~ NeBi(c*_l,c*Gil) by (8.101) and ;; has beta distri-
bution with probability density function g(c,) as defined under the model (8.87).
Based on the above assumptions, one obtains

(dll) = i pelt 1
( it ‘ it Vit — 1) = Yii—10 +0; —p0; ;1
var(Yj | it Vit — 1) =i - 106 (1 — i) + 6 —p6is—1+c ( PQ,, )
E(oi) = p
var(oy) = p(1—p)c*/(1+c"). (8.107)

Now, for t = 2, by applying (8.107) to (8.105) and (8.106), and by using
E[Yn] = 61, var[¥i] = 6 +c* 67,

one obtains
E[Yn] = 6, var[Yp] = 6, +c*63. (8.108)
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Consequently, by using
2
E[Yi;1] =61, var[Yi, 1] = 6,1 + "0y,

the repeated applications of (8.107) to (8.105) and (8.106), provides the mean and
the variance of y;, forallt =1,...,T, as

E[th] = 0Oy, Var[Yit] = Uit +C*9,%7
yielding the lemma.

8.4.3.1.2 Non-stationary Correlation Structure

Let ¢ denote the lag between two responses. Also let p,(¢) denote the lag ¢ correla-
tion between y;; and y;; ¢ for £ = 1,--- ¢ — 1. To derive this /th lag correlation, one
needs to find the

COV(Yin Yi,zfi) = E(YitYi,t—é) —00; ¢ (8.109)

Note that as o; is a beta variable with E(o;) = p, and E(di;) = 6; — p 6;,—1, it then
follows from the model (8.100) that

E(YitYi,t—é) =E

YVig—t

Eyi>[,(+1 "'Ey,;,,lE [Y,-;Yu,g |yi,t—17yi,t—27 T ayi7tff]

_ pé(ei,tfk' +c* 6[.21174) + ejtei,tféﬁ

yielding the covariance in (8.109) by (8.104) as
cov(Yie,Yis—1) = P Gi—tas- (8.110)

It then follows that the lag £ autocorrelation between y; and y; ,_ is given by

(8.111)

It is clear that this lag ¢ autocorrelation in (8.111) is nonstationary. This is because
O in (8.104) is a function of 6; which depends on time-dependent covariate x;;.
Further note that the correlation structure in (8.111) reduces to the Gaussian AR(1)
type autocorrelation structure under the stationary negative binomial model where
Xy = x; is considered to be time independent. As far as the range restriction of p
is concerned, it is clear that for y;, | and 5;’:\:—1 in (8.103) to be positive, p must
satisfy

. 01'[ 02
0<p <ming 1, , 2” , =2, T;i=1,... K. (8.112)
6ir—1 61

8.4.3.2 A Proposed Conditional GQL (CGQL) Estimation Approach
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The computation of the higher-order moments under the model (8.100) is com-
plicated, unlike the stationary case (see Section 8.4.1.1), therefore we now use a
so-called conditional GQL (CGQL) approach for the estimation of the regression
effects B and the overdispersion parameter ¢*. As expected, the estimation of the p
parameter is done by using the unconditional moments. For the purpose of estima-
tion of 8 and ¢*, by using model (8.100), here we provide the conditional moments
of y;; up to order four conditional on y;,_1, as follows.

Conditional Moments: Conditional on y;;_1, the first— and second-order condi-
tional moments easily follow from the model (8.100). These moments are given
by

E(Yi | yig-1) = O +PVig—1—6i-1) = 01
E(Y] | yig—1) = 51P)’i2,zf1 +pyis—1(1— 8 +2ay) + (a3 +ay +c*by)
= itfe—1 (8.113)

where
c+p
1+c*
The remaining third— and fourth-order conditional moments are available from Ex-
ercise 8.3.

aig = 0y —pOi,—1, by =07 —p67_;, and & =

8.4.3.2.1 CGQL Estimation for 3

To develop a CGQL estimating equation for 3, we first construct a distance vec-
. .. .

tor for the ith individual, namely, y; — W), where y; = (yi1,-++,yir,---,yir) is the

response vector and

I

Kiey = [E(vit), EGia [ yin)s s Eie | Yig—1), - E(vir | yir—1)]

!

= (61,0215 Oijr—1,, Oy -1) (8.114)

is the conditional expectation of y;. Note that as y;; is the initial response, 6;; is the
marginal mean of y;. Next, suppose that X is the conditional covariance of the
response vector. To be specific, the (u,7)th component of this Zi() matrix is defined
as

var(Y;1), foru=r=1
var(Yi|yie—1), foru=t=2,...,T
() = (8.115)
COV(Yilt7YiI|yi,t717"'ayiu)v foru <t
cov(Yiu, Yie|yiu—1,- -, yit), foru>t.

Now by following the GQL estimating equation from Sutradhar (2003, Section 3),
the CGQL estimating equation for 8 may be written as



8.4 Longitudinal Negative Binomial Fixed Model and Estimation of Parameters 373

K
)
i=1

Moo, =0 8.116

aB [(C)(yl_“i(c)) — Y% 3. )
where 0 u;(c) /9P is the first-order p x T derivative matrix of ;) with respect to .
The formulas for the elements of L), Z; ., and d u;(c) /9B are computed as follows.
(a) Computation of ;.

To compute L), one requires E(Y;1) = 6;1 and E(Yylyi,—1) = i1 for ¢ =
2,...,T. The formula for 8;,_; is given by (8.113).

(b) Computation of X;

This matrix is computed by using the formulas

var(Yi) = 6 +¢* 63 (8.117)

var(Yelyis—1) = E(Yq|yis1) — 67, foru=2,....T (8.118)
cov(Yiu, Y |yig—1,--,yiu) = 0 foru <t (8.119)
cov(Yiu, Yie|yiu—1,--+,yi) = 0 foru >t (8.120)

where E(Yi,z\y,'J,I) and 6;,_; for (8.118) are available from (8.113).

(¢) Computation of 0 u;(c) /9B
The derivative matrix is computed by calculating d6;; /d8 and 96, /dB. To be
specific, fork=1,...,p,

20;

aﬁk = xilkGil (8.121)
9611
agk = Xi Ot — PXig—1 4B 1 (8.122)

with 6; = exp(x;»t B).
8.4.3.2.2 CGQL Estimation for c*

Next we proceed to develop the CGQL estimating equation for the overdispersion

parameter ¢* as follows. To do this, we first construct a second-order response vector
! . .. .

ui=(y%,...,y%,...,y%) and denote its conditional expectation by

/!

Aie) = [EYD)s- - E(Yiyig—1),-- - EX|yir-1)]

!/

= [Aits s Aot Airyr—1] - (8.123)
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Furthermore, let £;.) denote the conditional covariance of u;. That is

var(Y3), foru=1t=1
var(Y7 |yis-1), foru=1=2,---,T

Puaa(e) = (8.124)
COV( i zt |ylt 1, ,y,-u), foru <t
COV( in n‘ |yz u—1,"" ,yn), foru >t.

The CGQL estimating equation for ¢* is similar to that of § in (8.116), which is
given by

< a)‘i/(c) 1
> 5o i) i — Aie)) = 0, (8.125)
=

where azi’(c) /dc* is the 1 x T first-order derivative matrix of ;) with respect to

c*. The formulas for the elements of A;), (), and 8&;(6) /dc* are computed as
follows.

(a) Computation of A’i(c)

To compute A, one requires E(Y7) = 6 + 63(1 +¢*) and E(Yi|yi;—1) for
t=2,...,T. The formula for E(Y?|yy—_1) = Aigi—1 1s given by (8.113).

(b) Computation of Qi(c)

This matrix is computed by using the formulas

var(Y3) = 61 + (6+7¢%) 03 + (4 +16¢* + 12¢*2) 65 + (4¢* +10c +6¢*7) 07,

(8.126)
by Exercise 8.2, and
var(Y7 |yig—1) = E(Yy |yie—1) = A,y foru=2,....T, (8.127)
by (8.113) and Exercise 8.3. Furthermore,
cov (Y, Yit[Vis—1,++,Yiu) =0 foru <t (8.128)
cov(Yi, Y [Viu-1,++,yir) =0 foru > 1. (8.129)

(c) Computation of 8)»;(6) /ac*

The derivative matrix is computed by calculating dA;; /dc* and dA;;;_; /dc*. To be
specific,
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A1 o
=], (8.130)
and
il 1
el [p(l_p).Vi.,t—l()’i,t—l_1)]""63_’)61%—1' (8.131)

dc* (1+c*)?
8.4.3.2.3 MMs Equation for p

Recall from Section 8.4.3.1.2 that the lag 1 corrrelation between y;; and y;; 1 is
given by py(1) =p [Cis—11-1/0iu) 12 Where Oy, for example, is a function of 6;, =
exp(x:-t B) and ¢*. Thus, to compute a moment estimate for p, one may equate the
lag 1 sample correlation to its population counterpart, namely, p,(1). To be specific,
the moment estimator of p, that is, Py, has the formula given by

K T & &
AP SRR PO P KT
ﬁMZZ,,lKZ,,zTynyjz,z I KTA — (8.132)
i=1 2::1 Yir 2,':1 2::2 [Gikl-,l*l/ci-ﬁ]
where ~
5, = YO
it \/{n N
Exercises

8.1. (Section 8.3.2.1) [Construction of ()]
The formulae for var[(Y; — u;)?] and cov[(Yy — )%, (Yy — i) (Yis — is)] were

given in Lemma 8.1. For
1

_ |:“iu:| 2
Tiyg = | —
Hi

|t—s|
)

and
Pii—s| =P

by similar calculations as in Lemma 8.1, show that the other elements of the (1)
matrix have a general formula given by

cov[(Yi — mi) (Yo —miw), (Yir — mir) (Yig — ms )]
= exp(a%) [FitwTitsPle—w| Plr—s|  TitrTiwsPt—r| Plw—s]
1 !
+Fiwr itsPl—r|Pli s eXp{E (Xir + Xi +Xir +Xi5) B}

+ {exp(30'§) — Zexp(o}%) +1} [r,'twp‘,,w‘ exp{ (xir /2 + X /2 + xir +xi5)' B}
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+7irsPjr—s| €XP{ (Xt -+ Xiw +Xir /2 4 Xi5/2)' B}
+ritrPyr—r €Xp{ (Xir /2 + Xirw + Xir /2 +x;5)' B}
+iwsPly—s| €XP{ (Xie 4 Xiw /2 + Xir +xi5/2) B}
+iwrPlw—r| €XP{ (Xir +Xiw /2 4 xir /2 + xi5) B}
+7itsPlo—s| €XP{ (Xit /2 + Xy +%ir +Xis/2)' B} ]
+{exp(606?) —4exp(362) 4 6exp(c?) — 3} exp{ (xir + Xiy + xir +xis)' B}
—OCitwOirs, (8.133)

When the formula in (2.16) is evaluated at pp = 1 and pj,_,, = 0 for 7 # w, it pro-
vides the formulas for all elements of the £.(I) matrix except the formulae for the
variance and covariance provided in (8.75) and (8.76), respectively.

8.2. (Section 8.4.1.1) [Higher-order marginal moments for negative binomial distri-
bution]

Show that for the negative binomial distribution of y;;, the moment generating func-
tion (mgf) is given by

My, (s) = {14 ¢y — cO; exp(s)} /e,
where s is a real parameter. Also by using the mgf, verify that
var(Y;) = 6; +c67,
cov(¥i, i) = 6 {1+ (2+3¢) 0 +2¢(1+ )67},
var(Y?) = 6 + (6 +7¢)07 + (4 +16¢ +12¢2)03 + (4c 410 +6¢°) 65

8.3. (Section 8.4.3.2.1 ) [Third— and fourth-order conditional moments]
Let 3

c+p
=— d &= .
1+2¢ M BT T3
Also, for convenience, suppress the subscript i, and use a, and b;, for a; = 6; —
pO6i;—1 and by = 05 — pe,%,,l , respectively. Now by using the model (8.100), show
that conditional on y;_1, (i suppressed ) the third— and the fourth-order moments of
v; (i suppressed) are given by

E(Yz3 | vic1) = 5132P)’?—1 +51Pyx271(3+3a, —35)

+pyi—1 [1+6a, +3a? +3c* b, — 8 (3 +3a; —28,)]
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1
+—(at +3a} +a? + 3¢ ab, + 3¢ alb, +2¢7b?), (8.134)

az
and
E(Y* | yio1) = 8ipy>,(6a + 18a;, +6¢*b; +7)
+pyi-1[616:83(yi—1 — 1) (yr—1 = 2) (yr-1—3)
+618(yi—1— 1) (yi—1 —2)(4a, +6)
+da,(1-38)+(1-78) +6(1 — 8 )(a? +a, +c*by)
4
+a— (a:1 + 3a,3 + a? +3c*ab, + 3C*a,2bl + 26*21?[2):|
t
1
+— (at(’ +6a> +7a} +a’ +10c* @b, + 14c*al b,
az
+7¢* a2 b, 4+ 12 aib? + 3¢ a?b? + 8¢*2a} b}
+ 6c*3b§) : (8.135)
respectively.
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Appendix

: Table SA

U.S. Patent Data For 168 Industries

Corresponding Covariates Including R&D Expenditures : Table 8B

Table 8A. U.S. patent data from 168 industries from 1974 to 1979.

Patent Awarded
1974 1975 1976 1977 1978 1979

12

13
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Table 8A Cont’d

1974 1975 1976 1977 1978 1979

13

13

11

10

13

10
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Table 8A Cont’d

1974 1975 1976 1977 1978 1979

13

15

13

10

12

12

14

16

10
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Table 8A Cont’d

1974 1975 1976 1977 1978 1979

11

10

12

12 11 13 10

15

12
14

10 20 12
11 13

11

10
16

12
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Table 8B. Covariates corresponding to patent counts in Table 8A.

R & D Expenditures
Industry Book
Type Value 1971 1972 1973 1974 1975 1976 1977 1978 1979

1 1.975 —0.216 0.084 —0.151 —0.685 —1.485 —1.195 —0.610 —0.581 —0.609
0.684 0485 0.588 0488 0.537 0434 0338 0.366 0.439 0425
2.064 —0.889 —0.315 —0.218 —0.362 —1.298 —1.675 —2.150 —1.325 —2.834
27790 0.224 0357 0371 0.041 —0.318 —0.190 —0.199 0.079 0.194
0.678 —0.593 —2.733 —1.714 —1.361 —1.800 —1.732 —1.560 —1.544 —1.560
3.819 —0.244 —0.435 —0.708 —0.758 —0.721 —1.001 —0.483 —0.358 —0.422
3.644 0.878 1.002 0907 0910 0.958 1.053 1.191 1.287 1.513
2.455 —1.325 —1.076 —0.937 —0.883 —0.936 —0.902 —0.905 —0.910 —1.000
2493 0.617 0536 0432 0370 0.079 —0.157 —0.260 —0.081 —0.188
2955 0450 0405 0274 -0.092 0.355 0.214 0.296 0.508 0.450
0.406 —0.133 —0.182 —0.211 —0.616 —0.691 —1.543 —1.272 —1.379 —1.450
3.674 —0.936 —0.870 —0.811 —0.740 —0.740 —0.622 —0.676 —0.604 —0.489
1.434 —1.019 —1.044 —1.162 —1.227 —1.229 —1.171 —0.798 —0.684 —0.548
3.002 0.236 0.278 0.297 0.399 0.352 0.502 0.593 0.661 0.838
3.534 —0.348 —0.232 —0.128 —0.056 0.020 0.152 0.186 0.172 0.229
1.507 —0.822 —1.204 —2.007 —2.708 —2.253 —2.153 —2.775 —2.697 —2.425
3.767 0.503 0.650 0.612 0.587 0.495 0484 0.532 0.522 0.686
3826 1.967 1963 1.547 1.844 2.011 2309 2289 2307 2262
3.022 —0.466 —0.163 —0.075 —0.528 —0.668 —0.627 —0.637 —0.757 —0.047
3.383 2.037 2113 2076 1818 1954 1910 1.886 1.935 1.962
—0.249 —0.218 —0.167 —0.140 —0.078 0.176 0.543 0.599 0.566 0.462
0.832 —0.240 —0.828 —0.267 —0.046 —0.013 0.097 —0.005 0.113 0.139
1.590 —1.447 —1.050 —0.537 —0.308 —0.497 —0.672 —0.459 —0.492 —0.636
1.048 —1.438 —1.402 —1.269 —1.391 —1.538 —1.585 —1.442 —1.311 -1

3.611 0.148 0.087 0.312 0.392 —0.068 —0.398 —0.486 —1.062 —1.683
3.840 1.463 1.463 1.193 0.515 0387 0.601 0.625 0.736 0.736
1.959 —0.241 —0.136 —0.032 0.105 —0.261 —0.408 —0.434 0.275 0.121

2370 0.633 0.896 0987 0.329 0402 0401 0420 0217 0.033
3211 0522 0.655 0989 0945 0.892 0.939 0.942 0.855 0.854
2932 0279 0427 0461 0559 0.781 0.945 0.951 0.997 0.935
1.759 —0.762 —0.693 —0.755 —0.473 —0.271 —0.945 —0.905 —0.278 -0

2905 1.275 1.075 1359 1582 1300 1.761 1.868 2.141 2.093

—_—_0 = R, 000000~ OO0 —R,O—ROO—OO
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Table 8B Cont’d

Industry Book
Type  Value 1971 1972 1973 1974 1975 1976 1977 1978 1979
1 3489 1323 1398 1573 1.623 1.604 1.719 1.909 1.980 2.067

2.835 0.276 70.255 0330 0.322 0.188 0.247 0.298 0.159 0.123
2711 0.878 0.833 0978 0.869 0.815 1217 1.554 1.562 1.678
2.027 —0.991 —1.109 —1.733 —1.631 —1.779 —1.731 —1.626 —1.565 —1.552
3506 1320 1.441 1.555 1.551 1.565 1.577 1.611 1.649 1.688
2209 0.141 0391 0382 0.198 0416 —0.050 0.186 0.357 0.338
0.698 —1.276 —1.938 —1.523 —1.391 —1.468 —1.546 —1.269 —1.136 —1.220
2334 0.633 0759 0.730 —0.512 —0.370 0.424 —0.476 —1.073 —0.714
1.628 —0.118 0.307 0.467 0.238 0.303 —0.072 —0.050 0.151 —0.062
0.609 0.773 1.030 0.748 0.051 —0.243 —0.424 0.082 0.270 0.457
2.402 —0.689 —0.796 —0.684 —0.790 —0.829 —0.669 —0.843 —0.861 —0.960
3.439 —1.088 —1.019 —0.930 —0.491 —0.680 —0.507 —0.580 —0.623 —0.533
1.686 0.527 0.781 0.112 —0.399 —0.840 —0.943 —0.889 —1.657 —2.704
3.198 0.738 0.596 0.431 0.542 0515 0573 0.567 0.684 0
3.758 2.605 2560 2366 2371 2517 2507 2687 2766 2778
2464 0.086 0451 0.813 0.562 0.696 0.679 0.671 0.360 0.218
1.442 0450 0.833 0.678 1.087 1.128 1.264 2.038 2.146 1.742
0.863 —2.258 —1.766 —1.276 —1.073 —1.081 —0.649 —0.544 —0.299 —0.346
1.268 —0.061 0.244 0.261 0.069 0.114 0.181 0.310 0.732 1.130
3.197 1380 0.840 1.085 1.087 0.553 0.128 0.174 0.104 0.010
1.816 —1.345 —1.366 —1.647 —0.768 —1.579 —0.879 —2.366 —2.441 —2.020
2279 0410 0452 0.680 0.614 0.492 0.744 0.669 0.633 0.738
—1.633 —3.531 —2.976 —2.459 —2.364 —2.563 —2.872 —2.942 —2.918 —3.006
1.928 —0.008 0.028 0.070 —0.071 0.083 0.129 0.237 0.208 0.246
2.828 0.450 0313 0438 0.009 —0.586 —0.381 —0.310 —0.279 0.395
2315 —0.312 —0.942 —1.043 —0.416 —0.493 —0.515 —1.733 —1.387 —1.647
1.053 —0.897 —0.875 —0.821 —0.881 —0.794 —0.691 —0.143 —0.171 —0.252
2.097 0.227 0331 0.287 0329 0.200 0.298 0.453 0.504 0.467
2.802 0.738 0.531 0.340 0.879 0.207 0451 0.544 0.602 0.967

—_ O O O O O —m OO i mE O OO —m—mO = O
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Type Value 1971 1972 1973 1974 1975 1976 1977 1978 1979
0 0.806 —2.067 —1.884 —1.846 —1.844 —2.486 —3.304 —2.680 —2.168 —1.340
1 2.690 —0.433 —0.046 —0.192 —0.030 0.028 —0.052 —0.019 0.124 0.055
0 3.123 —-0.078 —0.281 —0.104 —0.035 —0.147 —0.026 —0.067 —0.129 —0.119
1 2427 0518 0.634 0.763 0913 0.782 0.821 0.960 1.076 1.137
0 3359 1.102 0.745 0981 0.962 0.951 1.028 1.056 1.015 0.906
0 0.407 —1.159 —1.523 —1.421 —1.416 —1.445 —0.826 —0.525 —0.494 —0.447
1 1.458 —0.128 —0.183 —0.021 —0.176 0.056 0.287 0.389 0.322 0.325
1 1.718 —0.135 —0.035 —0.047 0.066 —0.039 0.016 0.454 0.566 0.633
0 3.169 —0.528 —0.409 —1.293 —0.036 —0.461 0.012 0.262 0.189 —0.071
0 1.031 —0.869 —0.870 —0.467 —0.492 —0.579 —0.595 —0.442 —0.232 0.154
1 1.196 0.178 0.292 0427 0.671 0.815 1.049 0.788 0.420 0.414
1 1.749 —0.494 —0.949 —1.279 —1.432 —1.457 —1.730 —2.403 —2.697 —3.577
0 1.907 —0.889 —0.952 —0.988 —0.588 —0.762 —0.681 —0.404 —0.468 —0.389
1 2963 0511 0448 0.526 0.641 0.545 0.677 0.553 0.668 0.673
1 1.204 0410 0.696 0978 1.096 1.267 1.087 1.140 1.245 1.429
0 0.253 —2.432 —3.352 —3.674 —3.153 —3.548 —3.849 —3.479 —3.112 —3.092
1 2375 0.630 0.468 0594 0593 0400 0.546 0.722 0.827 1.176
0 0.718 —1.362 —1.221 —2.158 —1.742 —1.880 —1.305 —1.287 —0.972 —0.759
0 0.351 0.009 0.137 0.399 0.588 —0.780 —0.529 —0.228 —0.090 0.601
0 2517 0.450 —0.564 0.498 0.284 0.014 —0.141 —0.461 —0.226 —0.550
0 3.861 —0.734 —0.701 —0.656 —0.897 —0.916 —1.502 —1.644 —1.580 —0.082
0 —0.741 —1.447 —1.478 —1.353 —1.272 —1.216 —1.242 —1.190 —1.077 —0.076
0 2718 0.094 —0.233 0479 —0.308 —0.706 —0.734 —1.669 —1.792 —1.647
0 2,172 —2.820 —3.124 —3.141 —2.906 —2.693 —2.581 —2.044 —1.684 —1.659
1 1.475 —0.055 —0.050 0.454 0.700 0.744 0.543 0.662 0.810 0.829
1 0.829 —0.758 —0.468 —0.505 —0.450 —0.503 —0.492 0.097 0.461 0.535
1 3969 1.579 1.604 1.662 1.690 1.688 1.875 2.025 2.023 2.020
1 2.021 0.410 0461 0527 0.727 1.012 1269 1.398 1.500 1.588
0 3.621 0961 1.132 1569 1.722 1.652 1.733 1.715 1.740 1.776
0

0.321

—1.407 —2.033 —1.211 —-2.174 —1.678 —0.766 —1.137 —0.508 —0.270
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Table 8B Cont’d

Industry Book

Type Value 1971 1972 1973 1974 1975 1976 1977 1978 1979

0 2519 —2.026 —2.323 —2.693 —2.500 —2.524 —2.471 —2.282 —2.093 —1.745

3494 0.099 0330 —0.568 —0.064 —0.417 —0.304 —0.410 —0.521 —0.662
1.241 —0.176 0.109 —0.051 —0.103 —0.035 0.126 0.294 0.181 0.206
2950 0.576 0.594 0.580 0.538 0.391 0434 0.721 0.808 0.878
3297 0278 0292 0325 0327 0.198 0.135 0.160 0.107 -0
1.786 0.009 0.588 0.480 0.518 0.231 0.570 0.449 0.824 0.796
2.859 —1.425 —1.461 —1.502 —1.459 —1.524 —1.592 —1.602 —1.583 —1.516
1.507 —=3.013 —2.526 —2.216 —2.303 —2.615 —2.716 —2.603 —2.590 —2.121
3.001 —1.616 —1.715 0.631 0.536 0.666 0.790 0.931 0.800 0.794
0.552 —1.139 —0.794 —0.581 —0.582 —0.405 —0.351 —0.377 —0.458 —0.240
2.833 —1.079 —1.291 —1.409 —1.073 —1.788 —1.800 —1.764 —1.369 —1.522
1.456  0.190 —0.152 —0.170 —0.675 —0.582 —0.550 —0.474 —0.879 —0.911
3.054 1208 1.194 1324 1287 1.051 1.072 1.084 1.098 1.430
1.959 —0.771 —1.386 —1.266 —1.766 —1.747 —1.667 —1.702 —1.701 —1.745
1.896 —0.244 —0.543 —0.234 —0.108 —0.076 —0.087 0.344 0.606  0.484
2229 —-0.907 —0.919 —0.775 —0.683 —0.631 —0.682 —0.512 —0.377 —0.215
3.182 —1.005 —0.203 —0.308 —0.439 —0.831 0.028 0.153 0.189 0.201
3.203 —1.893 —2.137 —2.141 —2.002 —2.524 —2.173 —2.680 —2.669 —2.574
2.109 —2.506 —2.590 —2.110 —2.430 —2.371 —2.034 —2.426 —2.557 —2.262
2.833 —0.104 —0.511 —0.629 —1.245 —1.506 —0.766 —0.732 —0.810 —0.490
0.271 —0.957 0.170 0.567 0.647 1.073 0.852 1.211 1.591 1.555
2900 —0.957 —1.204 —1.448 —0.262 —0.081 0.222 0.264 0.289 0
2.521 0.450 0.149 0.079 0.019 —0.168 —0.109 —0.115 —0.159 —0.193
2.650 —0.406 —0.361 —0.374 —0.310 —0.108 —0.028 0.094 0.135 0.099
2384 0512 —0.229 —0.138 —0.123 —0.176 —0.193 0.113 0.143 —0.320
2197 0.045 0.123 0326 0451 0461 0402 0460 0.516 0.441
—0.121 —2.519 —2.235 —1.360 —1.204 —1.063 —1.007 —1.599 —0.956 —0.225
0.796 —2.408 —1.214 —1.421 —1.855 —2.053 —2.311 —2.380 —2.304 —2.301
3.114 1.065 1.057 1.075 1.113 0.866 0.334 0.637 0.658 0.653
3.804 1.038 1.024 0.894 0.834 0962 1.003 1.104 1.242 1.290
1.885 0.214 0.259 0.043 0.330 0.073 0.282 0492 0.592 0.683
2788 —0.596 —0.417 —0.199 —0.274 —0.244 —0.343 —0.279 —0.080 0.196
—0.053 —1.037 —1.041 —1.307 —1.338 —1.422 —1.473 —0.947 —0.850 —0.905
3472 0700 0.668 0.702 0.730 0.494 0.506 0.606 0.580 0.673
2.839 —1.113 —0.732 —1.816 —1.416 —1.372 —1.740 —2.054 —1.851 —2.064
2769 0.112 0.125 0.150 0298 0.012 0.047 0.100 0.280 0.485
3.601 0.687 0.649 0430 0340 0571 0.347 0.222 —0.057 —0.0101
3.659 1390 1533 1440 1436 1429 1537 0222 1.615 1.606
3517 0.673 0.723 0.655 0.613 0.621 0.628 0.709 0.636 0.789
1.316 —2.971 —1.394 —1.554 —1.699 —1.583 —1.679 —1.539 —1.506 —2.438
2.532 —0.371 —0.473 —0.556 —0.730 —0.739 —0.817 —0.780 —0.687 —0.637
1.529 —0.881 —0.260 —0.090 —0.345 —0.065 0.205 0.404 1.004 1.164
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Type Value 1971 1972 1973 1974 1975 1976 1977 1978 1979
1 1.642 —1.681 —0.728 —0.510 —0.910 —1.047 —1.222 —1.309 —1.142 —1.008
0 1.042 —0.648 —0.916 —0.897 —0.688 —0.653 —0.662 —0.730 —0.722 —0.749
1 —1.079 —1.506 —1.465 —1.401 —1.426 —1.090 —1.162 —1.312 —1.313 —1.135
0 1.389 —0.996 —0.504 —0.504 —0.269 —0.171 —0.104 —0.538 —0.346 —0.543
0 2738 —0.113 0.044 0.187 0316 0.159 0.384 0.468 0.542 0
0 3.625 —2.420 —2.303 —2.365 —2.460 —2.553 —2.515 —2.388 —2.286 —2.307
0 2.856 —1.341 —2.283 —2.208 —1.971 —0.995 —0.936 —0.894 —0.828 —0.812
0 3.697 0.193 0421 0.638 0.607 0.056 0277 0.160 0.123 0.188
0 2076 —0.876 —1.191 —1.293 —2.167 —1.917 —1.964 —1.764 —1.464 —0.833
1 3.106 0.461 0.544 0.566 0.623 0.607 0.674 0.801 0.899 0911
1 3955 2.038 0.878 1.678 1.803 1.378 1.397 1.524 1.535 1.678
1 2266 —0.243 —0.301 —0.213 —0.224 —0.365 —0.640 —0.784 —0.655 —0.660
0 2.099 —1.739 —1.448 —2.065 —2.683 —2.841 —2.953 —2.786 —2.991 —2.983
1 1.741 1304 0.226 0.093 0482 0.546 0.516 0941 1.173 1.367
0 0.557 —2.162 —0.904 —1.712 —2.802 —3.246 —1.943 —1.883 —3.283 —3.388
1 3.692 1.605 1.665 1519 0518 0510 0.723 1.260 1.576 1.646
1 —1.770 —1.727 —1.988 —1.432 —1.474 —1.475 —1.333 —1.616 —1.523 —1.114
0 2,688 0.227 0339 0.194 —-0.343 0.151 0.281 0.315 0.371 0.349
0 2.021 0.237 0.179 0.175 0.032 0.025 0.240 0.247 0.414 0.555
0 2.864 —0.245 —0.047 0.070 0.076 0.122 —0.100 0.105 0.248 0.319
0 2.698 0381 0.588 0.580 0485 0.337 0434 0.539 0463 0.488
1 27762 0.700 0.702 0.772 0.753 0.741 0.754 0.882 1.074 1.274
0 3386 0376 0592 0579 0576 0.229 0.258 0.269 0.283 0.382
1 3.238 0920 0.742 —0.755 —0.365 —1.321 —1.659 —2.156 —2.524 —3.388
0 2.190 —1.564 —1.124 —0.708 —0.219 —0.251 —0.046 0.028 0.017 —0.010
1 1972 0.082 —0.223 —0.364 —0.145 —0.074 —0.089 —0.087 0.720 0.068
1 1.806 —0.089 —0.087 0.079 0.153 —0.058 0.076 0.156 0.255 0.593
0 2.245 —0.310 —0.188 —0.056 —0.062 —0.054 —0.028 0.244 0.161 0.076
1 2443 —0.006 0.155 0.118 0.106 0.108 0.084 0.068 0.040 0.195
0 0.659 —3.307 —3.058 —3.058 —2.460 —2.984 —2.051 —2.498 —3.112 —3.275
0 2718 0576 0.742 0.825 0.818 0.608 0.713 0.628 0.640 0.633
1 2972 —0.256 —0.105 —0.062 0.158 0.207 0.222 0.315 0.503 0.524
1 2178 —1.159 —0.892 —0.978 —0.768 —1.289 —1.384 —1.009 —1.013 —1.748
0 3.754 0.873 0.835 0.782 0.739 0.666 0.936 0.916 0.898 0.750
1

3.373

1.837 1.885 2.024

2.101

2.119 2236 2.401

2.489

2.480




Chapter 9
Longitudinal Mixed Models for Binary Data

Recall that various stationary and nonstationary correlated binary fixed models were
discussed in Chapter 7. In this chapter, we consider a generalization of some of
these fixed models to the mixed model setup by assuming that the repeated binary
responses of an individual may also be influenced by the individual’s random effect.
Thus, this generalization will be similar to that for the repeated count data subject
to the influence of the individual’s random effect that we have discussed in Chapter
8. Note that in this chapter, we concentrate mainly on the nonstationary models,
stationary models being the special cases.

In Section 9.1, we discuss a binary longitudinal mixed model as a generalization
of the linear dynamic nonstationary AR(1) model used in Section 7.4.1. The basic
properties as well as the estimation of the parameters of the mixed model are also
given. In Section 9.2, we provide a generalization of the nonlinear binary dynamic
logit (BDL) model discussed in Section 7.7.2, to the mixed model setup. This gen-
eralized model is referred to as the binary dynamic mixed logit (BDML) model, the
BDL model being alternatively referred to as the binary dynamic fixed logit (BDFL)
model. The so-called IMM (improved method of moments) and GQL (generalized
quasi-likelihood) estimation approaches are discussed in detail for the estimation of
the parameters, namely the regression effects and dynamic dependence parameter
as well as the variance of the random effect, of the BDML model. We revisit the
SLID data analyzed by fitting the BDFL model in Section 7.5, and reanalyze it now
by fitting the BDML model. In the same section, we also include the likelihood
estimation and compare its performance with the GQL approach. In Section 9.3,
we consider a binary dynamic mixed probit (BDMP) model as an alternative to the
BDML model and use the GQL estimation approach for the desired misspecification
inferences.

B.C. Sutradhar, Dynamic Mixed Models for Familial Longitudinal Data, 389
Springer Series in Statistics, DOI 10.1007/978-1-4419-8342-8 9,
© Springer Science+Business Media, LLC 2011
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9.1 A Conditional Serially Correlated Model

Let yi1,...,Vit,...,yir be the T repeated binary responses collected from the ith
(i =1,...,K) individual, x; = (X;1,...,Xitj,...,Xitp) be the p-dimensional covari-
ate vector associated with the response y;, and 8 = (B1,...,B;,...,Bp)" denote the

regression effects of x;; on y;. Because the repeated responses are likely to be cor-
related, in Chapter 7, more specifically in Section 7.4, they were modelled based
on a class of nonstationary autocorrelation structures, namely AR(1), MA(1), and
EQC (equicorrelations). In this section, we, for example, consider the nonstationary
AR(1) model only. The other models may be treated similarly. However, in addition
to the stochastic time effect, we now assume that the repeated binary responses of
an individual are also influenced by the individual random effect. Consequently,

conditional on the random effect Hd N (0,6%), the repeated binary responses
Vily- -+, Vity- -+, ¥ViT are assumed to follow the AR(1) correlation model

PrlYy = 1|y = m
Pr[Yit = 1|Yi»)’i,z—1] = ;;"‘P()’i,z—l _”;ft—l)u fort :27"'7T7 (91)

where 7} = exp(x;, B + %) /[1 +exp(x; B + 11)], forall r = 1,....T.

9.1.1 Basic Properties of the Model

Conditional on the random effects 7;, the linear dynamic probability model (9.1)
yields the conditional means and the variances as

E(Yy|y) = m,
var(Yy|%) = oy = m; (1 — ), 9.2)

fort =1,...,T. Next, for u < ¢, by using the model relationship (9.1), similar to
(7.72), one may compute the conditional covariance between y;, and y;; as

COV[(KWYil‘)l’yi] = pliuo-itm' (93)

The unconditional means, variances and covariances may be obtained as in the fol-
lowing lemma.

Lemma 9.1. By using
Y iid
V= ;’y ~ N(0,1)
so that 7 () = exp(x;, B + oyY)/[1+ exp(x, B + oyY;)], and the conditional mo-
ments from (9.2) and (9.3), one obtains the unconditional means, variances, and
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covariances as

Eli) = mu(B.03) = [ mi(x )en( Dy ©4)
Var[Yit] = Ot (ﬁa G)%) = nit(Bv G]%)(l - ﬂit(ﬁ7 G)%)) (95)
cov[Yiu,Yu] = 0uui(B,05.p)

= o [m— [ W erinar|
+ [/ﬂi’;(ﬁ)ﬂ;(ﬁ)gw(ﬁll)dﬁffiuﬂit}

_ pt—u [n'iu _ ﬂiuu] =+ [ﬂiut — ﬂiuﬂit] ) (96)

with gy (77|1) as the standard normal density, yielding the pairwise familial corre-
lations as

pliu [niu - ”iuu} + [n'iut niuﬂit]

(7 (B, 07)(1 = mu(B, 7)) (B, 07) (1 — 7 (B, 07))]/2

Proof: In the manner similar to that of Lemma 5.1, one obtains the unconditional
mean, variance, and the covariance in (9.4) — (9.6) by using the following formulas.

corr[Y;;, Yy] = 9.7

E[Yy] = E[Y{] = EyE[Yly)
VaI'[Yi[] = EK( [Var{Yi[‘%*}} ‘i’Var'ﬁk [E{YHH{K}]
cov[Yiu Y] = Eypcov[{Yau Y} |3 ] + covy [EQalyf ) EGal )], O8)

where by (9.3), the conditional covariance, that is, cov[{Y;,, Yi }|¥/] is a function of
the longitudinal correlation index parameter p.

Note that similar to that in Chapter 5, m;,, and 7;, in (9.6) may be computed by
using either a simulation or binomial approximation. To be specific, in the simula-
tion technique, for a large N such as N = 1000, m;,, in (9.6), for example, may be
computed as

(S) 2 1 y *2 [ ok
BB 07) = Xm0 99)
w=
[see also (5.20)] where 7, is a sequence of standard normal values forw =1,...,N.
Alternatively, one may approximate the desired normal integral by a binomial ap-
proximation and compute 7y, as

wp.of) = X rrol () ) uaraz o)

[see also (5.24)] where for a known reasonably big V suchas V =5,

v; ~ binomial(V,1/2),



392 9 Longitudinal Mixed Models for Binary Data

and hence it has a relation to ¥ as

K V,—V(l/Z)
VAR

Further note that unlike in Chapter 5, 7;; in (9.6) is not the same as A;,; =
E[Y;Yy]. This is because when y;;, and y; are correlated,

Aie = E[YiuYi] # Ey[7,75,],

when p # 0.

9.1.2 Parameter Estimation

9.1.2.1 GQL Estimation of the Regression Effects 3

FOI'yl' - [yila' e Vit - - '7yiT}/a let
E[Yl} = TEi(B,G,J%) = [nil(ﬁ76'}%)7"'7751'[([37673)7"'77riT(B7G)%)ya
with

exp(x;, B+ oyy;)
1 +exp(x, B + oyY/)

[m e nay;

= 1" (B,52), (say). ©.11)

7(B.0}) =

en (¥ [1)dy;

Next, let Z;(f3, G%, p) denote the covariance matrix of y;. To be specific,

%i(B,07,p) = (Giur); 9.12)

where var(Y;) = oy = 03 (B, 6%) and cov (Y, Yi) = O = i (B, Gf,p) foru#t,
with 6} and oj,; defined as in (9.5) and (9.6), respectively. Now following (8.18)
[see also Sutradhar (2004)], one may solve the estimating equation given by

K 9r!(B,02
) Wzil(ﬁﬁ?vp)bi—m(ﬁ,of)} =0, (9.13)

i=1

to obtain the GQL estimate of 8. In (9.13), the first derivative vector may be com-
puted simply by using the formula for the derivative of 7; (j3, G%) with respect to
B. This formula for the derivative is given by
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omi(B, o7) [ omi(y)
55 L = o5 en (¥ [D)dy;

=i [l )1 = () e 1)y

— xalpil (B, 02) = 7 (B, 62)].

Note that for given 0'% and p, the GQL estimate obtained from (9.13) is consis-
tent for 8. This is because, as E(Y;) = m;(f, o"%), the estimating equation (9.13) is
unbiased. Furthermore, because the GQL estimating equation (9.13) is constructed
by using the covariance matrix X;(f3, G}%, p) as a weight matrix, it follows that the
GQL estimate of 8 obtained from (9.13) would be highly efficient as compared to
other competitors such as the method of moments based estimate.

9.1.2.2 GQL Estimation of the Random Effects Variance 0'%

For the estimation of G)%, the GQL approach exploits the squared and the pairwise
product of the observations. Let

2 2 !
Ui = (yila' s ViTs YilYi2s e« 5 Vit Yig+15 - - ~aYi,T—1)’iT)

with its expectation

Ai(B,oy.p) = E[U}]
= (Aitts s dirry - et Ay Ao Air—n ). (9.14)

Because y2 and y;, are the same in the binary case, to compute A;(j3, G%, p) one uses

Ay = Aitt(ﬁ7 0';%) = Tl
;Liut = Aiut(BK;}ap) = E(Ylquf)
- Pt_u [ﬂiu - ”iuu] + Tt (915)

by (9.6), for all u < ¢. By using the QL principle similar to that of (8.18), one may
now write the GQL estimating equation for G% as

X az’i/ B7627p —
g(ac%y)ﬂ,- '(B.0y:p)lui—2i(B,0y.p)] = 0, (9.16)

[Sutradhar and Jowaheer (2003)] where £2; is the covariance matrix of u;. Note that
it is, however, extremely cumbersome to compute €2; in general under the auto-
regression model (9.1). As a remedy, we consider two approximations, namely re-
placing the £2; matrix by a ‘working’ independence assumption based fourth-order
moments matrix €2;(I), or replacing the £; matrix by a ‘working” normality based
weight matrix Q;y.
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9.1.2.2.1 GQL(I) Estimation of G%

Under the ‘working’ independence based approximation, one solves the ‘working’
GQL(I) estimating equation given by

K al ) )
Z% 2,,'(B,07.p = 0)[ui — %(B,07,p)] =0, ©9.17)
Y

i=1

for the estimation of 0';.
Computation for 2, (B,0;,p = 0)

The computation of this matrix requires the computations of the third— and fourth-
order product moments. By using the binomial approximation [see (9.10)], for ex-
ample, the third order moments may be computed as

5iul( = E[YiuYitYié]
= Ep [EYul ¥ )EYul ¥ )E (Yee 7))
= Ey [}, 7, 7
V

= S mememon () ) 1/20/4

v;i=0
= (B.3). (9.18)

Similarly, the fourth-order moments under the assumption that p = 0 may be
computed as

(Pimém = E[YiuYitYiKYim]
= Ey [EYiu| v )E (Y| Y )E (Yie ¥ )E (Yim| % )]
= E’f* [ﬂ'.mﬂltné ]

\4

= S mme)m ool (1)) 1727072

vi=0
= nmt[m(ﬁ GY) (919)

9.1.2.2.2 GQL(N) Estimation of O')%

Under the ‘working’ normality based approximation, one solves the ‘working’
GQL(N) estimating equation given by

K 9!/(B, 02,
EWQW](W’%P)[ Ai(B,o},p)) = (9.20)

i=1
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for the estimation of 0'5.
Computation for Qv (B, 0;,p)

Similar to Section 8.3.1.2, the third— and fourth-order moments for the correlated
binary variables, under the normality assumption, are computed as follows. Note
that under normality

E[(Yi — 7tw) (Yie — Tt ) (Yie — 7ig)] = O, 9.21)
yielding the third-order raw moments as
St = E[YuuYitYit] = Oisa Tt + Ot g + Oy Mg — 2T it i 9.22)
where by (9.4), (9.6), and (9.10), one writes
Ty = ni(lb)
Giu = Oy =p'™" [”i(f) - ”i&bﬂ + [ni<ubt> —mm| 9.23)
Similarly, because under normality
E[(Yiu — i) (Yie — e ) (Yie — ¢ ) (Yim — Tim )| = Oiut Ot ~+ Ot Ot + Oium O, (9.24)

one obtains the fourth-order raw product moments as

E[Ythth/th] = ¢iuté/m
= Ojut Oitm + Ojut Oitm + CiumOirt

+ 8ttt Tim + Gt it + intm it + Oitm i

— Oiut Ti¢ Tim — Ojut it Tim — Oum Wit Ti¢ — Ot Wiy Tim

—Oitm Tiu it — Ot ToiuTig + 37030 T3t Ti( T (9.25)
where 7; and oy, for example, are given by (9.23), and ;¢ is given by (9.22).
9.1.2.3 Estimation of p Under the GQL Approach

Note that the regression effect § may be estimated by using the GQL estimating
equation (9.13), and the variance of the random effects G}% may be estimated by
using either the GQL(I) estimating equation in (9.17) or the GQL(N) equation in
(9.20), provided p is known. But in practice p is rarely known. For given 8 and
0')%, the correlation or probability parameter (p) may be consistently estimated by
solving a suitable moment estimating equation that may be developed by equating
the population covariance of the data given in (9.6) with its sample counterpart. Note
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that as p is a correlation parameter under the autoregressive order 1 setup, similar to
the Gaussian set up, it would be sufficient to exploit the lag 1 autocovariance only
to estimate this parameter. More specifically, as by (9.5)

varlYy] = 0 (B,02) = 74 (B, 62)(1 - 4 (B, 02)).
and by (9.6)
COV[YinYi,tH] = Ojtr+1 (ﬁ) G%»P) =p [nit - nitt] + [nit,t+1 - ﬂitﬂi,t+1] s

in the manner similar to that of the Poisson mixed model case [see eqn. (8.54)], p
may be estimated consistently by

—b
ﬁ = 611717 (9.26)
81

where a; is the observed lag 1 correlation defined as

S S Vi /K(T = 1)
& sy /KT

a) =

)

with yj, = (yir — [,Li,)/(o,-,t)l/z, where o = ;[1 — m;]. In (9.26),

o = 1 i & Tt — Tt ]
K(T_ 1) i—11=1 _(GitzCTi,t+1,t+1)1/2_ '
and ~ _
by 1 iril Tir t+1 — T T g 41
I
K(T—1) i=1t=1 | (CittCig+1,441)2 ]

9.2 Binary Dynamic Mixed Logit (BDML) Model

As opposed to the linear binary dynamic mixed model considered in Section 9.1,
in this section, mainly following Sutradhar, Rao, and Pandit (2008), we consider a
nonlinear binary dynamic mixed model, given by
exp(xp B+%)  _ « C_ P
. 1 1+exp<)]c;1/3+y,-)—pi10’ fori=1,...,K;t=1
=10 =9 e, e
1exp(xj, B+0yir—1 %)

:pj‘tym17 fori=1,....,K;t=2,....,T

= L, say, (927)
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where J3 is the regression effects of fixed covariates, 6 is the dynamic dependence

parameter, and HEN (0, G}%) is the latent random effect of the ith (i = 1,...,K)
individual. Note that for convenience, we use ¥ = ¥; / 0y. Further note that the bi-
nary mixed model in (9.27) is a direct generalization of the BDFL model considered
in Section 7.7.2 [see also Sutradhar and Farrell (2007)]. Also, this model in (9.27)
is known as the binary panel data model in the econometrics literature. Many au-
thors such as Heckman (1981), Manski (1987), and Honore and Kyriazidou (2000)
studied this model, for a distribution-free random effects case.

For the inferences for 8 and 6, Honore and Kyriazidou (2000, p. 844), for ex-
ample, attempted to estimate these parameters by exploiting the first differences of
the responses y;1 — yio, Yi2 — yi1, - - -, which are approximately independent of ;. For
example, for a special case with T = 4, they suggest to estimate § and 6 by maxi-
mizing an approximate weighted log-likelihood function

1
logL = Y Is{yi +yi3 = 1}s{xis —xis = 0}
i=1

exp((xi2 — xi3) B + 0 (yi1 —yia))'2
X In <1 +exp((x2 —x3)B + 0 (il )’i4))> )

(9.28)

which seems to be very restrictive as, in longitudinal setup, it is unlikely that x;3 will
be the same as x4 to yield the indicator function value Ig{x;3 —xuy =0} =1. As a
remedy to this problem due to nonstationarity, Honore and Kyriazidou (2000, eqn.
6, p. 845) further suggest to replace the indicator function I5{x;3 — x4 =0} = 1 by
a kernel density function x{(x;3 — xj4)/bk }, where bk is the bandwidth that shrinks
as K increases. This replacement, however, appears to be quite artificial in order
to avoid the technical difficulty produced by the method. In fact for larger 7', the
estimation problem will be much more difficult. Thus, even if one is interested in
the estimation of B and 6, this semiparametric approach of Honore and Kyriazidou
(2000) appears to be impractical.

Note that in practice, unlike Honore and Kyriazidou (2000), one may be inter-
ested to have an idea about the dispersion (G%) of the random effects, as this param-
eter affects both the mean and the variance of the binary responses. It is clear that
obtaining the likelihood estimators of 3, 6, and G% in (9.27) requires the maximiza-
tion of the exact likelihood function

K

L(B, 6, oy) = /};im.../;:imn{f’il(xﬁﬁ+6y7¢}yn

i=1

s\ Vi
x {1=F1(xyB+oy%)} i

T

H {Et (x;tﬁ +0yi—1+ O-Y%*) }}'it

=2

X




398 9 Longitudinal Mixed Models for Binary Data
1—y;
x {1= Fy(i B+ 631 + o)} |

XO(Y)... 000 Y ...dvp, (9.29)

which appears to be manageable but complicated. In (9.29), ¢(y;") is the standard
normal density, and Fj; is the conditional probability given by (9.27).

As opposed to the aforementioned complex weighted likelihood and exact like-
lihood estimation approaches, in the following section we discuss a generalized
method of moments (GMM) (referred to as the IMM in Section 5.2.2) that pro-
duces consistent estimates for the parameters 3, 6,and 0'% involved in the BDML
model. In Section 9.2.2, we discuss the GQL estimation for the same parameters
and demonstrate that the GQL approach is much more efficient as compared to the
GMM estimation approach. Note that these GMM and GQL approaches were de-
veloped by Sutradhar, Rao, and Pandit (2008) for the estimation of the parameters
in this BDML model.

9.2.1 GMM/IMM Estimation

As pointed out earlier, the GMM approach due to Hansen (1982) is a popular es-
timation approach in the econometrics literature. For example, see the articles in
the ‘Twentieth Anniversary GMM Issue’ of the Journal of Business and Economic
Statistics. Let o = (B, 0, G%)' be the (p + 2)-dimensional vector of the parameters
of the dynamic mixed model (9.27). The construction of the GMM estimating equa-
tions for the components of & requires the formulas for their unbiased estimating
functions. These unbiased functions are given in the next section.

9.2.1.1 Construction of the Unbiased Moment Functions

Note that in the binary panel data model (9.27), B is the regression parameter vec-
tor and 6 is the scalar dynamic dependence parameter, whereas 0'% is the variance
component of the random effects. Let

vi(yi, B, 0, ;) = (Wi, wai, Wil (9.30)

be a vector of three unbiased moment functions corresponding to three parameters
B, 6, and G)%. Now to construct the first and third components of this vector, one
may refer to the construction of the moment functions under the binary mixed model
discussed in Chapter 5 (see Section 5.2.2). This is because, for the case when 6 =0,
the present BDML model reduces to the BDFL model which has been exploited
extensively in the statistics literature to analyze binary data in the generalized linear
mixed model (GLMM) setup. For example, for the estimation of 8 and G%, Jiang
(1998) [see also Jiang and Zhang (2001) and Sutradhar (2004)] has exploited the
sufficient statistics under the conditional GLMM set up and constructed the basic
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distance functions as

T
Vi = 3 Xit[yi — T, and

=1

T T
V3 = Z i — Aine] + 2 iuYie = iu ]
=1 u<t
T T
= 3 i — ) + . invie — Aiua], 931

=1 u<t

respectively, where 7, = Ay, = E[Y;] and A;, = E[Y;,Y;]; their formulas are given
as follows.

9.2.1.1.1 Formula for 7;

It follows from the BDML model (9.27) that conditional on 7}, the means of the
repeated binary responses are given by

exp(x)y B+oyY,) . C
n,;;(ylk) :E[thh/ﬂ _ I+exp(x, B+0y%)’ fori=1,....t=1 ©32)
Pio+ 7 (P — Pio)s fori=1,....[;t=2,....,T

[see also (7.145)] where

L eplgpretoyy) L explng Bt oyy)
N Trexp(lB+0+07)] 0 P07 Texp(d,B+oyy)]

Subsequently, one obtains the unconditional means as

my = E(Yy) =Pr(y;=1)

M
=My m(%)
w=1

M
2 Pio Tt t 1 (i — P:'Fto)]\);*:m, (9.33)

[Jiang (1998); Sutradhar (2004)] where 7;;, is the wth (w = 1,..., M) realized value
of ¥/ generated from the standard normal distribution. Here M is a sufficiently large
number, such as M = 5000. By (9.32), the pj,, . involved in (9.33), for example, is
written as

exp(x; B+ 6 + oy ¥;,)
[1+exp(x;, + 6 + oy, )]

* —_—
pit],w -

9.2.1.1.2 Formula for A,

Conditional on 7}, for u < t, the second-order expectation may be written as
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EYuYul') = A (%) = cov(Yiu, Y |¥') + 7, 70, = 0 + 7,705, (9.34)

where by (7.149), the covariance between y;, and y;, conditional on ¥/, has the
formula

e = €OV (Yiu, Y ¥) = 3, (¥ ) (1 = 7, (¥ ) =1 (P71 — Pijo)- (9.35)

It then follows that the unconditional second-order raw moments have the formula
| M
)Liut = E(YiuYit) =M" 2 [E;t(’}{*w)(l - ”;(ww))
w=1

X H]t-:u+1 (P?}LW - P;'f,-o,w) + ﬂi;(ﬁv)ﬂ;(ﬁv)} ' (936)

Note that the first-order responses are used to construct yy; for the § parameter
and both squared and pairwise products are used to construct y3; for the G)% param-
eter. By the same token, to construct the basic distance function yy; for the dynamic
dependence parameter O we use the pairwise products only. Thus,

T
V2i = O [Viuyie — X 9.37)

u<t

9.2.1.2 GMM Estimating Equation for o = (', 6, o;)’

By combining (9.31) and (9.37), for yi(yi, &) = [y}, Vi, W3i]', we now write a
quadratic function as

/

Qc(a) =K C

K
Z‘I’i(}’ha)
i=1

K
Z%mﬂﬂ, (9.38)

i=1

[Hansen (1982)] where y;(yj, ) is the (p + 2)-dimensional vector of moment func-
tions corresponding to 8, 6, and G%, and C is a suitable weight matrix and must be
positive definite. The GMM estimate of ¢ is obtained by minimizing the quadratic
function (9.38). To be specific, the GMM estimating equations for 3, 6, and G)% are
given by

Yy’
do

Cy =0, (9.39)

where ¥ = (Y, y», y3)’ with

K K K
vi=K"'"Y v, vo=K"'Y v, va=K"Y v,
i=1 i=1 i1

and C is a weight matrix optimally chosen as
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-1

— ZZE{II/; Vi, & llll(y” >}

This C matrix is constructed in the next section.
9.2.1.2.1 Computation of the C Matrix

We now show how to compute the weight matrix C for the construction of the esti-
mating equations given in (9.39). Remark that when one analyzes a semiparametric
model, it becomes a challenge to construct an optimal weight matrix C. As a solu-
tion to this problem, Hansen (1982) suggested using a ‘working’ weight matrix C
which may be constructed under certain relaxed conditions or parametric assump-
tion. Under the present setup, one does not, however, need to use any ‘working’
C matrix. This is because the present dynamic binary mixed model (9.27) is com-
pletely specified and hence one can compute the optimal weight matrix C given by
C = [cov(y)] .
For convenience, we write the cov(y) matrix under the present setup as

var(yi) cov(yi, y2) cov(yi, y3)
cov(y) = var(ya)  cov(ya,y3) |, (9.40)
var(ys3)

and provide the formulas for the components of this covariance matrix as follows.
First, we write the formula for the variance of y; which requires the uncondi-
tional moments of second order for the binary responses. To be specific,

T

K T
var ‘I/I -2 z Z 2 Gmtxltxlp 9.41)

i=lu=1t=1

where the formulas for o;,, the variances and covariances of the repeated binary
responses, are given by

Ojit = ﬂit[l - ﬂit]
Ojur = 2'iut — Ty Tz (942)
with A, as in (9.36) and 7;; as in (9.33).

Next, we write the formulas for the covariances requiring the moments of the
data up to order three. These covariances are:

K T T T K T
cov(y, ) =K 2 |33 xiuSiuu — ZZx,»unmzzxm“ (9.43)

i=lu=1/(<t i=lu=1 i=lu<t

~

and
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K T T K T
cov(yi,y3) = - z zzxiu(liuﬁ&m)*zzxmﬂ'm
i=lu=1/0<t i=lu=1
K T
X ZZ(ﬂiu“i’liut) ) (944)
i=1u<t

where the formulas for the raw second-order moments A;,, are given in (9.36) and
the raw third-order moments J;,s have the formulas given by

5iult = E(YtuYzZYtt)
1 & . T
I Y 0L [ i) L ©049)
w=1 YiusYitYit €S Yir=lyie=1yi=1
where
pin (%) = exp{yin (X1 B+ oy¥,) }/[1 +exp(xj, B + 0y%;,)], and
Pityi, -y (Yaw) = exp{yie (X B + Oyis—1 + 0y¥a,) }/[1 +exp(xy B+ 0yis—1 + 0y}, )]-

In (9.45), the sample space s contains the other r — 3 elements out of all 7 elements

Yilseo s Yius--+sYils- -+ Yims -+ Vit
The formulas for the remaining components contain the moments of the repeated

responses up to order four. To be specific,

K T T K T 2
var(yo) = K% | 30 3, 3 Giutmi — (2 2@) , (9.46)

K T T K T K T
cov(ya, y3) = : 2 Z 2 it — 2 Z Tiy Z)Lmr‘|
i=lu=1/0<t i=lu=1 i=1u<t
+var(yn), (9.47)
and
K T T K T T
var 2zzzczut+K 2 ZZZ iult — zzumzz;{qut]
i=lu=1t= i=lu=10<t i=lu= i=1u<t
+var(yn), (9.43)

where ;0 , the fourth-order unconditional uncorrected moments, have the formu-
las given by

¢iulmt - E(YmYzéYlezt)

M 1
=M Y X I [ ()P ()] 9.49)

W=y YieYim:Vie S Yiue=byie=t Yim=1yie=1-
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In (9.49), the sample space s contains the other # — 4 elements out of all ¢ elements
Vilse-osViuse-vsVily -+ Vims-- -, Yir- Note that as T is usually small in the panel data
model, such as 7 = 4 or more, and because y;s (t =1,...,T) are binary, the third—
and the fourth-order moments given by (9.45) and (9.49), respectively, are easily
computed.

9.2.1.2.2 Computation of %—‘5

Now to solve (9.39) for 8, 6, and G}%, we also need to compute the partial deriva-
tives dy'/da. Note that y; and v, are functions of 7; and A, respectively, and
v is a function of both m; and A;,;. Thus, the computation of the derivative of the
y function with regard to ot = (8, 6, 0'%)’ requires the computation of the deriva-
tives 87t,»t/8[3j, &n,-t/89, 87r,»t/86§, and 82.,’,4,«/8[3], 81”,,/39 and 3%,,,/36%. For

convenience, these derivatives are given in Exercises 9.1 and 9.2.

9.2.2 GQL Estimation

To construct the GQL estimating equations, follow Sutradhar (2003; 2004) and write
a basic vector statistic containing the repeated responses and their distinct products
for an individual. Let

Ui = (ygvs;)/
represent this vector with yﬁ» = (yi1,...,yir) as the T-dimensional vector of responses
for the ith individual and S§ = (yl'lyl'2, e s ViuYity - - 7yi,T—1.YiT)/ be the (T - I)T/Z—
dimensional vector of distinct pairwise products of the T responses. Let

A =EU) = E(Y)).E(S)]

be the expectation of the vector u;, which is already computed in Section 9.2.1.1.
To be specific, E(Yy) = i and E(Y;,Y;) = Ay are known by (9.33) and (9.36),
respectively. Furthermore, let ©; be the {T(T 4+ 1)/2 x T(T + 1)/2} covariance
matrix of ; for the ith individual. In the GQL approach, one essentially minimizes
the so-called generalized squared distance

(i — 1) Q7 (i — Ay) (9.50)

K
=1

to estimate the parameters of the model, whereas the quadratic function Q.(a) in
(9.38) was minimized to obtain the GMM estimates. Once again it should be clear
from (9.38) and (9.50) that in the GMM approach the quadratic distance function
is written by using the distance between a combined statistic and its center (9.38),
whereas in the GQL approach standardized distances for all individuals are com-
bined to compute the generalized distance function (9.50). Note that minimization
of the generalized squared distance (9.50) for the estimation of the oc = (', 0, G}%)'
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parameter leads to the GQL estimating equations for o = (', 0, G}%)’ as

RE

Mooty
L0 (- 1) = 0, 9.51)

N

i=1

which may be solved iteratively by using

1
N . oA dA oA
a(r+1)=a(r (}j e flaw) (Z ~ Q7 i—)L,~)> . (9.52)

where (), denotes that the quantity in the parenthesis is evaluated at oo = &(r),
the value of o obtained from rth iteration. Let O(gor denote the solution of (9.51)
obtained by (9.52). This GQL estimator is consistent and it is more efficient than
the GMM estimator. This is because the estimating equation (9.51) is constructed
by using the true variance—covariance matrix of a basic statistic, whereas the GMM
estimating equation (9.39) ignores the correlation structure of the data to form the
combined basic statistics. An empirical study in Section 9.2.4 also confirms this
superior relative efficiency performance of the GQL approach as compared to the
GMM approach.

Note that to apply the iterative equation (9.52), one needs to compute the deriva-
tive vector dA//da, where

I
ll' = [717,'1,...,77.7,',,...,EiT,)Lilz,...,A,im,...,ll-(T_l)T} .

Also it is required to compute the Q; = cov(U;) matrix, where
Ui = (Vity ooy Vius -« s VT VitYizs -+ VitYit - - 7)’i(T71)YiT)/-

But, as the derivatives of 7; and A, with respect to o = (f’, 0, G%)/ are available
from exercises 9.1 and 9.2, the vector of the derivatives, that is, dA;/da, is known.

9.2.2.1 Computation of Q;

Now to compute the €; matrix, we need to compute the variances var(Y;,) and

ar(YyYy) forall u =1,...,T, and ¢ < t,t =2,...,T. Also, we need to compute
the covariances cov(Y;,,Y;), cov(Y,,Y;Y;) for ¢ < t, and cov(Y;, Y, Yinyi) for all
possible values of u < £ and m < t. The formulas for some of these variances and co-
variances are already provided in Section 9.2.1.2.1 as basic properties of the model.
To be specific, the formulas for the var(Y;,) = 0, and cov(Y;,,Y;) = o, are given
in (9.42). The remaining variances and covariances may be computed as follows.
For example, the variance of the product variable y; y; is given by

var(Yi¥i) = E(VY7) = [E(Y¥;)]?

= E(Y;Yy)[1 —E(Y;eYy)]
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= Aier[1 = Aiae], 9.53)

where the formula for A;4; is known by (9.36). Similarly one obtains the other higher-
order covariances. For example,

cov (Yiu, YieYi) = Suutr — Tiuivs, (9.54)

where 0, is a third-order moment of the binary variables given by (9.45). Similarly,
the cov(Yy, Yy, YimYir) may be computed as

COV(YiuYi& Yiint) = E(YiuYiZYiint) - E(YmYzZ)E(Ysztt)
= Qiutmr — A’iu€}’im[7 (9.55)

where the formula for the fourth moment ¢;,4,, is given in (9.49). This completes
the construction of the {7 (T +1)/2} x {T(T +1)/2} covariance matrix ;.

9.2.3 Efficiency Comparison: GMM Versus GQL

9.2.3.1 Asymptotic Distribution of the GMM Estimator

Let GGpy be the GMM estimate of oo = (f7, 0, G%)' which is obtained by solving
the GMM estimating equation (9.39). To be specific, this estimate is obtained by
using the iterative equation

/ -1 /
ow ca‘”] [a"’ cw} , (9.56)

Oeum(r+1) = oum (r) + [306 S0 T0

;
where [ ], denotes that the quantity in the square bracket is evaluated at o0 =
OGymm (1), the value of « at the rth iteration. It then follows from (9.56) that asymp-
totically (as K — oo)

K2 (Ggum — &) ~N (9.57)

oy dy\ !
O’K(aa C&a’)

The normal distribution of the estimator follows from the fact that each of the com-
ponents of the Y = (Y|, Y2, y3)’ vector is a sum of K independent quantities. More
specifically, y1, v, w3 are constructed in (9.39) by using the sum of K indepen-
dent quantities, namely, fi; = X/_; Xiryir, foi = Xi— Yir, and f3; = X1, yiuyir. Conse-
quently, normality follows from the multivariate central limit theorem [Mardia, Kent
and Biby (1979, p. 51)]. See also Theorem 3.4 in Newey and McFadden (1993) for
details on such asymptotic convergence.
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9.2.3.2 Asymptotic Distribution of the GQL Estimator

Let 01, be the GQL estimate of o which is obtained by solving the GQL estimat-
ing equation (9.51). It then follows that aGQL satisfies the equation 211':1 M;(Ogor) =
0, where M;(a) = (A /da) ;" (f; — ;) so that E[M;(a)] = 0. It then follows, for
example, from Theorem 3.4 of Newey and McFadden (1993) that with probability
. . . . A K o .
approaching 1, there is a unique solution, say &gor to Xy M;(or) = O that satisfies

VK(GgoL — o) = —E '/ZZM o) +o0,(1), (9.58)

« ~
= 3 IM;(a)
i=1

implying the consistency of &gy for ¢r. Next, by the central limit theorem, it fol-
lows from (9.58) that as K — oo,

1.
K2(OCGQL— ~N [0,K Z i (9061’

1

(9.59)

& o ax]

In the next section, we report a comparative study from Sutradhar, Rao, and Pan-
dit (2008) between the asymptotic variances of the GMM estimators computed by
(9.57) and the asymptotic variances of the GQL estimators computed by (9.59). This
asymptotic variance comparison was done through an empirical study based on a set
of time-dependent covariates and a selected set of parameter values. In the following
section, we discuss their simulation results on the small sample performances of the
GMM estimates obtained from (9.56) and the GQL estimates obtained from (9.52).

9.2.3.3 Asymptotic Efficiency Comparison

It is clear from the last section that the GQL approach uses the true covariance
structure of the model as the weight function in the estimating equation, whereas
the GMM approach uses the moment equations that are constructed by ignoring
the underlying correlation structure. This indicates that the GQL approach must
produce estimates of the parameters with smaller standard errors as compared to
the GMM estimators. In this subsection, we illustrate this efficiency gain of the
GQL estimators over the GMM estimators by comparing their asymptotic variances
numerically. In the next subsection we conduct a simulation study to examine the
small sample performances of the GMM and GQL estimators.

For the asymptotic case, we compute the asymptotic variance—covariances of
the GMM estimators of a = (8, 0, G}%)/ by (9.57) and those of the GQL estimators
by (9.59). This we do under a binary panel data setup with K =500 and T = 4. As
far as the covariates are concerned, we choose two time-dependent covariates. The
first covariate is considered to be:
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1 fori=1,....K/4;r=1,2

0 fori=1,....,K/4;t=3,4

—1 fori=K/4+1,...,3K/4;t =1

Xitl =

0 fori=K/4+1,....3K/4;t=23

1 fori=K/4+1,...,3K/4;t =4

t/T fori=3K/4+1,....[;t=1,....4,
whereas the second covariate is chosen to be

(t—25)/T fori=1,....K/2;t=1,...,T

Xip=+40 fori=K/2+1,....,K;t=1,2
1 fori=K/2+1,...,K;t=3,4.
Furthermore, for true parameter values, we consider f; = B, = 1.0; 6 = —0.3, and

c}% =0.2,0.5,0.8, 1.0, 1.2, 1.5, and 2.0. By using (9.57) and (9.59), we compute
the asymptotic covariance matrices of

acym = (Br.ommrs Ba.omm O 65 6um)’»

and
A R ) A ~2 /
Gcor = (Pr.6or, Pr.cor, OcoL, 6y6o1)"s
respectively. The diagonal elements of these covariance matrices, that is, the vari-
ances of these estimators, are presented in Table 9.1.

Table 9.1 Comparison of asymptotic variances (Var) of the GQL and GMM estimators for the
estimation of the regression parameters (f3; and 3, ), the dynamic dependence parameter 6 = —3.0,
and the variance component ((r%), of a logistic dynamic mixed model for binary panel data, with
T =4 and K = 500.

Asymptotic Variances

Method Quantity G}fZ 02 05 08 1.0 12 15 20
GQL Var(p;) 0.010 0.010 0.010 0.010 0.011 0.011 0.013
Var(Bz) 0.018 0.018 0.018 0.018 0.018 0.018 0.020

Var(8)  0.035 0.035 0.036 0.036 0.037 0.038 0.041
Var((”f%) 0.086 0.019 0.013 0.012 0.012 0.013 0.017
GMM Var(f;) 0.031 0.030 0.030 0.030 0.030 0.030 0.032
Var(f>) 0.051 0.046 0.041 0.038 0.036 0.034 0.034
Var(6) 0.303 0.273 0.246 0.231 0.220 0.209 0.205

Var( A%) 0.349 0.075 0.048 0.044 0.043 0.047 0.061

o

—~
D>
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It is clear from the table that the asymptotic variances under the GQL approach
are uniformly smaller than those under the GMM approach. For example, when
0')% = 1.0, the GQL approach produces the asymptotic variances of the estimates of
regression effects (f31, ), dynamic dependence parameter (6), and of the variance
component of the random effects (G%) as 0.010, 0.018, 0.036, 0.012, respectively,
whereas the corresponding variances produced by the GMM approach are found to
be 0.030, 0.038, 0.231, 0.044. To be more specific, the GQL estimates of §; and 6,
for example, are, respectively, 3 and 28 times more efficient than the corresponding
GMM estimates. This indicates that the GQL approach is definitely asymptotically
more efficient as compared to the GMM approach.

Table 9.2 Comparison of simulated mean values, standard errors, and mean squared errors of
the GQL and GMM estimates for the regression, dynamic dependence, and variance component
parameters for 6 = —1.0 and selected values for G%; K =100; T = 4; true values of the regression
parameters: 3; = B, = 1; 500 simulations.

Variance Estimates
Component (G%) Method Quantity f; [ 6 6%
0.50 GQL Mean 1.033 1.195 —1.120 0.461

SE  0.242 0.297 0.304 0.329

MSE 0.060 0.127 0.107 0.102

GMM Mean 1.060 1.232 —1.173 0.532

SE  0.314 0.402 0.570 0.392

MSE 0.102 0.215 0.355 0.154

0.80 GQL Mean 1.018 1.275 —1.155 0.743
SE  0.238 0.318 0.319 0.292

MSE 0.057 0.177 0.126 0.088

GMM Mean 1.046 1.295 —1.186 0.812

SE  0.308 0.416 0.581 0.429

MSE 0.097 0.260 0.372 0.184

1.00 GQL Mean 1.008 1.305 —1.161 0.914
SE  0.241 0.311 0.329 0.330

MSE 0.058 0.189 0.134 0.116

GMM Mean 1.035 1.316 —1.178 0.983

SE  0.324 0.407 0.586 0.468

MSE 0.106 0.266 0.375 0.220

1.50 GQL Mean 0.980 1.389 —1.154 1.310
SE  0.242 0.333 0.343 0.242

MSE 0.059 0.262 0.141 0.094

GMM Mean 1.015 1.438 —1.220 1.429

SE  0.355 0.474 0.686 0.424

MSE 0.127 0.416 0.519 0.185

9.2.3.4 Small Sample Efficiency Comparison: A Simulation Study

In order to examine the small sample performances of the GQL and GMM es-
timators, we carried out a simulation study with K = 100 clusters. Using 7' = 4
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throughout, we considered the same data designs with two covariates as in the pre-
vious subsection. The true values of the regression parameters were considered to be
B1 = B> = 1.0. For the chosen design, we generated 500 simulated datasets under
model (9.27) for a negative value of the dynamic dependence parameter, namely,
6 = —1.0, and four different values of G%: 0.5, 0.8, 1.0, and 1.5. Then, for each
group of 500 datasets associated with 6 = —1.0 and a chosen value for G% (there
are four such groups of 500 datasets in total), we computed estimates for

&= (B], 32, é, and 6}%)/

under the GMM approach by using (9.56), and under the GQL approach by using
(9.52). For each of the two estimation approaches, these estimates were then used
to compute their means (Mean) and standard errors (SE). We also computed the
simulated mean squared errors (MSE) of the estimators of the four parameters under
each of the two approaches. These simulated Mean, SE, and MSE are reported in
Table 9.2 for the case when 8 = —1.0.

It appears from the table that the means of the GQL estimates for f3;,3,, and 6
appear to be closer to the true parameter values as compared to those of the GMM
estimates. The GMM approach, however, appears to produce a slightly less biased
estimate for the variance component parameter G}%. But the SE of the estimates for
all four parameters are found to be smaller under the GQL approach as compared
to the GMM approach. This in turn shows that the GQL approach always produces
estimates with a smaller MSE than the GMM approach. For example, the results in
Table 9.2 illustrate that when 8 = —1.0, and G}% = 1.00, the estimates of the MSE
for the GQL estimators are

0.058, 0.189, 0.134, 0.116,

versus
0.106, 0.266, 0.375, 0.220,

under the GMM approach.

In summary, both the asymptotic results of the previous subsection and the sim-
ulation results of this subsection clearly demonstrate the superiority of the GQL
approach over the GMM approach in estimating the parameters of the dynamic bi-
nary mixed models.

9.2.4 Fitting the Binary Dynamic Mixed Logit Model to the SLID
data

Recall that in Chapter 7, more specifically in Section 7.5.2, the Survey of Labour
and Income Dynamics (SLID) data collected by Statistics Canada was analyzed by
fitting the nonstationary AR(1) correlation model (7.70). As explained in Section
7.5.1, this study contains the longitudinal responses on employment status, that is,
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whether employed or unemployed for the full year, from K = 15,731 individuals
for a period of four years from 1993 to 1996. Altogether the effects of 12 important
covariates including gender, age group, region of residence, and education level,
were computed by applying the GQL approach that accommodates the nonstation-
ary longitudinal correlations. The results were reported in Table 7.6. However, if it
is assumed that the mean response in a given year may be a function of the mean re-
sponses of the previous years, and also the response at a given year for an individual
may be influenced by the individual’s random effect, then it would be appropriate
to fit the BDML model (9.27) to the data instead of fitting the linear dynamic con-
ditional probability model (7.70). Becasue these assumptions are realistic for the
SLID data, we now fit the BDML model to this dataset.

Note that with regard to fitting the BDML model (9.27) to the longitudinal data,
in Sections 9.2.1 and 9.2.2, we have discussed the GMM and GQL estimation ap-
proaches, the GQL approach being more efficient as compared to the GMM ap-
proach. We now apply both procedures to the SLID data and estimate all 12 regres-
sion parameters, and dynamic dependence parameter (6), as well as the variance of

the individual random effects G}%.

Table 9.3 Estimates of regression and their estimated standard errors, as well as estimates and
standard errors of dynamic dependence and variance component parameters.

Estimation Method
GQL Approach GMM Approach

Parameters Estimate SE Estimate SE

Male vs Female (x;) —0.528 0.078 —0.536 0.094
Age group 2 vs 1 (x2) —1.525 0.035 —1.719 0.081
Age group 3 vs 1 (x3) —2.198 0.110 —2.108 0.169
Quebec vs Atlantic (x4) —0.728 0.072 —1.239 0.115
Ontario vs Atlantic (xs) —0.982 0.068 —1.326 0.101
Praries vs Atlantic (xg) —1.523 0.097 —2.001 0.131

BC & Alberta vs Atlantic (x7) —1.216 0.148 —1.913 0.187
Education medium vs low (xg) —1.572 0.039 —1.576 0.085

Education high vs low (xo) —2.326 0.149 —2.543 0.234
Marital status 2 vs 1 (xj9) 0.189 0.082 0.251 0.136
Marital status 3 vs 1 (xj1) —0.616 0.223 —0.525 0.356
Marital status 4 vs 1 (x2) —0.525 0.067 —0.629 0.144
0 0.574 0.192  0.623 0.321
Oy 0.948 0.157  0.935 0.287

To be specific, we obtain the GMM estimates by using the GMM based iterative
equation (9.56), and the GQL estimates by using the GQL based iterative equation
(9.52). The standard errors of the GMM and GQL estimates are computed by using
(9.57) and (9.59), respectively. The results are given in Table 9.3. It is clear from
the table that the estimates for all parameters produced by both GMM and GQL
approaches are close to each other. The SEs of the GQL estimates are, however,
smaller than the GMM estimates. This is in agreement with the asymptotic and sim-
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ulation results discussed in the last section. Consequently, it is sufficient to interpret
the GQL estimates.

The GQL estimates for the dynamic dependence (6) and variance component
(oy) parameters are found to be 0.574 and 0.948 with corresponding standard er-
rors 0.192 and 0.157. The estimate for the dependence parameter indicates that the
repeated binary responses are moderately positively correlated, 8 = 0 being the in-
dependence case. Also, the large value of 6y, = 0.948 indicates that the unobservable
random effects appear to have a large or moderately large influence on the mean and
variance of the responses.

With regard to the BDML model based GQL regression effects, they are similar
to those of the GQL estimates found in Table 7.6 by fitting the LDCP model to the
data. It follows from Table 9.3 that the negative value —0.528 for the gender effect
indicates that the male has a lower probability of an all-year unemployment as com-
pared to the female. The negative values —1.525 and —2.918 of 3, and f; indicate
that the younger group has a higher probability of an all-year unemployment and
the probability decreases for older age groups. As far as the effect of geographic
location on all-year unemployment is concerned, it appears that the Prairies had the
smallest probability of an all-year unemployment during 1993 to 1996 followed by
BC, Ontario, Quebec, and Atlantic provinces. This follows from the fact that the
regression estimates for Quebec, Ontario, BC, and Prairies are found to be -0.728,
—0.982, —1.216, and —1.523, respectively. The larger negative value —2.326 for
By as compared to g = —1.572 indicates that as the education level gets higher,
the probability of an all-year unemployment gets smaller. Finally, with regard to the
marital status, the positive value 0.189 for 81 means that the separated and divorced
individuals have a higher probability of all-year unemployment as compared to the
married and common-law spouse group. Similarly, the widowed had less probability
of an all-year unemployment as compared to the single but never married individual.

9.2.5 GQL Versus Maximum Likelihood (ML) Estimation for
BDML Model

The GQL estimation procedure has been discussed in Section 9.2.2, which was
found to be better than the GMM approach in estimating the parameters of the un-
derlying BDML model. Recall from Chapter 7, more specifically from Sections
7.7.2.2.2 and 7.7.2.2.3 that the ML approach and OGQL (optimal GQL) approaches
were found to produce the same estimates for the parameters of the BDFL model.
Note that the GQL in Section 9.2.2 is the same as the OGQL for the fixed model
discussed in Section 7.7.2.2.2 as they both use the same first— and second-order re-
sponse based basic statistic. But the GQL in Section 9.2.2 and ML may not produce
the same estimates for the BDML model. In this section, we report their compara-
tive performances following Sutradhar, Bari, and Das (2010).
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9.2.5.1 ML Estimation

For convenience we estimate a* = (B’, 6, oy)’ by the ML approach, the GQL es-
timation for a = (', 0, G%)’ in Section 9.2.2 being easily adjustable for cy. In
the ML approach, one may obtain the estimate of o* = (B’, 6, )" by solving the
likelihood estimating equation

d
WlogL =0, (9.60)

where the likelihood function in (9.29) may be written as

K oo T
L(ﬁ7 97 G}’) :H/ pilOHpil‘y,-?,,l(p(Yi*)inﬁ (961)
=177 =2

with pito = (pf10) (1= pjyo)' ", and piry,,, = (pjy,, )" (1 =P}y, )' 7", where
p:‘t} . is defined in the model (9.27).

In (9.61), ¢ (/) is the density function for standard normal y;". Note that one may
solve (9.60) by using the iterative equation

9 o
o) =06 — (805*806*’10gL> WlogL ( ), (9.62)

where [-] indicates that the quantity in the square bracket is evaluated at o* = &
obtained from the ¢4 iteration. Further note that the computation of &z, by (9.62)
and its variance will depend on the forms of p}}, and pj,, ~ which, under the present
BDML model, by (9.27), are given as 7

. exl’.l B+oyy; i gV;,ﬁJFe}'it— 1+oyy;
Pito = W and  pyy, | = 1+ e B+0vi1+ory

Unlike the GQL estimation discussed in Section 9.2.2, the computations for
the ML estimation are complex and lengthy. For example, the components of
dlogL/da* for (9.60) under the dynamic logit mixed model have the forms:

ag’ﬁL Ty {yn }x 9.63)
i=1t=1
alogL -3 [yl, ]yu " 9.64)
i=1t=1
and P
ﬁgzgf, (9.65)

respectively, where
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Ji= [ _explonys)ag(x)ay,

with s; = Zthly,-, and A; = [HiTzl{l +exp(x, B+ Oyir—1 + G},){*)}} ! ,and A;; and
M; are given as

oo

Au= [ esployy's)aipiy, 901)dY

o T
M; = / exp(0yY;si) [Z(}’ir = Pty )] Ay o (v)dy;,
- t=1
respectively.
Let 0y, be the solution obtained from (9.62). One may then show that as K — oo,
0y, has asymptotic normal distribution given by

VK (66, — a*) ~N(0,KV,;}) (9.66)

[Amemiya (eqns. (11.1.38), 1985); Gourieroux and Monfort (1981)] where Vy;, =
—E {(9*/da*da*')logL}. The exact computation for this covariance matrix is not
possible under the present dynamic mixed model, but, it can be computed numeri-
cally, by simulating the random effects ;" (Sutradhar, 2004).

9.2.5.2 Relative Performances of the GQL and ML Approaches for BDML
model: A Simulation Study

To examine the relative performance of the ML approach as compared to the GQL
approach in estimating all parameters 8, 6, and oy, for the BDML model (9.27),
we now carry out a Monte Carlo study based on 1000 simulations. As far as the
simulation design is concerned, we consider 7 = 4 repeated binary responses from
each of K = 100 independent individuals. To represent the dynamic dependence in
repeated responses, the data are generated with lag 1 dependence parameter 6 = 1.0.
With regard to the dimension of the regression effects, we consider p = 2, with
B1 = B> =0.0. As far as the covariates are concerned, we choose the first covariate
as

1/2 fori=1,....K/4;,t=1,2
0 fori=1,...,.K/4;,t=3,4
—1/2 fori=K/4+1,....3K/4;t =1
Xitl =

0 fori=K/4+1,...3K/4;t=2,3

/2 fori=K/4+1,....3K/4;t =4

t/(2T) fori=3K/4+1,....K;t=1,...,4,

whereas the second covariate is chosen as
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0.3 forr=1
Pr(x,n: 1) =< 0.5 fOI't:2,3 .
0.8 fort=4.

Note that even though x;s are generated from the binary distributions, they were
kept the same under all simulations. Thus, this x;, is also a fixed covariate. As far
as the selection of the additional parameter 6}% is concerned, we choose both small
and large values, namely, o, = 0.5, 0.8, and 1.2.

Next, in each of the 1000 simulations, we solve the estimating equation in (9.52)
under the BDML model to obtain the GQL estimates, and use (9.62) to obtain the
ML estimates. We then obtain the simulated means (SMs) and simulated variances
(SVs) of these 1000 estimates for each parameter. Note that as opposed to the fixed
models considered in Chapter 7, it is expected that the ML estimates would be dif-
ferent in general as compared to the GQL estimates under the mixed models. Also
it is anticipated that the estimates may be much more biased under the mixed mod-
els as compared to the fixed models. Because an estimate with large bias and small
standard error becomes inconsistent, along with the SMs and SVs, in this section,
we compute the simulated relative biases (SRBs) of the estimates as opposed to
their simulated mean squared errors (SMSEs). The percentage relative biases, for
example, the percentage simulated relative bias (SRB) of 8y is defined by

_[sM@u -l
SV (6uz)

SRB(6y1) 0.

The SMs, SVs, and SRBs of the GQL and ML estimates for 6 = 1, f; = , =0, and
for selected values of the other parameter 6y, under the BDML model, are shown in
Table 9.4.

Table 9.4 Simulated mean, variance, and relative bias of the ML and GQL estimates under the
BDML model for f; = 5, =0.0 and 6 = 1.0.

Method of Estimation
ML GQL
Gy ﬁ] ﬁz 0 67 B[ ﬁz [} 6y
0.5 SM —0.021 0.058 1.000 0.390 —0.021 0.078 0.973 0.503
SV 0.137 0.041 0.055 0.075 0.140 0.041 0.071 0.308
SRB 6 29 0 40 6 39 10 1
0.8 SM —0.049 0.066 1.029 0.653 —0.037 0.095 0.984 0.774
SV 0.149 0.045 0.061 0.132  0.151 0.045 0.065 0.214
SRB 13 31 12 40 10 45 6 6
1.2 SM —0.113 0.034 1.121 0.878 —0.0404 0.117 0.990 1.209
SV 0.178 0.066 0.099 0.364 0.179 0.053 0.077 0.083
SRB 27 13 39 53 10 51 4 3
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The results in Table 9.4 show that irrespective of the true value of oy, small
or large, the ML approach always produces a o, estimate with larger RB than the
GQL approach. With regard to the estimation of 8 = 1, the ML approach produces
estimates with less RBs when oy is small, but it produces estimates with larger RBs
than the GQL approach when oy is large such as oy, = 0.8, 1.2. For the estimation
of the regression effects, the ML and GQL approaches exhibit mixed performances.
For example, when 6, = 0.5, they perform almost the same in estimating f; and f»;
and for large oy, the ML approach estimates 3, with smaller RBs but estimates f3;
with larger RBs, as compared to the GQL approach. Thus, the results of Table 9.4
indicate that in general the GQL approach performs better than the ML approach
in estimating the parameters of the BDML model. Note, however, that because the
results of Table 9.4 show that a selected true parameter value falls in the interval:
estimate minus/plus two times standard deviation, both ML and GQL approaches
clearly produce consistent estimates, which is in agreement with the asymptotic
results given in (9.66) for the ML estimators and in (9.58) for the GQL estimators.

Note that in general when ML estimates are found to be unbiased or almost un-
biased, they are recommended in practice as compared to other competitors such as
the method of moments (MM) or QL estimates. This is because, the standard errors
of the ML estimates are usually found to be less than those of the other estimates,
leading the ML estimates to be consistent and more efficient as well. In such cases,
the mean squared errors of the ML estimates will also be smaller as compared to the
other estimates. It is, however, well known that ML estimates can be more biased
for certain parameters such as for the variance parameter of the well-known normal
distribution as compared to the MM or QL estimates. In the present BDML setup,
the variance parameter of the random effects plays a complicated role to interpret
the variation and other moments of the binary data. Thus, it was not surprising to
observe that the ML estimates become biased for such variance and dynamic depen-
dence parameters. By the same token, when ML estimates are biased, the traditional
MSE comparison may not reveal the real properties of the estimates. This is be-
cause a biased estimate with smaller standard error will mostly converge to a wrong
place, that is, to a value different than the true value of the parameter. This is why, in
the aforementioned discussion, we have concentrated on the RB instead of MSE to
compare the actual performance of the estimates in the sense of their convergence
to the true values.

9.3 A Binary Dynamic Mixed Probit (BDMP) Model

In binary panel data analysis, there are situations where the binary outcomes are
thought to arise from a standard normal latent process [Amemiya (1985)]. To be
specific, let the binary observation y;; be obtained from the standard normal distri-
bution of y}, as follows.



416 9 Longitudinal Mixed Models for Binary Data

iy <xB+oyy
yit = {O otherwise, (9.67)
andforr=2,...,T,
Uiy <X B+ 6yi—1+ oy
Vi = {0 otherwise. (9.68)

One may then write the binary probabilities as
D(x[ B +0yY) =Dy, fori=1,...K;t=1
Pr(y; =1|y) = { @B +0yi;—1+o0yy), fori=1,... Kit=2,....T
= Pityi,
= Fu, say, (9.69)

where @(+) is the cumulative probability of the standard normal variable. Note that
as opposed to the BDML model (9.27), the binary model in (9.69) is known as the
binary dynamic mixed probit model that arises from standard normal latent process,
whereas as indicated in exercise 9.3, the BDML model arises from logistic latent
distribution.

Further note that because the ML approach performed worse than the GQL ap-
proach under the BDML model, and because of the fact that the GQL approach is
simpler than the ML approach under any model, we do not attempt any study for the
comparison of the ML and GQL approaches for the estimation of the parameters of
the probit model. Thus, in the next section we examine the performance of the GQL
approach only, for the estimation of the parameters of the BDMP model. We also
show the performance of the GQL approach for the same parameter values under
the BDML model.

9.3.1 GQL Estimation for BDMP Model

The GQL estimating equation for ot = [B'. 6, 0'%]’ under the BDML model (9.27)
is given by (9.51). The GQL estimating equation for o* = [B’. 0, &,]" under the
BDMP model (9.69) has similar form as that of (9.51), but

Al

QL,'ZE[U,'], Q,’ZCOV[U,’], and aa*,

have to be computed now under the probit model (9.69). Let

)Lup and -Qi,P
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denote the expectation and the covariance matrix of u; under the probit (P) model
(9.69). These moments may be computed following (9.33) and (9.36), respectively,
but by using the formulas for p},, and pi*ty,-,H from (9.69) instead of (9.27). We now
write the GQL estimating equation for o* as

K /
Zgl (Ui —Aip) =0, (9.70)

where the first-order derivatives have the formulas as in Exercise 9.3. The estimators
are consistent and highly efficient. Also, the GQL estimator aéQL. p obtained from
(9.70) has the asymptotic (K — o) normal distribution with mean o* and covariance
matrix

K oA, okw]
Q) ”P] 9.71)

cov aGQLP [Z o tP do!

In the next section, we report some simulation results from Sutradhar, Bari, and Das
(2010) on the finite sample performance of the GQL estimation approach for the
parameters of the BDMP model.

9.3.2 GQL Estimation Performance for BDMP Model: A
Simulation Study

For the simulation study, we consider the same two covariates as in Section 9.2.5.2.
Also, even though we have examined the performance of the GQL approach for
the estimation of the parameters of the BDML model through a simulation study
in Section 9.2.5.2 (see Table 9.4), we include the estimation for this model in the
current simulation study. For the regression parameters we choose f; = 5, = 0, the
same as in the other simulation study in Section 9.2.5.2, but consider new values
for 6, namely 6 = 0.0,2.0. Three different values for oy are considered, namely
oy = 0.5,0.8,1.2. The GQL estimates for parameters of the BDMP and BDML
models are obtained by solving (9.70) and (9.51), respectively. The asymptotic esti-
mated variances (AEV) of the GQL estimators under BDMP and BDML models are
computed by using (9.71) and (9.59), respectively. Based on 1000 simulations, we
display the SM, SV, SRB, and AEV of the GQL estimates of all three parameters in
Table 9.5.

It is clear from Table 9.5 that under both probit and logit mixed models, the SMs
in general appear to agree with the coresponding true values of the parameters. The
GQL estimates of f3; appear to be much better in the sense of RB, as compared
to those of 3, under both probit and logit models. The GQL approach appears to
perform quite well in estimating the variance of the random effects under the logit
mixed model. The GQL estimates for this variance parameter appear to have larger
relative biases under the probit mixed model as compared to the logit model. With
regard to the estimation of the dynamic dependence parameter 0, the GQL approach



418 9 Longitudinal Mixed Models for Binary Data

Table 9.5 Simulated mean, variance, and relative bias, and asymptotic estimate of variance, based
on the GQL approach under the BDPM and BDLM models; 1000 simulations, §; = 8, = 0.0.

Model
Probit Logit

0 oy Quantity f B 6 & B B 0 6y
0005 SM  0.018 0.008 0.017 0.447 —0.014 0.080 —0.041 0.505
SV 0.050 0.013 0.026 0.028 0.122 0.035 0.062 0.140
AEV  0.048 0.015 0.028 0.023 0.115 0.035 0.064 0.123

SRB 8 7 11 32 4 43 17 1
0.8 SM  0.013 0.050 0.006 0.748 —0.032 0.097 —0.021 0.790
SV 0.060 0.016 0.030 0.021 0.135 0.036 0.067 0.067
AEV  0.057 0.018 0.034 0.028 0.129 0.040 0.074 0.065

SRB 5 40 3 39 9 51 8 4
1.2 SM  0.011 0.055 0.018 1.107 —0.043 0.116 —0.014 1.213
SV 0.071 0.020 0.040 0.030 0.162 0.042 0.081 0.070
AEV  0.070 0.024 0.044 0.042 0.151 0.048 0.090 0.076

SRB 4 39 9 54 11 57 5 5
2005 SM  —0.007 0.055 2.063 0.470 —0.002 0.077 2.010 0.459
SV 0.078 0.029 0.116 0.048 0.164 0.057 0.090 0.542
AEV  0.074 0.030 0.133 0.044 0.149 0.055 0.081 0.509

SRB 3 32 19 14 1 32 3 6
0.8 SM —0.010 —0.016 2.095 0.698 —0.030 0.092 2.016 0.773
SV 0.085 0.032 0.092 0.049 0.168 0.063 0.094 0.124
AEV  0.089 0.035 0.103 0.051 0.167 0.061 0.092 0.102

SRB 3 9 31 46 7 37 5 8
1.2 SM —-0.018 0.061 2.074 1.059 —0.061 0.110 2.011 1.195
SV 0.098 0.033 0.136 0.037 0.205 0.072 0.108 0.111
AEV  0.115 0.045 0.149 0.046 0.197 0.072 0.112 0.114

SRB 6 34 20 73 14 41 3 2

performs well under both models when 6 = 0, that is, for the longitudinally inde-
pendent case, but for large 6 = 2.0, the GQL approach appears to produce better
estimates under the logit model than the probit model. In summary, the GQL ap-
proach appears to perform quite well in estimating all parameters of the dynamic
probit and logistic mixed models. Furthermore, this approach is simpler as com-
pared to the ML approach, especially under the probit mixed model.

9.3.2.1 Random Effects Mis-specification: True 1 Versus Working Normal Dis-
tributions For Random Effects

In practice, it is standard to assume that the random effects involved in the mixed
models follow a Gaussian distribution. The simulation results with regard to the
performance of the GQL estimation for normal random effects based probit and
logit mixed models were shown in Table 9.5. In this section, we conduct an addi-
tional small simulation study by generating random effects ¥ for i = 1,...,K with
K =100 from a heavy-tailed z-distribution with degrees of freedom v = 6.55, and
examine the robustness of the normal random effects based GQL approach. Note
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that v = 6.55 yields the variance component 6y = /V/(v —2) = 1.2. As far as
the covariates and parameter values are concerned, we consider the same covariates
and parameter values as in the previous Section 9.3.2. The SMs, SVs, and SRBs of
the normality assumption based GQL estimates for all parameters 31, B>, 0, and oy
under both probit and logit mixed models are reported in Table 9.6.

Table 9.6 Simulated mean, standard error, and relative bias of the GQL estimates computed by
using the normal random effects based BDPM and BDLM models when data are generated from
the BDPM and BDLM models with the random effects following z-distribution with degrees of
freedom v = 6.55 (oy = 1.2); B = B2 = 0.0; based on 1000 simulations.

Model
Probit Logit
0 Quantity f; B> 0 6y Bi B 6 6y
00 SM —0.101 0.016 —0.066 1.253 —0.139 0.036 —0.105 1.280
SV 0.069 0.021 0.044 0.030 0.161 0.042 0.091 0.066
SRB 39 11 32 31 35 18 35 31
20 SM  —-0.166 —0.050 2.099 1.199 —0.143 0.012 1.969 1.300
NY% 0.086 0.034 0.124 0.036 0.203 0.070 0.116 0.102
SRB 57 27 28 1 32 5 9 31

When these results of Table 9.6 are compared with those in Table 9.5 for 6, =
1.2 (bottom four rows from each half), the estimate of 3; appears to be affected
adversely under both probit and logit mixed models. The estimate of oy also appears
to be affected but under the logit model only. For example, Table 9.6 shows that the
SRB for oy estimate is 31, when 6 = 0, 2.0 under the logit model, whereas true
normality based GQL approach (Table 9.5) produces SRBs 5 and 2 for 6 values 0
and 2.0, respectively. Thus, in general, the GQL approach appears to be sensitive to
the correct distributional assumption for the random effects.

Note that in the linear model set up, the moments based estimation approaches
such as the present GQL approach are known to be less affected by the departure of
the distributional assumption from normality. This is especially true when the error
distribution for a linear model remain symmetric but different from the normal dis-
tribution. In the present nonlinear setup, it is, however, expected that this stability
property may not hold. This is mainly because when the distribution of the random
effects in the exponent of the probability function is replaced by another nonnormal
symmetric or asymmetric distribution, the distributional properties, that is, the mo-
ments of the actual data get changed in a complicated way. Thus, the results in Table
9.6 showing that a change in the distribution of the random effects may affect the
estimates considerably, appear to be reasonable. However, it is practical to consider
that the random effects follow the Gaussian distribution.
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Exercises
9.1. (Section 9.2.1.2.2) [First-order derivatives of ; with respectto a* = (B, 6, o)’

under the logit model (9.27)]
Write the binary probabilities in the BDML model (9.27) as

&
F(Z)=—— 9.72
L&) =1 (9.72)
[Cumulative logistic distribution function] so that
oF (7 .
fi@) = aLZ( ) =F(z)(1 - Fu(zY)). 9.73)

Now using f7,(z*), verify from (9.33) that the derivatives of m; with respect to
B, 0, and oy have the formulas given by:

aﬂv'it _ 1 u aﬂ;(ﬁv)
>

= 9.74
dor* = dar ©79
where, for
o= (ﬁ/’ 0, G)/ = (06*/17 062*, OC;)/
and by using the recurrence relationship (9.33), one obtains
o (v . ; ..o, (V)
% = Cys +dyi T+ [Py — Piro) #, (9.75)
Vv vV
with
fo (X,B+o0y7:,) xi forv=1
=10 forv=2
fL (xftﬁ + GY%*W) ﬁv forv = 37
(9.76)
and

[fL(x;tﬁ +6+ GYWw) - fL(thﬁ + GY%*w)]xit
forv=1

s = fo(5iB+6+0y%,) forv=2
[fL(x;tﬁ +0+0y7,) — fLlx, B+ G}’ﬁv)] Yo forv=3.
9.77)
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9.2. (Section 9.2.1.2.2) [First-order derivatives of A;,, with respectto o = (3, 6, oy)’
under the logit model (9.27)]

Use the notation from Exercise 9.1 and verify from (9.36) that the derivatives of 4;,,
with respect to 8, 6, and o, have the formulas given by:

a1 U I
do _72 805* ’ ©.78)

w 1
where by (9.34),

1

Ay = (1 — 75, H [p?jl —P;Fjo] + 70,
so that for

one obtains

al;;t _ (1 _ ;Zt ﬁ ( * )
dar = dar L Pij1 — Pijo
t t
+1 N X dy IT Pin—Pio)
Jj=u+1 Zyéj?l:qul
LOTC: on’
+ T =L (9.79)

"o Moo

9.3. (Section 9.3.1) [First-order derivatives of m; and A;, with respect to o =
(B’, 6, o) under the probit model (9.69)]
Justify that the first-order derivatives

aﬂ:it and aliul
do* do*’

under the BDMP model (9.69) may be computed by replacing the logit (L) model
based f7(z*) in Exercises 9.1 and 9.2, with the probit model based fy(z*) which has
the formula given by

*

*\ a : 1 _1 2 o 1 _1 %2
fN(Z)—aZ* [/wmexp[ 5210z —mexp[ 5270, (9.80)

a standard normal density.
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Chapter 10
Familial Longitudinal Models for Count Data

In Chapter 4, we discussed familial models for count data, where count responses
along with a set of covariates are collected from the members of a large number
of independent families. In Chapter 6, we discussed longitudinal models for count
data, where count responses along with a set of covariates are collected from a large
number of independent individuals over a small period of time. In practice there
are situations where the count responses and their corresponding covariates are col-
lected in a familial longitudinal setup. In this setup, count responses and the asso-
ciated covariates are collected from the members of a large number of independent
families over a small period of time. For example, in health care utilization data,
the number of visits to the physician by the members of a large number of indepen-
dent families may be recorded over a period of several years. Also the information
on the covariates: gender, number of chronic conditions, education level, and age
may be recorded for the members of each family. To analyze this type of familial
longitudinal data, one needs to combine the familial and longitudinal models from
Chapters 4 and 6, and construct a general familial longitudinal model. As expected,
the count responses, in such a setup, will exhibit a familial longitudinal correlation
structure. The purpose of this chapter is to take this two-way correlation structure
into account, and develop a suitable estimation approach, such as generalized quasi-
likelihood (GQL) estimation approach, for the estimation of the regression effects
and the familial correlation index parameter, whereas the longitudinal correlation
parameter is estimated by using the well-known method of moments.

10.1 An Autocorrelation Class of Familial Longitudinal Models

Let y;j; denote the count response for the jth (j = 1,...,n;) individual on the
ith (i = 1,...,K) family/cluster at a given time 7 (r = 1,...,T). Also, let x;;, =
(Xiji1s---,Xijip)" denote the p covariates associated with the response y;j;, and f8 de-

notes the effect of the covariate vector x;j; on y;;;. Note that as the members of the
ith (i=1,...,K) family are likely to be influenced by a common family effect, say
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%, the count responses of any two members of the same family at a given time are
likely to be correlated. This correlation is referred to as the familial correlation. Fur-
thermore, conditional on the unobservable family effect 7;, the repeated count data
collected from the same member of the ith family are also likely to be correlated.
This correlation is referred to as the longitudinal correlation. Note that if the covari-
ates, such as the education level, in the health care utilization data, collected from
the same individual over a period of time, are time dependent, then the longitudinal
lag correlations for the same individual will be nonstationary. It is of main interest
to find B3, the effects of the covariates on the count responses of an individual after
taking the nonstationary familial and longitudinal correlations into account.

10.1.1 Marginal Mean and Variance

10.1.1.1 Conditional Marginal Mean and Variance

Suppose that conditional on the random family effect ¥, y;;; follows the Poisson
density given by

Ly

1
Fipln) = Yol explyijlog(ty,) — 1l (10.1)
where
Ky = CXP(ngtﬁ +%)-
We denote the marginal distribution in (10.1) by
Yije| ¥ ~ Poi(u;},).

This distribution yields the marginal mean and the variance of y;j, conditional on ¥;
as

E(Yj|%) = var(Yi| %) = Hije- (10.2)
10.1.1.1 Unconditional Marginal Mean and Variance
As in Chapter 4, we assume that ¥ ~ N(0, G%) [Breslow and Clayton (1993); Jiang

(1998); Sutradhar (2004)]. It then follows that the unconditional mean and the vari-
ance of y;j; are given by

5 %
E[Yij| = pije = exp(x;;, B + 7)

varYyi] = pije + {exp(oy) — 1} (10.3)
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10.1.2 Nonstationary Autocorrelation Models

As an extension of the longitudinal models discussed in Chapters 6 and 7, Sutrad-
har (2010) has introduced a class of autocorrelation models for familial longitudi-
nal data. These models are referred to as the generalized linear longitudinal mixed
models (GLLMMs), appropriate for both count and binary data. In this section, we
consider the GLLMMs from Sutradhar (2010) for the count data.

10.1.2.1 Conditional AR(1) Model

Initially consider the nonstationary AR(1) longitudinal model (6.44) for repeated
count data for an individual, discussed in Section 6.5.1.1. We now assume that con-
ditional on the random family effects ¥;, the AR(1) model (6.44) is appropriate for
the jth (j = 1,...,n;) member of the ith family. Thus, we write

Vije|Vi = P * iji—1|%] +dije|yi, fort=2,...)T, (10.4)

where
Yiji—1

P*Yiji—1= Z bs(p),
s=1
with Pr[bs(p) = 1] = p and Pr[bs(p) =0] =1 —p, but,
dije|¥i ~ Poi(W; — P —1),

with p, = exp(xj;, B + %), as in (10.2) for all # = 1,..., T. Also, suppose that con-
ditional on ¥;, d;j; is independent of z;;,—1 = p *y;j—1. Now by assuming that for
t=1,

yiji|¥ ~ Poi(t),
in the fashion similar to that of (6.45) — (6.46), it can be shown that the model (10.4)
produces the marginal mean and the variance given by

E(Yijelvi) = var(Yije| %) = Wiy, (10.5)

the same as in (10.2), and it also produces the autocorrelations

‘u.*. 172 i 12
corr(Y;ju, Yije Vi) = plf*M\ [’J“] - plffu\ [’J“] - p"’”'r,»juh (10.6)

with 7, = exp{f%(xij, —xiju)' B}, and p;j; has the formula as in (10.3). As far as
the longitudinal correlations between two members of a family are concerned, we
assume that at any two time points, the responses of any two members are condi-
tionally independent. In notation,

cov[{¥iju, Yix } %] = 0, for j #k. (10.7)
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10.1.2.1.1. Unconditional Mean, Variance, and Correlation Structure

Based on the assumption that ¥ a N(0, 0')%)7 it follows from (10.5) — (10.7) that the
unconditional mean, variance and the covariances have the formulas given by

E(Y;j) = pij = exp(xj; B + 0, /2),for all i, j, and ¢
Nz’jﬂr[exp((’%)*l]ﬂfj, fork=ju=t
cov(Yiju, Yie) = & P “Miju+ [exp(0y) — Uhijultije fork = jiu <t
exp(0y) — 1] tijubdita fork # jiu <t.
(10.8)

10.1.2.2 Conditional MA (1) Model

Similar to the AR(1) case, the extended familial longitudinal MA(1) model as an
extension of (6.49), may be written as

yiji| % ~ Poi(uy = exp(xi; B+ %))
y,'jt|’)/,' = px* [dij,tfl|’yi]+dijt"}/ia fOI‘jZ 1,...,n,~; l‘ZZ,...,T7 (109)

where the distributional assumptions, conditional on 7; remain the same as those for
the longitudinal MA(1) model (6.49). That is,

i—1
iid o . *
dij[‘%NPOl [Z(_p)kuljlk‘| f0r all t:17...,T.
k=0
Also, it is assumed that
cov[{Yiju,Yie 7] =0, for j #k. (10.10)

This conditional MA(1) model (10.9) produces the same conditional mean and the
variance [given by (10.5)] as in the AR(1) case. The conditional correlation is, how-
ever, different and is given by
ns) (oo o ) — Yoo Yo )|y
C,-j.,m(xumxunpa%) = COI’I‘[( ijus 1/[)'%}

min(w)—l Nk
P{Zizo (=p) ”,-,-,mimu,f)fk}

= — for lu—t| =1
N | . [ =110.11)
0 otherwise,

which under the stationary case reduces to

p{Sio(—p) = % for|u —t| = 1
0

10.12
otherwise, ( )

) = com Vi Vil = |
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the same as in the longitudinal case (6.52), as expected.
10.1.2.2.1. Unconditional Mean, Variance, and Correlation Structure
Based on the assumption that ¥ Y N(O, G}%), it follows from (10.9) — (10.11) that

the unconditional mean and the variance have the formulas as in (10.8) under the
AR(1) case, but, the unconditional covariances have the formulas

mm ut
P{Zi=0 (7p)k'uij,mil’l(u,t)fk}
+[exp( y) 1] i juike fork= jilu—t/=1
cov Yi‘uaYi =
(g o) [eXP(G)%)— 1] ju i fork=j;|t —u|>1
[exp(0y) — 1] i juMits fork # jiu <t.

(10.13)

10.1.2.3 An Alternative Conditional MA (1) Model

The MA(1) model in Section 10.1.2.2 produces the same mean and variance as
those by the AR(1) model discussed in Section 10.1.2.1. However, as introduced in
Chapter 6 (see Section 6.6), one may use a certain alternative MA(1) model which
produces Gaussian MA(1) correlations in the stationary case, but the mean and the
variance under the alternative model can be different from those under the AR(1)
model. Following Sutradhar, Jowaheer, and Sneddon (2008), we consider such an
MA(1) model given by

Vije|Ye = poldij—1| %]+ dij| ¥ (10.14)

Suppose that conditional on ¥, d;j;, and d;; ;1 follow the Poisson distributions given
by

dije|¥ ~ Poi(k /(1+4p)), and dijr1|y; ~Poi(ui, 1 /(1+p)),  (10.15)

respectively, with i = exp(x;;, 8 + 7). The model in (10.14) — (10.15) produces
the conditional mean, variance, and conditional correlations as

.ui*jz + pui*j,t—l

10.16
e (10.16)

E[Yiji|vi] = var[Y;;e|vi] =
and
lJ’lLl
%p[f’ﬂ}l/z for [t —u| =1
0 for¢ > 1.

COIT[(YijLnYikI)h/i} =

(10.17)
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It is clear from (10.16) that the conditional mean and the variance are different from
those of the MA(1) model considered in the last section [see (10.5) for mean and
variance]. The formula for the conditional autocorrelations given in (10.17) is, how-
ever, much simpler than that of (10.11). Note that because the autocorrelations under
the current as well as the previous MA(1) models are functions of the time depen-
dent covariates, using the stationary MA(1) model based ‘working’ autocorrelations
with py = p/(1+p), and p; = 0, for £ =2,3,... in place of the conditional corre-
lations (10.17) or (10.11), may lead to an inconsistent estimate for the correlation
parameter.

10.1.2.3.1 Unconditional First— and Second-Order Moments

iid

By using the assumption that y; ~ N(0, G)%), it follows from (10.16) that the uncon-
ditional first moment under the current MA(1) model is given by

E(Y,'jt) = [I»Lijt‘f'P,uij_,zf]]/(l'Fp) :‘a,’jt forj=1,....n;5t=1,....T, (10.18)

where ;= exp(x;;, B + G% /2). Furthermore, for u < ¢, the unconditional variances
and covariances have the formulas

.aijt'i‘[exp(o-%)_ 1]ﬂi2j, fork=jiu=t

pliju/(14p) + lexp(0y) — 1 fijfliju fork = jit—u=1
COV(Yijuinkt) - 5 B - .

lexp(0y) — 1] fijuflije fork=jit—u>1

lexp(05) — 1) uflits fork # jiu <t.
(10.19)

It is clear from (10.19) that the unconditional covariances are functions of the time-
dependent covariates in a complicated way, which is an effect of the involvement of
the time dependent covariates in the conditional correlations.

10.1.2.4 Conditional EQC Model

The EQC model in the familial longitudinal setup may be written by extending the
longitudinal EQC model given in (6.53). This extended EQC model is given by

yijil¥i ~ Poi(l;y = exp(xij B + %))
vijl ¥ = p* iji¥] +dijelyi, forj=1,...,m5t=2,....T,  (10.20)

Also it is assumed that d;; for t = 2,..., T, are independent of y;;;. It then follows
that the conditional mean and the variance are given by

E[Y;j| %] = varYje| %] = 15, = exp(x;;0B + %),
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the same as those under the AR(1) model (10.4) and MA(1) model (10.9), for all t =
1,...,T. Furthermore, for u < ¢, the conditional autocovariances for the jth member
of the ith family, are given by

cov[(Yiju, Yii)[¥] = pisj (10.21)
yielding the nonstationary conditional correlation structure

(ns) PH;j1
Ciut KijusXije, P, %) = cort[(Yiju, Yije) | %] = \/7,
' [V Vi

with p satisfying the range restriction

(10.22)

*

0< p < min ll,“’;{’], t=2,...,T.

ij1

For two different members, that is, for j # k, similar to AR(1) and MA(1) models,

we assume that
cov|(Yiju: Yiur)|71]) = 0. (10.23)

10.1.2.4.1. Unconditional Mean, Variance, and Correlation Structure

Based on the assumption that ¥ iiNdN(O, 63)7 it follows from (10.20) — (10.21) that
the unconditional mean, variance, and the covariances have the formulas given by

E(Yj) = Wijs = exp(xgj,ﬁ + 67%/2), foralli,j, and ¢
Wiji + lexp(oy) — 1]ud, fork= jiu=t

cov(Yiju, Yie) = & Pliji + [exp(05) — U phijultisi fork = jiu <t

[exp(0y) — 1]Hijublits fork # jiu <t.
(10.24)

Note that the unconditional means and the variances in (10.24) are the same
as in (10.8) under the AR(1) process. They are also the same as those under the
conditional MA(1) model in (10.9), but different from those under the conditional
MA(1) model given by (10.14). As far as the unconditional covariances (10.24)
under the EQC model are concerned, they are generally different from those under
the AR(1) and MA(1) models, especially for the same member, that is, when j = k.

10.2 Parameter Estimation

In the familial longitudinal setup, we need to estimate the regression effects f3, the
random effects variance G)% (also referred to as the familial correlation index pa-
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rameter), and the longitudinal correlation index parameter p. We assume that the
correlation model for the data is known or identified in the fashion similar to that
of Section 6.5.3, where we dealt with longitudinal correlation model selection. For
convenience, we now discuss the estimation under one model, namely under the
conditional AR(1) model (10.4) — (10.7). For the purpose, we solve the appropri-
ate GQL estimating equations to estimate 3 and G}%, and use the MM (method of
moments) to estimate p.

10.2.1 Estimation of Parameters Under Conditional AR(1) Model

10.2.1.1 GQL Estimation of Regression Parameter 3

Let yij = (yiji,---.Yiji,---»yijr)’ denote the T x 1 repeated responses recorded over
T occasions for the jth (j = 1,...,n;) member of the ith (i = 1,...,K) family. Fur-
thermore, let
Yi= (y;h B >y;j7 e 7y§n,~)/
denote the n;T x 1 vector of count responses for the ith family.
We now write the ;T x 1 unconditional mean vector of y; as

wi(B,0y) = (U (B,0y), . 1};(B,6y), - i (B, 0y)) (10.25)

where

.uij(ﬁvc)%) = (“ijl(ﬁvcjg)7"'ﬂuijt(ﬁ76)%)7”' nuijT(ﬁvG)%))/
is the T x 1 vector with i, as its general element. The formula for this general
element is given by (10.8).

Also let the covariance elements defined by (10.8) constitute the 7-dimensional
diagonal matrices X;;;(f, G}%, p) for all j=1,...,n;, and the off-diagonal matrices
Zii(B, 0'%) forall j #k, j,k=1,...,n;. It then follows that the n;T x n;T uncondi-
tional variance—covariance matrix of y; can be expressed as

Zin Tz - Tk e Zig
X o Xk -+ Xy,

Zi(B,02,p) = 25 .| (10.26)
ikk ** Zikn;

Zin,—ni

For known G% and p, similar to the GQL estimation in Section 6.5.2, the GQL
estimating equation for f3 in the present familial longitudinal setup, may be written
as
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k0
1
X i)=0 10.27
Z 5p % 0imH) =0, (1027)
where y; and X; are defined as in (10.25) and (10.26) respectively, and dy;/df’ is
the n;T x p first-order derivative matrix. Note that because

Mij = (Mijt s Mijes- - Mijr)|

with p;j; defined as in (10.8), the derivative of y; with respect to B’ requires the
derivation of p;;; with respect to 3. To be specific, d;j;/dp is the p x 1 vector
given as
IWiji
Ip

where x;j, is the p x 1 vector of all covariates for the jth individual under the ith

= WijtXijr, (10.28)

family at time 7. Let BGQL denote the GQL estimator of 3, obtained by solving the
estimating equation (10.27). This estimator is consistent, and it is highly efficient
as the GQL estimating equation is unbiased as well as the weight matrix X; is the
true covariance matrix of y;. Furthermore, by using the multivariate central limit
theorem [see Mardia, Kent, and Bibby (1979, p.51), for example], it may be shown
that K (ﬁGQL — B) has an asymptotic normal distribution, as K — o, with mean
zero and with covariance matrix given by

—1
a.uz _1 9H
(Z I 3 ﬁ’) ) (10.29)

Remark that the computation of the estimate of 8 by (10.27) requires the esti-
mates for 6)% and p. These parameters are estimated in the following two sections.

10.2.1.2 GQL Estimation of Familial Correlation Index Parameter G)%

In Chapter 8 (see Section 8.2.2.2), this variance component parameter was estimated
in a longitudinal mixed model setup, where in addition to a time factor, the repeated
count responses of an individual were also influenced by the individual’s random
effect. In the familial longitudinal setup, repeated responses of an individual family
member are affected by a time factor and the random family effect. Consequently,
we can generalize the GQL estimation of G% given in Section 8.2.2.2 to the familial
longitudinal setup, as follows.
Let

ujj = [ugjm,uﬁj(m]' (10.30)

be the T(T + 1)/2-dimensional combined vector of squares and pairwise products
for the jth (j =1,...,n;) member of the ith (i = 1,...,K) family, where

2 2 2 .
s) — [yijlu"'7yijt7"‘7yijT]/ (T x1
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(T —1)
Uij(p) = Vij1yij2, - a)’ijt)’ijw---ayij(Tfl))’ijT}l : 5 x 1.

Next, we write the n;T (T + 1) /2-dimensional vector of squares and distinct products
for all n; individuals in the ith family. Let u; denote this vector and A; be its mean.
That is,

up = [uélv" i’j’ : u;n]/
Ai =My A A (10.31)
where
lij:[)t' ,/'Ll’j ]’
with
= [EY31),- EY5), - EWir))
= [Aijits--> Aijas - Aijrr) (10.32)
= [E( ulYuZ) E(Yi]'VYijl>7”wE(Yij(T—l)YijT)]/a
[ ij,125 - lj vt afij.T—l,T]/7 (1033)
where
)’1] it = Hijt + [exp( )]l"'z]t
and forv <t

lz] vt = P .uljv + [exp( )]nu'ljv.u'ljt

by (10.8), with p;j; = exp(x;j,ﬁ + 63/2). Similar to (8.42), we may write the GQL

. . . 2
estimating equation for Oy as

K 9N(B, 02,
ZWQ'(&G;,;)[ Ai(B.oy.p)] =0, (10.34)

i=1

where, unlike (8.42), Q; = cov[U;] is the {n;T(T +1)/2} x {n,T(T +1)/2} covari-
ance matrix of u;, and dA//d oy is the 1 x {n;T(T +1)/2} vector of first derivative
of A; with respect to 0'3. The formulas for the elements of this derivative vector are
available in Exercise 10.1. As far as the construction of £2; is concerned, one may use
either Q;(f, G%, p = 0) or the normality based approximation £;y(f3, G%, p). How-
ever, following the notation for u; from (10.31), we first express the €; in (10.34)
as
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[ Qi1 Q12 -+ Qg - Qi
Qo -+ Qpy -+ iy,

Q= : Do (10.35)
Qike -+ Qigen;

L -Qin;m

where Q;;; = cov(U;;) and Q;x = cov(U;;,Uy), for j #k, j,k=1,...,n;. Note
that the €; matrix in (10.35) appears to be quite similar to the X; matrix de-
fined in (10.26). They are, however, different matrices. In (10.26) X;j; is the
T x T covariance matrix of y;; = (yij1,...,yijr)" and yix = (Yix1, ..., yikr)', Whereas
Q;j in (10.35) is the {T(T +1)/2} x {T(T +1)/2} covariance matrix of u;; =
(u;j(s),u;j(p))’ and uy, = (uék(syu;k(p))’ . Note that in order to construct the €; in
(10.35) it is sufficient to construct two matrices, namely, £2;;; and £; ., where Q;;;
is the jth block diagonal matrix and £2; is the block off-diagonal matrix corre-
sponding to the individuals j and k.

10.2.1.2.1 GQL(I) Estimation of G%

When the €; matrix in (10.34) is approximated based on independence (I) assump-
tion, one writes the GQL(I) estimating equation for o2 as

Y
K 92 (B,oy.p
zi(go%v)gil(ﬁ,cﬁ,p =0)[u; — 2:(B,07.p)] =0, (10.36)

where Q;(f3, 0'%, p = 0) is constructed as follows.
Construction of ©;(B,0;,p = 0) = Qi(I)

As mentioned in the last section, to construct the Q;(I) matrix as a substitute
for the Q; matrix defined in (10.34), it is sufficient to compute £;;;() for all j =
1,...,n;, and &; (1) forall j #k, j,k=1,...,n;. Note that when it is pretended that
p =0, it follows from (10.6) and (10.7) that for v # ¢,

corr{ (yijv,vire)|vi} =0, forall j=k; j#k. (10.37)

Thus to construct £;(1), the submatrices £2;;;(/) and Q;j,(I) are constructed by us-
ing the conditional independence assumption in (10.37). For convenience, we write

cov(Ujj(s)) var(Usji), Ul )
Qijj = ' e (10.38)
var(Uijp))

and
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coV(Usj(s) Ug(s)) €OV (Uijs) Ui )
Qi = . (10.39)

COV(Uij(p)’ Ui/k(P))

Now for the computation of the elements of £;;;(/) and Q;;(I) matrices, we use
the conditional independence assumption (10.37) to derive the elements of these
two matrices given in (10.38) and (10.39).
Note that for the computation of the elements of the €;;;(/) in (10.38), it is
sufficient to compute the formulas for
(a) (i) var[Y], (if) cov [V, Y], (iii) cov[Y3, Yije¥il, (iv) varlYisYi], and
(V) COV[YijtYijuaYijéYt]v]' (10.40)

Similarly, for the computation of the elements of the £2; (I) in (10.39), it is suffi-
cient to compute the formulas for

(b) : (i) cov[¥, Y], (if) cov[Y;;

lju’ 1]13

YieeYigu), (iii) cov[YijeYiju, YieeYiry].  (10.41)

Note that the computation of the moments in (10.40) and (10.41) requires the
formulas for various unconditional fourth— as well as unconditional second-order
moments. The formulas for the unconditional second-order moments, namely

Aiju = EY;

l/t] and i = E[Y;j,Yj1]

are already given in (10.32) and (10.33). Next, let

O e uew = E[{YijeYijuYiueYi 3 Vi, p = 0] and @i ji uev = E[{YijeYijuYie Yo Y| p = 0],

(10.42)
denote the conditional (on %) and corresponding unconditional fourth-order mo-
ments evaluated at p = 0, for any j, k= 1,...,n;, and at times r,u = 1,...,T, for
the jth member and at times ¢,v = 1,..., T, for the kth member. The formulas for

these conditional and unconditional moments evaluated at p = 0, are available in
Exercises 10.2 and 10.3, which may be used to compute the covariances in (10.40)
and (10.41). For example, cov(Y;;;Y;ju, YieYiry] is calculated by using the formula

oV [Y; e Y jus YieeYirw) = [0 jkuer — Aijsulik,ov)-

Note that similar to that of Section 8.2.2.3.2, the asymptotic variance of the GQL
estimator of G)% obtained from (10.36) has the formula

-2
. A Py,
var(GéQL) LZ‘K*)DQ [2 90 .Q (ﬁ,c,}%,p = O)W
Y

K oA /
X[ aG (ﬁ’ Oy, P _O)Qi(ﬁ,07%7p)

i=1 Y
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oA
—1 2 i
(B,oy,p=0) ] . (10.43)
v do?
which may be consistently estimated by
S o
var GGQL [Z 907 Q7 (B, yapzo)aG%]
K al/ R 5y
3 5050 (B.07p = 0)(u— ) =)
A
7'(B,o2,p=0) 3621 (10.44)

where 1; is computed by using ﬁGQL and 6 GQL in the formula for A; given by
(10.31).

10.2.1.2.2 GQL(N) Estimation of G%

When the Q; matrix in (10.34) is approximated by pretending that the data follow a
normal (N) distribution, one writes the GQL(N) estimating equation for 62 as

Y
K A (B.oy.p)
2 g0 i (B.07.p)ui—Au(B.o7.p)] =0, (10.45)

i=1
where Qv (S, 637 p) is constructed as follows.
Construction of Q;y(B,0;,p)

To construct this normality assumption based fourth-order moment matrix, it is suffi-
cient to construct the normality (N) assumption based two general matrices, £2;;;(N)
and Q;x(N), where €;;; and Q;; are defined by (10.38) and (10.39), respectively.
Note that to construct the Q;y(-) matrix under the normality assumption, one pre-
tends that
yi= (ygl,...,ygj,...,yfni)' T x 1

count response vector follows the n;T-dimensional multivariate normal vector but
with true Poisson mean vector (; (10.25) and Poisson AR(1) correlation structure
based covariance matrix X; (10.26). Express the X; matrix as

2[([3,(75,[)) = (Gi,jk7ut) : I’l,’T X niT, (1046)

where the formulas for
;i jkur = €OV [Yiju, Yike]
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forall j,k=1,...,n;,and u,t =1,...,T, are given by (10.8).
Construction of Q;;;(N)

Recall from (10.30) that £2;;; is the {T'(T +1)/2} x {T (T +1)/2} covariance matrix
of

Uij = (ui'j(x)7 “;/(p))/»
Uij(s) being the T x 1 vector of squares of the elements of y;; = (yiji,. .. ,yijT)’, and
Ujj(p) is the {T(T —1)/2 x 1} vector of distinct pairwise products of the elements

of y;;. Now by using the marginal property of the multivariate normal distribution,
we write by following (10.46) that

Yij = Wijts-->Yijis---sYijr) ~ Nr(ij, Zijj) (10.47)

where

Zijj = (Gijjur)
with 0; jj . = cov[Yiju,Y;jr] as given in (10.8). Further note that under the normality
assumption, one writes

E(Yiji — Mije)(Yijy — Hij) (Yijr — Hijr) =0,
and
E(Yijr — Wije) Yijy — Mijv) (Yijr — Wijr) (Yija — Mija)
= 0i,jjvOi,jjrd T OijjirGi,jjvd + Oijjtd Oijjvrs (10.48)
yielding, by (10.32) — (10.33),

8i.jjjovr = E[YijeYipYijr]
= Aijvlijr + AijorMijv + AijovrBije — 21 je i jo i jr (10.49)
and

i jjjjova = EYijYijYijrYijal
= [0i,jj1v0i,jj.rd + Oijj.irOi jjvd + Oi jj1dCi,jjvr
+6jjjovrlija + i jjjvalijr + O jjjraMijv + i jjjvraMiji]
—[AijvMijrMija + AijorMijvlija + AijorMijeija
+Aij raMijolijr 4 Aijva Mije i jr 3 Adjora i je M jv)

+3 Wi je i jo M jr i ja - (10.50)
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Next, by putting v = and d = r in (10.50), one easily obtains ¢; jjjj«rr = E (Y Y3,)

trugr
yielding the (z,)th element of the cov(Uj,)) matrix as

cov (Y3 Y5,) = i jjjjarr — AijarMijire (10.51)

where 4;; is given by (10.32).

In the manner similar to that of (10.51), one may compute any elements of the
cov(Ujj(s), Uij(py) and var(Ujj(,)) matrices. For example, the covariance between the
products y;j;yijy and y;;-y;j« may be obtained as

cov(YiiYiju, YijrYija) = @i jjjjivrd — AijavAijrd- (10.52)
This completes the construction of the €;;;(N) matrix for the Qv matrix in (10.45).
Construction of Q;;;(N) Matrices for Cases when j # k

Recall from (10.39) that £; j is the {T'(T+1)/2} x {T (T +1)/2} covariance matrix
9f ujj = (u;j@),.u;j(p)).' and u; = (u;k<s),u;k(p))’ fo? j.7é k, j,k=1,...,n;. Note th?t
in order to obtain various fourth-order moments similar to (10.50) to construct this
Q;jx(N) matrix for two selected members j # k, it is appropriate to construct a
stacked random vector

yz,jk [ylj7ylk}

which under the normality assumption follows the T(T + 1)-dimensional normal
vector with mean

nu'l Jk — [I’Ll/ ’ nu'zk]

and covariance matrix

Zl]j Euk
;;'k = = (G:jk,m)’ T(T+1)xT(TH+1), (10.53)
Zikk
where
O ik = COVYiju, Yita]

= EYijuYi] — Mijublie = A jkur — MijuMike
= [exp(0y) — 1] tijubdits (10.54)
by (10.8). By following (10.48) and (10.49), and by using the notation A; ji ,, from
(10 .54), one may compute the third— and fourth-order raw moments as
O jjkivr = EYijsYijYirr]
= AijavMijr + AijicorBijy =+ Ai jerBije — 2 je M jv Mikr» (10.55)
6i,jkk,tvr = E[YijtYikVYikr}
= i jkavlijr + i jkorMijv =+ Aikor Mije — 21 jr Miko Hikr (10.56)
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and
O jjkkivid = EYijeYijYikrYia)
= [6}j0vOirkra + Oi jk1rOi jkva + O jk2a O jhvr
+6i jjiivrMija + i, j jkrvaMijr + S, jick traMijv + O, jick,vra Miji)
—[AijavMijrbija + A jkarMijvlika + A jk,vrMi je Kika
FAi jkrd Mi jo Mikr i, kv i je Mikr + Ak ra i je i jv)]

3 i jr Wi jy Miter Mikd - (10.57)

Now by using (10.57), one can compute any elements of the ;x(N) matrix. For
example,

cov(Yi, Yit,) = O jjkarwe — Aijat Moy (10.58)
cov(Y, YiYinr) = O jikarvr — Aij it Mikor (10.59)
cov(YijiYiju, Yitr) = O jjikvrr — Mijavhikrr (10.60)

cov(YijeYijv, YierYica) = i jjkksvrd — Aijov ik rd - (10.61)

This completes the construction of the £2;;(N) matrices.
10.2.1.3 Estimation of Longitudinal Correlation Index Parameter p

Note that the iterative solution of the estimating equation (10.27) for §, and (10.36)
or (10.45) for G}% requires a consistent estimator for the longitudinal correlation
index parameter p. This consistent estimation for p may be achieved by using the
method of moments. Recall from (10.8) that under the AR(1) process, the lag 1
covariance between y;j, and y;;,+1 is given by

cov(Yiji, Yijus1) = PMije + [exp(05) = 1 thijidijs1-

For known 3 and 0'7%, one may then obtain the moment estimator of p, which is con-
sistent, by equating the sample lag 1 autocovariance with its population counterpart.
To be specific, the moment estimator of p under the AR(1) process has the formula
given by
oy = A=l (10.62)
C1

where

- z((:lz;i:lzftT:_ll FijiPijesn/ {(T =1 ZE i}
S 2 5 AT ’

ai
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K n; T—1 3
- ,~:12j’:1 =1 ¢ijjt(r+l)

bl - )
(T-1)3E n
and
K n T—1 K
1= [¢ijjr(z+1)/%‘jz(z+1)]/ (T—l)Zn,» )
i=1j=11=1 i=1
where

~ 1/2 -
Vije = {()’ijt *Hijr)/ﬁi,;j,,,}v Gijien) = {[exp(07) = 1) (Wij¢41)) }» and @jrrrn)

is given as

[exp(oy) — 1]
.
{lexp(oy) — 1]+ 1/wije H{[exp(07) — 1]+ 1/ tij41) }]2
This correlation estimate from (10.62) is used in (10.27) and (10.36) [or (10.45)]
to obtain further improved estimates of B and o2, respectively, which are in turn

used in (10.62) to obtain further improved estimate of p. This cycle of iteration
continues until convergence.

qsijjt(t—'rl) =

10.2.2 Performance of the GQL Approach: A Simulation Study

To examine the performance of the GQL approach in the familial longitudinal set
up, Sutradhar, Jowaheer, and Sneddon (2008) conducted a simulation study, and it
was shown that the GQL approach works very well in estimating the regression ef-
fects B and familial correlation index parameter G%, along with good performance
of the moment approach for the estimation of the longitudinal correlation index pa-
rameter p. We explain this simulation study as follows.

10.2.2.1 Simulation Study with p = 1 Covariate

For this single covariate case, suppose that § = 1.0. Consider K = 100 families
each with n; = 2(i = 1,...,K) members. Also suppose that count responses were
collected from each member for a period of 7' = 4 time points. The covariates were
chosen as follows. For the first member, the time-dependent covariate was chosen
to be

(1> —25)/8 fori=1,....K/2;t=1,...,4

Xilrl =
2/8 fori=K/2+1,...,K;t=1,...,4,

whereas for the second member the time-dependent covariate was taken as
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0.14+(—1)x0.25 fori=1,....,.K/4;t=1,...,4
X1 =4 (1+1+12)/12 fori=K/4+1,....3K/4;t=1,...,4

(1> —2.5)/8 fori=3K/4+1,....K;t=1,...,4.

Table 10.1 Simulated mean, simulated standard error, and relative bias of the GQL estimates for
parameters of the nonstationary familial longitudinal model with single covariate for selected val-
ues of G}% and p; K =100; T =4; = 1.0; 500 simulations.

Variance Correlation Estimates
Component (0’3) Parameter(p) Quantity [ G% P
0.50 0.25 SM  0.968 0.488 0.279

SSE  0.077 0.169 0.264

RB 42 7 11
0.75 SM  0.980 0.494 0.715
SSE  0.047 0.134 0.161

RB 43 4 22
0.75 0.25 SM  0.923 0.730 0.272
SSE  0.146 0.269 0.269

RB 53 7 8
0.75 SM  0.955 0.707 0.627
SSE  0.101 0.218 0.275

RB 45 20 45

Next, we choose two values for the G)% parameter, namely, G% =0.50, 0.75, and
to reflect small and large longitudinal correlations we have chosen p = 0.25, 0.75.
Note that when G% = 0, the longitudinal mixed model reduces to the longitudinal
fixed model. Furthermore, it is clear from (10.8) that a small increase in the value
of G)% will cause a large change in overdispersion for the data. Thus, even though in
theory 0'% can take any nonnegative values, it seems to be more practical to consider
only moderately large values for 0'% in the simulation study such as O')% =0.5,0.75.
We remark here that some of the existing estimation methods such as the penal-
ized quasi-likelihood (PQL) approach [Breslow and Lin (1995, p. 90)] cannot even
unbiasedly estimate this G% parameter when it is larger than 0.25.

The data are generated following the conditional Poisson AR(1) model (10.4)
for a selected value of 0'3 and longitudinal correlation parameter p. In each sim-
ulation, three parameters, namely f3, 6737 and p are estimated by solving the GQL
estimating equations (10.27), (10.36) (p = 0 based), and moment equation (10.62),
respectively. Based on 500 simulations, the simulated mean (SM), simulated stan-
dard error (SSE), and the relative bias (RB) defined by

RB(f) = W x 100,

SE(B)
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are reported in Table 10.1.

The results in the table show the GQL approach performs very well in estimat-
ing the regression effect f3, irrespective of the values of G)% and p. For example, for
the case when G% = 0.5 and p = 0.25, the GQL approach produces the 3 estimate
as 0.968 for true B = 1.0 with RB as 42, whereas for larger values of G% =0.75
and p = 0.75, the 3 estimate is found to be slightly worse as 0.955 with RB as 45.
This GQL approach also works well for the estimation of the other two parameters,

except when both parameters are considerably very large. For example, when G}%

is large such as G}% = 0.75, with a small value for p = 0.25, the estimates of these
parameters appear to be very close to the corresponding true values (0.73 and 0.27,
respectively), whereas for the same value of G% with a larger value of p = 0.75, it
produced slightly biased estimates (0.71 and 0.63, respectively) for these parame-
ters, especially for p.

10.2.2.2 Simulation Study with p = 2 Covariates

Note that whether it is a longitudinal or familial or familial —longitudinal study, the
inferences about the model parameters depend on the nature of the covariates. This
issue that the covariates play an important role in inferences is clear, for example,
from the correlation structure (10.8), where it is seen that the correlations of the
responses are functions of the time-dependent covariates. The correlation structure
involving the covariates is a key factor in the construction of the estimating equa-
tions (10.27) for 3, (10.36) for G}%, and (10.62) for p, thus in this section we study
the performance of the GQL estimation approach for a case when the model con-
tains more than one time-dependent covariate. As in the last simulation study in
Section 10.2.2.1, we consider K = 100, T =4, n; = 2, but p = 2 as opposed to
p = 1. Furthermore, we consider the following two time-dependent covariates as in
Sutradhar, Jowaheer, and Sneddon (2008). For the first member in a given family,
we consider

1/2 fori=1,....K/4;t=1,2
0 fori=1,....,K/4;1 =34
—1/2 fori=K/4+1,....3K/4;t =1
Xilrl =

0 fori=K/4+1,...,3K/4; 1 =23

1/2 fori=K/4+1,....,3K/4; 1 =4

t/8 fori=3K/4+1,....K;t=1,...,4,

and
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(t—2.5)/2 fori=1,....K/2;r=1,....,4
X2 =<0 fori=K/2+1,....,K;t=1,2

1/2 fori=K/2+1,...,K;t=3,4.

For the second member of the families we consider the first covariate as the binary
variable following the distribution

0.3 forr=1
Pr(x,g,l:l): 0.5 fOI‘l:2,3 s
0.8 fort =4,

and the second covariate was chosen as
(t—2.5)/2fori=1,....,K/2;t=1,...,4
Xi212 =
t/2 fori=K/2+1,....K;t=1,...,4.

As far as the parameters are concerned, we consider two sets of regression mod-
els: M1 with B; = B, = 0.0 and M2 with 8, = 1.0, 8, = 0.5. With regard to the
values for the familial (0'7%) and longitudinal (p) correlation index parameters, we
choose them as in the last simulation study.

Now, by using the chosen covariates, we simulate the responses following the
conditional autocorrelation model (10.4) for a selected set of parameter values. In
each simulation, we then obtain the GQL estimates for the § and G% parameters by
using the GQL estimating equations (10.27) and (10.36), respectively. The moment
estimate of p is obtained by (10.62). The simulations are repeated 500 times. The
simulated estimates are reported in Table 10.2.

For both sets of values of f; and [3,, the results in Table 10.2 show that the GQL
method performs very well in estimating the regression effects. For example, for true
B1 = B> = 0.0, the estimates of B; and 3, are found to be 0.006 and —0.010, with
corresponding RB 2 and 11 only, when G% =0.75 and p = 0.75. This good behavior
of the GQL estimates appears to hold for the estimation of the nonzero true values
of B and fB,, under various selection for the other two parameter values. Next, for
the true value of p =0.75, when 3; =0, B, = 0, the correlation estimate was found
to be p = 0.760, indicating that the moment estimate of p is almost unbiased and
hence consistent. This consistency pattern appears to hold for the estimation of this
p parameter, irrespective of the selected true values for i, B, and G)%, as shown

in the Table 10.2. As far as the estimation of G}% is concerned, the estimates are
reasonably unbiased in general except for the cases with a large value of p. For ex-

ample, when B; = 1.0, B, = 0.5, and p = 0.75, the estimate of G}% is found to be
0.464 which is slightly biased for true G% = 0.5, and 0.663, a biased estimate, for
true G% = 0.75. This poor performance of the GQL estimation for 0'% is, however,
not surprising, as the ‘working” GQL estimating equation (10.36) is constructed
based on the weight matrix Q;(p = 0) ignoring the longitudinal correlation p. Re-
call that it was demonstrated through a simulation study in Chapter 8 (see Tables
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Table 10.2 Simulated mean, simulated standard error, and relative bias of the GQL estimates for
the parameters of two nonstationary familial longitudinal regression models, M1: B; =0, B, = 0;
M2: B; = 1.0, B> = 0.5; each with various selected values of the variance component (G}%), and
longitudinal correlation index parameter (p); and K = 100; T = 4; 500 simulations.

Estimates

Model 6; p Quantity f B o p
M1 0.50 0.25 SM 0.021 —0.004 0.458 0.237
SSE  0.270 0.080 0.164 0.144
RB 8 5 26 9
0.75 SM  —0.023 0.004 0.393 0.734
SSE  0.193 0.080 0.157 0.077
RB 12 5 68 21
0.75 025 SM 0.021 —0.005 0.636 0.256
SSE  0.320 0.099 0.190 0.164
RB 7 5 60 4
0.75 SM 0.006 —0.010 0.593 0.760
SSE  0.260 0.095 0.215 0.063
RB 2 11 73 16
M2 0.500.25 SM 1.013  0.494 0.478 0.259
SSE  0.242 0.080 0.145 0.158
RB 5 8 15 6
0.75 SM 1.006 0.497 0.464 0.746
SSE  0.221 0.077 0.146 0.083
RB 3 4 25 5
0.75 0.25 SM 0.973 0.498 0.670 0.260
SSE  0.381 0.112 0.162 0.197
RB 7 2 49 5
0.75 SM 0.982 0.499 0.663 0.745
SSE 0319 0.109 0.171 0.144
RB 6 1 51 3

8.10 and 8.11) in the context of longitudinal mixed model for count data, that the
normality approximation based GQL approach works better than the independence
assumption based GQL approach in estimating the variance component of the ran-
dom effects. This result should hold also in the present familial longitudinal setup.
Thus, it is expected that in the present setup, the GQL estimating equation (10.45)
constructed using the normality based weight matrix £;y(p) will improve the esti-
mate for 0')%. We, however, do not add any new simulations for this, for convenience.

10.2.2.3 Effects of Partial Model Fitting: A Further Simulation Study with
p = 2 Covariates

Note that the familial longitudinal models considered in this chapter reduce to the
simpler longitudinal models discussed in Chapter 6 when 0% =0, and they reduce
to the simpler familial models in Chapter 4 when longitudinal correlations are zero,
that is, when p = 0, (say). Consequently, when regression parameters are of interest
in the familial longitudinal setup, as opposed to fitting the complete familial lon-
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Table 10.3 Simulated estimates for a partial longitudinal model when in fact the data came from a
familial longitudinal model with regression parameters, M1: f; =0, B, = 0; M2: B; = 1.0, B, =
0.5; each with various selected values of the variance component (6}%), and longitudinal correlation
index parameter (p); and K = 100; T = 4; 500 simulations.

Estimates

Model 6; p Quantity f B P
MI 050025 SM  0.094 —0.016 0.528
SE  0.158 0.051 0.047
RB 60 31 591
075 SM —0.013 0.019 0.831
SE  0.148 0.061 0.032
RB 9 31 253
075025 SM  0.106 —0.012 0.611
SE  0.156 0.053 0.046
RB 68 23 785
075 SM  0.022 —0.014 0.867
SE  0.154 0.072 0.032
RB 14 19 366
M2 050025 SM 0984 0514 0.653
SE  0.130 0.035 0.050
RB 12 40 806
075 SM 0981 0512 0913
SE  0.131 0.044 0.085
RB 15 27 192
075025 SM 0964 0.521 0.749
SE  0.143 0.034 0.044
RB 25 62 1134
075 SM 0955 0.521 0.966
SE  0.129 0.045 0.037
RB 35 47 584

gitudinal model (10.4, say), one may alternatively attempt to use either one of the
simpler models (familial or longitudinal). In order to examine the effect of fitting
such simpler but partial models, Sutradhar, Jowaheer, and Sneddon (2008, Sections
4.2 —4.4) have done further simulation studies on model misspecification effects.
We consider here two of their cases and examine the estimation effects of ignoring
family effects through using G% = 0 and of ignoring longitudinal effects through
using p = 0, when in fact none of them are zero in the familial longitudinal data.
To be specific, in each simulation, the familial longitudinal data are generated as
in Section 10.2.2.2 using the conditional AR(1) model (10.4). However, in the first
case, we pretend that 0'}% =0, which is equivalent to assuming that there do not exist
any families, so that, the data came from all 2{;1 n; = n individuals, those who are
independent of each other. Thus, in this case, we use the GQL estimating equation
(10.27) for B estimation and use (10.62) for p estimation. Here both equations are
evaluated at 0'% = 0. The simulation results based on 500 simulations are shown in
Table 10.3. When the results of Table 10.3 are compared to the corresponding results
in Table 10.2, it is clear that both regression and the correlation estimates become bi-
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Table 10.4 Simulated estimates for a partial familial model when in fact the data came from a
familial longitudinal model with regression parameters, M1: B; =0, B, = 0; M2: B; = 1.0, B, =
0.5; each with various selected values of the variance component (6}%), and longitudinal correlation
index parameter (p); and K = 100; T = 4; 500 simulations.

Convergent Estimates
Model simulations cr% p  Quantity f 533 o2
Ml 223 0.50 0.25 SM 0.070 —0.010 0.584

SE  0.388 0.143 0.159

RB 18 7 53
56 0.75 SM 0.236 —0.119 0.675
SE  0.483 0.192 0.214

RB 49 62 82
298 0.75025 SM 0.026 —0.011 0.710
SE 0461 0.143 0.161

RB 6 8 25
149 0.75 SM 0.083 —0.053 0.757
SE  0.519 0.195 0.184

RB 16 27 4
M2 444 0.50 0.25 SM 1.014 0.487 0.495
SE  0.300 0.100 0.166

RB 5 13 3
364 0.75 SM 1.017 0.478 0.545
SE  0.422 0.141 0.172

RB 4 16 26
471 0.75025 SM 0.966 0.493 0.679
SE  0.396 0.129 0.192

RB 9 5 37
422 0.75 SM 0.989 0.500 0.683
SE  0.460 0.150 0.186

RB 2 0 36

ased when 6)3 is ignored. In particular, the correlation estimates appear to be highly
biased with relatively smaller standard errors. Thus, the estimator converges to a
wrong value quite often showing the inconsistency of the estimates. For example,
consider the case with the smaller value of G% = 0.50. When 3; = 1.0, 3, = 0.5,
and p = 0.75, and G% is ignored, the results of Table 10.3 show that the relative
biases for the estimates of f31, B2, and p are 15, 27, and 192, respectively, which
are substantially larger than the corresponding relative biases 3, 4, and 5 produced
in Table 10.2. These results clearly demonstrate that ignoring random family effects
variation has severe consequences mainly on the estimation of p which itself is an
important parameter in the longitudinal setup.

Next, we pretend that p = 0, which is equivalent to assuming that the repeated
count responses from each and every family member are independent. Thus, in this
case, we use the GQL estimating equation (10.27) for § estimation and use (10.36)
for p estimation. Here both equations are evaluated at p = 0. The simulation results
based on 500 simulations are shown in Table 10.4. This estimation situation appears
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to be gloomy. This is because as shown in Table 10.4, the iterations did not con-
verge to an estimate for many simulations. For example, when ; = 1.0, f, = 0.5,
O')% =0.75, and p = 0.75, but the estimation is carried out by assuming p = 0.0,
the iterations converged in 422 simulations out of 500 simulations. Note that even
though the converged estimates for the regression effects By, ,, and the variance
parameter G% appear to be satisfactory as in the complete case reported in Table
10.2, it is, however, not recommended to use p = 0.0 in estimating other parame-
ters. This is because when p = 0.0 is used, there will be no guarantee that in practice
one can obtain the estimates for other parameters if the data really follow the famil-
ial longitudinal model with a nonzero p value.

10.3 Analyzing Health Care Utilization Data by Using GLLMM

The complete health care utilization data collected from 36 families of size 4, and
12 families of size 3, for a period of six years from 1985 to 1990, are displayed
in Table 6A in the appendix of Chapter 6. The data contain the number of visits
to the physician by a member of a family at a given year. Thus, this count (i.e.,
number of visits), can be denoted appropriately by y;;;, where i =1,...,K, K =48

being the number of independent families; j = 1,...,n;, with n; as the number of
members in the ith family (n; =4 for i = 1,...,36; and n; = 3 for i = 37,...,48);
andr=1,...,T, T = 6 being the number of years. The data also contain informa-

tion on four covariates, namely (i) gender, (ii) initial number (in 1985) of chronic
conditions, (iii) education level, and (iv) age, corresponding to each y;;;. The four-
dimensional covariate vector can be represented by x;;; = [x; 15 Xij12,Xi 13, Xi j,4}' . Let
B = [B1, B2, B3, B4 denote the effects of the fixed covariate vector x;j;; on the re-
sponse y;j;. Note that there arise the following two types of correlations among the
responses in this familial longitudinal setup.

(a) Familial correlations. At a given time 7, the responses from any two members,
say y;jr and yj,, under the ith family, will be correlated as they share the common
random family effects, say ;. This causes familial correlations.

(b) Longitudinal correlations. Conditional on the latent family effect 7;, the re-
sponses collected at two time points, say y;j, and y;j;, from the same (jth) member
of the ith family will also be correlated. These correlations are referred to as the
longitudinal correlations as they take place because of certain dynamic relation-
ships between responses over time.

Note that it is important to take these correlations into account and then compute the
regression effects 3. Furthermore, in many situations these correlations may also be
of primary interest. Now for a complete analysis of this type of data, one may apply
a suitable familial longitudinal model introduced in Section 10.1.2. These models,
namely conditional AR(1), MA(1), and EQC, belong to a nonstationary autocorre-
lations class and are simple to implement for their low order. Because the AR(1)
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model shows correlation decay over time, which is mostly expected in practice,
Sutradhar, Jowaheer, and Sneddon (2008) have fitted this model the familial longi-
tudinal health care utilization data. We discuss it below as an illustration.

Note that a part of this health care dataset in a familial setup was analyzed
by Chowdhury and Sutradhar (2009). These authors considered the data from all
48 families for 1985 only. For the covariates: gender (x;;1), the chronic condition
(xij2)[CC], education level (x;;3)[EL], and age of the individual (x;j4); coded as

o — 0 female = 0 without chronic diseases
=11 male 727311 with chronic diseases

Xjj4 = exact age of the individual,

~_J 0 less than high school
BT high school or above

their effects 3, on the count responses, along with the estimate for familial correla-
tion index parameter (variance of the random effects, 6}%) were reported in Chapter
4 (see Table 4.10 in Section 4.2.8). In a longitudinal setup, Sutradhar (2003) has
analyzed a part of the dataset, specifically, the repeated count responses from 144
individuals (members of first 36 families), collected over four time points from 1985
to 1988. By using a reverse code for education level, namely,

~_J 1 less than high school
Y3 =0 high school or above,

but the same codes for the other three covariates as in the familial setup, Sutrad-
har (2003) has computed the GQL estimates for the components of 3, as well as
the longitudinal correlation index parameter p. These estimates were reported in
Chapter 6 (see Table 6.13 in Section 6.7). Note that in this longitudinal setup, it was
assumed that 144 individuals were selected independently even though they belong
to 36 famililes. Thus, this analysis was done by ignoring the family variation or
familial correlation (i.e., by pretending that G% = 0). We remark here that this longi-
tudinal model fitting to the familial longitudinal data by Sutradhar (2003) was done
simply for an illustration. Later on Sutradhar, Jowaheer, and Sneddon (2008) have
analyzed the same familial longitudinal data by fitting the appropriate familial longi-
tudinal model for count data, namely the conditional AR(1) model (10.4) — (10.8).
It is clear from Sutradhar, Jowaheer, and Sneddon (2008) that it is quite important
to consider the 0'% parameter for the health care utilization data. This is because
as shown in the following Table 10.5, the sample variance for 144 individuals at
a given year for a period of four years appears to be much larger than the corre-
sponding sample mean, indicating over dispersion, that is, the presence of G)%. To be
specific, the sample means and variances appear to reflect the mean and variances
shown in (10.8) under the conditional AR(1) model (10.4) (or MA(1) (10.9) or EQC
(10.20)); that is,
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Table 10.5 Summary statistics of physician visits by 144 members of 36 families at a given year
for a period of four years.

Year
1 2 3 4
Average number of visit 3.88 3.75 3.85 4.31
Sample variance 19.65 16.85 18.05 23.24

1
Mijo = E[Yij] = exp(xij B+ 50y); varlYiji] = 6yj = e+ [exp(y) — 1]

Table 10.6 GQL estimates (EST) along with standard errors (SE) (where appropriate) by fitting
(a) nonstationary AR(1) model (10.4) — (10.8), and (b) nonstationary longitudinal model (6.44)
[re-display from Table 6.13], to the health care utilization data for 36 families each with four
members; and (c) familial model (4.1) — (4.2) [re-display from Table 4.10] to all 44 families at
one time point, 1985.

GQL Applying to
Full Model (a) Partial Model (b) Partial Model (c¢)

Parameters EST SE EST SE EST SE
Gender effect (f3;) —0.468 0.003 —0.223 0.060 —0.754 0.091
Chronic effect (f3;) 0.331 0.004 0.374 0.072 0.666 0.125
Education effect (f33) 0.486 0.003 —0.428 0.074 0.434 0.123
Age effect(fs) 0.024 0.000 0.029 0.001 0.010 0.003
Variance component (G%) 1.184 0314 — - 0.873  0.409
P 0447 — 0.554 — — —

Further note that because the consistent and efficient estimation for § by (10.27),
and for 0'% by (10.36) [or (10.45)], requires the consistent estimate for the longi-
tudinal correlation parameter p, we also estimate this later parameter by using the
moment estimating equation (10.62). We also compute the standard errors of the es-
timate of 8 by (10.29) and of the estimate of 673 by (10.44). These estimates (EST)
and standard errors (SE) of the estimates are given in Table 10.6. In the same table,
for a clear comparison, we also re-display the estimates from Table 6.13 obtained
by fitting AR(1) longitudinal model, and the estimates from Table 4.10 obtained by
fitting a familial model (to 1985 data).

When the estimates under the full (familial longitudinal) model (a) are compared
to those of partial (1985 familial data) model (c), it becomes clear that the family
effects have a significant variation that is evident by the estimates for G% under both
models (a) and (c). The estimate of (7% under full model (a) is computed by using
data for four years, whereas it is computed based on 1985 data only under model (c).
The estimate under model (a) with smaller standard error as compared to model (c)
is naturally more reliable. This large value (1.184) for 0')% also supports the presence
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of overdispersion or family variation reflected by the mean and variance comparison
in Table 10.5. All estimates under model (a) are improvement over the estimates
found under model (3). The estimates of gender and chronic effects appear to be
quite different under these two models, whereas education and age effects are almost
the same under the two models. The standard errors under model (a) are uniformly
smaller than those under model (c). This gain in efficiency can be interpreted as
an effect of considering the larger dataset under model (a), or more specifically,
as an effect of using the longitudinal correlation in the estimating equation (10.27)
for regression effects § and in the estimating equation (10.36) for G%. Under the
full model (a), the longitudinal correlation estimate was found to be 0.447, a large
positive value, indicating that the conditional correlation structure (10.4) — (10.8)
plays a significant role in the analysis of the data.

Note that a comparison between the estimates under full model (a) and the lon-
gitudinal model (b) show that except for gender effect, the regression estimates are
almost the same. This is not surprising as both models are fitted to the same large
longitudinal dataset. However, as expected, the standard errors under model (a) are
uniformly smaller than the corresponding standard errors under model (b). This effi-
ciency gain can be interpreted as an improvement due to the utilization of the family
effects variation under model (a) as compared to the longitudinal model (b) where
family variation was treated to be zero, even though it is highly significant.

We now interpret the regression estimates under the familial longitudinal model
(a). Because the female was coded as 0 and the male as 1, the large negative value of
B1 = —0.468 indicates that the females pay more visits to the physician as compared
to the males. The positive large values of [32 = 0.331 and 5 = 0.486 imply that
the individuals having a large number of chronic diseases or the individuals with
high education pay more visits to the physicians. Similarly, the positive value of
ﬁ4 = 0.024 indicates that the subjects in the higher age group appear to pay more
visits as compared to the individuals in the lower age group, as expected.

10.4 Some Remarks on Model Identification

In the present familial longitudinal setup, the familial correlations are introduced
through the random family effects. As far as the longitudinal correlations are con-
cerned, it has been argued that the repeated data from the family members are most
likely to follow one of the conditional (on random family effect) nonstationary low-
order autocorrelations such as the AR(1), MA(1), or EQC model, discussed in Sec-
tion 10.1.2. However, among these three structures, AR(1) perhaps will be the most
probable model for repeated data because of the fact that the autocorrelations under
this model exhibit a decaying correlation nature as the lag increases. For this rea-
son, for convenience, in Sections 10.2 and 10.3, we have demonstrated how to de-
velop inferences in the conditional AR(1) familial longitudinal model (10.4). More
specifically, the covariance structure (10.8) under this AR(1) model was used to de-
velop the GQL estimating equations for  as in (10.27) and for 0'% as in (10.36)
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[or (10.45)], and the longitudinal index correlation p was estimated by using the
moment equation (10.62). Note that in case it is found that the conditional MA(1)
or EQC model is more appropriate than AR(1) model, the inferences for these mod-
els may easily be developed in the same fashion as that for the AR(1) model. The
only difference lies in using the appropriate covariance structure such as (10.13)
for the MA(1) model and (10.24) for the EQC model, into the estimating equations
(10.27), (10.36) [or (10.45)] and write the appropriate formula for the longitudinal
correlation index parameter in a similar way to that of (10.62).

For the identification of the longitudinal correlation structure (assuming that one
of the aforementioned three models fit the data) within the familial longitudinal
setup, we provide below a few important steps, which are quite similar to the iden-
tification steps used in the longitudinal setup in Chapter 6 (see Section 6.5.3).

10.4.1 An Exploratory Identification

Note that because the familial correlations are introduced through the random ef-
fects, it remains only to identify the longitudinal correlation structure. Also note
that in the familial longitudinal setup, the correlation models are written at the con-
ditional level. That is, conditional on the random effects, the repeated responses of
the same individual member in a given family are correlated. To have an approxi-
mate idea about the correlation structure, follow the steps below:

Step 1. Use % =0 (i.e., 6y = 0) foralli = 1,..., K, so that i, = exp(x};,B).
Step 2. Obtain a ‘working” independence assumption based estimate for 8 by solv-
ing (10.27) where now

5i(B.p,oy) = Ai =diagtyy, - 5, i)

Step 3. Compute all lag £ = 1,...,T correlations by using

_ Z,K=1 2;’;1 Z,T;l/j)ﬂ’ijtf’ij,wf/(T *6) 2{(:1 n;
= K i N o K
1 X X 5/ TS

peln=0,...,7% =0 . (10.63)

where §;;i = [vije — W]/ |/ W is evaluated by using B estimate from Step 2.

Step 4. Now, similar to the Gaussian autocorrelation process, if the values of Py
decay as ¢ increases, then decide for the AR(1) covariance structure (10.8); if p;
is nonzero and for other ¢, p, = 0, then decide for the MA(1) covariance structure
(10.13); if however the values of p, for all / =1,...,T — 1, are almost the same,
then decide for the EQC covariance structure (10.24).
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10.4.2 A Further Improved Identification

Step 1. Compute py forall / =1,...,T — 1, following Section 10.4.1.

Step 2. Use the ‘working’ estimate of  for § from Section 10.4.1 and compute
1 = exp(x};B), and go to Step 3.

Step 3. Evaluate the approximate expectation of Py under all three possible models
as follows.

For AR(1) :

K ni T—( * 1/2
R N | M
E[pfh/l:ow"a’yl(:()} 222[ * ]

Z lan g)llj 1t=1 l'L[j,H»é
fort=1,....,T -1, (10.64)

For MA(1) :

—1 p )k
ZV:()(_P)LIL,'J'J?V

1
K ni T—¢
':12':12:1 —
' / ' l £\ Hije e

| S

E[pdn =0,...,7x =0] = (10.65)
p _
X {Z{(:]”i(T—Z)} for/ =1
0 otherwise
For EQC:
K nj T—/( *
A _ p - M
Epelnn=0,....,% =0 = ———— S 1
£yni(T —10) Zij:l =l RITEITEAA S
for¢=1,....,T—1, (10.66)

Step 4. Compare the pattern of P, with that of E[p|y; =0,...,yx = 0] from Step 3,
for all possible values of p, under all three models. Choose the model under which
the expected values are in closest agreement with the pattern of py.

Exercises

10.1. (Section 10.2.1.2.) [First order derivatives of A; with respect to 6% (equation
(10.34))]

Notice from (10.31) — (10.33) that for the derivation of dA//d G}% it is sufficient to
take the derivatives of

Aijar = Miji + [exp(o. )]“tjt

and
lii.w = p" " tiju+ lexp(0y) ijultije, forv <,

with respect to o, where L;;; = exp(x] it B+o2 / 2). Verify that these derivatives
have the formulas
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dA; it Hijie

0 0'% 2

+2exp(0y )1
and

alfy 1 _
o5 = 5P" " Hijy+2exp(07) i i
Y

10.2. (Section 10.2.1.2.1) [Fourth-order moments when p = 0 for (10.40)]
For ,ul-*j, = exp(xgjtﬁ + ;) as in (10.1) [see also (10.5)], use the conditional Poisson
marginal moments

* * %2
E(Yiyly:) = Hije E(Yz%th’i) = Wi+ M5,
* %2 %3
E(K?t'%) = .uijt"‘3.u ijt"".u ijt>

and

* %2 %3 4
E(Y;}t|?’i):ﬂl‘jt+7ﬂ el A o LA

and verify in a fashion similar to Section 8.2.2 (the longitudinal mixed model setup)

that in the present familial longitudinal setup, the fourth-order raw moments at p =0
for the jth member of the ith family are given by

(a(i)) E(Yz;‘z) = ¢i,jj,tltt
= Ey, [E(Y,‘H%)]

= wije[1+Twij exp(o;) + 647, exp(30;)

+ 1 exp(60;)] (10.67)
(a(ii),a(iv)) E(Yiiuyi;t|p =0) = O jjuu

= Ey[E(Y3,|WE (Y5 |%)]

= Wijuttiji exp(0y)[1+{ tiju+ Wije } exp(207)
+Hijubtiji exp(505)] (10.68)
(a(iii—1)) E(Y{’}quIP =0) = O jjuuur
= Ey[E(Y,%)E (Yije )]

= Hijuttiji exp(oy)[1+3uijuexp(20y)
+u7,exp(507)] (10.69)
(a(iii —2)) E(Y;YipYilp = 0) = i jjum
= Ey[E(Y3,WE (Y| %)E (Yije| 7))
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= Wijultijvijr exp(307)
x[1+ wijuexp(30y)] (10.70)
(a(v)) EYijYipYijeYijelp = 0) = @i jjuvtr
= Ey [E(Yiju| ) E (Yijo| ¥ E (Yije| ) E (Yije | 7:)]

= W;juldijvlijelijs eXP(60'7%)~ (10.71)

10.3. (Section 10.2.1.2.1) [Fourth-order moments when p = 0 for (10.41)]
Verify in a fashion similar to Exercise 10.2 that the fourth-order raw moments at
p = 0 for the jth and kth members of the ith family are given by

(b(l) E(YquiAp = 0) = (Pi,jk,umt
= Ey[E(Y30)E (Vi %))

= Wijubit €xp(0y ) [1+ {Miju + M } exp(207)
i ju ik CXP(50'§)] (10.72)
(b(ii) E(Y3,YiYiulP = 0) = O ke
= Ey, [E(Yi§u|%)E(Yikv‘%)E(Yikt|%)]

= Mijulity it €Xp(307)
x[1+ wijuexp(30y)] (10.73)
(b(iii)) E(YijuYijYieYie|p = 0) = @i jkuvts
= Ey[E(YijulY))E (Yiju %) E (Yice| Vi) E (Yite| )]

= Mijulijvike Like eXP(6G)%)- (10.74)
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Chapter 11
Familial Longitudinal Models for Binary Data

In the familial longitudinal setup, binary responses along with a set of multidimen-
sional time-dependent covariates are collected from the members of a large number
of independent families. For example, in a clinical study, the asthma status of each
of the family members of a large number of independent families may be collected
every year over a period of four years. Also, the covariates such as gender, age, edu-
cation level, and life style of the individual member may be collected. In this setup,
it is likely that the responses from the members of the same family at a given year
will be correlated. This is due to the fact that every member of the family shares cer-
tain common family effects which are latent or invisible. Also, the repeated asthma
status collected over several years will be longitudinally correlated. It is of interest
to take these two types of familial and longitudinal correlations into account and
then find the effects of the covariates on the responses. Two types of familial lon-
gitudinal models, namely conditional linear and nonlinear models are introduced in
Sections 11.1 and 11.3, to analyze this type of two-way correlated binary data. Note
that these models for familial longitudinal binary data would be a generalization
of either familial models discussed in Chapter 5 or longitudinal models discussed
in Chapter 7. In the conditional linear model setup, it is assumed that conditional
on random family effects, the repeated binary responses from a member of a given
family follow a LDCP (linear dynamic conditional probability) model as in Section
7.4. We refer to such a model as the linear dynamic conditional-conditional proba-
bility (LDCCP) model. This model along with the estimation of the parameters is
discussed in Section 11.1. An illustration of the estimation methodology is given in
Section 11.2 to analyze the Waterloo Smoking Prevention Project-3 (WSPP3) data.

In the conditional nonlinear model setup, it is assumed that conditional on the
random family effects, the repeated binary responses from a member of a given
family follow a BDL (binary dynamic logit) model as in Section 7.7.2. In the lon-
gitudinal setup, this random effects based BDL model was referred to as the binary
dynamic mixed logit (BDML) (see Section 9.2) model. In the familial longitudinal
setup, we refer to this family based BDML model as the FBDML model. This model
along with the estimation of the regression and the dynamic dependence parameters
is discussed in Section 11.3. Both LDCCP and FBDML models are discussed in

B.C. Sutradhar, Dynamic Mixed Models for Familial Longitudinal Data, 455
Springer Series in Statistics, DOI 10.1007/978-1-4419-8342-8 11,
© Springer Science+Business Media, LLC 2011
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Sections 11.1 and 11.3, respectively, and involve one variance component due to a
single random family effect.

Let y;j; denote the binary response for the jth (j = 1,...,n;) individual on
the ith (i = 1,...,K) family/cluster at a given time ¢ (¢t = 1,...,T). Also, let
Xijr = (xi il ,xij,p)' denote the p covariates associated with the response y;j;, and
B denote the effect of the covariate vector x;j; on y;j;. Similar to the familial longi-
tudinal models for count data introduced in the last chapter, the binary longitudinal
responses of any two family members will also exhibit both familial and longitu-
dinal correlations. As an extension of the binary longitudinal models discussed in
Chapter 7, one may write linear or nonlinear conditional probability models as in
Sections 11.1 and 11.3, to accommodate both familial and longitudinal correlations.
Note that these binary models are quite different from the familial longitudinal mod-
els given in Chapter 10 for count data.

11.1 LDCCP Models

11.1.1 Conditional-Conditional (CC) AR(1) Model

Suppose that conditional on the random family effect 7;, the repeated binary re-
sponses from the jth (j = 1,...,n;) member of the ith family follow the LDCP
(linear dynamic conditional probability) model of AR(1) form given in (7.70). That
is, the CC AR(1) model has the form:

PriYiji = 1|y] = 7%
PriYije = yiji—1,%] = T +pYiju—1 — Tip—1), (1L.1)

for j=1,...,mt=2,....T.In(11.1), 7 = exp(x;;, B+ %) /[1 +exp(x;;, B + )]
forall j=1,...,n;,t=1,...,T.

11.1.1.1 Conditional Mean, Variance, and Correlation Structure
Conditional on the random family effects 7;, the linear dynamic probability model

(11.1) yields the conditional means and the variances, for the jth member of the ith
family at a time point 7, as

E(Yijtwi) = ”i*jt
var(Yije|vi) = 670 = 75 (1 = 7j,), (11.2)

fort =1,...,T. Next, for u < t, by using the model relationship (11.1), one may
compute the conditional covariance between y;;, and y;;; as

cov[(Yiju, Yijo) 1% = P07} s (11.3)
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yielding the conditional correlations as
ol 1 2
pi {—2?{_‘““} ! , foru <t
corr[(Yiju, Yije) %] = o : (11.4)
Tt im 1/2
p'- {%} , foru>t

i,jjuu

As far as the longitudinal correlations between two members of a family are
concerned, we assume that at any two time points, the responses of any two members
are conditionally independent. In notation,

cov[{Yiju,Yir } %] = 0, for j# k. (11.5)

11.1.1.2 Unconditional Mean, Variance, and Correlation Structure

The unconditional means, variances, and the covariances may be computed by using
the following formulas

ElYis] = E[Y5] = EyE[Yi|%]

varY;j| = Ey, [var{Y;j,|yi}] + vary, [E{Y;|7i}]
COV[Yiijikt] = E%COV[{Yiju»Yikth +COV%[E(Yijum)»E(Yikth’i)]» (11.6)

where the conditional means, variances and covariances are given by the equations

from (11.2) to (11.5). Based on the assumption that ¥ & N(0, G%), and by using
Y = 7/oy with gy(¥/|1) as the standard normal density, the unconditional first
moments given in (11.6) may be simplified as

ElY;] =m;(B,0y) = /”i?z(ﬁ)gN(ﬁll)d}{*
\4
- Z (75 (vi)] (V) (1/2)%(1/2)" ™,

o vi
= ni(ﬁ) (B, 0'73), (say) [ binomial approximation|, (11.7)

where for a known reasonably big V such as V =5, v; ~ binomial(V, 1/2), and
hence it has relation to ¥ as

V(1))
T VAR)0/2)

[see (9.10)], so that

*

75 (vi) = 75 (V) e =vi—v12)) /v (1/2)(1/2)).

It also follows that the unconditional variance has the formula
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var(Y; ;] = Gi,jj,tt(ﬁ,o';%) = ”ijt(ﬁao-)%)(l - ”ijt(ﬁao-)%))' (11.8)

Next, for j = k, the unconditional covariances in (11.6) may be simplified as
covlB il = 0 ja(B.5,0) =P | s~ [ 5wt 1)t |
| [ mn e 10~ s
="

t7
" Tju — ﬂijj,uu]
+ (7T j e — T juToije] (11.9)

(say). Thus, in general, for all j, k, the unconditional covariances have the formulas

P [T — Tijja] + (i jue — Tijuije] fork = jiu <t
cov(Yiju, Yier) =
(70 jkut — T juToike ) fork # jiu <t,
(11.10)
where

Tcl]k“t_/ l]u z zkt )gN(Yk“) Y*

l/,ut7
yielding the unconditional AR(1) correlation structure as
O [ ju— T )+ [t — T ju )
[7iju(B.07) (1= 7u(B,0)) ije (B.03) (1 -7 (B,07))]

[”ijk,ut —Tiju ”ik:]

[7iju(B.07) (1-7iju(B.07)) 7 (B.07) (1~ (B.07) )]

75 fork = jiu<t
corr[Y;jy, Yire] =

7 fork # jiu<t.
(11.11)

11.1.2 CC MA(1) Model

Conditional on the random family effects ¥;, we can follow the MA(1) model given
in Section 7.4.2, to construct the desired MA(1) model in the familial longitudinal
set up. To be specific, we consider

PriYij = 1]y = n*ij
PrlYije = Udije,diji—1, %) = diji|¥i + pdije—11%:, (11.12)

for j=1,...,n;;t=2,...,T.In (11.12), the d; s are independently distributed with
mean fij.t and variance 1);; that is,
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y =) S0 (P Ty Tmo () T
dije ~ | &5 = 2 (=P) Wjyy Mir = = — = - v |
R T L v (e

forallt=1,...,T, and where

4 = exp(xi; B+ %)/ [1 +exp(xi; B+ %)),

forall j=1,...,n;, t =1,...,T. It then follows that the conditional means, vari-
ances, and covariances are given by

E[Yij|y] = 7
var[Yije|vi] = 75, (1 — 7},
[zc‘;évmvﬂz‘,guw” D G i
i (=p)” S (—p)Y
0 for |t —u| > 1
(11.13)

]| fort—u=1

cov|(Yiju, Yije) [ %] =

Furthermore, similar to the AR(1) case (11.5), for any two members j # k, under
the ith family, we assume that

cov[{Yju, Y }|%] =0, for j #k.

Note that by using the formulas in (11.6), one may then compute the uncondi-
tional means, variances, and covariances, under this MA(1) model.

11.1.3 CC EQC Model

To construct the EQC model in the familial longitudinal setup, we follow the EQC
model (7.80), but conditional on the random family effect. Thus, we write

Pr{Yij; = 1yijo, %] = m"iji +pijo—w"ij1), forj=1,...,n;t=1,....T, (11.14)

where ;o is an initial unobservable binary response for the jth member of the ith
family, with its mean ”;;'17 which is also the mean of y; ;.

Now by using (11.14), we can write the conditional means, variances, and co-
variances as

E[Yijelv] = 7
varlYii| %] = 7, [1 — 7]
cov[(Yiju, Yije) %] = Pzﬂz'*jﬂl — 1] (11.15)

For any two members, we make the same conditional assumption, that is,
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cov[{¥iju, Yir } 1] = 0, for j #k,

similar to that of the AR(1) (11.5) and MA(1) models.
One may then derive the formulas for the unconditional means, variances, and
covariances by applying (11.15) to (11.6).

11.1.4 Estimation of the AR(1) Model Parameters

Note that among the three LDCCP models: AR(1), MA(1), and EQC; the AR(1)
model exhibits decay in longitudinal lag correlations, which is expected in practice
for most of the familial longitudinal data. We now, for convenience, provide the
estimation of the parameters of the AR(1) LDCCP model. The parameters of the
other two models may be estimated similarly. If a model identification issue arises,
this can be done in a similar way to that of the familial longitudinal count data case
discussed in the last chapter (see Section (10.4.1)).

Further note that once we complete a brief discussion in this section, on the
estimation of parameters for the AR(1) LDCCP model, we illustrate the estimation
methodology in Section 11.2, with real life data discussed by Sutradhar and Farrell
(2004), under a special familial longitudinal model with stationary autocorrelation
structure (appropriate for time-independent covariates) that accommodates all three
longitudinal correlation models.

We now turn back to the estimation of the parameters of the AR(1) LDCCP
model.

11.1.4.1 GQL Estimation of Regression Parameter 3

The GQL estimating equation for § has the same form as that under the familial lon-
gitudinal count data model. By representing the mean vector of the binary responses
under the ith family with 7;, following (10.27), this equation may be written as

< I

= yi—m) =0, (11.16)
235 (vi — ;)

where
/ / /! !
Yi = (yila' <o Yijoe ayini)
denote the n;T x 1 vector of binary responses for the ith family, with

!/
)

Yij = Vijls- - >Vijts -+ > VijT)

yij: being the binary response recorded at time ¢ (r = 1,...,7T), from the jth (j =
1,...,n;) member of the ith (i = 1,...,K) family. The n;T X 1 unconditional mean
vector of 7; may be expressed as
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mi(B,07) = () (B.63),....m;(B.0}),.... M. (B.6})), (11.17)

where
mii(B,0y) = (mj1(B,0y),.... mu(B,0y),....mjr (B, 05))

is the T x 1 vector with 7;;, as its general element. The formula for this general
element is given by (11.7).

Also, in (11.16), X; is the n;T x n;T unconditional variance—covariance matrix
of y;, which has the same form as given by (10.26) under the count data model, but,
the elements of the block diagonal matrix X;;;(3, 0'7%, p)forall j=1,..., n;, are now
computed by using the formulas for the unconditional variances and longitudinal
covariances for the jth member, given by (11.8)-(11.10), whereas the elements for
the off-diagonal matrices Z;jx (B, 6%) forall j #k, j,k=1,...,n;, are computed by
(11.10).

Furthermore, because 7;; = (7;j1, ..., Wji, . .., )’ with m;j; defined as in (11.7),
the derivative of 7; with respect to B’ requires the differentiation of m;;; with respect
to B. To be specific, dm;j;/d is the p x 1 vector given as

T

P ap
\4
= it Z_‘O[ﬂi}z(ﬁ){l =75 (V) (f) (1/2)71(1/2)" ",
:.xijt[ﬂi(ﬁ)(ﬁ767%>—ﬂi86>7tt<ﬁ’g)%)}7 (11.18)

where x;j; is the p x 1 vector of all covariates for the jth individual under the ith
family at time ¢. In (11.18), for

5 (Vi) = 75 (5 )y =oi—v (12)) /v (1/2)(1/2)]
and also
T jju (B G;%) =Ey [”*z'zjr]
[see (9.6) for a similar notation].

Let Bgor denote the GQL estimator of 3, obtained by solving the estimating
equation (11.16). This estimator is consistent, and it is highly efficient as the GQL
estimating equation is unbiased as well as the weight matrix X; is the true covari-
ance matrix of y;. Furthermore, by using the multivariate central limit theorem [see
Mardia, Kent and Bibby (1979, p.51)], similar to (10.29) for count data, one may
show that K'/2(Bgor — B) has an asymptotic normal distribution, as K — oo, with
mean zero and with covariance matrix given by

~1
on ._,om;
555 8[3’) : (11.19)
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where X; is the aforementioned covariance matrix of the binary response vector y;
for the ith family.

Remark that the computation of the estimate of 8 by (11.16) requires the esti-
mates for G)% and p. These parameters are estimated in the following two sections.

11.1.4.2 GQL Estimation of Familial Correlation Index Parameter G}%

Similar to the count data case (see Section 10.2.1.2), consider
i = [0 )| (11.20)

as the T(T + 1)/2-dimensional combined vector of squares and pairwise products
for the jth (j =1,...,n;) member of the ith (i = 1,...,K) family, where

2 2 2 .
Uij(s) = [yijla'~-7yijt7'-~ayijTy 1Txl
T(T—1)
2

Uij(p) = b’ijl)’iﬂv---ayijt)’ijw---ayij(Tfl)yijTy: x 1.

Note, however, that unlike in the count data case, here for the binary responses

2 2 2
ijs) = Dijrse e Yijeo oo vigr] 2 T x 1
= [yijh . ,y,‘jt, . ,y,'jT]/
= yi. (11.21)

Next, we write the n;T (T + 1) /2-dimensional vector of squares and distinct prod-
ucts for all n; individuals in the ith family. Let u; denote this vector and A; be its
mean. That is,

L [ / u / ]/
Ui = [Ujps e ey Ujjsy e e s Uiy,

Ai = [M Ay i) (11.22)
where
Aij = i) M)

with

= [E(Y51),-- E(Y5), - E(Yip)

[ ij, 115 ljtt7 Afij,TT] (1123)

= [E( ,,1Y,,2) E(Yiijijt)a-~~,E(Yij(T—1)YijT)y,

= [Aij12,- - Aijes- zvij,Tfl,T]/a (11.24)
where

Ai ot = Tjt

and for v << t,
1=y T T T
}Iija‘)t = p [ ijv - ijj7VV] + ijjth’
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by (11.6) and (11.9), with

ﬂ:ljl - /ﬂ:[jt gN V‘“)d?ﬁ Ut
mija = [ 2 50Daw 0710 =),
I AT AN n,,}w (11.25)

using the binomial approximation notation from (11.7).

Let €; = cov(U;), and (dA/(B, Gy,p))/(?cr be the first derivative vector of A;
(11.22) with respect to G . Now by computing £2; and these derivatives appropriate
under the present binary familial longitudinal model, one may obtain, similar to the
count data case, the GQL estimate of G}% either by solving

K 9A!(B,o2,
z1(56%7”)9,-‘1([3,034)=0)[ui—li(l3,6§,p)]:0, (11.26)

i=1

[see (10.36)] or normal approximation based estimating equation

L a)Li/ ﬁ5627p _
z(acyzy)gwl(ﬁﬁ%l?)[ Ai(B,0y.p)] =0, (11.27)

i=1

[see (10.45)]. The formulas for the elements of (dA/(f, G)%, p))/ 367% are available

in Exercise 11.1. The construction of ;(f, G)%, p =0)and Q;n(B, G%,p) matrices,
is given below.

Construction of Q;(B,05,p = 0) = Qi(I)

Recall that the structure of €2; is given by (10.35) under the familial longitudinal
count data model. This structure remains the same for the binary data. Now, to
construct the £;(I) matrix as a substitute of the ©; matrix defined in (10.35), it is
sufficient to compute £2;;;(/) for all j = 1,...,n;, and €;;(I) for all j #k, j,k =
1,...,n;. Note that when it is pretended that p = 0, it follows from (11.5) that for
V£t
corr{ (yijv, yie)| i} = 0, forall j=k; j#k. (11.28)

Now for the computation of the elements of ;;;(I) and Q;x(I) matrices, we use
the conditional independence assumption (11.28) and derive the elements of these
two matrices.

Note that for the computation of the elements of the £;;;(1), it is sufficient to
compute the formulas for

(a): (i) var[Yij], (ii) cov[Yij,Yijel, (iii) cov[Yijr,YijeYijul, (iv) var[Y;;;Y;j,], and
(v) cov[YijiYiju,YijeYijl- (11.29)
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Similarly, for the computation of the elements of the £2; (I), it is sufficient to com-
pute the formulas for

(b) : (i) cov[Yiju,Yixe], (id) cov[Yije, YireYinul, (iti) cov[YijeYiju,YieeYiny].  (11.30)

These variance and covariances under (a) and (b) may be computed from the for-
mulas available in Exercises 11.2 and 11.3, respectively.

Construction of Q;y(B,02,p)

To construct this normality assumption based fourth-order moment matrix, it is suffi-
cient to construct the normality (N) assumption based two general matrices, £2;;;(N)
and Q;jx(N). Note that to construct the £y (-) matrix under the normality assump-
tion, one pretends that the

Yi= (ygla"wy;jvu.aygn,-)/ iniT x 1

binary response vector follows the n;T-dimensional multivariate normal vector but
with true binary mean vector 7; (11.17) and binary AR(1) correlation structure based
covariance matrix

%i(B,0y,p) = (Gijku) : miT x T, (11.31)

where the formulas for
i, jkur = €OV [Y;jus Yia]

forall j,k=1,...,n;,and u,t =1,...,T, are given by (11.10).
Construction of Q;;;(N)

Recall that Q;; is the {T'(T +1)/2} x {T(T +1)/2} covariance matrix of

uij = (tij) i)'

u;j(s) being the T x 1 vector of squares of the elements of y;; = (yij1,---,yijr)’, and
Ujj(p) is the {T(T —1)/2 x 1} vector of distinct pairwise products of the elements
of y;j. Now by using the marginal property of the multivariate normal distribution,
we write by following (11.31) that

Yij = Wijts-->Yijer- -5 Yijr) ~ Nr(Wij, Zijj) (11.32)

where

Zijj = (Oijjur)
with 0 jj . = cov [Y: jus Yi jt] as given in (11.10). Further note that under the normality
assumption, one writes

E(Yije — mije) (Yijy — Mijv) (Yijr — Wijr) = 0, (11.33)
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yielding, by (11.23) — (11.24),
0ijjjor = ElYijiYijYijr]
= AijvTijr + AijerTijo + Aijoor T jo — 270 7o T s (11.34)
where, for example, for t < v,
Mijow = P"" [ije = Tijjae] + Tijjav,
by (11.24).
Similarly, under the normality assumption, one writes

E(Yije = ije) (Yijy — Tijo) (Yijr — Tijr) (Yija — ija)

= 0;jjw0ijjrd + Oijjir0ijjvd + i jj1dOijjvrs (11.35)
yielding

i jjjjovd = ElYijYijYijrYija)
= [0i,jjv0i,jjrd + O jjirOijjva + O, Gi,jjvr

+6i jjjovrTija+ OijjjvaTijr + O jjjiraijy + 6 jjjvraTiji]

—[Ai v TijrTjd + Ai Ty Tjd + A Jovr Tt T jd

+Aij 1 i jo T jr + Aijva T ji Tijr + Aijra T e T jo)

+37tijt7rijv7rijr7rijd- (1136)

Note that no extra computation is needed to obtain the elements of the cov(Ujj())
in the present binary setup. This is because

2 2 2 _
uij(s) = [yijh'"ayijza"'7yijT]/ = [yijla'"7yijt7"'7yijT]/

yielding
COV(Uij(S)) = COV[YU} = Zijja

the covariance matrix of the original data as in (11.32).

Next, all aforementioned moments up to order three can be used to construct the
desired cov(U; i(s) Ui j(p)) matrix, and similarly all moments up to order four can be
used to compute the var(U;,)) matrix. For example, two general elements of the

cov(Uijs), Uij(p)) matrix have the formulas
covYiju,YijtYijr]) = i jjjur — AijutAijir

covYiju, YijuYijrl = Aijur[l — Tijuls (11.37)
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where A;j; = m;j and A;j - is given by (11.24). Similarly, two general elements of
the var(Ujj(,,)) matrix have the formulas
varlYiiiYijp] = Aijv[l — Aijsv]

cov([YijiYij, YijrYijal = @i jjjjaved — AijvAijrd- (11.38)

This completes the construction of the £;;;(N) matrix for the Q;y matrix in (11.27).
Construction of Q;;;(N) Matrices for Cases when j # k

Recall that Q;j is the {T(T +1)/2} x {T(T 4+ 1)/2} covariance matrix of u;; =

/

(u;].(s),uij(p))’ and uj, = (u;k(s),u;km)’ for j #k, j,k=1,...,n;. Note that in order
to obtain the formulas for various moments up to order four to construct this £; jx(N)
matrix for two selected members j # k, it is appropriate to construct a stacked ran-
dom vector

yl]k [ylj7ylk]

which the under normality assumption follows the 7(T + 1)-dimensional normal
vector with mean

/1
TCI Jk = [ﬂllvﬁik]
with
!/
Tij = [”ij17-~~a7rijt7---a7rijT]

and covariance matrix
5 Zijj Zijk 3
ik = = (6ijiu), T(T+1)xT(T+1), (11.39)
Zikk

where

Gi jtur = COV[Yiju, Yiks]
- E Yl]qukt] T juTCike
- / l]u 1 Ikt )gN(’yk“)d’yk T ju TCike
- nz]k,ut nl]un-lkta (1140)
by (11.25).
Now define the third— and fourth-order moments for responses from two mem-
bers as
0 jjkvr = EYijeYij Y]
= AijovTCikr + T jhar i jo = T o T je — 270 j1 T jo Tier (11.41)
O; jiksvr = E[YijiYiroYiter]
= TCijk v i jr + Tjior Tk + Aikoor T je — 270 jo iy T (11.42)



11.1 LDCCP Models 467

and

(Pi,jjkk,tvrd = E[YijtYiijikrYikd]
= [63.j.0v ik rd + G jiirGi kv + G jrra O, jvr

+6,jjkovrTija + O jjicivaTijr + S, jike.erd i jv + O, jkk,vrd Tijt)

— [ T jr i T et T jo i + T ji, v T jt Tk

0 j 2 T jo Teier ~+ T ji v T e ik + Ak ra T jo T o

+ 378 j¢ T ju ik Tikd - (11.43)

Now by using (11.41) — (11.43), one can compute any element of the Q;x(N)
matrix. For example,

cov(Yiji,Yiry) = Gijiav (11.44)
cov(Yije, YierYiew) = 61 jkktrv — Tijt ik ry (11.45)
cov(YijuYije, Yiw) = O jjkcury — Aijua Tiky (11.46)

cov(YjiYijv, YirYika) = Oijjikvrd — AijovAik,rd- (11.47)

This completes the construction of the £2;x(N) matrices.
11.1.4.3 Moment Estimation of Longitudinal Correlation Index Parameter p

Note that the iterative solution of the estimating equation (11.16) for 8 and (11.26)
or (11.27) for 67% requires a consistent estimator for the longitudinal correlation
index parameter p. This consistent estimation for p may be achieved by using the
method of moments. Recall from (11.9) that under the AR(1) process, the lag 1
covariance between y;j; and y;; ;41 is given by

cov (Y, Yijar1) = P [Mije — Mijjae) + [Mijjassr — TijeTijasn ] - (11.43)

For known 3 and G%, one may then obtain the moment estimator of p, which is con-
sistent, by equating the sample lag 1 autocovariance with its population counterpart.
To be specific, the moment estimator of p under the AR(1) process has the formula
given by

— bl

py =2 (11.49)
c

where

)YED Zf]liijtfij(t+1)/{(T—1)2521”1‘}
S S S AT S i

ay =

)
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K n; T—1
DD Y (i 01 — i i1

by )
(T-1)3E n;
and
. S S 30 (Mg — i)
| =
{(T_l)zzl(:]ni} ’
where
S — (ﬂliﬂ)
2
Ojja

with 6; (B, 0y) = ;i (B, 05)[1 — mji (B, 07)] by (11.8).

This correlation estimate from (11.49) is used in (11.16) and (11.26) [or (11.27)]
to obtain further improved estimates of 3 and 67%7 respectively, which are in turn
used in (11.49) to obtain further improved estimate of p. This cycle of iteration
continues until convergence.

11.2 Application to Waterloo Smoking Prevention Data

In the GQL estimation approach discussed in the last section, the regression effects
B for the familial longitudinal model were estimated by (11.16), the longitudinal
correlation parameter was estimated by (11.49), whereas it was suggested to esti-
mate the familial correlation index parameter 6)% either by using the ©;(I) based
GQL(I) estimating equation (11.26) or by using the Q;y based GQL(N) estimat-
ing equation (11.27). Sutradhar and Farrell (2004), for example, have applied this
GQL(I) approach to cluster-correlated binary longitudinal data from the Waterloo
Smoking Prevention Project, Study 3. They have, however, used a stationary corre-
lation structure based GQL(I) approach which does not require the specification of a
longitudinal correlation structure whether AR(1), MA(1), or EQC, but this station-
ary correlations based approach is suitable when covariates are time-independent.
Sashegyi, Brown, and Farrell (2000) have applied a generalized penalized quasi-
likelihood (GPQL) approach to analyze the same smoking prevention study data.
This GPQL approach is a generalization of the PQL approach of Breslow and Clay-
ton (1993) from the generalized linear mixed models (GLMMs) setup to the gen-
eralized linear longitudinal mixed models (GLLMMs) setup. Note, however, that
this GPQL approach appears to have several pitfalls. First, as mentioned above, the
best linear unbiased prediction (BLUP) analogue PQL approach does not produce a
consistent estimate for the variance component of the random effects for small clus-
ter sizes (see Section 4.2.2 in the context of count data). Second, in this approach,
one estimates the conditional correlations by using the unconditional sample corre-
lations, yielding inconsistent estimates.
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In the smoking prevention study [See Best et al. (1995); Brown and Cameron
(1997); and Sashegyi, Brown, and Farrell (2000)], initially 100 Southern Ontario
elementary schools were assigned to either a control condition receiving no inter-
vention or one of the four treatment conditions distinguished by the type of provider
delivering the intervention program (nurse or teacher), and the type of training the
provider had received (workshop participation or self-preparation through printed
material). A baseline measure of smoking status was taken prior to any intervention
at the beginning of Grade 6. Subsequent assessments were then made at the end of
Grades 7 and 8, after which the students moved on to secondary schools.

As part of the high school component of the study, the students of the elementary
cohort were followed to the end of Grade 12, and their smoking status was measured
annually for four years starting in Grade 9. In this part of the study, 30 high schools,
each of which enrolled 30 or more students from the original cohort, were randomly
assigned to either an intervention or control condition.

We focus here on a subset of the data from the secondary school component of
the study only. Specifically, we attempted to construct a dataset by selecting a simple
random sample of four students at each high school from among those individuals at
the institution who provided complete information from Grades 9 through 12. This
was not possible for one of the schools due to an insufficient number of students
providing complete information. However, appropriate samples of size four were
selected from the other 29 schools in order to create the dataset.

In notation, the response y;j; = 1 if the jth student (j = 1,...,4), attending the ith
school (i =1,...,29) was a smoker at time period #(t = 1,...,4), and O otherwise.
We assume that the random school level effects, y; ~ i.i.d. N(0, 0'%). The covariates
included in the model were as follows.

e ¢, grade effect,r = 1,...,4, where t = 1 represents a Grade 9 observation, and so
on.

e HS, high school study condition, HS = 1 for intervention schools, and 0 other-
wise.

e ES, elementary school study condition, ES = 1 for any one of the four types of
intervention schools, and 0 otherwise.

e GENDER, gender effect, taking 1 for females, and O for males.

e [RISK, individual level risk score, IRISK = 1 for students deemed to be at high
risk for smoking based on the habits of parents, siblings, and friends, and 0 oth-
erwise.

In addition, the interaction between elementary and high school conditions HS x
ES, and the interaction between high school condition and gender HS x GENDER,
were also considered. Note that because the covariates are time independent, Su-
tradhar and Farrell (2004) have considered a stationary correlation structure among
the responses over time. Thus, Corr(y;j;,yijul¥%) = p; = p";_ul, where [ = |t — u|,
and [ =1,...,3. Note that this stationary correlation structure produces the uncon-
ditional covariances as
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Pit—u8ijjan [ ijjan — MijuTlije] fork = jiu <t

oV (Yiju, Yir) = . (11.50)
(70 j . — T juToie ) fork # jiu <t,

where .
iijan = | [wd1 = w51 = w5 ) e (7 D

Now by using o; j; . as the function of p;_u‘ by (11.50), and
Aijur = P;_M|gijj7uz + Tijijuts

the estimating equation (11.16) for 8 and the GQL(I) estimating equation (11.26)
for G}% are solved for given values of p;(¢ = 1,...,3). For the estimation of p,
similar to (11.49), we use the method of moments and obtain

*_
o = 121 (11.51)
: o
where
i A~ o~
. Zﬁlzﬁﬂzfﬂ FijiSijare)/ {(T = O T ni}
1 — i ~ I
Zf(:12?:12tT:1yi2jz/{TZf:1”i}
bt — K, Z’}izl Z,T;lf (703000 — i Toij g0
1 — )
(T—0)XE n
and

o o Z’;l:l ST giiiire
b {T-0sEim)

The results from fitting the model using both the GQL(I) and GPQL approaches
are presented in Table 11.1. There is little difference in the estimates of the fixed
effects parameters in the model. Results obtained under both approaches seem to
suggest that there is a significant grade effect, and that the individual level risk score
also influences smoking status. In addition, they indicate that there appears to be a
significant interaction between the high school study condition and gender, regard-
less of the estimation approach used. There are, however, noticeable differences
in the GQL(I) and GPQL estimates of the correlation coefficients and the random
effects variance. Also of note is the sizeable difference in the estimated standard
errors of the GQL(I) and GPQL estimators of the random effects variance, with the
former being much smaller. These results are expected and in agreement with the
aforementioned pitfalls in the GPQL approach. For a simulation study on the fi-
nite sample relative performances of the GQL(I) and GPQL approaches, revealing
a similar pattern in estimates, we refer to Sutradhar and Farrell (2004).
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Table 11.1 GQL(I) and GPQL estimates of model parameters and associated standard errors ob-
tained using the subset of the Waterloo Smoking Prevention Project-3 high school data.

GQL() GQL(I) GPQL GPQL
TERM Estimate Std Err Estimate Std Err

Intercept —1.328 0409 —1.339 0418

t 0381 0089 0372 0.093
HS —0.416 0464 —0.401 0455
ES ~0.398 0373 —0.400 0.365

HSXES 0263 0490 —0.256 0.482
Gender ~ —0.348 0292 —0.360 0.298

HS x Gender 1008 0415 0994 0413
Irisk 0718 0224 0712 0229
pr 0589  — 0466 —
P 0381 — 0270 —
o 0233 — 0145 —
o2 1199 0032 2384 0281

Y

11.3 Family Based BDML Models for Binary Data

In Sections 11.1 and 11.2, we have discussed a class of family based linear dynamic
conditional probability models to analyze familial longitudinal binary data. How-
ever, as argued in Chapter 9 (see Section 9.2), there are situations when, as opposed
to the linear dynamic models, the nonlinear dynamic logit model may explain the
binary data well. This happens especially when it is expected that the marginal mean
and variance at a given time depend on the past means and variances, respectively,
in a recursive way. Also, a technical advantage of this nonlinear logit model over
the LDCP models is that the correlations in the nonlinear setup satisfy the full range
from —1 to +1. In this section, for the purpose of fitting familial longitudinal binary
data, we consider a generalization of the BDML (binary dynamic mixed logit) mod-
els used in Section 9.2 in the longitudinal setup, to the familial longitudinal setup.
This family based new longitudinal mixed model is referred to as the family based
BDML (FBDML) model. Because, as opposed to the LDCP models, it is feasible
to use the likelihood approach in this logit model setup, we discuss the likelihood
estimation approach in addition to the GQL approach for fitting such FBDML mod-
els. The GQL and ML (maximum likelihood) approaches are developed in Sections
11.3.2 and 11.3.3, respectively, whereas the basic properties of the FBDML model
are given in Section 11.3.1.
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11.3.1 FBDML Model and Basic Properties

As opposed to the conditional linear dynamic binary probability model given in
(11.1), we consider a generalization of the mixed logit model (9.27) to the familial
longitudinal setup. This FBBDML model is given by

exp(xi; B+ %)
1 +eXP(x§j1ﬁ +1)]

Pr(Yji = xijiin) = =pio(n), (11.52)
exp{x;; B+ 6yiji—1+%}

1 +exp{x§jtﬁ +0yij—1+ 7}

= DPijtyijat (%) (11.53)

Pr(Yije = 1xije,yiji—13%) = [

fort =2,...,T. In (11.52) — (11.53), B is the p-dimensional vector of regression
effects, O is the lag 1 dynamic dependence parameter, and 7; is the unobservable
random effect for the ith family. As far as the distribution of 7; is concerned, similar

to the LDCCP models, we assume that id N(0, G}% ) [Breslow and Clayton (1993);
Sutradhar (2004)] so that for ¥ = ¥%;/oy, ¥/ id N(0,1).

11.3.1.1 Conditional Mean, Variance, and Correlation Structures

Note that the familial longitudinal model defined by (11.52) — (11.53) may be
treated as a generalization of the binary longitudinal mixed model for an individ-
ual considered by Sutradhar, Rao, and Pandit (2008). Further note that the binary
dynamic model defined by (11.52) and (11.53) appears to be quite suitable to in-
terpret the data for many health problems. For example, this model produces the
mean (also the variance) at a given time point for an individual member of a given
family as a function of the covariate history of the individual up to the present
time. This history based mean function appears to be useful to interpret the cur-
rent asthma status (yes or no) of an individual as a function of the related covariates
such as smoking habits and cleanliness over a suitable past period. In notation, con-
ditional on the random effect ¥;, the marginal mean at a given point of time ¢, that is,
5 (%) = E[Yije| %] = Pr(Yije = 1|y), fort = 2,...,T, has the dynamic relationship
with past means as given by

5 (%) = ENije| %] = pijeo (%) + 75,1 (F) (ijur () = Pijeo (%)), (11.54)
with ,
exp(xij1 B +oyY)
[1+exp(xi;, B + 0%,
by (11.52), and for other 7, p;; () and pj;,o(¥) are given by (11.53) with % =

oyY;". By a similar operation as in (11.54), the formula for the covariance between
yiju and y;j;, conditional on ¥, may be obtained as

1 (%) = pijio(%) =
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Gi*,jj,m(%*) = cov(Yiju, Yije¥})
= ﬂliu(ﬁ)(l - ni?u(ﬁ))H;:u+l (p?j)nl (Vlk) - pj}mO(Yf)) (1155)

Furthermore, we assume that conditional on 7;, the responses of any two members
are independent irrespective of their recording times. That is,

cov[(Yju,Yiee)|Yi] = 0, for j #k. (11.56)

It then follows that conditional on ¥}, the correlation between y;;, and y;, has the
form given by

pifjk,ut(’ﬁ) = COI'I'{(YijuaYikt)‘%k}

5 () (=75, (1)) , . )
]()f)(l—fimnrtn:wrl(pijml(ﬁ) _piij(%*))z for j =k

*
Tje

(11.57)

which ranges between —1 and +1. Thus, the nonlinear dynamic model (11.52) —
(11.53) produces correlations with full ranges, whereas the conditional linear dy-
namic probability model (11.1) produces correlations with narrower ranges.

It may also be convenient to have the formulas for the second-order raw mo-
ments. Conditional on 7}, for u < t, these raw second-order expectations, by fol-
lowing (11.55) and (11.56), may be written as

) o'ifjj.m(ﬁ) + ”;u(ﬁ)”;t(ﬁ) = lijjun for j=k
E(YijYu|¥) =9 | . . ‘ (11.58)
”iju(ﬁ)n’ikt(%k) = A’ijkm for J 7é kv
where ﬂi’}u(ﬁ ) is given by (11.54), and it is quite different from the conditional bi-
nary probability in (11.2) under the linear dynamic model.

11.3.1.2 Unconditional Mean, Variance, and Correlation Structures

As far as the unconditional means, variances, and covariances are concerned, they
may be derived from (11.54) — (11.56) as follows. First, to compute the uncondi-
tional mean from the conditional mean in (11.54), we write

E[Yij] = E¢E[Yij|Y/]

oo

= [ m et Dy,
= Tijt, (11.59)

where the formula for 7

7 (V) is given in (11.54).
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In the fashion similar to that of (11.59), one may next compute the unconditional
second-order moments E [Yl%,] and E[Y;j, Y| by using (11.58), as
JEo A i (VD) N (F DAY = Aijjun for j =k,
EYijYu) =4 ’ (11.60)
T A V)N (V1)Y= A forj # k,

yielding the variances and the covariances as

2
var[Yiju] = i jjuu = ijjuu — Tijy,
covYijus Yiee) = Oi jkur = ijrour — TijuTite (11.61)

respectively. The integrals in (11.59) and (11.60) may be computed by using the
binomial approximation as used in (11.7).

Note that the aforementioned first— and second-order unconditional moments
along with other higher-order moments up to order four are used in the next section
to develop the so-called GQL estimating equations for the regression parameters
vector B, dynamic dependence parameter 6, and the variance of the random effects
G}%. The likelihood equations for these parameters are given in Section 11.3.3.

11.3.2 Quasi-Likelihood Estimation in the Familial Longitudinal
Setup

11.3.2.1 Joint GQL Estimation of Parameters

Recall that in Sections 11.1 and 11.2, the regression effects § and the random ef-
fects variance G)% were estimated by solving GQL estimating equations, whereas
the longitudinal correlation index parameter p was estimated by using the method
of moments. Note that in the present FBDML model, the dynamic dependence pa-
rameter 0 is equivalent to p, but, it is more similar to the 8 parameter when past
responses are thought to be certain regression covariates. Consequently, we chose
to estimate all three parameters, namely, B, 6, and 6y, simultaneously by solving a
joint GQL estimating equation.
For

Vi = Ditls--sYijis-- > Yimr] 0T % 1,
2 > 2 .
st = [y,-ll,...,y,-jt,...,yin[T]/ T x 1,
!
Sit = [Vin1Yit2s - Yijulijes -+ o> Viny(r—1)Yimr) T (T —1)/2x 1, and

ni(n;—1
Sz = Yyl - Yijuikts - > Viom—1)1Yin7) %Tz X1, (11.62)
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let

fi=Dhsish) (11.63)
be the vector of distinct first— and second-order responses. Furthermore, let @ =
(B', 6, oy)’ be the vector of all parameters involved in the model (11.52) — (11.53).

Following Sutradhar (2004) [see also Sutradhar rao, and Pandit (2008)], the GQL
estimating equations for the components of the o vector may be written as

3 %501 (- &) —0 (11.64)
“ Do i i ) .

where

&=EF) = [E(Y)),E(S},E(Sh)]

= i Ay, Ap) (say) (11.65)
[cov(Y;) cov(Y;,S))) cov(Y;,Sh)
Q;=cov(F) = |- cov(Si1)  cov(Sit,Sh)
i cov(Si)
[Zi A Ainz
= |- Qi1 Q2| (say). (11.66)
| Qi

and d&//da denotes the matrix of the first derivative of & with respect to the com-
ponents of «.

Note that the formula for 7;; is given by (11.59). One may then construct the
mean vector 7r; as

=y,

where 7;; = [mj1, ..., Wji,...,Tjr| . Note that even though the mean vector 7; here
looks similar to that of (11.16), the formula for its components are, however, quite
different. Similarly, the n;T X n;T covariance matrix X; for (11.61) can be computed
by using the formulas for the var[Y;;;] and cov[Y;;,, Y] from (11.61). As far as the
computation of the other mean vectors, namely, 4;; and A; in (11.65), and the com-
putation of the other component matrices for £2; in (11.66) are concerned, they may
be done similarly. However, because the construction of some of the matrices in
(11.66) require fourth-order moment computations, for practical convenience, we
provide below a simpler uniform and numerically friendly computational technique
for all components of the mean vector &; and covariance matrix £2;.
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(a) Formulas for the Elements of the Mean Vector &; for GQL Estimating Equa-
tion (11.64)

Let

ﬁ?le(Ti) = Pr(yiji|t) = *,}]110(71)(1 —P?ﬂo(fi))lfy""'

_ .
Pijiys, (%) = PrQyijelyije—,%) = p"ijpy,,, - (%)
X (1= Py, (7)) 70, (11.67)

where pjj,,, . are defined in (11.52) — (11.53). We now first compute the condi-

tional first- order moment 75, (%) as

75 (%) = EYije|¥]

= I P00 3 I [Py, (00)] o (1168)
(},j,)€5 THt

where z()'ijt)gs indicates the summation over all responses in the sample space 's’

which in this case does not contain y;j; only. More specifically, here ’s’ contains all
binary responses recorded at all time points for all members except the response
from the jth member at the 7th time under the ith family. Similarly, for any j,k =
1,...,n;,and u,t = 1,...,T, we compute the conditional second-order moments as

i?kttt(yi*) = E[Yi/'”Yikl‘%*]

= IT" [pij10(%)] > H;-i]anzz [ﬁ?jty,««‘,,l(%*)} . (11.69)
- ! Oiju=1yire=1)-
(,thu ikt ) S

By using (11.68) and (11.69), we now compute the unconditional first— and
second-order moments by

Tij = E (Yiji) =/f 75 ()en (v 1D)dy; (11.70)

K = E W) = [ R O)n(F DAY, AL7D)

which may be evaluated by using the binomial approximation similar to (11.7). It
is then clear that (11.70) leads to the vector m; and similarly (11.71) leads to the
vectors A;; and A, completing the computation of the mean vector &; for the GQL
estimating equation (11.64).
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(b) Formulas for the Elements in the Submatrices of the Weight Matrix Q; for
GQL Estimating Equation (11.64)

Recall that the weight matrix €2; in (11.64) contains the submatrices as shown
by (11.66). The computation of these submatrices requires the knowledge of the
second—, third— and fourth-order moments of the data. More specifically, X; is the
second-order moment matrix, which may be computed by using the formulas for
the first and second moments given by (11.68) and (11.69). For example, a general
formula for the diagonal elements of this n;7 x n;T matrix is given by

var(Yiju) = miju(1 — miju), (11.72)
whereas a general formula for the off-diagonal elements is given by
cov(Yiju, Yiee) = Aijraur — i ju Teike - (11.73)
b(i) Computation of the Third-Order Moment Matrices A;;; and A;1»

These matrices can be computed by using two different general elements, namely,
covV(Yiju,YijuYik:) and cov(Y;ju, Yix Yiey). The first general element computation can
be completed by using the first— and second-order moments from (11.70) and
(11.71). To be specific, the formula for this general element is given by

cov(Yiju, YijuYim) = E[YiﬁuYikt] — 0 ju i s

= E[YijuYix] — Tijulkijian = Mijran (1 — 7). (11.74)

Next to compute the second general element cov(Y;jy,Yix Yir,), similar to (11.69),
we first write the formula for the conditional third-order moment given by

Vikoun () = E YijuYiuaYien| )
= IT [5ij10(%)]

nj T ~% *
X > T2 1Ty [pijty,-j.,,l (% )} Ornml =L 15)17175)
OijusYike Yiev) &S WU Tk Sty

yielding the unconditional third-order moment as

Vit = E (uoatin) = [ Wi (F)an(f DAy (1176)

We then use this unconditional third moment and compute the desired general ele-
ment by

COV(Yiju;Yithiév) =E [Yiquithiév} - nijulikétv
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= Vjjkturv — Tijuiktry- (11.77)

b(ii) Computation of the Fourth-Order Moment Matrices 11, ;1> and Q;,

The computation of the elements of these matrices requires the computation for the
third— and fourth-order moments, where the formulas for the third-order moments
are given by (11.76). For the computation of the fourth-order moments, we first
write the formula, similar to (11.75), for the conditional fourth-order moment as

¢;}k€mutvq(’}¢> =E (YiquithinYimq|'ﬁ<)

= IT;Z, [pijn0(%)]

D R AT | o B ()
YVijusYike Yiew)Yimg &S Viju= 1Yk =1Yity="1:Yimg

yielding the unconditional fourth-order moments given by

rtmava = E (s YacTinYngl7) = | Ouamng w1 (11.79)

Finally, these fourth-order moments can be used to compute the desired elements
for these matrices as given by

COV[YiquikthZinmq] =E [Yiquithiiinmq] —-E [Yiquikt] E [Yiiinmq]

= (Pijkfmutvq - )Lijkutliﬁquv (11.80)

where the formula for the second-order moments A;ji,,, for example, is given by
(11.71).

(c) Formulas for the Derivatives d&//da For (11.64)

To compute these derivatives, it is sufficient to compute the derivatives dm;j; /d
and dA;jx,, /do. They are available in Exercises 11.4 and 11.5.

11.3.2.2 Asymptotic Covariance Matrix of the Joint GQL Estimator

Let Ggor denote the solution of (11.64). Because the expectation of the GQL es-
timating function in the left-hand side of (11.64) is zero, this estimator Ogqy is
consistent for &. The GQL estimator &goy, is also expected to be highly efficient
because of the fact that the GQL estimating equation (11.64) is constructed by us-
ing the inverse of the covariance matrix €2; as the weight matrix. Furthermore, under
some mild regularity conditions it may be shown that &gy, asymptotically (K — o)
follows a Gaussian distribution with mean ¢ and covariance matrix
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—1
&/ 5196
[2 Q; aa'] . (11.81)

11.3.3 Likelihood Based Estimation

11.3.3.1 Likelihood Function for the FBDML Model
Recall from (11.67) that
Piino(¥) = Privipl %) = P30 (%) (1= pljio (%))
iy (1) = Prlvigelyiza—1, %) = P ()= Py, ()00
The responses of any two members of the same family at any two time points, say

Yiju and y;x,, conditional on the family effect ¥, are assumed to be independent, thus
it follows that the likelihood function for 8, 6, and o, is given by

L(B.0.0) =TT, [T, (o0 aiy,, ()] 000 )%, (1182)

where ¢ (), for example, is the standard normal density of ¥;*. This leads to the
log-likelihood function as

K ni T K

log L(B,6,0y) = 2 > > [yijixii B+ 6yijeviji—1] + X, log Ji, (11.83)
i=1j=1r=1 i=1

where, for technical convenience, we assume y;jo =0 forall j=1,...,n;, and i =

1,...,K, and J; has the form given by
Ji:/ exp(disi) A9 (7:)d;,

with
Z zyljh d - G)/% )
j=1t=
and -
A= [T 1T {1+ exp (B + Ovig 1 + 077}

This log-likelihood function is exploited in the next subsection to obtain the likeli-
hood estimates for all three parameters 3,6, and oy.

11.3.3.2 Likelihood Estimating Equations
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The likelihood estimating equations for the parameters 3, 6, and oy, are obtained
by equating their respective score functions to zero. These equations are given by

dlogL dlogL
(ﬁ 6 GV) aﬁ _07 UZ(ﬁaevc)/): ae 207
dlogL
U = =0 11.84
3 (ﬁ? ,Y7 G’C) 80_7/ ’ ( )
where the score functions are computed as
K n; K A

ﬁ 0 G}’ 2 2 sztxzjt z J (11.85)

i=1j=1t= i=1

K n T KB

B 6 G}' 222)’1]0’1]1 1— z] (11.86)

i=1j=1t=1 i=1

and

U3(ﬁ7Y7G’C)

M;
— 11.87
T (11.87)

|IM><

respectively, where

A,-:/ exp(dis;)A

Zzl’zm,,, |xl/l‘| (%*)d%*a

j=1t=

Si— Zzl’um,, 1] Yo% )dY;

M; = / exp(d;si)A
j=lt=1

with p?ijijt—l as in (11.67). Also, B; in (11.86) is obtained from A; by replacing x;;;
with y; j7,;1 . In notation,
B; = Ai‘xz‘jtﬂyi_/‘zfl :

The maximum likelihood (ML) estimator of o = (B’,6,0y)’ is then obtained by
solving these score equations in (11.84).

Note that the evaluation of J;, A;, B;, and M;, require an integration, which ap-
pears to be quite difficult to solve. As in the last section [see (11.59) for example],
we approximate them numerically by using the simulation approach [Jiang (1998);
Fahrmeir and Tutz (1994, Chapter 7)]. Note that alternatively, one may use the bi-
nomial approximation as in (11.7). For example, we approximate A; in (11.85) by,

(s)

say A;” as given by

ng T

exp(d,-ws,-)A,-W 22 Pty (Voo Xije | (11.88)
j=1t=

A= L
M

HM§

where by (11.83)
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) -1
diy = 0yY;,, and Ay, = [Hj'.":lII,T:l{l +exp(x;; B+ Oyi—1+ Gy%’tv)}} ,
and

_ eXP(x;jtﬁ +0yiji—1 +diy)
1+exp(x); B+ 0yiji—1 +di)’

p?jlyij,t—l (,}/Ikw)

by (11.53). With regard to the numerical approximations, we further remark that
one may also achieve them by using other techniques as opposed to the aforemen-
tioned simulation approach. For example, one may refer to the adaptive Gaussian
quadrature method [Liu and Pierce (1994)] or the so-called binomial approximation
[Ten Have and Morabia ( 1999, eqn. 7)] to the normal integrals. For example, in the
later binomial approximation approach, as opposed to the simulation approxima-

tion (11.88), one would approximate A; by Al(b) (say), similar to (11.7), where for a

known reasonably big V such as V =5, and v; ~ binomial(V, %), Agb) has the form

1% n T
A" = 3 expldi(vs)ai(v) [2 > Pl <v,->x,-,~t] (X ) (3)"()" ™,

j=1r=1
(11.89)
where, for example,

Ai(Vi) = Al —vi-v(1/2))/v(1/2)(1/2))»

with A; given in (11.83) as a function of ;.
11.3.3.3 Asymptotic Covariance of the Joint ML Estimator

Let = (B’, 6, oy)’ be the (p + 2)-dimensional vector of parameters, and U =
[U{ Us, U3 be the vector of corresponding score functions, where score functions
are given by (11.84). Furthermore, let M = —dU /da/ be the (p+2) x (p +2)
Hessian matrix, which is computed as

d*logL 9*logL 9logL
JBIpT IBa0  IBdoy

d*logL 9%logL
M=—| o F9e |- (11.90)

9*logL
do}

One may then obtain the maximum likelihood estimate of & by using the iterative
Qpsy = O, + [{EyM}_lU]<r), (11.91)

where [-] indicates that the quantity in the square bracket is evaluated at o = &,
obtained from the rth iteration.
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Note that in (11.91), I(&t) = —E,M is known as the Fisher information matrix.
However, it is well known that the use of the observed Hessian matrix M in place
of EyM produces almost accurate ML estimate [Efron and Hinkley (1978)]. Thus,
instead of (11.91), one may use the Hessian matrix based iterative equation

i1 = 0+ [{M} U] ") (11.92)

to obtain the ML estimate of . Let &y, be the ML estimator of ¢ which is the solu-
tion of (11.92). It also follows that as K — oo, &y, follows the (p + 2)-dimensional
Gaussian distribution with mean ¢ and covariance matrix

cov(bpr) =1 (o) = —[E;M] 1, (11.93)

with its diagonal elements as the asymptotic variances of the ML estimators. Note
that an estimate of this asymptotic covariance matrix in (11.93) may be obtained by
using the observed Hessian matrix; that is,

cov(bpy) =1""(a)=—[M]". (11.94)

However, to examine the efficiency performance of the likelihood approach as com-
pared to the GQL approach discussed in the last section, without doing any expen-
sive simulation study, we need to compute the asymptotic covariance matrix itself
given by (11.93). For this purpose we compute the E, (M) as follows.

Computation of E, (M)

We first compute all six second-order derivatives as shown in Exercise 11.6. These
formulas involve the binary responses yjji,...,y;jr for j=1,...,n;jandi=1,... K.
Now to obtain the expected values of these derivatives over all possible values of
the responses, we first rewrite them by replacing, for example, J; with J;y, and then
taking the sum of the whole derivative function under the ith family over all possible
values of the binary responses. For convenience, we demonstrate how to apply this
technique to compute the expectation of one of the second-order derivatives, namely
for E [02logL/[0BdPB']] . We re-express the formula for this derivative from Exer-
cise 11.6 as

and compute its expectation as
azlog L K 1 1 1 1
Bop i=1 | yil1=0  y;;=0  yip,;7=0"iy

Note that as we are using the simulation (or binomial) approach to approximate A;
by Al(s), for example, we in fact approximate the expectation in (11.95) as
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azlogL] K L 1 1
E = -
S0 )= 2| 2, 2 2

AW
[,; vﬁ+A<>A<>y]
0 Vi
(11.96)

The approximate expectation for five other derivatives may be computed similarly.

Exercises

11.1. (Section 11.1.4.2.) [First-order derivatives of A; with respect to 0'% (equations
(11.26) and (11.27))]

Recall the definition of the elements of A; from (11.22) to (11.25). Following the
notation in (11.25), verify that the derivatives of these elements with respect to G)%
are obtained by using the following formulas:

i, 14 Vi
887:;1%:4 _ zlvz . 1/‘2/ 11//22))][7-51?}“(1),-){1 TEIJM(V,)}] (X) (1/2)"1'(1/2)‘/—\/,'

agléj/éuu - 017 v;=0[U/z)((ll//zz)]ﬁtju(vi)[ﬂi,f”(vi){l ﬂ”u(vl)}]

(f_) (1/25(1/2)"

d i,jjut 4 Vi 1 2 * *
’5;; 20 ,Zov 1/‘2/ 1//2)) 1050 (Vi) 55 (Vi) {2 = 75, (vi) = 75 (i)}

( ) (1/2)vi(1/2)V i,

5 (vi) = 75 ()l =iv (12) /v (1/2) (1 /2))5

Y being a standard normal variable.

where

11.2. (Section 11.1.4.2 ) [Binary marginal and product moments up to order four
when p = 0 for any member(11.29)]
Verify the following results.

(a(l)) Var(Y,-jt) = o-ij,tt = 7[,'/';[1 — ﬂ[jt} by (] 18) (] 197)

(a(ii)) cov(Yiju,Yiji) = Oijutlp=0 (11.93)
- E’)f*[ iju l]l] T4 ju T je
= Tjju — TijuTij by (11.10). (11.99)

(a(iii)) cov(Yiju,YijeYije) = EYijuYijeYije] — TijuTijju

= Eiﬁ [ﬂl/uﬂl]tn.]/] T juTCij jut
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= Tjurl — TjuTlijjue (11.100)
(a(iv)) var(Y;uYije] = ijjul — Mijju) (11.101)
(a(v)) cov(YijuYije,YijeYijy) = EYijuYijeYijeYij] — MijjuTijj v
= Ey 7 Ju”z e T 'ﬂijv] T0ijjur Tij j v
= Tjjuty — TijjuTjjov- (11.102)

11.3. (Section 11.1.4.2 ) [Binary product moments up to order four when p = 0 for
any two members (11.30)]
Verify the following results.

(b(i)) cov(Yiju,Yiue) = EY;ju¥ine] — T juTine
= EY* [nl/uﬂlkt] — T4 juTCiks
= Tjkur — Tijullije (11.103)
(b(ii)) cov(Yiju, YiceYike) = Toijicure — T juTikk it (11.104)
(b(iii)) cov(YijuYije, YikeYir) = EYijuYijeYieYino] — i j,ue itk v
= Ey [0 Tt T i) — T2 Tk b
= T jk,urev — T0ij jut ik £ (11.105)

11.4. (Section 11.3.2. 1) [Formula for d;j; /d ]

write gi(l7) = T 15500 (NP I | 3y, (97) | and show from (11.68)
that
o (1) [
étﬁ = Z yz|')/k 2 2 Yijt — pz]ty,j, 1(y ))xlﬂ
Vije#s L j=li= ijp=1)
I (1) | & .
73’9 =Y |akilv) Y, Z(yijt*pijty,v_,\,_l(ﬁ))yiﬁ*l
yl‘jt%‘S L j=li=1 (yUt_U
o, (V) [ &« .
# = 2, |a0iln) X X 0ije = Py, (F) ; (11.106)
14 vije#s L j=l=1 ijr=1)
with ,
exp[x; ;B + oyY/]

* R —
pljl)’ijo(ylk) Pijio 1+exp[x;]-,ﬁ+077¢]7

yielding the desired derivatives as

an.i]t_ ll
L A

a7'L-i]t o z]t % %
30 / v (¥ 1)y,
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a7":1" aﬂ’.z (Y*) %
86;: = ,/70078][6 an(% 1)

respectively.

11.5. (Section 11.3.2.1) [Formula for dA; ji, /9 o]

Similar to Exercise 11.4, verify that

a;{’t*ku (}’*) & -
jaé = Z ylW Z Z(yl]l pz]l\,,, 1(Yk))xlﬂ
Yijuyijees L J=1r=1 Giju=1yijr=1)
I () | < < .
# == z yl‘% Z 2 yljt _pi/'tyij}tfl (Ti)>yij¢t_1
Yijuyije#s L J=1t=1 iju=1yije=1)
a)’l*ku Ofk) [ —
# = 2 yz\Yk 2 Z Yijt — pz]ty,j, I(Yﬂ))yk (11,107)
Y VijuYij s L j=l= Oiju=1yip=1)

yielding the desired derivatives as

alijkut / a)tljkut(/}fﬂ)
9B .. 9B
aA'i' u a)tz u (Y*) * *

i /%fgié an (% 1)dy,
82fijkut / a)‘l /kut
doy,

en(¥ [y

en (¥ [)ay;,

respectively.

11.6. (Section 11.3.3.3) [ Formulas for the elements of the second-order derivatives
(11.90) of the likelihood function]
Verify that
9°logL k1
1) ——=— JiA;g +AA] 11.108
(1) dBaIp’ ZJZ[ ip+ ] ( )

where J; and A; are as in (11.85), and the new quantity Ajg has the formula
n;

i|{ 2 2 pljt)ur 1 p;ﬁjl)’ij‘,rfl )x"j’xéjl}

j=1t=

Ajp :/ exp(dis;)A

n;

_{z zplﬂyljt 1 l/lzzplﬂym 1 ”} ( ) i (11109)

j=1t=1 j=1t=1
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Similarly
d%logL L
2) aﬁ(;gez—ZJz[JA,g—i—AB] (11.110)

i=1

where the new quantity A;g has the formula

Ajg = /_ exp(disi)A l{z szjly,j, 1 p;ﬂjtyij‘,fl)xijz)’ij,tfl}

j=1t=1

_{Z Zplﬂytjt 1 lﬂzzpl]t)ut lyljt ]} ( )d’)/k (11111)

j=1t= j=1t=1

Further verify that

PlogL &1
(3) Bac, ~ Zﬁ[JA,67 AiM;], (11.112)

i=1"vi

where

Ai")’ = [ exp d s [Z Zpljty,], 1 p?jtYij.tfl)xijt

j=1t=

1

z zplﬂ)ut 1 ljt 2 Zplﬂ)ljt 1

j=lt= j=lt=

XY o(v)dy; . (11.113)

Next show that the second derivatives with respect to 6 and oy, have the formulas
given by

d%log L 1

@ 3(;% =275 [JiBio +BY], (11.114)
i=1vi
d’log L K 1

® aeggé:y = =2 75 iBio, = BiMi] (11.115)
i=1vi

where

2
Bi9 = /_ CXp dsl {z Zpljl)”l 1 p?jty;j_,_l)yij,tfl}

j=1t=

+{Z Zl’um,, Viji— 1}] o (v )dy;, (11.116)

j=1t=
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Bi(ry - /7 eXP dSl {z zpl/n,j, 1 p;‘jty,-_,-ﬁ,q)yi./'vf*l}

j=1t=1

+{z zpl/lyljt lyljt 1} Zzpllt}t” 1

j=1t=1 j=1t=1

XY o(v)dy; - (11.117)

Further show that

’logL & 1 5
6) ——— = JiMis. — M: 11.118
( ) &O'% ,2112 [ 107 z]a ( )
where
MiGy = / exp(ds z Zpljf)’z/r 1
- j=1t=1
* 2
- {2,1 zpl]t),]t 1 pijty,'j,,,l)} Yqu)(’ylk)d’ylk (11119)
j=1t=1
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