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Preface: Setting the Stage

“If women had wives to keep house for them, to stay home with vom-
iting children, to get the car fixed, fight with the painters, run to the
supermarket, . . . listen to everyone’s problems, . . . just imagine the num-
ber of books that would be written, companies started, professorships
filled, pubic offices that would be held, by women.”

—Gail Sheehy, Passages, 1976

Honors Math 55 at Harvard University (called Advanced Calculus and Linear
Algebra) is advertised in the course catalog as “probably the most difficult
undergraduate math class in the country.” It is legendary among high school
math prodigies, who hear terrifying stories about it at their computer camps
and Math Olympiads. Some go to Harvard just to have the opportunity to
enroll in Honors Math 55. The year-long freshman course meets for 3 hours
a week, but the catalog warns that completing the assigned homework takes
between 24 and 60 hours a week!

The philosopher Christina Huff Sommers commented recently, “Math 55
does not look like America. Each year as many as 50 students sign up, but
at least half drop out within a few weeks. As one former student told The
Crimson newspaper in 2006, ‘We had 51 students the first day, 31 students the
second day, 24 for the next four days, 23 for two more weeks, and then 21 for
the rest of the first semester.’ Said another student, ‘I guess you can say it’s an
episode of Survivor with people voting themselves off.’ The final class roster,
according to The Crimson: ‘45 percent Jewish, 18 percent Asian, 100 percent
male.’ ”1

This book is about the reasons males are overrepresented in mathematics
and mathematically intensive scientific professions such as physics, computer
science, chemistry, operations research, mathematics, and engineering. Some-
times (but not always) sex differences in math and related aptitudes (like
spatial reasoning) show up early in childhood, but usually they begin to show
up later—around puberty, and the size of the male advantage accelerates
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x PREFACE

greatly during junior high and high school. By the end of high school,
boys excel on math aptitude tests and are more likely to be part of what is
called the “right tail of the distribution”—the top 10%, 5%, 1%, 0.1%, and
0.01% of scorers on tests such as the Scholastic Assessment Test-Mathematics
(SAT-M). The farther out on the right tail one goes (toward the top 0.01%, or
1 in 10,000), the fewer females there are. Males are often overrepresented in
the top 1% by 2 to 1, and in the top 0.1%, they are sometimes overrepresented
by a factor of 7 or more to 1.

According to some, male overrepresentation at the right tail of math ability
is the reason so few women are to be found working in math-intensive fields.
These fields allegedly draw on the top 1% of math talent, or an even higher-
scoring group such as the top 0.1%, or even the top 0.01%—and there are
fewer women at this level. In this book we shall examine this claim and related
claims, such as that there are fewer women at the top of the spatial ability
distribution, and that spatial ability undergirds competence in mathematically
intensive fields. As we will show, a score of 650 on the SAT-M captures nearly
twice as many boys (19%) as girls (10%); twice as many boys score above a
700 on the SAT-M test as do girls (10% versus 5%). Similarly, the farther
out on the right tail one looks, the greater the ratio of boys to girls, as will
be seen in Chapter 4. As a final example, in the latest year for which national
SAT-M data exist (2007), there were 23,281 boys who scored 750 or above; in
contrast, there were only 11,852 girls. Thus, boys outnumbered girls 2 to 1 in
this range which some claim is the math ability level of the average physical
scientists, engineers, or mathematicians.

Some argue, however, that tests such as the SAT-M do not measure the kind
of intense, highly creative thinking required of mathematicians. The Putnam
Mathematical Competition is a 6-hour intercollegiate examination adminis-
tered by the Mathematics Association of America. The test is taken by U.S.
and Canadian students on the first Saturday of every December. Putnam win-
ners are regarded as the top mathematics talent; many have gone on to lead
distinguished careers in mathematics, and several have become Nobelists and
Fields medalists. Any student can sign up to enter the Putnam competition,
although men are far more likely to register.

In recent years the exam has been taken annually by 3,500–3,750 under-
graduate mathematics students. Attesting to the extreme difficulty of the
questions, most of these math-talented students are unable to solve even a
single one of the 12 problems. The top 25 scorers usually solve five or more
of the problems; the top five scorers, designated Putnam Fellows, typically
solve 8 to 11. Women are vastly underrepresented among Fellows; for exam-
ple, in the last decade, only three women were named Putnam Fellows out of
51 recipients. A similar gender imbalance can be found among members of
U.S. Math Olympiad teams.
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Despite these pronounced right-tail differences on math and spatial aptitude
tests, girls and women outperform boys and men in math and science classes.
In other words, on average girls and women get significantly better grades in
math and science classes in high school and college. In fact, girls and women
outperform boys and men in virtually all classes. This fundamental observa-
tion has led to debates over the validity of aptitude tests. Debate has centered
on the question of whether these tests underpredict women’s performance in
college math classes (because women end up getting better grades than would
be expected on the basis of their SAT-M scores) or, conversely, whether col-
lege grading discriminates against men because they end up getting lower
grades than would be expected on the basis of their SAT-M scores. For exam-
ple, a man with the same SAT-M score as a woman seated next to him earns
a grade nearly two letter grades lower than hers in a mathematics course—he
gets a C/D versus her B.

Despite the findings of female dominance in classroom grades, the ranks of
professionals in math-intensive fields are lopsidedly male. Anywhere from
64% to 93% of the professors on tenure track in these fields are men,
and among full professors, the percentage of women is usually under 5%.
Although women have made great strides in entering these fields in the past
25 years, they show no signs of reaching parity with men in the coming
decades. Even if women suddenly entered math-intensive fields at rates com-
parable to men, and even if they completed their PhDs at rates comparable
to men—neither of which seem likely to happen any time soon—they do not
hold tenure-track jobs at rates comparable to men. This is due to myriad rea-
sons we shall discuss, such as women disproportionately taking part-time jobs
while they launch families, or preferring careers that are more people oriented
or offer greater flexibility. Part-time positions do not lead to tenure or high-
paying jobs; they tend to be teaching-intensive posts that must be renewed
periodically, are remunerated at lower rates than tenure-track positions, and
are the first to be cut in time of economic downturns. Importantly, part-time
positions do not allow for research or professional development, so those
in them have a hard time transitioning to better-paid and more secure jobs
because the latter depend on a candidate’s publication record, whereas those
in part-time jobs are hired to teach, rather than do research, and little or no
support is provided to conduct research.

THREE ALLEGED CAUSES OF WOMEN’S UNDERREPRESENTATION

Three classes of explanations have been offered to explain the underrepresen-
tation of women in math-intensive fields, and we discuss each of these in the
following chapters. The first concerns innate ability, and as will be seen, it is
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claimed that mathematical and spatial ability favor boys and men. The argu-
ment is that male brains are optimized for acquiring the ability to perform
complex, abstract math and spatial visualization in math-intensive domains,
and the dearth of women in math-intensive fields can be tied to their underrep-
resentation among the very highest-ability mathematics and spatial reasoning
students—such as Putnam Fellows, members of the Math Olympiads, and
those who succeed in Harvard’s Math 55 course—who, it is alleged, go on to
become successful in math-intensive fields. When engineering programs have
initiated courses to enhance the spatial ability of freshmen women, their grade
point averages and retention rates have improved, lending some credence to
the argument that it is spatial and mathematical ability rather than gender
per se that leads to the sex imbalance in these fields.

A second class of explanations we shall delve into argues that the under-
representation of women in math-intensive fields is not the result of women’s
lower ability in mathematics and spatial reasoning, but rather results from
social and cultural biases and barriers that prevent women from maximizing
their potential in these domains. These biases are said to include stereotypes
and cultural expectations that channel women into fields that are less pres-
tigious, less secure, and less well remunerated than math-intensive fields.
According to such arguments, if the gender composition of math-intensive
careers was divvied up according to actual mathematical and spatial ability,
there would be far more women in them; their underrepresentation far exceeds
that which can be accounted for by sex differences in math and spatial ability.

Finally, a third argument explaining the reason for the sex asymmetry
in these professions alleges that women are simply less interested in math-
intensive careers than men. This argument supposes that even when they have
math aptitude comparable to men, women prefer people-oriented careers. Fur-
ther, it is claimed from survey data that women are far more likely than men
to prefer jobs that can be adapted to personal and family needs, and this leads
to their underrepresentation among mathematical scientists. We will review
evidence supporting this view, although, as is true of the other two views,
it cannot fully account for the dearth of women in mathematically intensive
careers.

In this book we describe and dissect the evidence for each of these three
classes of explanations, each of which contains a layered set of interrelated
arguments. To foreshadow our conclusion, we believe that the evidence, when
taken in its totality, points to nonbiological/ability factors as the major causes
of the underrepresentation of women in mathematically intensive careers.
These include sex differences in occupational preferences and work–family
conflicts that limit women’s entry into these professions far more often than
they do men’s: Women with high mathematical talent prefer to enter nonmath
fields such as medicine, veterinary medicine, law, and biological sciences,
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while men with high math talent are more likely to prefer math-intensive fields
such as engineering and physics. Women are also far more likely to be equally
talented in both math and verbal domains simultaneously, giving them more
options to enter nonmath fields than are available to men. And women pay a
child penalty that is greater than men’s; they are less likely to be promoted in
some physical sciences if they have a young child than are comparable men.
A number of secondary factors that emerge as possible influences include cog-
nitive ability differences between men and women and biological factors such
as hormones and brain organization, as well as biases and barriers, although
the latter have declined in importance in recent years and now seem fairly
weak as an explanation for women’s current underrepresentation.

A resolution of the debate over the putative causes of women’s under-
representation in mathematically intensive careers has been hindered by the
breadth of fields involved. A comprehensive analysis of all possible causes
necessitates evaluating evidence beyond any single scholar’s area of train-
ing and expertise. As readers will see, the relevant data come from at least
seven different fields: endocrinology, economics, sociology, education, genet-
ics, cognitive neuroscience, and psychology. Excellent reviews of pertinent
research exist within each of these specific fields, but they do not make con-
tact with the data and arguments of researchers in most of the other fields.
We strove to change this; in writing this book we went well beyond our own
field of psychology and evaluated the key evidence from all seven fields. So
this book is the culmination of many years of focused reading, research, and
discussion with colleagues. At various turns, we relied on those with expertise
in fields outside our own to critique our interpretations and conclusions. For
example, we asked experts in behavioral endocrinology to critique our anal-
ysis of the massive body of data on the relationship between male hormones
and spatial and mathematical ability. Similarly, we relied on colleagues in
sociology and economics to alert us whenever they felt our interpretations
of the scientific literature in their fields were off the mark. Ultimately, how-
ever, this is our book and we accept full responsibility for its accuracy and its
conclusions.

The detailed scientific basis that underpins this book’s conclusions can be
found in our recent extensive review and synthesis of over 400 publications,
entitled “Women’s Underrepresentation in Science: Sociocultural and Biolog-
ical Considerations.”2 Readers interested in the technical details surrounding
our analyses of the evidence from the seven fields can find it there (along with
84 pages of supplemental graphs, tables, and text that accompany the article
online). That article was the result of 3 years of research by the two of us,
along with our colleague and friend, Susan M. Barnett, and it was easily the
most arduous research we have done in our long careers. When the article was
reviewed by the journal Psychological Bulletin—the premier review journal in
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psychology—reviewers across the nature–nurture divide gave it high marks.
This very lengthy scientific journal article provided the evidentiary basis for
many of the arguments in the present volume.

Because the topic of women’s underrepresentation is emotionally laden,
few individuals, including academic researchers, are truly neutral. Most of our
colleagues have agendas—some to prove that women do not lack any ability
that would preclude them from success in math-intensive careers, and others
seeking to prove the opposite. We had only one agenda in writing this book:
to present the fairest, most dispassionate analysis warranted by the data. Of
course, this sounds quite self-serving, but as evidence of our lack of a political
agenda, we can point to the frequency with which we have changed our views
on this topic over the past 3 years of synthesizing this large research corpus.
We began this project with markedly different positions than we ended up
with; in fact, during the first 2 years of researching and writing, we engaged
in a considerable degree of (often heated) debate among ourselves. Over time,
all of our views changed in response to arguments among ourselves and upon
considering new evidence. We have ended up with a position that is in some
respects opposite to where we began. We mention this in the context of dis-
cussing why we are confident that our conclusions will be seen as an honest
synthesis of research up to this point. Although we had our own theories
about women’s underrepresentation in math-intensive fields, we were not so
entrenched that we refused to budge. We attribute this to our willingness to
go with the data, rather than fight it relentlessly as some ardent proponents on
each side of the debate seem to do. This dispassionate stance might have been
unlikely had we come to this book defending a career-long record of endors-
ing one side in this debate. But we had not worked on this topic until late in
our careers, so we had nothing to defend. Yet, our training across a number
of subfields of psychology (developmental, cognitive, and educational) served
us well when synthesizing the seven classes of research on which we base our
conclusions.

Finally, it may be obvious, but is nonetheless worth stating, that not every-
one will agree with our conclusions. Full agreement is unattainable in such
a contentious area, much like any treatise on an emotionally charged topic.
Ardent supporters on both sides of the nature–nurture divide who have spent
some or all of their careers defending their positions are unlikely to “roll over”
upon reading our analysis and admit they got it wrong. In fact, we have no
doubt that some will ferociously attack our conclusions. However, in the court
of expert opinion, we believe that our analysis will withstand the test of time,
even if some pockets of individuals disagree.

In the following pages we examine the most relevant evidence from the
seven scientific fields mentioned earlier and, in doing so, show why some of
these issues in the debate over women’s underrepresentation have proved so
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difficult to settle. We clarify the issues necessary to resolve areas of disagree-
ment, basing our conclusions mainly on the past three decades of analyses
and arguments about patterns of sex differences in achievement and behavior.
As already noted, our conclusions are based on more than 400 studies that
span biological sex differences (such as hormones, brain organization, and
evolutionary pressures) and gender differences in childrearing and personal
preferences/career aspirations, to studies of the determinants of mathemati-
cal aptitude (like spatial cognition), to a growing literature on stereotypes and
institutional biases that impede women’s progress. Upon reaching the final
chapter, readers will discover that we find the evidence debunks a number
of claims made by scholars and policy makers; fortunately, it also supports a
number of equally important claims.
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Introduction: Why care about
women in science?

“There are issues of intrinsic aptitude.”
—Lawrence Summers, 2005

“Mathematical and scientific reasoning develop from a set of biologically
based cognitive capacities that males and females share. These capaci-
ties lead men and women to develop equal talent for mathematics and
science.”

—Elizabeth Spelke, Harvard University, 2005

“I have frequently been questioned, especially by women, of how I could
reconcile family life with a scientific career. Well, it has not been easy.”

—Marie Curie, 1897–1956

The plight of women who opt out of work because of family needs is an old
one, and it has received a great deal of press attention. In a special report
for the American Prospect Magazine in March 2007, Joan Williams, pro-
fessor of Law at the University of California Hastings College of Law and
director of the Center for WorkLife Law, reviewed 119 news stories appear-
ing between 1980 and 2006. These stories described the circumstances of
women who felt pressured to leave jobs because of inflexible working con-
ditions and unaffordable childcare. The women didn’t generally want to leave
their jobs, and felt frustrated and economically vulnerable doing so. Williams
argued that the idea that these women opted out of their jobs is misleading;
rather, they were forced out due to a lack of options. Their jobs required that
they work full time (for professional women this means at least 40 hours
a week, often more), and there is a penalty for those who interrupt their
careers. Future employers see gaps in employment as a lack of commitment.
As one of the women in Williams’s study put it: “Be prepared for the real-
ization that in the business world your stepping out time counts for less than
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4 THE MATHEMATICS OF SEX

zero . . . [and] may make potential employers think you are not as reliable as
other applicants.”1

Our interest is in the subset of women who are capable of earning higher
degrees in mathematically intensive fields (such as computer science, chem-
istry, physics, economics, accounting, statistics, engineering, mathematics,
and operations research) but who either do not do so for a variety of reasons
we will describe, or do earn advanced degrees in these fields but end up mak-
ing less progress as professionals in them than do men who earn comparable
degrees—again, for a variety of reasons. We do not discuss women who work
in clerical or support positions and feel pressured to balance the demands of
their jobs and families; the focus of this book is squarely on women with
math-intensive capabilities. These women present a particularly intriguing
scientific and public policy challenge, as will be seen. They are especially
underrepresented among professionals in math-intensive fields, occupying
less than one-third of tenure-track positions, and often less than one-eighth of
them. And even these numbers misrepresent the presence of American women
in these fields because the majority of the women in some of them are foreign
born. For example, according to a recent report, only 20% of the female fac-
ulty in the top five mathematics departments are born in the United States. Of
the 80% born elsewhere, many are immigrants from countries in which girls
are frequently members of International Math Olympiad teams.2

In Table 4 of their article in Notices of the American Mathematical Society,
Andreescu et al. provide data on the top 15 countries as far as performance
in the International Math Olympiad competition. This is a 9-hour essay-
style examination given annually to teams from approximately 95 countries.
Romania, Russia, Hungary, Korea, China, Taiwan, Viet Nam, and Bulgaria
have a high percentage of girls on their math Olympiad teams, and these are
the same countries that provide a disproportionate number of women to math-
intensive fields, both in their countries and in academic departments in the
United States when they immigrate. No country from Western Europe makes
this top 15 list, and although the United States did make it, half of its girls were
either immigrants or children of immigrants from Asia or Eastern Europe.
Andreescu et al. argue that the prevalence of girls on the Math Olympiad
teams is cultural rather than genetic because there are significant disparities
in the prevalence of girls in neighboring countries that are ethnically similar
(for instance, between East and West Germany, between Korea and Japan, or
between Slovakia and the Czech Republic) as well as marked changes in the
prevalence of girls within the same country over time. In the United States,
ethnic Jewish and Asian boys are 10- to 20-fold more likely to be members of
these Olympiad teams than other ethnic groups.

Women’s underrepresentation does not end on Math Olympiad teams or in
academia; they are also underrepresented in leadership posts in business and
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industry. Numerous policy makers have commented on the need to utilize all
of our intellectual resources, particularly in the aftermath of 9/11 when we
saw a reduction in the admission of foreign graduate students to the United
States to do doctoral training in math-intensive fields. Any lacuna created by
a reduction in foreign graduate students can only be filled by bringing more
U.S. men and women into these careers.

OVERVIEW OF THE PROBLEM

Roughly half the population is female, and by most measures they are far-
ing well academically. Consider that by age 25, over one-third of women
have completed college (versus 29% of males); women outperform men in
grades in nearly all high school and college courses, including mathematics3;
women now comprise 48% of all college math majors4; and women enter
graduate and professional schools in numbers equal to or greater than men
in most, but not all, fields (currently women comprise 50% of MDs, 75%
of veterinary medicine doctorates, 48% of life science PhDs, and 68% of
psychology PhDs).

However, in mathematically intensive STEM (science, technology, engi-
neering, and mathematics) fields, women are highly underrepresented as
faculty members at 2- and 4-year colleges, as seen in Figure I.1. Although this
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figure shows the enormous gains made by women in the last three decades—
for example, in the 10 years between 1989 and 1999, women nearly doubled
their presence among engineering faculty, from 10% to 19%—women still
comprise only a quarter or less of the faculty in math-intensive fields, in con-
trast to the biological sciences in which they occupied 44% of faculty posts
in the year these data were compiled (and now occupy 48%). The dearth
of women is even more pronounced if we look at their numbers among the
highest faculty ranks—full professors, directors, chairs, and deans. At the top
50 U.S. universities, the proportion of full professorships in math-intensive
STEM fields held by women ranges only from 3.7% to 15%, as can be seen
in Figure I.2, which is based on 2005 National Science Foundation Science
Indicators data (National Science Board, 2006).

Is the underrepresentation of women just a temporary glitch? Will the
bumper crop of recent female PhDs work its way through the professional
ranks until the proportion of female full professors, deans, and center directors
is reflective of the proportion of female PhDs in each field? Probably not,
for two reasons. First, the proportion of women hired as assistant professors
in some scientific fields is still lower than the number of women receiving
PhDs in them, and in some fields it is considerably lower. In biological sci-
ences, although 46.3% of the PhDs awarded between 1996 and 2005 were
to women, they were hired for only 35% of the assistant professorships at
research universities. Similarly, in chemistry although 32.4% of PhDs were
awarded to women, only 21.2% were hired as assistant professors at research
universities. On the other hand, in civil, mechanical and chemical engineering,
physics, and astronomy the numbers of women hired as assistant professors
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actually exceeds their base rate among PhD recipients; for example, women
comprised only 8.4% of PhD recipients in mechanical engineering but were
hired for 18% of its assistant professor positions—see Donna Nelson, 2007,
Table 11. The second reason is that in the fields that have hired women at
higher rates than their PhD participation, the overall numbers of women are
very small. Only 8.4% of mechanical engineering PhDs are women, only
14.3% of physics PhDs are women, only 21% of computer science PhDs
are women, and only 12.3% of electrical engineering PhDs are women.
It would take a very long for such low base rates to reach parity with men.
In a nutshell, in the mathematically intensive STEM fields, women are less
likely to matriculate in mathematical fields and less likely to complete gradu-
ate work, and when they do, they are sometimes but not always less likely
to be hired as assistant professors, especially in tenure-track posts. These
are the premier jobs in the academy, with a route to job permanence and
benefits.

Some have argued that women are even less likely to prosper once they are
hired. Economist Anne Preston did an analysis in 1994 that is still valid. She
showed that women, once hired, exit science and engineering careers at higher
rates than do men, and this is true at every stage of their careers—from starting
scientists to senior scientists. Interestingly, this is also true among women
without children. So the reason women exit STEM careers cannot solely be
attributed to family needs, although as we shall see some portion of it can. But
the fact is that women are far more likely to abandon such careers than men
are, and women are more likely to abandon careers in math-intensive fields
than they are in less math-intensive areas. For example, women are 2.8 times
more likely than men to exit STEM careers for other occupations, and 13 times
more likely to quit the labor force completely. (One caution: A 13-to-1 ratio
sounds dramatic, but very few men or women quit the labor force completely,
although of the minority who do, women predominate.)

Inquiring Minds Want to Know

Do more women belong in these mathematically intensive fields than are
being trained and hired at the entry level into their professions? Is their under-
representation in these fields a consequence of their having less ability (and,
presumably, recognizing this only after having advanced in their fields to a
certain stage)? Or are nonability factors the culprit, such as less interest in
being an engineer or a physicist than, say, a psychologist or veterinarian? Or
is the shortage of women in math-intensive STEM fields the consequence of
societal/institutional biases, beginning with lack of parental encouragement
during childhood and gender stereotypes that handicap women’s test perfor-
mance and deter them from taking future math and science coursework or
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prompting them to exaggerate the level of performance needed to succeed—
leading women to disproportionately sacrifice their careers to raise families
or care for elderly parents—and ending with discriminatory hiring and
promotion practices, as some studies have claimed?

And even if they don’t face overt discrimination, do women just get tired
of dealing with the predominance of socially awkward, highly competitive
men they encounter in math departments or engineering firms, as suggested
by one ex-physicist who left her field? If ability differences are responsible
for part of the dearth of women in math-intensive STEM fields, what are the
specific abilities women lack? Are these differences innate? Put another way,
is our society holding girls and women back, or are girls and women simply
not as interested or equipped as men to succeed in math-intensive fields? And
if society could change the number of women entering math-intensive STEM
fields, should it do so—and what level of resources should society invest to
bring about such a change? What are the opportunity costs to women if they
are urged into these fields, possibly at the expense of entering other fields in
which they would thrive and find greater satisfaction? These are some of the
questions we attempt to answer in the coming pages. Answers will require
connecting the dots across myriad bodies of research.

Throughout this book we use the acronym STEM to refer to those sci-
entific fields that are heavily math intensive, such as mathematics, physics,
engineering, chemistry, operations research, economics, accounting, materi-
als science, and computer science. We explicitly exclude other STEM fields
such as psychology, biology, and sociology, which are generally less mathe-
matical, except where noted otherwise. We acknowledge exceptions to this
division of disciplines, with some STEM subspecialities being less math
intensive and others being heavily mathematical. For example, one of our
daughters completed graduate work in the field of environmental (civil) engi-
neering, which although heavily mathematical, may be no more so than some
of the heaviest math-laden specializations in certain social sciences, such as
quantitative psychology, economics, and sociology. Notwithstanding these
exceptions, on average, the fields listed previously are regarded by those
who work in this area as the most math intensive, and they are also the
ones with the greatest gender gap among professionals, including academic
professionals.

Beyond “Beyond Bias and Barriers”

Many individuals and organizations have tried to answer the questions we
raised previously.5 Indeed, many have thought they have done so, and have
gone on to recommend solutions to the problems they identified. However,
agreement has proven to be elusive. A case in point is the furor surrounding
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the fall 2006 National Academy of Sciences report, spearheaded by Donna
Shalala, former secretary of the Department of Health and Human Services,
on the issue of the underrepresentation of women in some STEM fields. Her
august 18-member Committee on Science, Engineering, and Public Policy
of the National Academy of Sciences (NAS) issued the results of its year-
long deliberations6 with a title that signaled its conclusions: Beyond Bias
and Barriers: Fulfilling the Potential of Women in Academic Science and
Engineering.

The report was hard-hitting, arguing against aptitude differences in mathe-
matical ability as an explanation for the shortage of women in mathematically
intensive fields. The report concluded: “It is not lack of talent, but unin-
tentional biases and outmoded institutional structures that are hindering the
access and advancement of women. . . . Women are capable of contributing to
the nation’s scientific and engineering enterprise but are impeded in doing
so because of gender and racial/ethnic bias and outmoded ‘rules’ governing
academic success.”7 The authors of the NAS report recommended a call to
action: “Faculty, university leaders, professional and scientific societies, fed-
eral agencies and the federal government must unite to ensure that all our
nation’s people are welcomed and encouraged to excel in science and engi-
neering in our research universities.” This call to action was accompanied by
a set of specific steps institutions were urged to take.

Although this report was intended to end the debate once and for all about
the roots of gender inequality in math-intensive STEM fields, representing
as it did the consensus opinion of a very distinguished group of 18 schol-
ars and administrators, the outcome was rather different. Critics inveighed
against its science, calling the report a “political tract”8 and stating that
it “upheld an orthodoxy of female victimization.”9 Editorial writers across
the country lined up to take sides. On one side were the supporters of the
report’s conclusion that cognitive sex differences, to the extent that they
exist at all, are the consequence of biases and various cultural assumptions
and stereotypes, but not the cause of women’s underrepresentation in STEM
sciences.

For example, Maxine Singer, president emeritus of the Carnegie Institu-
tion, wrote in a lead editorial in the journal Science that universities are
wasting the skills and talents of many women by discouraging and inhibit-
ing them from fulfilling their potential in academic science and engineering.
She endorsed the NAS report’s conclusions that biases, not differences in
aptitude, were at the root of the problem: “The new report . . . is an exhaus-
tive and critical review of relevant published research and analyses, as might
be expected given the distinguished authoring panel of scientists and engi-
neers. . . . Societal assumptions and their cultural consequences can account
for most of the actually minor cognitive differences measured between the
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sexes.”10 Other commentators, however, were notably less sanguine about the
report’s balance. Consider:

A committee of experts looked at all the possible excuses—biological differences
in ability, hormonal influences, childrearing demands, and even differences in
ambition—and found no good explanation for why women are being locked out.
[However] the panel included a number of strong proponents of the belief that women
in science are held back primarily by sexism and that aggressive remedies to these
biases are needed. Noticeably absent were proponents of other viewpoints who argue
that biological sex differences influence cognitive skills in some areas. Ultimately,
the report is a missed opportunity. It could have addressed the personal and family
choices women could make to maximize their career potential, or looked at the fac-
tors in the high achievement of Asian-American women in science. Instead, it upheld
an orthodoxy of female victimization. Women, and science, deserve better.11

The report says that women are discouraged from going into science because of social
pressure and ‘unintentional’ and ‘unconscious’ biases—which may well exist. But
Shalala’s committee is so determined to blame everything on discrimination that it
dismisses other factors without giving them a fair hearing.12

Clearly the NAS report did not resolve the issue of why so few women are
thriving in mathematically intensive fields—nor have the national symposia
and debates that were convened in the wake of its release, such as the one
by the American Enterprise Institute in fall 2007, or special issues of jour-
nals that have been devoted to this question.13 Why does the debate over
women in science continue? What is it that makes this issue so difficult to
resolve?

We recognize that we are trying to explain social phenomena using raw data
that are, in most cases, several steps removed from the final outcome being
explained. For example, on the one hand, the relationships between preschool
children’s activities that are allegedly related to their emerging mathemat-
ical and spatial skills—such as block building, Lego assembly, erector set
activities, and jigsaw puzzle assembly—and on the other hand, the tenure and
promotion of middle-aged female academics in math-intensive STEM fields.
As social scientists, we are trained to build a case by analyzing and triangulat-
ing data and testing alternative hypotheses to surmount data limitations when
they occur. This is by no means a guaranteed recipe for discovering truth,
but it is better than reliance on subjective individual testimonials, ideological
positions, or dependence on only a subset of the relevant data.

BACKGROUND TO THE CONTROVERSY

The underrepresentation of women in mathematically intensive STEM fields
is a key controversy of our time, one sparking debates on campuses across
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the United States. In 2005, an editorial in Science Magazine commented
that Lawrence Summers, former president of Harvard University and chief
economic consultant in the Obama administration, “put the issue of women
in science on the front burner.” While trying to explain the lack of women at
the top of their professions in science and engineering, Summers attributed
some of women’s lower success rate in these math-intensive fields to a
lack of innate ability (“There are issues of intrinsic aptitude”), although
he also acknowledged other sources of sex differences that we describe
later. Yet when the National Center for Education Statistics issued its long-
awaited updated report, Trends in Educational Equity of Girls and Women:
2004,14 based on its analysis of extensive data sets, the report concluded:
“While females’ performance in mathematics is often perceived to be lower
than that of males, NAEP [National Assessment of Educational Progress]
results have shown few consistent gender differences over the years, partic-
ularly among younger students. Twelfth-grade NAEP assessments in math-
ematics and science show no significant gender differences in achievement
scores.”15

If 12th graders don’t show sex differences on the NAEP math test, then
what is causing the dearth of women scientists, mathematicians, and engi-
neers? Is it due to a lack of intrinsic aptitude that shows up on mathematics
tests that do not assess what has been directly taught, as does the NAEP, but
rather require creative solution of novel problems, as some aptitude tests claim
to do? Or do sex differences in mathematics show up after high school, as
mathematics becomes more complex? Or is it something else? If women are
intrinsically less capable, how do they do so well not only on the NAEP math-
ematics test in high school but also in college math courses, where they tend
to outperform males? Are their superior grades due to noncognitive factors
such as being better prepared for tests, doing homework assignments, and
participating more actively in class?

Some scholars on this topic have cautioned that the focus should not be on
mean differences between men and women—that is, in average grades, aver-
age test scores, or average passing rates. Rather, some believe we should focus
on differences at the extreme right tail of the ability distribution, for example,
in the proportion of men and women who score in the top 1% or even the top
0.1%, .01%, or 0.001%, as with the Putnam Fellows, who are alleged to be 1
in a million.16 In other words, it might be irrelevant that men and women have
similar average math grades or NAEP scores if they differ in their frequency
of scoring among the top, say, 1 in 1,000, if in fact this is the rarified seg-
ment of the ability distribution from which STEM scientists hail. By analogy,
if we were interested in understanding why more African Americans were in
the starting lineups for the NBA All-Star game, we would not be interested
in whether the average ability of white males and black males was similar.
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We’d want to know whether more African Americans performed in the top
1 in 100 or perhaps even the top 1 in 1,000 or 1 in 10,000, because this
is the segment of the basketball-playing population that is successful in the
NBA. We will return to this point later when we examine conflicting evi-
dence on the ratio of men to women in the very top range of mathematical
ability.

By suggesting that a gender difference in intrinsic mathematical ability
is the basis for the dearth of female scientists, engineers, and mathemati-
cians, proponents relegate rival explanations to secondary status. So biased
hiring, discriminatory tenure and promotion practices, negative stereotypes
about women’s ability, and socialization and other experiential differences are
downplayed. Some suggest that the underrepresentation of women in math-
intensive fields only secondarily results from gender differences in career
interests or female-unfriendly (or parent-unfriendly) institutional policies, a
position we will directly address later.

The insinuation of biologically based sex differences in cognitive abil-
ity has been radioactive on college campuses, provoking debates across the
nation as well as an outpouring of editorials and commentaries in the national
print media,17 letters from groups of eminent science administrators,18 and
edited volumes and entire issues of journals devoted to this issue.19 There has
also been a host of policy summits on the topic, including the commission-
ing of the year-long effort by the National Academy of Science’s Committee
on Science, Engineering, and Public Policy (culminating in the 2006 Shalala
report mentioned earlier) and an open convocation entitled “Maximizing the
Potential of Women in Academe: Biological, Social, and Organizational Con-
tributions to Science and Engineering Success,” held at the National Academy
of Sciences.20 There were also full-day and multi-day symposia and debates
at think tanks such as the one at the American Enterprise Institute mentioned
earlier.

Perhaps one could argue that scientists and public figures such as Lawrence
Summers should refrain from this debate. However, we favor free speech
in science; one ought not to be vilified for speaking or publishing opinions
that are accurate depictions of scientific data unless such statements fail to
consider counterevidence that persuasively refutes them. If other data can be
invoked to refute the claims of proponents of gender differences in intrinsic
ability, then that is how scientific knowledge accumulates to solve important
problems, and that is precisely how many important consensuses have come
about. Instead of making attributions about the putatively flawed character of
proponents of a certain view, we as a community should focus on attempt-
ing to refute the evidentiary basis for it. Perhaps we can do this, and if so it
will advance our understanding far better than silencing proponents who have
arrived at opinions to which we object.
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QUESTIONS AND ANSWERS

Numerous efforts have addressed the question: What is the cause of the
pronounced difference in the number of men and women in STEM fields,
particularly those that are mathematically intensive? Proffered explanations
have included all of the following:

• Male brains are genetically more efficient at doing complex mathematics (they
are optimized for certain forms of spatial cognition that underpin certain types
of advanced mathematics), and even in infancy boys excel at spatial skill.

• The environment—society, schools, parents, peers, and so forth—creates per-
formance and “ability” differences in the absence of innate differences, and
it does this through the transmission of cultural beliefs and stereotypes that
impede girls with high mathematical aptitude.

• Society discriminates between equally capable individuals on the basis of their
gender, giving preferential hiring, publications, and grants to men over women
who have identical capability, backgrounds, and productivity.

• Mathematically capable women “choose” not to reach the top in these fields,
typically because they opt to become parents, defer to their partners’ aspira-
tional paths at the expense of pursuing their own, care for elderly relatives,
or prefer to pursue careers that are more people oriented, such as medicine,
psychology, dentistry, veterinary medicine, and law.

• The rigidities of the academic career path render it disproportionately difficult
for women to have both a family and a successful career, and this trade-off is
exacerbated in those STEM fields in which women are most underrepresented.

• Hormones (both prenatal organizational ones as well as postnatal activating
ones) mediate math ability via skill at rotating three-dimensional objects in
space; when women are given male hormones, their ability to do mental
rotation and math improves.

To resolve these competing claims, it is first necessary to understand the
data upon which they are based, including those concerning the precursor
performance or behavioral differences that purportedly lead to differential
career progress in math-intensive fields. Next, areas of disagreement can be
pinned down and analyzed. The following chapters of this book will take the
reader on an excursion through studies used to support the aforementioned
claims. We refrain from providing archival accounts of these studies, how-
ever, because we have done that elsewhere,21 as mentioned in the Preface and
we approach the data without presuming that readers had training in quan-
titative social science methods. Instead, we present the evidence from these
studies in a narrative form that requires little statistical knowledge. We dis-
cuss five dimensions along which the evidentiary base may be organized:
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(1) an examination of the measures used to document sex differences in
cognitive abilities, (2) comparative trans-national data on achievement dif-
ferences between the sexes, (3) the particular groups of males and females
that have been studied, (4) aspects of assessment, such as test content and
context, and performance-evaluation procedures that can influence sex differ-
ences in scores, and (5) temporal factors related to sex differences, such as
cohort effects and historical epochs under study. We hope this five-category
organization proves helpful to readers.

One might imagine that the resolution to the debate over the nature and
cause of gender differences in cognition would be a straightforward task—just
take the essentials of each analysis and test rival claims using meta-analytic
(or research synthesis) techniques. However, matters as complex as this can-
not be resolved by tallying the pros and cons on a point-by-point basis, and
the many meta-analyses on this topic to date, though they are very important,
have not ended the debate. As we show, many of the arguments and coun-
terarguments do not align perfectly; thus, one argument cannot be invoked to
nullify another.

But even more important (and problematic), the various sides in the debate
often draw on the very same evidence. In other words, it is often the case
that the evidence invoked by one side in this multisided debate can be inter-
preted in a way that renders it compatible with the views of opposing sides,
as we describe later. Furthermore, protagonists in this debate come from
many different fields, publish in different journals and speak at different con-
ferences, and are sometimes uninformed about evidence and findings from
other disciplines or subdisciplines. To resolve these disputes, an integrative
approach is helpful, one spanning multiple fields, methods, historical epochs,
and developmental levels.

Our primary objective is to juxtapose the plethora of conflicting evidence
across a number of scientific disciplines in service of our main goal of syn-
thesizing and interpreting the most relevant data and arguments on each side.
Although we analyzed over 400 primary sources, we made a strategic deci-
sion to exclude hundreds of additional studies because they were duplicative,
flawed, or in our opinion unimportant. No single critical review of this type
can hope to quiet the strident debate that has raged on this topic, but we set
for ourselves the more modest goal of propelling the debate forward by pre-
senting a fair and dispassionate analysis of the evidence, and organizing it
in a way that we hope will have heuristic value for readers and will guide
recommendations about gender-related policies.

Will this alleged objectivity and narrowed scope make all readers happy
with our conclusions? Definitely not. We have learned from past experi-
ences that the field is so contentious that every point one camp embraces
produces an allergic reaction in another camp. The entrenched and ardent
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zealousness of each side presented significant hurdles for us to climb in the
course of revising our work until reviewers of all stripes gave it the green
light. Some never did. But we stand by our conclusions and challenge those
with different views to present evidence that they believe we ignored or
misinterpreted.



1
A multidimensional problem

“Nobody objects to a woman being a good writer or sculptor or
geneticist if at the same time she manages to be a good wife, good mother,
good looking, good tempered, well groomed and unaggressive.”

—Leslie M. McIntyre

In this chapter we lay out a set of interrelated phenomena: Women are
underrepresented in math-intensive STEM fields; they are also underrep-
resented at the extremes of the spatial cognition and mathematic aptitude
distributions; and there is some evidence that spatial cognition is a causal
agent in mastering complex math. Finally, there is evidence that those who
succeed in math-intensive fields come from the outer right tails of the math-
ematics and spatial cognition distributions—the top 1% or higher. Putting
these pieces together has led some scholars to the following causal inter-
pretation: Women are underrepresented in prestigious math-intensive careers
because of a math/spatial ability shortfall: The shortage of women in the very
top ability group translates into fewer women in the pool from which grad-
uate students are chosen and, later, from the pool in which professors are
hired.

16
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WOMEN’S GROWTH IN STEM FIELDS

The first fact of note is that the so-called Nation’s Report Card, the National
Assessment of Educational Progress (NAEP), shows that there are no longer
gender differences in the number of demanding mathematics courses taken in
high school. Furthermore, girls do better, on average, than do boys in these
courses, earning consistently higher scores.1 Second, without interruption, in
every year since 1966, the proportion of women earning bachelor’s degrees
in scientific and engineering fields has increased. By 2001, the number of
women earning bachelor’s of science degrees actually exceeded the number
of men earning degrees in some STEM fields, as we detail later.

Figure 1.1 shows this graphically. Over 28% of all STEM degrees awarded
in 2004 went to women. However, this figure combines bachelor’s degrees
in math-intensive STEM sciences such as physics and engineering (where
the percentages of women are far lower) with less math-intensive fields such
as psychology, biology, and sociology (where the percentages of women are
much higher). Men and women earn equal grades in college math classes that
are of comparable difficulty, and this has been true for a long time.2 Finally, as
noted in the Preface, women major in mathematics in nearly equal numbers to
men. In recent years, for example, women earned 48% of bachelor’s degrees
in mathematics. Such facts have led Harvard psychologist Elizabeth Spelke
to argue, “By the most meaningful measure—the ability to master new, chal-
lenging mathematical material over extended periods of time—college men
and women show equal aptitude for mathematics.”3
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FIGURE 1.1. The percentage of STEM bachelor’s degrees awarded to women over time
from 1968 to 2004. Source: Data abstracted from: National Science Foundation/Division
of Science Resources Statistics; Data from Department of Education/Center for Education
Statistics/Integrated with Post-Secondary Education Data Systems Completions Survey.



Free ebooks ==>   www.Ebook777.com

18 THE MATHEMATICS OF SEX

In addition to their impressive performance on high school NAEP
mathematics tests and their gains in undergraduate math and science degrees,
women are also attaining doctoral degrees in scientific and engineering fields
in growing numbers: By 2001, women earned 37% of PhDs in scientific
and engineering fields, up from just 8% in 1966.4 However, as was true for
bachelor’s degrees, disproportionately more of these PhDs were earned in
non-math-intensive STEM fields such as biology and the social sciences.

Nevertheless, women have made impressive gains even in the most math-
intensive fields: They are currently obtaining 29% of the PhDs in math-
ematics, 17% in combined engineering, and 22% in computer/information
sciences. And as mentioned earlier, women’s successes have been even greater
in some other scientific fields that are not considered math intensive but
nevertheless require mathematical competence: Women currently obtain 50%
of the MD degrees from medical schools, almost 75% of the DVMs from vet-
erinary schools, and 48% of PhDs in biology/life sciences. A generation ago,
the corresponding percentages were far lower in all of these fields. It is worth
keeping these statistics in mind when we delve later into sex differences in
mathematical and spatial skill, because to whatever degree such differences
exist, they obviously have not precluded growing numbers of women from
achieving highly. It is also important to bear in mind that had we written
this book in the late 1960s, when women were awarded less than 10% of the
PhDs in scientific and engineering fields, it would have been easy to have been
seduced into imagining that this was their natural limit given their underrepre-
sentation among the top math and spatial scorers. As is already obvious, this
is not the case, and women have quadrupled their PhDs in the last 40 years in
virtually all fields of science and mathematics.

Notwithstanding the impressive progress women have made in pursuing
coursework and degrees in science and mathematics, the increased repre-
sentation of women among doctoral recipients has not coincided with their
increased representation in the most mathematically intensive fields of faculty.
As we saw in the Introductory chapter, the hiring of new assistant professors
in some of these fields has not been proportional to the size of the new PhD
pools or even to the size of the postdoctoral pools. Recall that in chemistry
women were hired to fill only 21.2% of the available assistant professorships,
even though they comprised 32.4% of all chemistry PhD recipients in the prior
decade. In the biological sciences, the drop-off between doctoral and assistant
professor stages is similar: in the most recent ten year period women were
hired for only 35% of the assistant professorships, even though they earned
46.3% of the PhDs leading up to this point. Similar trends exist for computer
science, earth sciences, and mathematics. Comparable drop-offs have been
observed even when the hiring of assistant professorships is statistically con-
ditioned on the postdoctoral talent pool rather than on the graduate school
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pool, to control for women who opted out of careers upon receipt of their
PhDs to start families rather than segue to academic jobs.

So what happened to the rest of these talented women after they earned
their doctorates but did not transition into assistant professorships? Did they
fail to be hired as assistant professors in their fields because of discrimination,
or was it because they chose not to apply for these positions at levels commen-
surate with their numbers? Of course, one need not resort to claims of gender
discrimination to explain such drop-offs between women with PhDs and job
hires. Perhaps women with PhDs are more inclined or pressured to pursue
family responsibilities, opting out of tenure track faculty positions for adjunct
teaching positions (especially part time), or perhaps they prefer positions in
industry or consulting that can be worked flexibly, even from home, or per-
haps they migrate toward non-research posts rather than the better paid and
more prestigious research university positions. We will discuss such possi-
bilities in detail later, but first we address issues related to sex differences in
mathematical ability.

THE EXTENT OF MATH TALENT

One potential problem exists, however, in assuming that the number of men
and women who receive bachelor’s degrees and PhDs is a control for exper-
tise in mathematics and science. Perhaps achieving a PhD is not a good
measure of the extremely high math potential needed to successfully com-
pete for and retain a tenure-track assistant professorship in a math-intensive
field. This may seem counterintuitive because majoring in mathematics would
seem to be the very definition of high potential in mathematics; certainly
someone capable of doing doctoral work in mathematics would seem to be
outstandingly gifted in mathematics. And compared to the rest of us, this is
undoubtedly true.

However, as we alluded to in the Introduction, some have argued that this
type of reasoning is akin to using the size of the pool of college varsity
basketball players to make inferences about the underselection of white males
by NBA teams. Again, what if college varsity basketball players are in the
top 1% of the athletic distribution for their sport, but the NBA takes only the
top one-hundredth of the top 1% of varsity players (that is, the top 0.01%, or
the top 1 in 10,000)? So, if every one of the male varsity basketball players
was invited to try out for the NBA, would they fare equally well? Probably
not. Advancing to the college varsity level is undoubtedly evidence of out-
standing ability compared to the rest of us; but not all players at that level are
equally capable of excelling on an even higher level, and this could also be
the case for achieving a tenure-track appointment in a math-intensive field.
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Perhaps only a portion of those with PhDs in math-intensive fields can be
successful professors in those fields, and an even smaller fraction of those with
undergraduate degrees in mathematics can be. This is an empirical question.

As the basketball analogy suggests, we lack data on who becomes success-
ful as STEM scientists in math-intensive fields and where in the distribution
of mathematical talent they fell as college students or graduate students. Of
the 48% undergraduate mathematics majors who are female, what portion of
them is in the talent range of those who go on to become successful mathe-
maticians, computer scientists, engineers, and physicists? We simply do not
know because, as we will show, there is a debate over how to measure such
talent and also how rarified the mathematical competence is of those who suc-
ceed as professionals in these fields (men or women). Where there is no debate
is that women’s grades in college math classes are as good as those of men
who take comparable courses in mathematics. But whether equivalent grades
are evidence of equivalent mathematics aptitude for the subset of people who
go on to become successful STEM scientists is a point of controversy.

Some researchers, as readers will see in the coming chapters, have argued
that fewer of the female math majors achieve scores in the upper reaches of
math ability, and this is why women are less likely to be found among STEM
professionals than men. Others argue that STEM professors’ math ability is
not very different from that of the typical humanities major, and therefore
this cannot account for the dearth of women in these fields. The latter is a
pretty surprising claim, but numerous scholars have made it. Later we will
call into question their reasoning related this claim. By combining the best
data sources, it seems fairly clear that graduate students in math-intensive
fields possess, on average, math ability that is far higher than individuals in
the humanities.

The foregoing claims and counterclaims demonstrate some of the complex-
ity of understanding sex differences in cognition. Sex differences are both
more and less than what one usually thinks, and they are both more and less
tractable. As Maccoby and Jacklin5 concluded 35 years ago in their landmark
book on the psychology of sex differences, although social and emotional
sex differences often show large-magnitude differences (sex differences for
aggressive play, gross motor behavior, throwing velocity, and masturbation
often are very large), only a few cognitive skills are associated with large sex
differences, and in the following chapters we will review those that have been
linked to women’s underrepresentation in STEM careers.

GAUGING THE SIZE OF SEX DIFFERENCES

Before discussing sex differences any further, it is important to quantify what
we mean when we say that various differences between men and women are
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small, moderate, or large. Throughout this book we adhere to the conven-
tions for effect sizes used by Hyde6 and others to quantify the magnitude of
the differences between men and women, that is, Cohen’s 1988 d statistic,
simplified as:

d = MM − MF

sw

where d is the magnitude of the difference and sw is a range of variability
among same-sex scores—the so-called pooled within-sex standard deviation,
and if we wanted to be complete, we would also add the male and female frac-
tions of the sample to this, but for the sake of simplicity the above equation is
fine. Most sex-differences researchers adhere to Cohen’s original recommen-
dations that a d score of ≤0.20 is considered a small effect, a score between
0.50 and 0.79 is considered a medium-sized effect, and a score ≥0.80 is
viewed as a large effect. Effect sizes can be converted directly into other use-
ful statistics, such as Cohen’s U statistic, used to quantify the percentage of
overlap between male and female distributions. Throughout this discussion
we will take advantage of such conversions to put findings into more acces-
sible terms without burdening readers with the statistical steps involved in
doing so. For example, a d equal to 0.20 can be translated into a U of 15%;
that is, 85% of the areas of the male and female distributions overlap, making
the differences between the two groups (or d) small; or it can be translated
into 54% of one group of individuals exceeding the 50th percentile of another
group, or, alternately, into a Pearson’s correlation of r = 0.10.

One thing worth noting about d scores is that even small scores can never-
theless be practically important. For example, the magnitudes of such critical
public health findings as the link between passive smoking and lung cancer, or
the link between viewing media violence and childhood aggression, are very
small by conventional standards, and yet everyone acknowledges that these
are important relationships.7 And there is some evidence to be described later
showing that a very small effect resulting from asking a test taker to indicate
her gender before she takes the Advanced Placement Calculus AB test, as
opposed to checking it off after she has completed the test (d < 0.10), results
in over 4,000 fewer women starting college each year with advanced credit
for calculus AB. (This is because making gender salient at the start of the
exam raises doubts in some women’s minds about their competence, gener-
ating a so-called “stereotype threat,” and the result is that they score lower
than peers who are asked to indicate their gender after the test is over.) More-
over, a small effect size that gets repeated over time will produce surprisingly
large changes as we show later. This would occur in a situation, for example,
in which a small bias in favor of men getting their articles published or their
grants funded occurred not once but repeatedly. (Note that we are not claiming



22 THE MATHEMATICS OF SEX

this happens; others, however, have made such arguments and we will analyze
their claims later.)

Although the d’s for aggressive play, gross motor behavior, throwing veloc-
ity, and masturbation are very large, often exceeding 1.0, only a few cognitive
skills show large sex differences (spatial targeting and mental rotation being
two of the most frequently studied). Janet Hyde,8 a well-known and respected
sex-differences researcher at the University of Wisconsin, recently examined
128 effect sizes and concluded that overall, men and women were much more
alike than different, although she did report fairly large effects for mental
rotation and mechanical reasoning in favor of men (d’s ranging between 0.56
and 0.76), and others have reported even larger effect sizes. Are these two
areas of male advantage a result of a long chain of environmental factors
that begins with girls’ greater initial interest in people and boys’ greater ini-
tial interest in mechanical things, which become amplified as a consequence
of later sex differences in play (Legos, blocks, and erector sets versus dolls
and dress-up)? Is either mental rotation or mechanical reasoning necessary
for successful training and subsequent careers in mathematically intensive
fields? If so, are there known brain regions that subserve them? How mal-
leable are they, and what environmental manipulations would maximize skill
development in these areas? The data relevant to answering these questions
are described next.

SPATIAL ABILITY

A number of researchers have argued that spatial ability forms the basis of
later mathematical ability.9 Friedman (1995) reported a meta-analysis of the
link between spatial and mathematical ability. Although the correlations are
in general not high, Friedman reported that the correlations between math
and spatial ability are higher in females than in males. Moreover, these sex
differences become larger with greater selectivity of sample (college-bound,
gifted). So, we can start by examining the antecedents of male superiority in
spatial ability.

Starting in infancy, male 4- to 6-month-olds demonstrate a superior ability
to mentally rotate objects, a finding reported by independent labs.10 Putting
aside Friedman’s demonstration of concurrent correlations between spatial
and mathematical ability, there is some evidence that very early spatial skills
predict much later math skills. For example, Kurdek and Sinclair11 noted
that kindergartners’ perception and discrimination of various shapes and geo-
metric forms predict differences in their fourth-grade math performance, and
Kulp12 showed that visual integration ability of kindergartners predicts their
math grades 4 years later. Analyzing data from the Wechsler Preschool and
Primary Test of Intelligence-Revised, LoBello and Gulgoz13 showed that
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math performance “loads” 0.4 on the perceptual organization factor for every
age group in the sample. This means that the same underlying processes that
foster visual spatial ability are involved in mathematics performance.

Most of the aforementioned studies did not employ measures of 3-D mental
rotation, the most popular construct invoked by researchers as the basis for
sex differences in advanced mathematics. Instead, these studies have often
employed other spatial measures that have not been commonly linked to math
ability, such as 2-D mental rotation, spatial memory, visual integration, and
perceptual discrimination. These studies did not link early spatial skills to the
advanced mathematics associated with sex differences on the SAT-M, though
the two that studied infants did look at mental rotation and found male babies
superior at it. Finally, it is unsurprising that correlations between spatial ability
and math performance are not larger in childhood given that sex differences in
early math are neither large nor consistently in favor of boys. Consider the K
through third-grade longitudinal study by Lachance and Mazzocco,14 which
reports very small effect sizes for sex differences in early mathematics—more
often than not in favor of girls. So, the aforementioned studies predicting math
ability in fourth grade on the basis of spatial performance in kindergarten are
notable. Notwithstanding these caveats, the evidence showing that elemen-
tary school math can be predicted by kindergarten spatial skills together with
the correlations between spatial skills and math ability among college-bound
and gifted students does suggest a possible role for early spatial cognition in
explaining sex differences in later math performance.

Another type of evidence suggesting a role for spatial ability in advanced
mathematics comes from studies of the SAT-M. As a thought experiment,
ask yourself what would happen if you examined the SAT-M scores of
men and women who were matched on mental rotation ability—would the
SAT-M scores still differ between men and women with identical mental
rotation ability? A number of investigators have controlled for differences
in mental rotation ability (this is evidenced on tasks such as trying to figure
out what a two- or three-dimensional object looks like when it is rotated
various degrees or trying to determine what a paper object looks like when
it is unfolded). Using both high-ability and low-ability samples, researchers
found that when mental rotation scores are statistically controlled or held con-
stant, the male advantage on the SAT-M disappears.15 Conversely, when math
aptitude scores are controlled (or what is statistically termed “co-varied” out
of mental rotation scores), the significant male advantage in mental rotation
ability still remains.

In other words, sex differences in mathematics on the SAT appear in part to
result from sex differences in mental rotation ability, such that when the latter
is equated for both sexes, no sex differences remain in their SAT-M scores.
And this is true for all ability levels studied. Such findings have led some to
conclude that sex differences in mental rotation (especially three-dimensional
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mental rotation) mediate sex differences in math aptitude, such that once this
form of spatial ability is taken into account, there is no longer any difference
in math scores.16 This is the closest to a construct validation in the scientific
literature on this topic, one that elevates mental rotation to an important role
in explaining sex differences in later math aptitude and ultimately to careers
in science. But it depends on a series of assumptions about hypothetical data
that are presently unavailable, as we will show.

Finally, spatial ability can be measured in many ways, and this is especially
true of mental rotation ability. Figures 1.2 through 1.8 illustrate a number
of common methods for assessing mental rotation and other spatial abilities,
such as when pairs of perspective drawings are shown and the task is to decide
whether they are the same or mirror reversals. (For children, a familiar item
must be matched with a pair of rotated items.) Many other mental rotation and
disembedding measures are used by researchers.17

Somewhat unfortunately for our purposes, the results from these different
methods of assessing mental rotation ability are sometimes inconsistent, a
point first noted by Linn and Petersen in their 1985 meta-analysis. Scores
on the various mental rotation tests often are not highly correlated with each
other. Minor adjustments to the test administration procedures such as extend-
ing the time limits, or adding items, can alter results significantly.18 David
Geary, a well-known evolutionary psychologist who has worked in this area
for decades has shown that although male college students in both America
and China outperform their female counterparts on 3-D mental rotations (in a
2001 study with DeSoto they found between 81-82% of the top scorers were
male and 63-64% of the bottom scorers were female), there was no consis-
tent sex difference on 2-D mental rotations. They also found that different
methods of assessing mental rotation led to different results. All of this means
these tests are not equivalently good predictors of success in STEM fields. For
example, Sorby and Bartmaans reported in 2000 that the mental rotation skills
tapped by the Differential Aptitude Test are better predictors of freshmen engi-
neering performance in a visual graphics course than are other spatial tests.

To recap, sex differences involving spatial skills, specifically mental rota-
tion ability of three-dimensional objects, are among the largest reported
cognitive differences between boys and girls, and they have been linked to
sex differences in later mathematics grades, and occasionally to differences
in aptitude scores like the SAT-M. As we will show, some researchers have
parlayed this finding into an attempt to account for the underrepresentation of
women in math-intensive fields, notwithstanding the large gains women have
made in educational accomplishments over the past 30 years. They do this
by arguing that, despite getting better grades than men in math and science
classes, fewer women score in the very highest region on mental rotation abil-
ity and also in the very highest region on math aptitude tests. It comes down
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a

FIGURE 1.2. Example of items on the 20-item Mental Rotation Test (MRT) where the item
on the left must be matched with the two figures on the right that are identical to it after
rotation in space, yielding a maximum score of 40.

FIGURE 1.3. Child-adapted version of the Mental Rotation Test. Is the teddy bear raising
the same arm in the 120-degree rotated form? Reprinted with permission of Claudia
Quaiser-Pohl (2003).

(a)

(b)

Mental Rotation Test—Are these two figures
the same except for their orientation?

FIGURE 1.4. Ten-cube shapes that are 2-D representations of 3-D shapes, with angles
between shapes varying between 0 and 80 degrees. The task is to determine if the two
figures labeled A and the two figures labeled B can be made identical by rotating them
in space. Source: Adapted from Halpern, D., et al. (2007). The science of sex differences
in science and mathematics. Psychological Science in the Public Interest, 8, 1–51. With
permission of Wiley-Blackwell.
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A.

B.

C.

D.

E.

1. 2.

FIGURES DESIGNS

FIGURE 1.5. Disembedding Figures Task: Select figure on right that contains the figure on
left. © 2009 Allen D. Bragdon Publishers. Reprinted with permission.

A prism, consisting of three rectangles and two Equilateral triangles at
the ends (as seen on the Figure below) is going to be cut by a plane.
Which of the cut surfaces I, II, III can result?

(A) only I and II
(B) only II and III
(C) only I and III
(D) I, II, and III
(E) none of those cut surfaces can emerge

I II III

FIGURE 1.6. Only one of the five possible answers given is correct. In this example the
correct answer would be C (only I and III). Reprinted with permission of Claudia Quaiser-
Pohl (2003).
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A B C D E

FIGURE 1.7. On the Mental Cutting Test (MCT), students are shown a figure that must be
cut with a specified plane and they must choose the correct resulting cross-section from
five alternatives. Source: CEEB Special Aptitude Test in Spatial Relations (MCT).
Copyright © 1939. The College Board, www.collegeboard.com. Reproduced with
permission.

A B C D

FIGURE 1.8. From Differential Aptitude Tests. Copyright © Pearson Education, Inc.
and/or its affiliates. Reproduced with permission. All rights reserved.

to a contrast between female superiority on virtually all school and college
grades, including science and math grades, versus male superiority on tests
of mathematical aptitude (SAT-M) and spatial skills (3-D mental rotation).
Which set of advantages, if either, is related to STEM career success, and
how malleable are they? Stay tuned. But first we must journey through argu-
ments about the alleged causes of such advantages, both environmental and
biological.

www.collegeboard.com
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2
Opening arguments: Environment

“Where I am today has everything to do with the years I spent hanging
on to my career by my fingernails.”

—Barbara Aronstein Black, on appointment as dean of Columbia
Law School after raising a family and returning to her studies

In this chapter we delve into the nonbiological and noncognitive factors that
have been touted by some researchers as causes of the underrepresentation of
women in math-intensive STEM fields. The discussion will focus on claims
about the influences of early experiences, preferences, parental and teacher
biases, societal stereotypes, and claims of discrimination.

OVERVIEW OF ENVIRONMENTAL FACTORS

We begin with some snapshots of research showing environmental influences
(or failing to show biological influences) on sex differences in STEM careers.
For example:

• Guiso et al.’s 2008 demonstration that cultures that value gender egali-
tarianism exhibit narrower sex differences in math achievement, a finding

28
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independent of genetic differences between cultures, thus reinforcing the
power of cultural mechanisms as explanations of sex differences in math
performance

• Spelke’s1 refutation of the argument about sex differences in the putative
“people versus object” orientation

• Halari et al.’s2 failure to find sex differences in brain activation during perfor-
mance of tasks associated with the largest sex differences, and specifically the
claim of greater lateralization for spatial tasks in the right hemisphere of men
and greater bilateral representation of some verbal tasks in women

• Newcombe’s 2007 critique of evolutionary accounts of sex differences in spa-
tial cognition; the argument about evolutionary evidence more broadly—that
much of its content is nonspecific, tied to undemonstrated areas of compe-
tence, or not focused on particular cognitive abilities that are directly related
to math and science performance

• Eccles’s 2007 model of early socialization differences that lead to adult out-
come differences (as well as myriad other environmental arguments we report
below)

• Findings by Hyde,3 Jones et al.,4 and others showing that sex differences in
mathematics performance can be altered by changing the social environment

• The finding that if the ability to master new, challenging mathematical mate-
rial over extended periods of time is the criterion, then college men and women
show equal aptitude for mathematics5

• The revelation that females from some other nations outperform U.S. and
Canadian males on mathematical aptitude tests,6 often by greater margins than
those that separate U.S. males and females

• Changes in the pattern of sex differences within the United States over time.

ENVIRONMENTAL CORRELATES OF LATER COMPETENCE

As has already been made clear, there are a great deal of data showing an
underrepresentation of girls scoring at the outer right tail of the math and spa-
tial ability distributions (those whose aptitudes rank in the top 1% and higher).
Although they start school being equal to boys or even superior in math, as
adolescents, girls begin to score less and less at the right tail on mathemat-
ics tests that are not directly tied to what is taught in school, tests such as
the Scholastic Assessment Test-Mathematics (SAT-M).7 In the most recent
extensive reporting, Janet Hyde and Marcia Linn—two highly respected sex-
differences researchers—and their colleagues show that eleventh-grade white
boys in Minnesota outnumber white girls among the top 1% by a 2.06-to-1
ratio. Similar overrepresentation at the top 1% exists for other states.
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In view of this, one might imagine that very few women would succeed in
mathematically intensive high school, undergraduate, and graduate programs.
But, as the so-called Nation’s Report Card, the National Assessment of Edu-
cational Progress (NAEP), shows, this is far from the case. For example, there
are no longer gender differences in the number of demanding mathematics
courses taken in high school, and as we have shown, girls do better on average
than boys in these courses.8 Females get better grades in all math classes, even
in college, and they comprise 48% of mathematics majors in college. This
leads some to question the claim of biological superiority of men. We will
return to this issue, but first we present evidence for various environmental
influences.

Noncognitive Factors: Motivation and Personal Choice

Some have offered9 a “high-powered job” hypothesis, according to which
women and men differ in their motivation. These differences are seen as
encompassing both their motivation to succeed in STEM fields and their
choices about how they spent their time when they were younger and how they
wish to spend it as adults. These differences could potentially partly explain
women’s underrepresentation in STEM professions. To the extent that they do,
one need not invoke innate biological bases as a primary cause of women’s
underrepresentation. We say “partly explain” because women clearly have no
motivational deficits for many fields of science that are not mathematically
intensive; they obtain as many or more doctorates as men in a host of scientific
fields—between 48% and 75% of doctorates in biology, veterinary medicine,
psychology, dentistry, medicine, and others.

This female preponderance renders explanations based on how women
spend their time and on the nature of their motivation curious, since to explain
the data these explanations need to apply only to mathematically intensive
fields where women are underrepresented (earning only between 17% and
32% of PhDs). So, unless one wishes to claim that math-intensive fields are
avoided by women because they require longer hours, or greater effort, to
master (claims for which there are no data to support), the motivational deficit
argument is unsatisfactory. Certainly fields such as medicine, law, biology,
and veterinary medicine require at least as much effort and years to mas-
ter as math-intensive fields, yet women currently receive half or more of the
doctorates in these fields.

To shed light on this seeming inconsistency, we begin with a develop-
mental analysis of motivational issues. But first an observation of relevance:
To some feminists, the substitution of deficits in motivation for alleged deficits
in biologically based math and spatial ability hardly represents progress. Both
positions portray the underrepresentation of women in STEM careers as a
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result of some deficit, either internal or external. As we will see later, some
find it far more palatable to claim women’s underrepresentation is due to dis-
criminatory hiring, funding, and promotion practices, or results from sexist
stereotypes and cultural beliefs that deter women from achieving all they are
capable of achieving, rather than resulting from either differences in biology
or motivation. This shifts the level of discourse—from women’s culpability to
society’s shortcomings.

Baron-Cohen10 has argued that girls come into the world with an orien-
tation toward people, whereas boys come into the world with an orientation
toward objects, and that these different orientations lead them down differing
paths of interests. He cites as evidence for this position a study by Connel-
lan et al. of newborn infants, which found that male babies looked longer at
a screen image of an object while females looked longer at an image of a
person. To some, this early preference is the genesis of a lifelong sex differ-
ence in preferences that leads men to become fascinated with systematizing
objects and exploring their relationships and leads women to an interest in
social relationships.

Spelke11 has argued against this view, citing data and studies inconsis-
tent with it. She states that an extensive literature review suggests that “male
and female infants are equally interested in people and objects,”12 and she
views the Connellan et al. study as an aberration, criticizing it on method-
ological grounds, as well as pointing out that it has not been replicated. She
concludes, “Thousands of studies of human infants, conducted over three
decades, provide no evidence for a male advantage in perceiving, learning,
or reasoning about objects, their motions, and their mechanical interactions.
Instead, male and female infants perceive and learn about objects in highly
convergent ways.”13

Others have claimed that differences in how boys and girls spend their time
(playing with Legos, blocks, and erector sets versus dolls and dress-ups) might
result from early differences between them that lead to differences in spatial
and mathematical abilities that in turn get amplified by the encouragement
of gender bias in play styles14 and toy selection.15 Some of this work, espe-
cially claims that teachers shower attention on boys and neglect girls, is open
to a criticism we describe below. Notwithstanding this criticism, Kersh et al.
have provided persuasive arguments and data suggesting a causal link between
early block playing and later mathematical ability. And there is some evidence
that feelings of self-efficacy in math predict sex differences in math achieve-
ment, whereas girls’ superior grades are predicted by their mastery orientation
in schoolwork,16 as well as their greater self-discipline—which is particularly
important for getting good grades, but not, it is alleged, as important for get-
ting high scores on aptitude tests such as the SAT-M which do not simply test
for rehearsed learning.17 However, some oft-cited studies purporting to show
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experiential reasons for boys’ superior math skills lack convincing evidence.
Entwisle et al. in a 1994 report suggested that boys’ large-group, outdoor
sports contribute to their superior math skill development because, for exam-
ple, “choosing up sides to play a game is like ensuring equivalence of sets.”18

Without comparable analysis of girls’ play or any analysis of the supposed
link between team sports and set theory, it is difficult to know what to make
of this hypothesis.

Entwisle et al. (1997) cite older work by Lever as support for the link
between sex differences in early activities and later math competence. Work
by Lever in 1976 and 1978 analyzed children’s play patterns and attempted
to classify activities by complexity. She suggested that boys develop superior
social skills by playing team sports, while girls miss out on complex social
skill development by playing simpler games and engaging in fantasy role-play.
However, although it may be easier to see the complexity of sports because
the rules are codified and known to researchers, this does not mean that less
formal games lack comparable complexity, as demonstrated by observations
of girls’ pretense play and use of counterfactuals. Entwisle et al. interpret
Lever’s work as suggesting that boys’ team-playing experiences would lead
to the development of superior math and problem-solving skills. However, it
is surprising to see team sports credited with fostering mathematical ability
in contrast to activities Lever classifies as low complexity, such as chess and
imaginary play, that are often seen to facilitate cognitive development.19 In
contrast, our image of the school jock does not include membership on the
Math Olympiad team.

Lever20 discussed her results in terms of social skill development rather
than mathematical skill development, acknowledging that “we do not know
what effect playing games might have on later life.”21 She hypothesized that
“a girl engaged in pastimes with one of a series of ‘best friends’ may be gain-
ing training appropriate for later dating experiences where sensitivity skills
are called for, but she is less likely than her sports-oriented brother to learn
organizationally relevant skills.”22 However, Lever noted that this claim was
merely suggestive, writing that, “the above thoughts are speculative.”23

Thus, the relationship, if any, between these activities and the dearth of
women in STEM fields is in need of empirical support that is presently
lacking. Finally, Levine et al.24 also suggested that girls’ lack of outdoor
exploratory play may have led to their lower spatial cognition scores. How-
ever, it is unclear what to make of the fascinating race/social class interactions
she and her colleagues reported; poor kids in their study didn’t display this
gender effect and white middle-class girls were superior to poor boys in spa-
tial ability. Intuitively, it would seem that poor inner-city children engage in
the most unsupervised outdoor play, roaming farthest from home, unless one
makes an argument that because of safety issues they are restricted to closer
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quarters. Until someone is able to find an ethical way to randomly assign
boys and girls to various exploratory play experiences, we simply will not
know what, if any, causal role these experiences have on later mental rotation
and math differences. This is true notwithstanding Kersh et al.’s compelling
argument for a causal connection between early block playing and later math-
ematical ability and notwithstanding the data showing that male 4-month-old
infants already exhibit a spatial advantage on mental rotation tasks.

Numerous other nonbiological factors have been mentioned as possible
causes of women’s underrepresentation in STEM fields. For example, some
have argued that the images of female scientists in past science materials
and radio and television programs have resulted in fewer women identi-
fying with being a scientist. Terzian25 described the depictions of women
scientists in Science World, a popular magazine subscribed to by thousands
of schools between 1957 and 1963. He argued that many of the women
portrayed in the magazine were described as popular and attractive, creat-
ing a burden on females who may have gotten the message that science
careers require attractiveness and femininity in addition to intellectual abil-
ity and devotion. As was true of the claims about sex differences in children’s
play, it is impossible to judge how causal such depictions of women scien-
tists were in reducing the entry of women into STEM careers back in the
1950s and ’60s. One could imagine that if the depictions of female scien-
tists in magazines and on television had been of unattractive women, some
would seize on this as a reason why fewer women of that epoch entered
STEM fields, (i.e., they resisted identifying with unattractive adult role mod-
els). This same caveat applies to many of the alleged factors that have been
offered to account for the underrepresentation of women in math-intensive
fields.

The Role of Personal Choice and the “High-Powered” Job Hypothesis

There are also suggestions that differences in motivation and personal choice
in adulthood have led to the underrepresentation of women at the top of STEM
professions. One set of factors concerns former Harvard president Lawrence
Summers’ “high-powered job hypothesis.” In his words:

Twenty or twenty-five years ago, we started to see very substantial increases in
the number of women who were in graduate school in this field. Now the peo-
ple who went to graduate school when that started are forty, forty-five, fifty years
old. If you look at the top cohort (for example, STEM scientists), it is not only
nothing like 50–50, it is nothing like what we thought it was when we started hav-
ing a third of the women, a third of the law school class being female, twenty or
twenty-five years ago. And the relatively few women who are in the highest rank-
ing places are disproportionately either unmarried or without children. . . . What does

www.Ebook777.com

http://www.ebook777.com


34 THE MATHEMATICS OF SEX

one make of that? . . . I am speaking completely descriptively and non-normatively-to
say that . . . the most prestigious activities in our society expect of people who are
going to rise to leadership positions in their forties near total commitments to their
work. They expect a large number of hours in the office, they expect a flexibility of
schedules to respond to contingency, they expect a continuity of effort through the
life cycle, and they expect—and this is harder to measure—but they expect that the
mind is always working on the problems that are in the job, even when the job is not
taking place. And it is a fact about our society that that is a level of commitment that a
much higher fraction of married men have been historically prepared to make than of
married women. That’s not a judgment about how it should be, not a judgment about
what they should expect. But it seems to me that it is very hard to look at the data and
escape the conclusion that that expectation is meeting with the choices that people
make and is contributing substantially to the outcomes that we observe. . . . Another
way to put the point is to say, what fraction of young women in their mid-twenties
make a decision that they don’t want to have a job that they think about eighty hours
a week. What fraction of young men make a decision that they’re unwilling to have a
job that they think about eighty hours a week, and to observe what the difference is.
And that has got to be a large part of what is observed.26

To bolster his argument, Summers pointed out that he hears this same story
in many prestigious venues—major law firms, teaching hospitals, and uni-
versities: Fewer women are willing to prioritize jobs over family, and those
who do are disproportionately unmarried and/or childless. As odious as many
found this claim, there are actually several sources of evidence consistent with
it. First, consider the work of Vanderbilt’s David Lubinski.27 Lubinksi and his
colleague and wife, Camilla Benbow, are two of the foremost researchers of
mathematically gifted youth. In one of their many analyses, they reported data
on the amount of time that nearly two thousand 33-year-olds, who were iden-
tified during adolescence as being at the extreme right tail of math ability by
scoring above 700 on the SAT-M as 13-year-olds (placing them in the top 1
in 10,000), typically devote to their current jobs, and the amount of time they
would devote to their ideal jobs.

As can be seen in Figure 2.1, in both cases, men report working more
hours—for example, roughly twice as many high-aptitude men report typ-
ically working 60-plus hours per week as do high-aptitude females. Con-
versely, approximately three times more high-aptitude women report typically
working less than 40 hours per week than do men. Lubinski and Benbow
reported a similar sex difference in another study of nearly 10,000 high-
aptitude math persons, leading to their suggestion that “one only needs to
imagine the differences in research productivity likely to accrue over a 5- to
10-year interval between two faculty members working 45- versus 65-hour
weeks (other things being equal) to understand the possible impact. The same
pattern would emerge for advancing and achieving distinction in any other
demanding pursuit.”28
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FIGURE 2.1. Number of hours graduate student (GS) and talent-search (TS) participants
worked per week and were willing to work per week in the ideal job. The data for hours
worked are based on n’s of 276 and 264 for male and female GS participants, respectively,
and 217 and 54 for male and female TS participants, respectively. The data for hours par-
ticipants were willing to work are based on n’s of 269 and 268 for male and female GS
participants, respectively, and 206 and 57 for male and female TS participants, respectively.
Source: Lubinski, D., Benbow, C.P., Webb, R. M., & Bleske-Rechek, A. (2006). Tracking
exceptional human talent over two decades. Psychological Science, 17, 194–199. Reprinted
with permission of Wiley-Blackwell.

Further support of the high-powered job hypothesis comes from the fac-
ulty survey by Mason and Goulden conducted in 2004. Their analysis of a
nationally representative sample of doctoral recipients, as well as their analy-
sis of 4,459 tenure-track faculty at the nine University of California campuses,
revealed that although 66% of faculty fathers report working over 60 hours per
week at their careers, only 50% of faculty mothers do. (Mothers report work-
ing more hours per week than fathers when combined across their multiple
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demands of career, housework, and caregiving—101 hours for women with
children versus 88 hours for men with children.) Childless men and women
both work 78 hours across careers and homes. On average, female faculty with
children report working 4 hours less per week at their careers than do child-
less women faculty.29 (It is unlikely that men are exaggerating their estimates
because childless men and women both report working 78 hours.)

Recently, David Leslie analyzed four large-scale surveys by the National
Center for Education Statistics. He demonstrated that there is a linear trend
between the number of children and the number of hours worked at an aca-
demic job, with more children reducing women’s hours of working at their
academic jobs but actually increasing men’s hours on the job (Figure 2.2).
Leslie concluded, “It is increasingly clear that having children has a particu-
larly serious effect on women’s careers.”30

The fourth piece of evidence supporting the high-powered job hypothesis
that more men than women are willing to devote themselves completely to
their jobs comes from Catherine Hakim, a sociologist in the United Kingdom
who has analyzed surveys of men’s and women’s lifestyles in Britain and the
United States. As can be seen in Table 2.1, she presented data showing that
10%–30% of women in various surveys prefer home-centered lifestyles and
prefer not to work outside the home, and another 60% prefer adapted work
lifestyles in which work can be fitted in with family and personal goals, the
latter being paramount. However, only approximately 20% of women in these
surveys prefer work-centered lifestyles in which the main commitment is to
career. In contrast, more men are work centered, and far fewer of them are
home centered, according to a national survey in Britain.31 Hakim notes that

40
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55

None

Linear Men

Linear Women

One Two Three > 3

FIGURE 2.2. Number of dependent children and hours worked per week, linear trends.
Source: Adapted from Leslie, 2007. The reshaping of America’s academic workforce.
TIAA-CREF Institute, #87. Retrieved 10/22/08, from www.tiaa-crefinstitute.org
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TABLE 2.1. Classification of Women’s Work-Lifestyle Preferences in the Twenty-First

Century.

HOME-CENTERED

(BETWEEN 10%–30%
OF WOMEN)

ADAPTIVE (60% OF

WOMEN)
WORK-CENTERED 20% OF

WOMEN

Children and family are
main priorities
throughout life.

Want to work but not
committed to career.

Main priority is career
(work, politics, sports,
art, and so forth).
Disproportionate number of
childless women here.

Prefer not to work. Qualifications obtained
with intent to work.

Committed to work.

Very responsive to
government policy,
equal opportunities
policy/propaganda,
economy, school schedules,
childcare provisions public
attitudes toward working
women availability of
part-time work and flexible
working schedules.

Compromise between
family values and
marketplace values.

Qualifications obtained
as cultural capital.

Large investment in gaining
qualifications/training.

Family size affected by
government policy,
family wealth, etc.
Not responsive to
employment policy.

Responsive to economic
opportunity, political
opportunity, artistic
opportunity, and so
forth. Not responsive to
social/family policies.

Source: Hakim, C. (2006) Women, Careers, and Work-life Preferences. British Journal of Guidance
and Counselling, 34, 273–294.

these categories run into each other and are probably a continuum rather than
discrete categories. This led her to conclude that:

. . . there is solid evidence that men and women continue to differ, on average, in
their work orientations and labour market behaviour, and that these differences are
linked to broader differences in life goals, the relative importance of competitive-
ness versus consensus-seeking values, and the relative importance of family life and
careers.32
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It is likely that real sex differences do exist in work preferences and hours
worked per week and that this affects productivity; however, these are aver-
ages and obviously many women are work centered (and thriving at their
jobs) and many men prefer adapted work lifestyles in which their careers are
secondary to personal and family goals. Although some research33 suggests
that productivity differences among senior male and female scientists vanish
when the type of institution and available resources are taken into account
(for instance, large research universities versus small teaching colleges), such
data are open to alternative explanations. For example, the type of institution
and resources of current senior professors may be partly a consequence of
the earlier productivity differences between men and women. If true, then sta-
tistically adjusting women’s productivity for level of current resources will
underestimate the role of past productivity in explaining current productivity
differences. Something like this probably is at work, because other evidence
we will describe points to sex differences in productivity starting very early
in one’s STEM career, in graduate school and postdocs (Sigma Xi Postdoc
Survey Methods, 2006).

For example, in a large-scale 2006 Sigma Xi survey, Freeman and Goroff
found significant sex differences in productivity, even after controlling for
family structure and number of children, type of institution, and training.
Freeman and Goroff found that male postdocs worked 2.6 hours per week
more than female postdocs (mean 52 hours versus 49.4 hours). A similar
male advantage shows up in National Science Foundation’s Survey of Doc-
toral Recipients for women with children under age 18.34 The male variability
in the hours worked per week was greater than the female variability (standard
deviations for men and women were 12.1 and 11.1, respectively). This sug-
gests that more men probably worked the highest numbers of hours per week,
which, if true, could help explain some of the productivity differences they
found. Consider: sole-authored peer-reviewed articles (0.3 versus 0.2 for men
and women, respectively); co-authored peer-reviewed articles as first author
(1.7 versus 1.2); co-authored peer reviewed articles as non-first author (1.7
versus 1.3); and non–peer-reviewed papers (1.7 versus 1.3).

Two areas of comparability between male and female postdocs were num-
ber of chapters written (both 0.2) and number of patents and conference
presentations. And male postdocs actually submitted fewer grant applica-
tions on which they were the principal investigator than did female postdocs
(0.8 versus 1.1 for men and women, respectively), although males were co-
principal investigators slightly more frequently (0.7 versus 0.6). There were
no sex differences in teaching or service duties. Taken together, these findings
suggest that men and women allocate their resources somewhat differently,
with men tending to focus on publication more than women, and women
focusing more on grants. Although these differences in productivity are not
large, they could become important if they continued beyond a few years.
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TABLE 2.2. Percentages of Women in Select STEM Careers.

OCCUPATION % OF PROFESSION COMPOSED OF WOMEN

Psychologist 67.3
Biologist 48.7
Physician 32.3
Architect 24.4
Industrial engineer 14.9
Chemical engineer 14.3
Aerospace engineer 13.3
Civil engineer 13.2
Computer hardware engineer 10.8
Electrical and electronics engineer 7.1
Mechanical engineer 5.8

Source: U.S. Department of Labor, Bureau of Labor Statistics. (2005). Current population survey.
Retrieved, on September 2, 2007, from http://www.bls.gov/cps/wlf-table11-2006.pdf.

None of the above four pieces of evidence on women’s lifestyle prefer-
ences needs necessarily to be valid for the high-powered job hypothesis to be
possible. The fact that these four pieces of evidence came from established
researchers, usually (but not always) published in peer-reviewed journals,
makes it reasonable for someone to arrive at the conclusion that women differ
from men in ways that may reduce their STEM participation. An irony in this
contentious area of research is that one frequently encounters statements by
partisans on each side of the debate that are based on far less supporting evi-
dence, yet their proponents escape condemnation—at least by those who hold
similar positions.

As intuitively plausible as the high-powered job hypothesis may seem—
in which more women simply have a different and more home-centered
life focus than men—there are some important unanswered questions with
this hypothesis. If women are diminishing their careers in fields such as
mathematics, physics, chemistry, operations research, computer science, and
engineering because they devote fewer hours due to prioritizing family over
career, then why aren’t they foregoing careers in such fields as medicine,
law, veterinary medicine, dentistry, biology, and psychology? Being a med-
ical doctor or veterinarian makes inroads into family life every bit as great as
do mathematically intensive careers. After all, doctors often must be on duty
for 48-hour shifts, must be on call through the night, and are unable to stay
home with sick children or attend their school functions. And yet, women have
flocked to medicine, veterinary practice, law, psychology, dentistry, and biol-
ogy in droves in the past few decades. Women comprise between one-third
and two-thirds of the total profession in biology, psychology, and medicine
(see Table 2.2), and because they are now either nearly at parity or in the
majority among new doctorates in these careers (for instance, half of all

http://www.bls.gov/cps/wlf-table11-2006.pdf
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new MDs are women), they can be expected to comprise increasingly larger
proportions of the total professions in the coming years.

It is not obvious how the high-powered job hypothesis explains this, unless
it manifests itself not in the raw numbers of newly minted doctorates but in
their success in the years following completion of the doctorate. What remains
unknown is whether the progress women have made in getting their doctor-
ates in fields such as medicine, veterinary practice, law, psychology, dentistry,
and biology will later be paralleled by comparable progress in getting full pro-
fessorships, center directorships, deanships, and so on. It does not necessarily
follow that this must occur. In fact, historically in fields in which women are a
majority, such as nursing and restaurant cooking, men have still predominated
in the top posts.35

Relatedly, if more women than men opt for part-time employment, this
could impede promotion and appointments to leadership positions. Several
colleagues, upon reading this section of the book, opined that the difference
between mathematically intensive fields and the rest is that the latter pro-
vide more flexibility for women to take short-term detours and later become
reintegrated into their profession, whereas in academia, including mathemat-
ically intensive fields, it is not easy to reintegrate after a prolonged leave. In
other words, a female medical doctor can reduce her practice to part time
during early childrearing years and return to full-time practice with seeming
ease. The same is true in other fields (law, clinical psychology, dentistry, and
veterinary medicine).

In contrast, until now it has been very difficult for women to take a detour
from a tenure-track assistant professorship and return to the tenure track after
working several years part time. The academy rarely allows this. And yet,
there is the suspicion that even in those fields in which women can take
detours, doing so may jeopardize their career in subtle ways. Perhaps the doc-
tors and attorneys who reduce their practice to part time can reenter full time a
few years later, but at the cost of making partner. If true, women in these non-
math fields may still be affected by the high-powered job hypothesis, yielding
fewer women who become full professors, partners of law firms and medi-
cal practices, chairs of departments, and deans of schools and colleges. The
Gender Equity Committee of the University of Pennsylvania noted in its 2001
report that:

Within the clinical departments of the Medical School, women were 18% of senior
faculty (Full and Associate Professors) on the clinician educator track, and they were
9% of the senior faculty on the tenure track [p. II]. . . . The resignation rate among
female Assistant Professors-CE [clinician educator] (16%) is significantly higher
than that of male Assistant Professors-CE (9%) [p. III] . . . . Thus, this large group
of junior faculty women is experiencing particular difficulty reconciling their pro-
fessional responsibilities with the demands of family and home life, resulting in an
unusually high resignation rate.36
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It is possible that pipeline issues might account for some of the sex differ-
ences noted, as the greater dropout rate of young women versus men has been
observed in many STEM fields.37 So when explaining the dearth of women
at the very top (as opposed to those who are newly hired), the situation in
math-intensive STEM fields may also be the norm even in fields that are less
mathematically intensive such as medicine.

We agree with these colleagues that it may indeed be that the underrepre-
sentation of women in the top levels of math-intensive fields is now somewhat
of a red herring. This may be true even if women reached the point where they
were no longer underrepresented among new PhDs and junior-status profes-
sors. This is because, although women occupy well below 50% of the top
positions in mathematical fields, they also occupy well below 50% of the
top positions in most other high-prestige occupations, a fact not unnoticed
by headlines in the popular press: “Top Wall Street jobs still elude women,
minorities”38; “Why do so few women reach the top of big law firms?”39; and
“10 Best-paid executives: They’re all men.”40 This male domination at the top
occurs despite large increases in numbers of women entering the pipeline in
these fields. The print media are laden with these accounts.

Even in academia, there are still disproportionately few women at the top.
At Harvard, for example, the portion of senior faculty who are women is
only 13% across all disciplines—not just in mathematically intensive STEM
fields.41 And across the United States, in the field of philosophy, the por-
tion of top women (full professors and department heads) is also small.
Although women earn nearly half of the PhDs in biological sciences, only
approximately 17% of the full professors at the top 100 universities in this
field are women. However, Ginther and Kahn’s 2006 analysis shows that
women are hired and promoted, including promoted to full professor, at
rates similar to men, once fertility decisions are taken into account. Their
finding suggests that the underrepresentation of women in senior positions
can be explained on the basis of earlier differences in research productiv-
ity and will probably persist into the foreseeable future, because women are
more likely than men to slow down or discontinue tenure-track careers to
have families in all fields. This trend is relatively more easily offset in fields
with high concentrations of female PhDs, such as biology and psychology,
so that women who leave the tenure track can be replaced, due to the full
PhD pipeline. For example, approximately two-thirds of new PhDs in psy-
chology are women which means a ready reserve to replace women who
depart, though only 48.2% of assistant professors in the top 100 psychol-
ogy departments are women—in part the result of many PhDs specialized in
clinical/practice and never intending to be academics.) This point needs some
explanation.

Consider newly hired assistant professors. The tenure system requires that
they demonstrate excellence at a young age and work full time (or more).
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This system is especially inhospitable for women; despite greater equality
in domestic responsibilities between men and women today, women con-
tinue to carry the major burden in family matters, as we document below.
Although some may find this fact distasteful, it also bears noting that histori-
cally, women were far more likely to abandon their own career aspirations in
favor of their male partners’. For example, Schiebinger42 noted that:

High-achieving women have a tendency to marry high-achieving men and this holds
consequences for their own geographic mobility and advancement. For example, 43
percent of married female physicists are married to other physicists, whereas only 6
percent of male physicists have physicist spouses. Where there are two professionals
in a family, it’s hard for each to pursue opportunities for advancement when they
come by43

None of this makes universities congenial settings for female faculty, espe-
cially young female faculty with preschool-aged children (a point confirmed
in a number of internal faculty surveys). Newly hired faculty typically have
5–6 years to demonstrate their research and teaching competence, at which
time a decision is made about whether they will be given life-long tenure or
not. Liberal family leave policies are not sufficient to buffer a young mother
trying to care for infants and young children while carrying out the myriad
demands of being a pretenure professor, preparing new courses, setting up
labs, training and mentoring graduate students, and establishing a successful
program of research. One response to this state of affairs has been to propose
pretenure leaves of absence, in which women or men with young children can
go off the pretenure clock for 1 or more years and then return to the tenure
clock when their children are somewhat less needy. This policy might result in
a young faculty parent being given 7–9 years to amass a record of publishing
and teaching before being voted on for tenure. Variants of such modifications
include allowing faculty to have a half-time tenure position in which they
would be expected to accomplish half of what a full-time faculty member
accomplishes, or, alternatively, giving them twice as long to demonstrate their
accomplishments before being voted on for tenure.

However, a great deal more data are needed before such proposals can be
implemented in a manner that is fair to faculty (men and women) who must
strive to earn tenure under the regime of the regular tenure clock. Questions
to be answered include: Can scientists ultimately be as successful when they
reduce their scientific effort for a period of years early in their careers, or will
this result in losing ground permanently in some fields? Are some fields of
research fast moving, such that being away from the lab for a prolonged period
will result in knowledge becoming obsolete? Perhaps this may not become a
real issue until one has been out of the mainstream for 2 or more years, or
until one has been working half time for several years.
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But a number of PhD mothers we have talked to about this option have
expressed a desire to be off tenure track for even longer—until their youngest
child starts kindergarten, which can run up to 10 years if they have multiple
children. One highly talented colleague opted not to apply for tenure-track
positions until her youngest child was an adolescent. She is extremely smart,
and in between driving her children to practices and engaging in myriad fam-
ily activities, she has managed to keep up publishing research in excellent
journals. A decade after finishing her doctorate, she is well published, but her
chances of getting a tenure-track position commensurate with her talents is
very low, despite her steady record of publishing while she raised her fam-
ily. Currently, few universities and colleges will hire someone who has been
raising children for a decade without an academic appointment, even if the
individual has an impressive publication record like our colleague. We have
worked with her on a number of projects during the past decade while she was
rearing her children, and we have seen her technique of finding time to work
on her part of our joint projects at times that don’t overly interfere with her
parenting. She is an outstanding scholar and we feel fortunate to be able to
work with her. But there is no way she could do the research she does and
take on even half-time teaching and service duties unless she abandoned what
for her is the most important job—raising her children.

Evaluating Past Productivity and Predicting Future Contributions

The practice of voting on assistant professors for lifetime tenure after 5 or 6
years on the job assumes that research productivity during these early post-
doctoral years predicts their research productivity throughout their lifetime
as a scholar. This traditional assumption bears scrutiny. In fact, numerous
instances exist of an early burst of activity (in those able to temporarily put
aside other cares to focus on academic pursuits full time) that actually is
unrepresentative of later productivity. Many of us who are academics know
of colleagues who “pecked before reinforcement,” that is, managed to publish
just enough in the pretenure years to earn a positive tenure vote, then relaxed
into a long period of reduced productivity and unenthusiastic teaching. Such
examples are nowhere near as common as some academy bashers seem to
think,44 but they certainly exist at all levels and at all types of colleges and
universities. The question lingers: Are there other ways to accurately evaluate
past productivity and to predict future contributions?

No doubt fields of scientific inquiry differ in the consequences associated
with delayed start-up or part-time work to raise children. Some research from
the early 1980s indicates that fields vary in how fast their research becomes
out of date. Once research becomes obsolete, researchers cease referring to
it in their publications.45 Because some fields abandon their past scientific
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literature more quickly than others, anyone who leaves active research in them
for a long time might experience the feeling of being left behind upon their
return. The studies, paradigms, and methodologies that one relied on before
going on leave may have been replaced with newer ones that must be learned,
and this can conceivably take a very long time. (And prospective graduate
students may not gravitate to work with such persons in view of their lower
productivity.)

In contrast, fields that change very little will not pose a problem for some-
one dividing time between work and family. This is because, regardless of
when one returns from a family leave, the same studies that one built their
research around before leaving the field will still be relevant. (We imagine
medieval history scholars can safely reenter full-time scholarship without
penalty, but the fields in which women are seriously underrepresented, such
as physics, may be another matter.) McDowell46 studied this issue by classi-
fying the shelf life of research publications to determine how frequently old
articles were still being cited. He took this citation-rate data as evidence that
it was possible to take a childcare leave for several years and resume working
without having fallen behind in the knowledge needed to conduct research.
He found that scientific articles in the STEM fields became obsolete particu-
larly fast, and concluded that there is a bigger child penalty in these fields for
women.

Consequently, math-intensive STEM fields could be associated with greater
penalties for someone who took a multiyear break from or reduced her time
spent on research for several years, because she will need to retool upon
returning to full-time work. Summers invoked this as a possible explanation
for the dearth of women at the top of math-intensive careers:

We would like to believe that you can take a year off, or two years off, or three years
off, or be half-time for five years, and it affects your productivity during the time, but
that it really doesn’t have any fundamental effect on the career path. And a whole set
of conclusions would follow from that in terms of flexible work arrangements and so
forth. The question is, in what areas of academic life and in what ways is it actually
true?47

To reprise Barbara Aronstein Black’s opening quote in this chapter, she
was able to delay her education to have children and then start a highly suc-
cessful career. But if she had delayed having and raising children until after
she launched her career, we wonder if her rise would have been as meteoric.
The moral is that having children while in school is hard, but having them
as an assistant professor and launching an academic career at the same time
is even harder. Leslie’s data in Figure 4.2 reveal an interesting gender asym-
metry: Men actually appear to spend more time at work as their families get
larger, whereas women spend less time at their academic jobs. A number of
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surveys accord with this finding. Men seem to enhance their chances of being
promoted as their family size expands, while women’s chances of promotion
decline.

Since MacDowell studied the shelf life of STEM articles, there have been
important changes in the academy that prompt us to wonder if the multiyear
child leave penalty still applies. Wuchty et al. in 2007 reported an extensive
analysis of the authorship of nearly 20 million scientific papers and patents,
and how authorship has changed over the past 50 years. Their analyses reveal
that a sea change has occurred in the way scientists do their work, with teams
increasingly replacing individual investigators in nearly all fields of scientific
research. In fact, teams produce the highest-impact work today, significantly
higher than sole-authored investigators, so it may not be as difficult to reenter
the tenure stream today as it was 25 years ago due to the role played by various
team members in these joint-authored projects.

The relevant experiment that would need to be conducted to answer such
questions is impossible, because those denied tenure are not given the oppor-
tunity to show what they could have done later in their careers had universities
and colleges allowed them to leave for several years of childrearing, and return
later to rejoin their teams. There may be some merit in studying countries with
different employment systems that would permit an examination of the pre-
dictive power of early academic output, to determine whether it is possible
to reduce effort early in one’s career, resume it later, and experience high
ultimate levels of productivity. But it would be difficult to persuade fields to
experiment with the impact of early part-time employment on later productiv-
ity. All the same, these are the sort of data that are lacking at present, with the
exception of only a few studies that we describe next, none of which spans
multiple fields or types of institutions.

An investigation of the careers of people with biochemistry PhDs by
Long48 supports the view that the timing of the tenure system is structurally
tilted against women, putting them in a position in which they have to make
personal choices that may be damaging to their careers. This is because, as
was just seen, the pretenure system punishes a temporary reduction in produc-
tivity with a permanent withdrawal of opportunities. This happens precisely
at the time when many women are likely to have to make such a reduction in
their productivity—early during child-bearing years. Whether this lock-step
progression is justified by the particular nature of academic work is open to
debate.

In Long’s study, the number of articles published and citations to them
was studied in a cohort of researchers who obtained their doctorates in bio-
chemistry in the 1950s and 1960s. For those who obtained PhDs between
1956 and 1963, men’s citations rose steeply in the first few years post-PhD,
then leveled off. For women, however, the data curve looked different; their
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articles and citations fell significantly in the fourth year post-PhD when some
began having children, but later their productivity and citations rose steeply
and caught up with men.49 Overall, men produced more articles, but women
had higher-impact articles (their articles tended to be cited more often than
men’s articles, suggesting they were having greater impact on the thinking of
peers). Long concluded: “By year seventeen the average paper by a female
is cited 1.5 times more often than the average paper by a male.”50 So, even
though women biochemistry professors went through an early period of lower
productivity and never caught up with men in total productivity (number of
publications), they surpassed men in the impact of their published work.

Similar findings have been reported for other fields. For example, Mauleon
and Bordons51 analyzed the bibliometric records of 333 Spanish scientists in
the field of Materials Science between 1996 and 2001. Consistent with Long’s
1992 study, these authors found that female scientists published in higher-
impact journals than their male colleagues at the same rank, and this trend was
especially evident at the senior rank. However, Mauleon and Bordons cau-
tioned against assuming that the Spanish system of promoting scholars was
biased against women. They argued instead that a lack of significant differ-
ences between male and female scientists within a given rank argued against
sex-based promotion. Instead, they suggested that sex differences in promo-
tion were due in part to women’s lower overall productivity, particularly at the
lower ranks. In their words:

Productivity increases with professional category (rank) for both men and
women. . . . Gender differences in productivity within each professional category
(rank) were not found, an issue that might indicate that scientific requirements for
promotion are independent of sex. However, a different ‘life-cycle’ of productivity
for men and women is found in the area. The lower productivity of women as a group
can be due to their lower presence in the upper and most productive categories, but
also to their lower productivity at specific age classes, whose reasons would require
further analysis.52

These two studies53 are suggestive of a structural tilt in the way tenure and
promotion are apportioned, especially in the timing of such decisions. The
largest sex differences in productivity occurred exactly around the time tenure
decisions are made. Predictions of future impact (how often peers cited one’s
research publications) that are based on productivity during the first 5 years
after attaining the doctorate (the period on which tenure or permanent job
security is based) were not good among these biochemists and material sci-
entists. If the goal of the tenure process is to select those based on a snapshot
of performance who are expected to exhibit future impact, these studies—
particularly Long’s—suggest that the process is flawed. (Although these data
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do not speak to the situation of family-focused male scientists, the same effec-
tive bias may also be acting against men who decide to temporarily divert a
substantial portion of their energies to caring for the needs of their family
early in their careers.)

However, given the cohort that Long studied (women who obtained their
PhDs in the late 1950s to early 1960s), it could be argued that they are
unrepresentative of both male and female academics today, in the sense that
they were almost certainly more select than the typical biologist today—
far fewer women entered and obtained PhDs at that time, and even fewer
went on tenure track in biochemistry. Perhaps they are not a good group
to gauge the predictiveness of publishing and citations inasmuch as they
are superior to the average men and women who today enter STEM
fields.

Having said this, in both of these studies, early productivity did predict
later productivity (early number of publications was predictive of later num-
ber of publications) even though early number of publications did not predict
later impact (the average number of citations to one’s publications). One could
argue that professional recognition may be influenced to a greater degree by
total number of citations rather than by the average number of citations per
article. For example, someone who published 80 articles that were cited on
average 20 times each may have greater recognition than a colleague who
published only 30 articles that were cited on average 30 times each. The for-
mer individual would have amassed 1,600 citations versus only 900 for the
latter person, despite the average being higher.

We will return to this issue later when we consider claims of outright dis-
crimination against female job seekers and job candidates,54 authors,55 and
grant applicants.56 But for now we suggest that gender may be a weak proxy
for a host of variables that predict tenure and promotion but which themselves
are not causally related to gender. That is, if the same curriculum vitae (CV,
or an academic job resume) were blinded, the same promotional decisions
might be made regardless of the gender attached to them, and female raters
would not differ from male raters in preferring the portfolios of those given
grants, tenure, or promotion. This will become clearer when we discuss the
discrimination studies, particularly that of Steinpreiss et al.

The Larger Societal Context

No discussion of the dearth of women in science is complete without acknowl-
edging the societal forces that impinge on women’s success in the academy.
There is more to success as a scientist than scoring in the right tail of the dis-
tribution of math and spatial test scores, no matter how important this may
prove to be. In several large-scale surveys of academic men and women, a
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picture emerges that seems inescapable: Women’s success in academia is on
a collision course with their success as parent and partner.

According to Maryann Mason and Mark Goulden’s 2004 analysis of a
nationally representative sample of doctoral recipients, as well as their anal-
ysis of 4,459 tenure-track faculty working during fall–winter 2002–2003 at
the nine University of California campuses, the factors that affect women’s
success and satisfaction spill over into the family. To reprise some statistics
we reported earlier, although 66% of faculty fathers reported working over 60
hours per week at their careers, only 50% of faculty mothers reported doing
so. As the reason for their lower number of hours devoted to their careers,
mothers report working more hours per week than men when combined across
their multiple demands of career, housework, and caregiving: The totals are
101 hours per week for women with children versus 88 hours per week for
men with children. (Men and women without children report working, on
average, 78 hours per week across all of these domains.)

Additionally, married faculty mothers work 4 hours less per week at their
academic jobs than do single women without children.57 (These data are con-
sistent with Leslie’s referred to earlier.) Women in academia also report lower
rates of marriage and fewer children: 41% of female academics report being
married with children versus 69% for male academics. Only 30% of women
hired in tenure-track positions have children within the first 12 years of being
hired, which for most women means they never will. In contrast, 50% of men
hired on tenure track have children within the first 12 years. Of course, you
might argue that many of the women are content with this state of affairs,
but that does not appear to be the case. The women express dissatisfaction:
Among 40- to 60-year-old academics, 40% of females report desiring more
children versus only 29% of men. Finally, male academics are much more
likely to be married than women, and women academics have higher rates
of divorce (144% of the men’s rate). Taken together, these findings prompted
Mason and Goulden to remark:

Thirty-odd years after the second-wave feminist revolution, equality in the workplace
remains more of an aspiration than a reality. . . . In focusing solely on the professional
outcomes as the measure of gender equality, scholars have failed to acknowledge that
the gap between the family outcomes of men and women, as measured by marriage,
children, and divorce, is as wide as the gap in employment.58

Recently, Hamel et al. took this argument a step further in an editorial in the
New England Journal of Medicine, suggesting that the increasing numbers of
women in the medical pipeline may eventually neccesitate a relaxation of the
rigid schedule for tenure and promotion evaluation:
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In 1960, only about 5 percent of medical students in the United States were women;
today, the numbers of women and men in medical school are approximately equal.
This apparent success story, however, is tempered by observations that women who
enter academic medicine have been less likely than men to be promoted or to serve
in leadership positions. As of 2005, only 15 percent of full professors and 11 percent
of department chairs were women. . . . Jagsi et al. (2006) document similar trends for
women as authors of articles in prominent medical journals. They report that nearly
five times as many women authored original articles published in six major journals in
2004 than in 1970. Despite this progress, in 2004 small proportions of first and senior
(last listed) authors were women (29.3 percent and 19.3 percent, respectively). . . . In
many medical schools, promotion criteria and timelines require academic productiv-
ity that is unattainable without devotion of most waking hours to career activities,
leaving little time for family and other priorities. This approach may prove untenable
in the future, as women make up an increasing portion of the physician pool and as
many male physicians take on more responsibility for child rearing and want more
time for personal life.59

The economist Donna Ginther60 analyzed data from the U.S. Survey
of Doctoral Recipients, a nationally representative sample of those receiv-
ing doctorates in the sciences that tracks individuals over a 25-year period
from 1975–2000. She discovered gender differences in promotion and tenure
(although she found that promotion probability was not significant for the
most recent cohort by itself), after controlling for productivity (quantity
of papers published and presented) and demographics. She also found that
women were paid less, though for the younger faculty most of the differences
in pay were explainable in terms of such performance indicators as number
of citations. For female full professors, however, their lower pay could not
entirely be accounted for in terms of performance differences. In Ginther’s
statistical model the same level of performance brought less pay for a senior
woman than a man.

But in an extension and update of this analysis, with more recent data,
Ginther and Kahn61 found that, although women doctoral recipients are less
likely to take tenure-track positions in science, the gender gap is entirely
explained by fertility decisions. For example, “Children create a marked diver-
gence between men and women. The presence of a pre-kindergarten-aged
child lowers women’s likelihood of having a tenure-track job by 8.2 per-
cent . . . [while having] no effect on men’s likelihood at all.”62 An older child
actually increases a man’s likelihood of getting a tenure-track job but has no
effect on a woman’s. Ginther and Kahn hypothesize that the beneficial effect
of children for men reflects other characteristics of the kinds of men who are
married with children. They tend to be viewed as more reliable than men with-
out children (e.g., perhaps not as likely to stay out all night clubbing, coming
to work hung-over), and more reliable than women with children (less likely
to miss work because of a sick child, for instance).
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The good news is that in Ginther and Kahn’s recent 2006 analysis, the gen-
der difference in hiring and promotion to both associate and full professor
(after controlling for demographics, family size, and productivity) was no
longer present. Women academics were promoted at the same rate as men
when they were comparable in terms of number of children, number of pub-
lications, and so on. However, the authors did find that in some fields, such
as the physical sciences, having school-aged children reduces the likelihood
of a woman being promoted to full professor by 9.6%, but does not affect
men’s likelihood of promotion because of their reduced childcare responsibil-
ities even among two-career professional couples. Therefore, it seems in some
cases that women may have to make a very sad choice between having a fam-
ily and optimizing their academic career—a choice that men are not forced to
make. In the authors’ words:

Marriage greatly increases the likelihood that men get tenure track jobs (by 22 per-
cent), but has smaller and generally less significant effects on men’s promotion at
either level. Marriage tends not to hurt women’s likelihood of getting tenure track
jobs, being granted tenure or becoming full (professor). Often, it helps. It is striking
that marriage does not hurt women in science. Dual career problems do not seem to
deter women from getting a tenure track job, from getting tenure, or from becoming a
full professor, despite the fact that more than 60 percent of women scientists are mar-
ried to scientists (Rosser 2004). The presence of children, however, does disadvantage
women during the early post-PhD years that coincide with the child-bearing window
in life sciences and physical sciences. The single exception is a 6% lower chance
of achieving full (professor) in life sciences. Children make it less likely for women
to make it through the postdoc hurdle and get a tenure track job. In engineering,
people tend to go directly from the doctorate receipt to jobs, bypassing the postdoc
stage. Here, too, however, children make it less likely for women to be success-
ful in academia during the early career years, lowering their likelihood of receiving
tenure. Our results indicate that to some extent, women in science must make a choice
between a family and an academic career. Opting out of academic career jobs because
of children dovetails with some of Preston’s (2004) results that show a major reason
that women leave science is because of childcare responsibilities.63

It can be argued that women self-handicap in their early years by choos-
ing to start families or follow their partners’ careers in lieu of competing for
tenure-track jobs that require a single-minded dedication that allows no more
than a one- or two-semester leave following pregnancy. Women are less likely
to go on tenure track, or remain on tenure track following pregnancy, and are
more likely to be at small colleges and/or in adjunct/part-time positions.64

Men appear less likely to sacrifice their career aspirations to facilitate their
partners’ careers65; men are also less likely to take time off to rear children
and care for elderly parents. Unlike some female scientists who have opted
to devote a major part of their energies to raising their young children, male
scientists usually need not make such decisions.
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As an illustration, it is interesting to observe the parents of the classmates of
our two youngest daughters. A number of these mothers have doctorates (two
have PhDs in chemistry, one in architecture, two in psychology) and worked
as professionals prior to the birth of their children, but they resigned from their
jobs to raise their children. All but one of them have been doing this for 8–10
years and plan to do it for the foreseeable future. Each morning these mothers
drop their children off at school, many of them staying on to volunteer in
their child’s classroom, while others return after school to take their children
to various activities. We know several who literally spend several hours per
day chauffeuring children—a fifth-grader to ski club, even though she herself
cannot ski because she must leave immediately after dropping her off to drive
another child to soccer in a city an hour away, and a third child to another event
before returning to collect her fifth-grade skier. Many of these mothers are
eager to remain intellectually connected to the academy, but none wishes to
work full time (or even part time) until their children are older. They can, and
sometimes do, continue doing research as a sideline. But teaching is usually
not an attractive option, and several have declined offers from our university
to teach part time because it would cut into their childrearing, and they do not
need the money. They all understand that part time teaching does not segue to
a tenure track job.

This story will probably surprise some readers who assume that if only
universities allowed new mothers to take off for a semester or a year follow-
ing birth, everything would be fine. Granted, for some new mothers this is a
desirable solution, but many mothers desire longer leaves or part-time options
that allow them to remain on tenure track for several years before returning
to work full time. As some survey data indicate, many mothers who return to
full-time work following a one- or two-semester leave express dissatisfaction
with their harried lives. They find it stressful to accomplish all of the demands
of their academic jobs while attending to the needs of their young children
in daycare with the predictable absences due to illness, school closings, class
trips, and so forth, coupled with the race to exit faculty meetings in time to
collect toddlers from preschool. This is the genesis of many new mothers’
decisions to go off tenure track and opt for part-time nontenured posts.

When one first learns of such stories, one’s impulse may be to criticize
these new mothers. They made choices that were not working out for them
and it was not society’s responsibility to solve them. No one forced them into
careers and motherhood, and bending long-established rules such as the tenure
clock to facilitate their needs presents significant problems for the academy
that we will discuss later. Upon reflection, however, we think that views about
the plight of such mothers may change in the future. We will return to this
point later. For now, it is important for readers to be aware of the tremen-
dous resources we are now wasting as a society by subsidizing the training of
women who spend many postbaccalaureate years gaining technical skills that



52 THE MATHEMATICS OF SEX

are underutilized at a time when our influx of international graduate students
has ceased growing and has even declined in some sectors. Many of these
international students in the past remained in STEM careers in the U.S. fol-
lowing the completion of their training. We need to maximize our domestic
talent pool to replace them.

Until now, mothers who opted for part-time employment in the academy
were on a one-way downward slide as far as career success is concerned.
As Ginther and Kahn’s 2006 analysis reveals, and as Mason and Goulden’s
survey data show, once a woman decides to go off tenure track—or delays
going on tenure track after completing her doctoral studies—the chances of
getting on tenure track are greatly reduced. Those outside of academia may
find this assertion surprising, but it is a fact of life in most academic fields,
with a few exceptions. No matter how promising someone is in graduate
school in a STEM discpline, the longer she (or he) delays competing for a
tenure-track job, the duller her (or his) luster becomes, and the less likely
the person is to be offered a prestigious tenure-track post. This is because
some faculty on search committees view the candidate’s willingness to prior-
itize personal needs as an indication that she or he is not devoted to career,
and lacks “fire in the belly.” Others view the lack of a prior tenure-track
job as an indication that the individual has been trying to become hired on
tenure track but unsuccessfully so “perhaps she is not good enough to get a
tenure-track job”.

Regardless of the specific excuse, this delay pattern is an important reason
why women are less often in tenured positions and earn less than men. The
situation with women who successfully landed tenure-track positions but later
decided to segue to part time to rear children or care for an elderly parent also
results in a downward slide. Few universities allow pretenure faculty to reduce
their effort to anything less than 100%, save a semester or two of family leave.
There are many reasons for this, but one that outsiders may not have realized
has to do with the perceived fairness of permitting some faculty to have twice
as long as others to amass a record compatible with the granting of tenure. The
thinking goes like this: “If one faculty member is allowed to reduce her effort
to half time and is given twice as long to obtain tenure, say 10 years rather
than 5, then how can we be sure she is not ‘gaming’ the system? If she has the
financial means to exist on partial salary (perhaps due to a partner’s earnings
or a private trust fund), she could, in theory, be doing less childcare, perhaps
paying for help, while secretly writing and publishing, unencumbered by the
normal teaching and service responsibilities of her childless untenured peers.
When she eventually comes up for her tenure review, she could have amassed
a record of publishing that is far superior to her peers who had to cope with
full-time teaching, advising, and committee responsibilities while also doing
research. Because it is research that accounts for most of the tenure decision
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in the top 100 universities, anyone who can afford to reduce their teaching and
committee effort will have more time to do research.

There are many job characteristics that can reasonably be expected to
affect pay, such as rank (senior scientists earn more than junior ones), years
since earning a PhD, type of institution (large PhD-granting universities
pay more than 4-year colleges; private select institutions usually pay more
than state institutions), field (economists earn much more than psychologists;
humanists earn far less than business/management professors), and so on. In
Ginther and Kahn’s analyses, when these characteristics are taken into con-
sideration, the salary gap between the sexes is greatly reduced, even abolished
in most cases. Although Ginther appears to regard her findings as demonstrat-
ing that some residual of the gender gap in pay cannot be explained by these
observable job characteristics, we think the real message is that the unex-
plained portion of the salary gap is quite small—overall, it is only 2%, mostly
the result of higher unexplained differences among full professors. Among
assistant and associate professors, the unadjusted 2001 salary gender gaps of
5% and 4%, respectively, are virtually completely explained by observables
(criteria such as the field one is in). Such small pay differences can not be the
reason that fewer women enroll in math-intensive STEM graduate programs.
Graduate students rarely know the salaries of academics, and it is not a driv-
ing force in their decision to earn a PhD in STEM fields. Furthermore, there
could be other factors that were not included in Ginther’s model of observ-
ables that could account for the unexplained difference in pay among full
professors.

In sum, the survey data from several independent sources point to the deck
being stacked against women, who assume greater responsibility for children
and who are more likely to defer to their partners’ career aspirations. The
claim that women are burdened by extra-academic demands that only rarely
affect men, such as child rearing and caring for an elderly parent or ill partner,
is to some66 evidence of an institutional barrier that has prevented women
from rapid promotion and advancement, because it permanently penalizes
them for an early interruption in their work. Consider:

Academia is one of the few places where young talent has to prove itself at a young
age in order to keep their job. If graduate school is followed by a post doc (as many in
the sciences will do) and then six years at the assistant professor level, the young aca-
demic will be approximately 36 years old before applying for tenure. . . . For women,
tenure clocks and biological clocks run on the same time zone, and although maternal
and paternal leaves are available at most universities, there are also subtle and not-
so-subtle pressures not to take advantage of these leaves. The conditions of academic
life are particularly difficult for any woman who has caregiving responsibilities such
as child care, which is a more likely reason for the underrepresentation of women
in academic science, with its additional requirements for laboratory hours, than the
fewer number of women at the highest tails of math and science standardized tests.67
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To be completely fair, however, one could interpret this as an admission
that when any sex differences in salary and rank occur, they are defensible,
because male scientists invest longer hours in their careers, uninterrupted by
family demands. Some suggest that women’s fewer hours working at their
careers may be limiting their success during the early years of their career,
but the evidence for this assertion is not plentiful. When women and men have
similar cognitive profiles and put in similar hours, so it is argued, there are no
differences in rates of promotion.68 Summers entertained this as a potential
cause of the scarcity of women in math-intensive careers, as we noted in the
introductory chapter. His argument bears repeating:

. . . what do we know, or what can we learn, about the costs of career interrup-
tions. . . . We would like to believe that you can take a year off, or two years off,
or three years off, or be half-time for five years, and it affects your productivity dur-
ing the time, but that it really doesn’t have any fundamental effect on the career path.
And a whole set of conclusions would follow from that in terms of flexible work
arrangements and so forth. The question is, in what areas of academic life and in
what ways is it actually true?69

We end this section with an issue that seems to be gaining momentum in
some policy and political circles, though it is a minority view among mem-
bers of the scientific world. We are referring to the argument that the culture
of STEM disciplines is male oriented and this conflicts with female values
and results in an unfair male advantage when it comes to promotion and
pay raises. According to its proponents, male values such as a competitive,
assertive, autonomous (as opposed to collectivist), single-minded obsession
with winning is valued for success in STEM fields rather than female val-
ues of democratic, interdisciplinary, cooperative, less obsessive, nurturant,
expressive, concerned about others, and less stressful. Instead of arguing that
women’s underrepresentation is the result of cognitive or motivational factors,
these proponents seem to favor changing the rules of the game, according to
Christine Hoff Sommers,70 who critically describes attempts to “Title 9” aca-
demic departments in which women are greatly underrepresented. Sommers
notes that during her presidential campaign, Hillary Clinton said that “women
comprise 43 percent of the workforce but only 23 percent of scientists and
engineers” and insisted that government take “diversity into account when
awarding education and research grants.”71 Sommers describes congressional
testimony by some proponents of this view, claiming that it encourages men to
develop “a strong commitment to earning and prestige, great dedication to the
job, and an intense desire for achievement. That inevitably results in a perma-
nently unfair advantage for men.”72 This is why we used the phrase “changing
the rules of the game”—because it sidesteps sex differences in productivity
that are due to uninterrupted hours worked, prioritizing of career over family,
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and so forth (all male values), and by fiat declares that institutions with more
men in them should be penalized, or Title 9’ed. By a similar token, the NBA
could be considered actionable. Having said this, there are biological differ-
ences between the sexes that tilt them in somewhat different directions in
research and family matters. For example, in randomized, double blind trials
of oxytocin nasal spray, Zak et al. (2007) demonstrated that men who sprayed
oxytocin into their noses became more trusting and cooperative in an eco-
nomic competition. Oxytocin is home-grown in women and associated with
bonding, trust, and cooperation. Such findings bolster the argument that the
rules of the game have been based on male values of competition, autonomy
and obsessive work, and have not considered female values of cooperation,
nurturance, and democratization. Later, we will discuss other sex hormones’
alleged influence.

The Same Evidence Can Be Used by Both Sides

When we edited our 2007 volume, Why Aren’t More Women in Science? we
learned something interesting. The same evidence is often interpreted differ-
ently by opponents in the debate over sex differences in cognitive abilities as
a cause of women’s underrepresentation in math-intensive careers. We wrote
in our synthesis of 15 chapters, each written by an expert in this debate:

Now that we have read these top scholars’ position papers, we realize it was probably
naive to have assumed that anything as complex as this topic could be resolved by
tallying the pros and cons on a point-by-point basis. Many of the arguments and coun-
terarguments do not align perfectly, making it difficult to use one type of evidence to
nullify another. But even more importantly, all sides in the debate often draw on the
very same evidence. In other words, it is not the case that one side in this multi-sided
debate is unaware of the evidence that the other sides rely on, but rather that the same
or similar evidence is often invoked by proponents on all sides—but interpreted dif-
ferently. . . . At this stage the most one can hope for is a critical appraisal of evidence
in support of various views, and a qualitative assessment of where the preponderance
of strong evidence lies.73

An example of similar evidence being interpreted differently can be found
with the data demonstrating that women tend to pursue people-oriented or
organic fields, whereas men with similar math and science abilities tend to
pursue object-oriented fields. A number of researchers74 have argued that we
should explicitly factor students’ interests into the predictive mix, noting that
men and women often have different interests that propel them into differ-
ent careers.75 In some analyses, sex differences in job preferences account
for more of the differences in the prediction of later careers than do sex
differences in either the SATs or Graduate Record Exams (GREs).76
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What this means is that what people want to do, and are interested in doing,
may be even more important than their cognitive profile when it comes to
choosing a career. But is it a bad thing if men and women differ in their pre-
ferred field of study? Fields have their own life histories, with the gender
mix in them changing over time. Our own field of psychology has become
increasingly attractive to females to such an extent that most of its subfields
have been producing a majority of female doctorates (overall, 68% of all new
psychology PhDs are attained by women). It would be deeply unfortunate if
talented individuals were impeded from entering a field in which they were
interested and capable of doing well. However, it seems benign if women are,
on average, more interested in different fields than men—say, interested in
medicine as opposed to engineering, in biology instead of chemistry, or in
veterinary science as opposed to physics.

Throughout history there have been male–female shifts in dominance
within professions such as teaching, secretarial work, and medicine. These
shifts are easily explained in terms of changes in prestige and income, rather
than by changes in hormones or genes, as we explain in Chapter 3. In
their longitudinal program of research, Jacquelyn Eccles and her colleagues
at the University of Michigan have demonstrated that young women were
more attracted to health-related careers primarily because they placed higher
value on a people/society-oriented job than did their male peers. This was
the case even when their mathematical ability was taken into consideration.
Men and women with similar math ability tended to prefer different careers.

Whether different interests are to some degree the modern vestiges of
patterns of intrasexual competition and mate choice, as evolutionary psy-
chologists have suggested,77 or the result of more proximal forces such as
contemporary gender stereotypes that constrain girls’ early choices78 is an
interesting theoretical issue that is addressed elsewhere.79 We worry that
implementing incentives to encourage greater female participation in nonpre-
ferred fields could result in women finding such professions less satisfying,
which in turn could lower their chance of success. For example, suppose we
induce more women who currently prefer to be psychologists to become engi-
neers. If these women are unhappy as engineers, we have achieved greater
gender equity in engineering at the cost of these women’s satisfaction. But
some research80 indicates that high school students often possess erroneous
ideas about the career options available in fields such as engineering, and that
should be rectified by presenting accurate information about careers. It is one
thing to be disinterested in a career for valid reasons (if one does not prefer it
for legitimate reasons); it is quite a different matter to be disinterested in it for
the wrong reasons. Students need to be exposed to a range of career options
in STEM fields so they appreciate the possibilities when they begin to ponder
which careers are worth the effort and delayed gratification. But we should be
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prepared to discover that for many, the choices could end up being gender dif-
ferentiated, with young women preferring different careers than young men at
different points in history.

Missing from the aforementioned argument is the fact that sex differences
in career choice can represent a very positive story: talented men and women
have been deciding how they would like to develop, even if it results in them
excelling in different areas. If this process eventuates in more women than
men going into biology, law, and medicine, and more men going into physics,
chemistry, and engineering, this outcome does not seem like an inherently bad
thing. As our colleague Susan Barnett asked, is it more valuable to encourage
women to shift from their dominance in fields of biology to mathematics, so
they can end up working on a search algorithm for Google rather than on a
cure for AIDS?



3
Opening arguments: Biology

“The emotional, sexual, and psychological stereotyping of females begins
when the doctor says: ‘It’s a girl.’ ”

—Shirley Chisholm

“We will have equality when a female schlemiel moves ahead as fast as
a male schlemiel.”

—Estelle Ramey, past president of the
Association of Women in Science

In this chapter, we review evidence for the alleged role of biology in producing
sex differences in math-intensive fields, to parallel what we did in Chapter 2
for the alleged role of the environment. Here we will describe findings on
brain organization, hormones, and putative evolutionary influences. We will
also delve into differences in early spatial skills that show up prior to the onset
of schooling, which suggest biological rather than environmental origin—at
least to many researchers.

There are ample grounds for positing some causal role for biology in
explaining the dearth of successful women in math-intensive STEM fields.
We withhold our opinion about the persuasiveness of this evidence until after
we have presented it, as well as the counterevidence, so that for the time

58
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being readers can form their own opinion without being unduly influenced
by ours. So for now we make the following point: None of the claims about
the biological bases of sex differences that have been made in the media by
high-profile policy makers needs to be correct for them to be regarded as
reasonable hypotheses, given the frequency with which scholars have raised
the same points in journal articles. All of the studies we will review in
evaluating the validity of biological claims were published in peer-reviewed
scientific journals. This alone justifies their use in a debate—unless they
have been definitively refuted in subsequent peer-reviewed journals before
one knowingly invoked them. It is the job of those who oppose such bio-
logical interpretations to provide cogent peer-reviewed counterarguments,
rather than ad hominem assertions and personal testimonials as sometimes
occurs following suggestions of biological causes of the gender gap in
the media.

This is not meant to claim that no cogent criticism has been offered in
response to biological assertions. But sadly, too much of the reaction in
response to claims of biological causation of sex differences is directed at
what critics view as character flaws and misogyny of the people who believe
in biological differences rather than a refutation of the scientific basis for
their claims. We will describe the pro and con evidence related to biological
claims, but at the outset of this enterprise it merits noting that commentators
often speculate about policy topics with far less support than the proponents
of biological differences have. As will be seen, there is support for some of
the biological claims, though we later will provide criticisms of some of the
supporting evidence.

This brings us to an important disclosure about our personal scientific val-
ues because they influence the evidence gathering that went into this book. We
favor free speech in science, even on hot-button issues such as race, gender,
abortion, and immigration. Generally, in scientific investigations, premises
resulting from informed inquisitiveness are tested and retained, refined, or
refuted on the basis of empiricism and logic. We have written elsewhere that
“when scholars are silenced by colleagues, employers, editors, and funders
who believe that simply asking certain questions is inappropriate, the pro-
cess begins to resemble religion rather than science. Under such a regime, we
risk losing a generation of desperately needed research.”1 Granted, there are
real costs associated with this view; entire groups—women, minorities, and
religious communities—may feel abused by the publication or broadcast of
claims that disparage their abilities. “However, racial and gender hatred did
not emanate from allowing scientists to publish or broadcast their views, and
indeed pernicious folk-theories of racial and gender inferiority predated by
centuries the onset of scientific studies claiming to support a biological basis
of gender and racial inferiority. Just as research did not cause such hatred,
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censuring it will not make the problem go away.” And it could lead to missed
opportunities to enlighten others and make unanticipated research gains that
come about in the process of refuting one’s critics.

In our own field of science, worthwhile and important scientific progress
on racial and gender equality would never have occurred without the added
incentive of disproving critics who were permitted to express their data and
hypotheses without fear of censure or even dismissal, as happens on occa-
sion. None of the foregoing argument for free speech in scientific discourse is
meant to imply our wholehearted endorsement of biological views because,
as readers will see, we have serious criticisms. But it is meant to argue that
once we cast opprobrium on opponents for arguing their case, we slide into
one-party science. Under one-party science, the current consensus regard-
ing gender and racial cognitive equality might never have occurred, and this
would have represented a loss to the entire scientific and world community.
The key evidence for equality emanated from informed debate, and would not
have been generated had rivals been muzzled.

OVERVIEW OF BIOLOGICAL FACTORS

Substantial journal space has been filled with reports of male superiority in
math and spatial reasoning, some of it alleging a biological basis. For exam-
ple, consider the following snapshots of the biological evidence, which we
elaborate upon below:

• Geary’s 1998 suggestion that evolutionarily important behaviors such as
male–male competition involve greater reliance on the ability to represent
three-dimensional space geometrically. This is a skill at which men excel,
and one which (as we noted) some have suggested underpins sex differences
in advanced mathematics. Male superiority has been documented across both
developed and less developed nations.

• Numerous studies report that men’s greater cerebral lateralization is associated
with sex differences in spatial cognition as well as with women’s superiority
at verbal processing, because such processing is more bilaterally represented
in their brains2; also see Haier et al.’s 2005 review of sex differences in neural
organization and cortical activation while solving cognitive tasks.

• Kimura’s 2000 and 2002 arguments about the role of prenatal and postna-
tal hormones on spatial cognition; Resnick et al.’s 1986 work showing that
men with low early androgen levels (due to idiopathic hypogonadotropic
hypogonadism) have lower spatial ability than men with normal androgen
levels; Slabbekoorn et al.’s 1999 demonstration that androgen therapy for
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genetic female transsexuals results in higher three-dimensional rotation ability
compared to their preandrogen therapy ability.

• Studies demonstrating that male rats outperform female rats on a water maze
problem, but that their advantage disappears following castration or following
injection of testosterone into newborn female rats.3

• Baron-Cohen’s 2007 argument that female babies come into the world with
an orientation toward people whereas males come into the world with an
orientation toward objects, which leads them down differing paths of inter-
ests and divergent styles of systematizing; research showing that women
gravitate toward “people” and men gravitate toward mechanical things4;
Lippa (in press) analysis of responses to the BBC’s survey of approximately
200,000 adults, revealing the “people–things” dimension was stable across
53 countries (d = 1.40) and unrelated to countries’ level of gender equality.

• Studies by Quinn and Liben (2008) and Moore and Johnson (2008) showing
that very young male babies are better at mental rotation tasks than female
babies.

• Gur and Gur’s 2007 suggestion that male brains are optimized for enhanced
connectivity within hemispheres, whereas female brains are optimized for
communication between hemispheres, especially in language processing and
posterior brain regions, as indicated by the larger callosal splenia (Dubb et al.,
2003).

• Kucian et al.’s 2005 finding that for spatial tasks, better performance of men
when solving the harder problems is associated with more focal activation of
right visual association areas of the brain. In contrast, for the more challenging
spatial and arithmetical tests, women’s performance entails bilateral activation
of additional brain regions.

• Haier et al.’s 2005 finding that the amount of gray and white matter in the
frontal areas of the brain is more important in women, whereas it is the gray
matter in the parietal areas of the brain that is more important in men.

BIOLOGICAL CORRELATES OF LATER COMPETENCE

The above snapshots are the tip of a huge mountain of evidence that behavioral
endocrinologists, neuroscientists, developmental psychologists, and evolu-
tionary scholars have amassed on the role of sex differences in hormones
and brain architecture in spatial and mathematical ability. We describe some
exemplars of this work next and, although intrigued and respectful of it, we
point to some problems of inconsistency and methodology.

Recent biological work on cognitive sex differences investigates brain size,
brain organization, and hormonal differences. Elsewhere we have reviewed
this evidence in detail; here we provide an abbreviated review. The interested
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reader can consult more technical reviews for details.5 At the core of
biological accounts of sex differences in cognition is evolutionary theory.
Simply put, it holds that to succeed in a Darwinian sense, one must be more
reproductively successful, and do a better job of surviving and of having
one’s offspring survive, than do one’s peers. Genes associated with enhanced
spatial skills needed for expert hunting, way finding, waging war, and nav-
igating were preferred across generations. Evolutionists posit that because
the offspring of homo sapiens have a long period of parental dependency,
hunters/gatherers who did not have the spatial skills to defend their young
and successfully hunt for their food may themselves have survived to procre-
ate again, but their offspring were less likely to survive to procreate. The result
was a human brain that has powerful information-processing ability, due to
the preferential procreation by those with strong spatial skills who produced
offspring who were better fed and protected, and hence lived to procreate
themselves. There are numerous implied assumptions in this argument, and
some scholars have argued oppositely, as we describe in a later chapter.

Brain Size

Prior to the availability of data from modern neuroimaging studies, a num-
ber of investigations of head volume and perimeter differences in favor of
men were reported. In fact, Francis Galton, a second cousin of Charles
Darwin, made this claim in the late 1880s when he measured the head sizes
of Londoners, as did the Italian criminologist, Cesare Lombroso, around the
same time.

Over the years, some theorists have suggested that women are biologi-
cally less adept at mathematics as a direct consequence of their smaller brain
size: For example, there were “attempts by nineteenth-century craniologists
to prove that the female brain was too small for scientific reasoning.”6 More
recently, J. Phillipe Rushton7 calculated the measurements of several thou-
sand U.S. Army personnel’s head sizes. He reported that even after taking
into account their smaller body size and stature, women had smaller brains
than men by 110 cm3. Human brains reach their maximum size around age
25, a time at which Ankney found men’s outweigh women’s by 175 g—about
17%. He also found men’s brains outweighed women’s by approximately
142 g even after adjusting for body size differences. Such reports have led
to the suggestion that male superiority in math and spatial ability is a result of
the brain mass superiority of males: “Surely, no one would claim that the sex
difference in brain size is due to, for example, girls having poorer nutrition
than boys in North America or Western Europe. Therefore, I propose that the
difference is genetically based . . . and that it is related to men’s, on average,
greater spatial and mathematical reasoning ability.”8
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Lest one dismiss the brain size argument on the grounds that it is highly
imprecise, numerous studies using neuroimaging techniques have essentially
replicated these findings. For example, recent estimates of intracranial vol-
ume using magnetic resonance imaging data reveal quite high correlations
with more primitive estimation methods of brain sizes based on external skull
length and width, usually well over 0.5, and as high as 0.66.9 What makes
this research germane to the topic of women’s underrepresentation in math-
intensive fields is that brain size appears to correlate modestly with general
intelligence. As Deary et al. point out:

There is a correlation of about .33 between intelligence and brain volume in healthy
adults assessed using magnetic resonance imaging (McDaniel, 2005). Rushton and
Ankney’s (2007) more recent estimate is .37. In a sample of healthy older men
residing in Scotland, we found a correlation of .42 between g (the general factor
in intelligence) and brain volume.10

Although a gross difference in brain size could well have cognitive
consequences, this does not explain why such a difference would result in
a particular deficit in mathematical or spatial ability as opposed to some other
cognitive abilities, many of which favor women, or in general intelligence,
which displays little in the way of sex differences. For example, although
men excel at three-dimensional mental rotation, women excel at spatial mem-
ory, perceptual speed, and many verbal tasks. As we show later, research does
not support the notion that men are on average more intelligent than women.
And as is the case with most of the research on biological correlates of sex
differences, the focus is on means, whereas the focus on sex differences in the
STEM fields is on the extreme right tail (the top 1% or even the top 0.1% or
the top 0.01%) of the distribution—a population that has not been the focus
of brain studies. As interesting as we find studies of brain size, none of the
above studies was conducted to compare right-tail samples. Finally, an anal-
ogy to computers seems unavoidably alluring: The laptop computers of today
are capable of doing what it took room-size computers to do as recently as
30 years ago, suggesting that the sheer size of the hardware may not be the
determining factor in cognitive processing.

Neuroscience Findings

Studies by neuroscientists have identified many subtle male–female brain
differences. For example, Haier et al.11 used Magnetic Resonance Imaging
(MRI) and asked whether sex differences in the amount of gray and white
matter in different brain regions was associated with differences in IQ test
performance in 48 normal volunteers.
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These researchers concluded that in various regions throughout the brain
the amount of gray matter or white matter predicts IQ scores.12 Regions asso-
ciated with language in the frontal and parietal lobes appear to be particularly
important. Other researchers have shown that the volume of these same brain
areas appears to be under genetic control.13 In Haier’s words:

Since there does not appear to be reliable sex differences in general intelligence (and
this is true irrespective of efforts by test manufacturers to sanitize IQ tests of gender
differences), we had no reason to expect sex differences in the brain structures related
to IQ. However, we were wrong. When we reanalyzed our MRI data separately for
men and women, we found completely different brain areas correlated to IQ (the men
and women in these samples were matched on IQ). The amount of gray and white
matter in the frontal areas seems more important in the women; the gray matter in the
parietal areas seems more important in the men.14

This apparent sex difference is the finding that received a great deal of pub-
lic attention following former Harvard president Summers’s remarks in 2005.
If this difference holds up in independent replications with representative sam-
ples, it can be concluded that men and women achieve the same general cogni-
tive capability using somewhat different brain architectures. However, it is not
yet clear what, if anything, these possible differences in typical male–female
brain architecture imply for the causes of sex differences at the extremes of
mathematical and spatial ability. These investigators did not examine that pop-
ulation, as it was not part of their research question. Much additional research
using functional Magnetic Resonance Imaging (fMRI), including some under-
taken while men and women performed mental rotation tasks,15 has reported
sex differences in brain optimization, although it too has not been conducted
with participants from the extreme right tail of the mental rotation or mathe-
matics distributions. Again, we do not presuppose how extreme the right tail
must be for one to have a successful career in a math-intensive STEM field,
because this will remain unknown until researchers gather prospective, longi-
tudinal data. Perhaps it will be found that successful STEM scientists do not
need to be in the top 1% or top 0.1% of ability. Later, we review the available
but limited evidence related to this issue, and readers will see that it is mixed.
This is important because sex differences become much more pronounced
as one moves toward the extremes (top 10%, top 1%, top 0.1%), whereas
they are far less pronounced at less extreme values, such as at the top 25%
of the ability distribution. For example, Geary and DeSoto (2001) found in
their sample that males comprised 84% of the individuals who scored in the
top 10% on the Mental Rotation Test (MRT) in the U.S. and China, but only
70% of those scoring in the top 25%. (It is noteworthy that these investigators
also reported inconsistency across other rotation tests, with Chinese women
outscoring Chinese men on one of them that requires both 2-D and 3-D
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rotations, and U.S. women outperforming Chinese men and women on a 2-D
rotation task.)

Hormonal Influences on Sex Differences in Cognition

In addressing sex differences in STEM fields, one long-standing candi-
date for a causal role has been pre- and postnatal hormones. Hormonal
explanations for sex differences in spatial cognition have invoked both the
organizing effects of prenatal sex hormones on the brain and the activat-
ing effects of hormones produced postnatally (onset of puberty, menstrual
cycle, menopause, time-of-day fluctuations) on mental rotation and mathe-
matical ability.16 Many readers are familiar with the striking findings showing
that male rats are superior at figuring their way around a maze compared
with female rats, but that if they are castrated, their superiority disappears.
Equally striking findings from individuals seeking sex-change operations
show that when biological women are given estrogen-suppressing drugs cou-
pled with large doses of male hormones, their spatial ability is enhanced.
Because of their well-known role in sex differences, we spend considerable
time below reviewing hormone research and assessing the likelihood that hor-
mones are a major source of women’s underrepresentation in math-intensive
STEM careers.

It is beyond our scope here to delve into the mechanisms by which pre-
natal hormonal exposure is thought to influence brain organization, the ways
postnatal exposure to hormones affects brain functioning, and how their pos-
sible interaction influences behavior. Here we restrict the discussion to what
this very large and complex literature can tell us about the influence of
hormones on sex differences in spatial ability, particularly mental rotation
ability, and mathematical aptitude. In our recent analysis of this literature
we17 concluded that the research on hormones is internally inconsistent
and, despite the many intriguing findings in individual studies, the litera-
ture as a whole is filled with contradictions, small effects, and occasional
results that are only significant after questionable statistical manipulations are
carried out.

Consequently, we believe that hormones, while possibly accounting for
some of the sex differences observed among average men and women, are
unlikely to be a major cause of sex differences in STEM careers. This is
mainly because very few hormone studies have examined hormonal influences
in individuals who score at the extreme right tail of spatial and mathemati-
cal ability. The majority of hormone trials have been carried out with special
populations (women with Turner syndrome or congenital adrenal hyperplasia,
transsexuals seeking sex changes, men with hypogonadotrophic hypogo-
nadism), and few studies have been population studies of free-circulating
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testosterone levels that could examine individuals at each level of math and
spatial ability.

As mentioned earlier, the evidence for a linkage between hormones and
spatial ability includes Doreen Kimura’s18 influential arguments about the
role of prenatal and postnatal hormones on spatial cognition; Resnick et al.’s
1986 study showing that men with low early androgen levels have lower
spatial ability than men with normal levels; Slabbekoorn et al.’s 1999 demon-
stration that androgen therapy given to genetic female transsexuals results in
higher three-dimensional mental rotation ability compared with their prean-
drogen therapy scores; and Fink et al.’s 2006 demonstration of a relationship
between the ratio of the lengths of the second to fourth fingers (2:4 digit ratio)
and arithmetic competence. This finger ratio is an indicator of the relative lev-
els of prenatal testosterone, or T, as well as estrogen.19 T is the best known
androgen, and it stimulates and controls many masculine characteristics. It is
closer to parity in heterosexual women (their second and fourth fingers are
more nearly the same length), whereas for men and lesbians the second finger
is usually considerably shorter than the fourth finger, resulting in a lower 2:4
digit ratio. Prenatal T is thought to influence many limb markers such as finger
ridge counts. The Homeobox genes Hoxa and Hoxd control the differentiation
of both digit growth and the urinogenital system (HOXA13), and are thought
to affect the production of testicular androgen in utero.20 We reviewed this
evidence in detail21:

The evidence that such characteristics are markers for prenatal T levels includes
demonstrations that gonadal and limb development are genetically linked. The
Homeobox genes (Hoxa and Hoxd) are critical for the development of the urogen-
ital system, limbs, and digits of mammals (see Sanders et al., 2000 for citations).
Hence, prenatal gonadal growth is genetically tied to the development of the hands
and feet, supporting the view that distal limb characteristics reflect prenatal T levels.
Therefore, the fact that performance on sex-dimorphic tasks is associated with limb
markers is consistent with a prenatal organizational effect of T on brain development
and certain cognitive abilities.22

Many researchers such as Fink et al.23 have reported a correlation between
finger-length digit ratios and sex differences in arithmetical ability, whereby
women’s higher digit ratios (the second and fourth finger or 2D:4D ratio
being more similar in length for them) correlate with lower numerical abil-
ity. Cambridge University professor Simon Baron-Cohen and his colleagues24

reviewed evidence for the link between male hormones present in fetal and
amniotic fluid and later spatial and mathematical ability. Despite the evidence
that the 2D:4D ratio is a marker for prenatal T levels for the fourth finger and
estrogen for the second finger,25 some researchers have not found an effect
of prenatal hormone levels on cognitive ability,26 and Puts et al.27 found
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only very small correlations between the 2:4 digit ratio and spatial ability
in their large meta-analyses. Studying normal variations in postnatal activat-
ing hormones, Moffat and Hampson (1996)28 found a strong effect of T on
visual-spatial tests, but Davison and Susman,29 while reporting a relationship
between T and spatial performance for boys in six out of six comparisons they
ran, found for girls a relationship between T and performance in only one of
six comparisons. Thilers et al.30 failed to find any association between spatial
cognition and T.

This is a very small survey of the hormone literature, but it serves to
illustrate the inconsistencies we found when reviewing the entire corpus.
The more important obstacle, however, to concluding that levels of prenatal
hormones limit women in STEM fields is that little research has examined
STEM women. Falter et al.31 found the 2:4 digit ratio and current T lev-
els were significantly correlated (r =−0.295) in a sample of 69 Cambridge
University students, and sex accounted for 19% of the variance in mental
rotation speed, with males 361 milliseconds (about one-third second) faster
and also 5% more accurate. However, importantly, these researchers reported
that T (manifested in the 2:4 digit ratio) did not predict mental rotation ability.
Others have reported associations between the 2:4 digit ratio and some types
of cognitive performance but not others, or for one hand but not the other,
or for one sex but not the other. For example, Brosnan32 studied a group of
seventy-five 7-year-olds and found that boys demonstrated a significant corre-
lation between their 2:4 digit ratio and numeracy scores (−0.35) but girls did
not (0.16); and boys did not demonstrate a correlation between their 2:4 digit
ratio and literacy scores (0.03) whereas girls did (0.26), but the difference
between the two correlations with the 2:4 digit ratio (literacy and numeracy)
was significant for boys (−0.37) but not for girls (0.09). The relationship was
stronger for the left hand than the right hand with numeracy and for girls the
relationship with literacy was stronger for the left hand than the right hand
(0.23). In sum, we return to the core observation that we set out attempting
to explain—namely, that there are large sex differences in mental rotation
and they occur with regularity all over the world. But we are no closer to
understanding their genesis in terms of hormone differences between men
and women.

Recently, Hampson and Moffat33 reviewed some of the literature on the
activational effects of postnatal hormones (that is, not prenatal hormone lev-
els reflected in the finger digit ratio but postnatal hormones due to puberty,
menopause, circadian changes, hormone supplements, and so forth), arguing
that the data were mostly consistent with a spatial enhancement by steroid
hormones. The role of prenatal organizational effects is less clear.34

Kimura35 has described various bodies of evidence for the role of male
hormones in cognitive functioning. For example, a U-shaped relationship has
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been found between levels of free-circulating testosterone and measures of
spatial ability in right-handers but not in left-handers.36 (Later, we explain
why handedness is theoretically relevant.) According to Kimura, “Women
with higher testosterone achieve better scores than women with lower levels
of it, but in men, the reverse is true. . . . This has given rise to the suggestion
that there is an optimal level of testosterone for certain kinds of spatial ability,
and that this optimal level is in the low male range.”37 In other words, nei-
ther men with high levels of testosterone nor women with very low levels of
it do well on mental rotation tasks; the ideal level is around the low-average
male level.

It has been known for a long time that boys afflicted with extreme androgen
deficiency (idiopathic hypogonadotrophic hypogonadism) exhibit low spatial
ability early in life compared both to normal boys and to boys who develop
androgen deficiency later in life.38 Furthermore, prenatally androgenized girls
(those with congenital adrenal hyperplasia, or CAH) exhibit higher spatial
ability than their non-CAH peers.39 However, one problem with most early
studies of CAH girls is that the control groups employed were not ideal
matches; that is, they were not sisters or cousins of the CAH girls. It turned
out to be very difficult to match CAH girls otherwise, so that original claims
for superior ability, including above-average IQs, disappeared in later studies
when sisters were used as controls.

It has been suggested by Lacreuse et al.40 that declining T levels seen
in adult male monkeys might be the reason their spatial-memory declines,
because reductions in spatial ability are associated with a gradual reduc-
tion in T—perhaps a consequence of its influence on the hippocampus, a
brain structure involved in spatial ability. Research studying the androgen
levels of successful professors in STEM fields at various stages of their
lives might be useful in exploring this hypothesis further. One study indi-
cates that physical scientists’ second-to-fourth digit ratios (again, an index
of their prenatal T level) are closer to the second-to-fourth digit ratios of
women than to male social scientists’ ratios, lending some support to the
notion that T levels are related to digit ratios in a curvilinear, U-shaped
manner.41 However, this study combined myriad disciplines under the rubric
of “Social Science-Humanities-Management Faculty,” including some that
would seem to be highly math intensive (management), while also find-
ing that engineering faculty—a quintessentially math-intensive field—had
digit ratios no different from both social science-humanities-management on
the one hand and science faculty on the other. This clearly calls for more
research before concluding that there is a U-shaped relationship between
the finger ratio and math and spatial ability. And the role of T in cogni-
tive performance may be mediated by its influence on social and emotional
behaviors rather than its direct influence on cognition. In a recent study,
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Coates, Gurnell, and Rustichini (2009) compared profit and losses (P&L) of
49 London stock traders. (On the trading floor in the City of London there
are only three females out of 200 traders.) P&L was used as the measure for
how well the traders did compared to each other. Higher P&L profits were
associated with lower digit ratios, suggesting that prenatal T levels influ-
ence risk-taking and fast reactions, whereas success in financial positions
that require more analytic decision making have been associated with female
digit ratios.

For Kimura,42 the issue of the underrepresentation of women in STEM
fields is, in her words, a “misrepresentation.” This is because her analysis
of the hormone literature leads her to the expectation that there should be
gender asymmetries in STEM fields. She summarized what she regarded as
six convergent lines of evidence that, taken together, led her to argue for a
biological basis of sex differences in cognitive ability. In her words:

Research into cognitive sex differences over the past half-century has shown that
many human cognitive sex differences are: 1) significantly influenced by both pre-
natal and current levels of sex hormones (see Kimura, 2000 for this and following
points). Prenatal androgen levels are almost certainly a major factor in the level of
adult spatial ability. However, even in adulthood, variations in hormone levels (across
the menstrual cycle in women and across seasons and time of day in men) are asso-
ciated with variations in specific cognitive abilities; 2) (cognitive sex differences are)
present very early in life, before major differences in life experience (e.g., Levine
et al., 1999). Thus not all cognitive sex differences develop gradually through post-
elementary school years. Of course, even those that do not appear until after puberty
are not necessarily determined solely by experience, but may be influenced by the
pubertal alterations in sex hormone levels; 3) (cognitive sex differences) are present
across cultures that vary in social pressures to conform to a gender norm. This has
been documented for both mathematical reasoning and spatial ability (e.g., Geary
& DeSoto, 2001); 4) (such differences are) apparently uninfluenced by systematic
training in adulthood. While both sexes benefit from short-term intensive training on
spatial tasks, men’s and women’s scores do not converge (Baenninger & Newcombe,
1995); 5) (cognitive sex differences are) mostly unchanged in magnitude over the
past three or four decades, a period in which women’s roles and access to higher
education have changed substantially (Feingold, 1996; Kimura, 2002); 6) (such dif-
ferences are) parallel to certain sex differences found in nonhumans where social
influences are, either naturally or by virtue of a laboratory environment, absent or
minimal. For example, male rats are superior to female rats in learning spatial mazes,
and these sex differences can be reversed by hormonal manipulation in early postnatal
life (Williams & Meck, 1991).43

Kimura is correct; there are many supportive studies of the causal link
between hormones and cognitive performance. However, as we argued above,
a number of attempts to relate spatial ability to prenatal androgens have not
succeeded in demonstrating a causal link, and other efforts have resulted in
findings that are inconsistent. In addition to the handful of failed attempts
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we mentioned above, Collaer et al.44 studied the performance of females
with Turner syndrome, who have lower levels of female sex hormones from
early in life. The authors found that although those with Turner syndrome
were impaired on many cognitive measures compared to matched controls,
there was no difference in the degree of their impairment for abilities in
which males usually excel, such as spatial tasks, versus those in which
females usually excel, such as memory span tests. This does not support the
claim that sex hormone levels are the cause of male cognitive superiority on
STEM-relevant tasks. In addition, females with Turner syndrome are missing
gonads altogether, so they are lacking testosterone, which the ovaries man-
ufacture in addition to estrogens. They are missing an entire chromosome
as well. And as a group they are unhealthy and have below-average IQs,
so any results could be due to missing genes or low IQ instead of hormone
levels.

Although the strongest evidence for a causal link between spatial ability
and hormones comes from animal studies in which hormonal levels can be
precisely controlled and dosed very high, there is a danger of overestimating
the causal influence of hormones on humans based on those found with ani-
mals. The evidence for hormonal mechanisms in humans is more limited, and
less impressive than what is found in animal studies.

As one example of the danger of generalizing from animal studies to
humans, the correlation between exposure to male sex hormones and play-
ing roughly has been demonstrated with animals but has not been found with
human children. In fact, Hines and Kaufman45 expected to find increased
rough-and-tumble play in 3- to 8-year-old children with elevated prena-
tal exposure to androgens in CAH, but they reported that CAH girls were
similar to normal girls. Additionally, CAH boys actually exhibited less
rough-and-tumble play than unaffected boys, despite having higher male hor-
mones. Possibly the best human data showing that prenatal sex hormones
are important to children’s social behavior is from the studies of children’s
toy preferences, where CAH girls score nearly twice as high as unaffected
girls on a preschool inventory of play behaviors.46 So, there is a need to
be cautious in extrapolating the animal neuroendocrine findings to human
behavior.

Lest readers imagine that the weakness of the hormonal evidence is con-
fined to studies of social behaviors such as rough-and-tumble playing and
toy preferences, the scientific literature relating spatial ability to hormones is
also mired in inconsistencies, although it is stronger than the social literature
alluded to previously.47 And even this endorsement may be an overstate-
ment, because, in fact, we could find only a couple studies in the literature in
which spatial abilities have been unambiguously related to prenatal androgen
exposure.48 Other attempts to study spatial ability and relate it to prenatal
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androgens have not succeeded in demonstrating a substantial association,49

showing at best a modest relationship.
Hines, Fane, et al.50 studied a group of 30 women and girls and 29 men

and boys with CAH (aged between 12 and 45) and a nearly equally sized
control group. Among the measures administered were two mental rotation
tasks. They found that although control men and boys outperformed control
women and girls (d = 0.92 indicates the difference among these normal male
and female subjects was quite large), the relative performance among women
and girls did not correlate with their degree of androgen exposure, and CAH
men and boys who had the highest androgen levels actually performed worse
than control men and boys, a result that follows from Kimura’s51 U-shaped
expectation. Figure 3.1 illustrates this curvilinear function by showing that,
for females, high T is associated with superior mental rotation ability, whereas
for males, it is associated with low spatial ability. So, if you combine male and
female data, the result is a U-shaped function in which spatial ability rises as T
approaches the average male level, then declines as T rises above this level. In
fact, based on our analysis of many such studies, the optimal level of T as far
as spatial ability is concerned is around the low-average male level. Contrary
to popular portrayals such as the manly Marlboro man hunting bison in the
outback, so-called macho men with high T levels are not notably better at
spatial ability than men who are slightly below average in T, and may even be
worse than them.

On another spatial task, CAH women and girls were superior in their ability
to aim darts or balls accurately at a point in space (which has a sex effect size
even larger than that for mental rotation ability, d ∼ 1.3 − 1.9)—but this was
not true of CAH men and boys. Further complicating matters, the difference
between females with CAH and those without CAH was large on the dart
targeting task (d = 0.76, p < 0.001), but only approached significance on a
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similar ball target task (d = 0.47, p = 0.057). It is unclear what to make of
such results. The authors suggest that androgen, if it affects mental rotation
ability at all, may have a time course starting sometime after the prena-
tal period, possibly 6 months postnatally. Primates, including humans, have
markedly elevated testosterone levels during the first postnatal month, but lit-
tle is known about the cognitive consequences of this elevation, although it
cannot be ignored in thinking about hypotheses relating hormones to sex dif-
ferences in spatial ability. Hines et al. also point out that because targeting
performance involves muscle systems as well as neural systems, there is a
possibility that the action of androgen is on the developing musculature rather
than on the developing brain. Studies using measures of targeting ability that
are void of muscle strength (such as computerized target tasks) could help
evaluate this hypothesis.

The link between hormones and spatial ability found among CAH girls
and androgen-deficient boys has not been supported by a linear correla-
tion between masculinizing hormones and spatial ability among normally
developing children.52 Van Goozen et al.53 have provided intriguing find-
ings regarding the influence of hormones postnatally—they can have rapid
and enduring effects of large magnitude. Van Goozen and her Dutch col-
leagues demonstrated a significant relationship between androgen dosage and
two-dimensional mental rotation. They assessed spatial cognition (as well as
noncognitive behaviors such as aggression) both before and after the adminis-
tration of hormones in a group of female-to-male transsexuals (n = 35) and a
group of male-to-female transsexuals (n = 15). They found a moderate mag-
nitude androgen enhancement effect (d = 0.56). As we summarized recently:

Biological females given androgen along with estrogen-suppressing hormones
improved on spatial ability, while genetic males given estrogen therapy and
androgen-suppressing drugs became less accurate in rotating two-dimensional
objects. Interestingly, the latter group also improved on verbal measures following
the administration of female hormones, conforming to what is commonly regarded
as a female hormone profile.54

What makes Van Goozen et al.’s spatial cognition findings somewhat chal-
lenging to interpret is that in follow-up work, she and her colleagues reported
a very large effect size for androgen therapy on a task requiring three-
dimensional rotation used in the above study.55 In this latter study, the
enhancing effect of testosterone on spatial ability performance was not
quickly reversible over a 1-year period. In contrast with their earlier study,
antiandrogen treatment in combination with estrogen therapy did not result in
diminished spatial ability, nor did it have an enhancing effect on verbal flu-
ency in adult men who were given female hormones, as had been found in
their earlier study.
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What all of this data shows is that no clear hormonal pattern of
effects is apparent: Among biological women attempting transsexual conver-
sion, testosterone administration enhanced three-dimensional spatial ability,
whereas in biological men seeking sex conversion to women, deprivation of
testosterone did not alter this particular spatial ability. Of course, one can posit
that it is living a lifetime with high T levels that fosters spatial ability rather
than a recent surge in T, or that it is particularly prenatal T levels that affect
the organization of the newly emerging brain rather than contemporaneous
activational effects in adults given T. But such hypothesizing is in need of
rigorous testing before we can confidently conclude that hormones play an
important causal role in the dearth of women in STEM careers.

In women, some positive relationships between free-circulating testos-
terone and different spatial ability tests have been found on three-dimensional
spatial ability.56 However, the magnitude of this effect did not increase
as a linear function of hormone levels over a period of 7 months, and
their improved spatial abilities did not decline 5 weeks after stopping the
hormone treatment. Androgen suppression did not result in a decline in three-
dimensional spatial performance for male-to-female transsexuals, suggesting
either some prenatal or later (perhaps pubertal) organizational effects on these
abilities. However, it could be reasonably argued that exposure to testosterone
as an adult results in irreversible cognitive changes, much the same way that
testosterone given to adult women masculinizes their voice pitch/larynx, and
this change persists permanently.

To study the activational effects of sex hormones on cognitive functioning
in humans somewhat more directly, two types of studies have commonly been
conducted. First, in women, the cognitive effects of fluctuating hormone lev-
els during the menstrual cycle have been investigated. Women do better on
a speeded motor coordination test during the midluteal phase, when levels
of estrogen and progesterone are high,57 and they show an enhanced ver-
bal articulation during the preovulatory phase, when only levels of estrogens
are ascended.58 These two studies showed that the spatial scores of women
were lower during the midluteal and preovulatory phases than during menses,
when hormonal levels are relatively lower. Similar findings were found in the
case of both two-dimensional mental rotations59 as well as three-dimensional
rotations.60 Performances on these tests were better during the menstrual
phase. Menstrual studies are correlational, of course, and they leave open
alternate possibilities: In addition to hormonal changes with the menstrual
cycle, other aspects of physiology also vary (for example, PMS, once viewed
as the direct result of hormones, is now understood as emanating from other
causes).

Secondly, hormone levels have been manipulated directly in nonclini-
cal samples of humans through hormone administration. Our colleague at
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Cornell, Elizabeth Adkins-Regan, a behavioral endocrinologist, regards these
as the best studies, with clean experimental designs and excellent control of
the independent variables. For example, Gordon et al.61 tested healthy young
men before and 1 week after an injection of luteinizing hormone–releasing
hormone (LHRH) and compared these findings with placebo-injected men.
The LHRH-injected group improved more on verbal ability tasks, while the
placebo-injected group improved more on some spatial ability tasks. There-
fore, LHRH administration, which is associated with increased gonadotropins
(luteinizing hormone [LH] and follicle-stimulation hormone [FSH]), fostered
verbal performance and prevented learning effects on some spatial ability
tasks.

The same experiment was repeated with testosterone injections by Gordon
et al.62 in a different group of healthy young men. However, this time no rela-
tion was found between testosterone fluctuations and cognitive functioning.
Two possible explanations were offered for this result. First, it was suggested
that T levels measured at the time of testing were not related to the amount
of exposure to androgens prenatally. Second, the increase of the T level in
blood might have been faster than its effect on cognitive functioning,63 par-
ticularly if the cognitive changes require neural remodeling. Finally, Bhasin
et al. have conducted a number of studies of nonclinical samples of men who
were administered testosterone, and these researchers failed to find any sys-
tematic effect of visual cognition, regardless of dose level.64 In these authors’
words:

Although men, on average, perform better on tests of spatial cognition than
women, testosterone replacement has not been consistently shown to improve spa-
tial cognition in hypogonadal men (1, 29, 48). We did not find changes in spatial
cognition at any dose. The effect size of gender differences in spatial cognition is
small.65

In sum, the literature based on animal studies shows pronounced hormone
effects on spatial cognition, and it seems most robust, but also less applicable
to human cognition. As was seen, the human hormone literature, usually based
on small unrepresentative samples and clinical groups, is often contradictory.
In a large population-based sample, attempts were made to address shortcom-
ings that have potentially contributed to discrepancies in the clinical and small
sample literatures. Thilers et al.66 analyzed the serum free-circulating testos-
terone of 2,383 German men and women, ranging in age from 35 to 90 years.
Their spatial measure was the Block Design subtest from the Wechsler Adult
Intelligence Scales, a task that requires adults to work from a two-dimensional
perspective drawing of a two-color figure to construct a three-dimensional
structure out of red and white colored blocks, so it involves some degree of
mental rotation.
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The authors found that elevated T levels were associated with better spatial
abilities for men, and this improvement increased with age, similar to what
has been found with rhesus monkeys.67 For women, however, T levels were
unrelated to spatial abilities. So in the population at large there appears to
be sex-specific correlation of hormones with cognitive ability and, even more
troubling, there was inconsistent evidence for the expected male and female
cognitive–hormonal links: For women, as expected, lower levels of T were
associated with higher levels of verbal ability. For men, however, there was
also an association between T levels and verbal fluency, albeit marginal, indi-
cating that higher male hormone levels enhanced what is ordinarily viewed
as a female profile. Such reversals in expected outcomes present a chal-
lenge to the alluringly simple assumption of causal influence of hormones
on cognition.

We conclude that the pattern across studies of hormones and cognitive abil-
ity differences between women and men is not strong and consistent enough
to justify claiming that hormones are the primary cause of sex differences in
STEM careers. Hormones appear to play a secondary role, and as we will
show, other factors are more likely to play a larger role in explaining the
dearth of women in math-intensive fields. Pockets of like-minded researchers
endorse various positions across the nature–nurture spectrum, and although
most researchers would agree that no single factor fully explains the dearth
of women in these fields, their positions can be classified on the continuum
from “primarily environmental” to “primarily biological.”68 What is lacking
is a single large-scale, representative study that unequivocally demonstrates
the predicted pattern: spatial ability of talented men and women enhanced as
a function of higher levels of androgen (up to the low male level), along with
a simultaneous reduction in verbal fluency. Small-scale therapeutic studies of
such persons are valuable bases for creating and testing hypotheses, but we
must ultimately await testing with randomized experiments and large-scale
population studies that include ample numbers of extreme right-tail individ-
uals to determine whether their very high spatial ability is associated with
hormone levels.

Until such time as more representative studies are available, some of the
best methodological treatments have failed to yield the expected pattern.
Consider Bhasin et al.’s work: They employed a double-blind randomized
experiment over a 40-week period to assess a group of 61 adult males
who were assigned to one of five conditions. These men were administered
monthly injections of a long-acting gonadotropin-releasing hormone (GnRH)
agonist to suppress their endogenous T levels. They were then given weekly
injections of 25, 50, 125, 300, or 600 mg of testosterone enanthate for 20
consecutive weeks, and their energy and protein intakes were standardized.
The agonist, in combination with supplementation of T, resulted in circulating
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testosterone concentrations during treatment that were proportional to the
administered dose of testosterone enanthate: The administration of the GnRH
agonist plus graded doses of testosterone resulted in mean nadir testosterone
concentrations of 253, 306, 542, 1,345, and 2,370 ng/dl at the 25, 50, 125, 300,
and 600 mg doses. Bhasin et al. created the ideal conditions under which to
observe any relationship that might exist between T and visual-spatial mem-
ory. Despite these ideal conditions, they failed to find any dose-dependent
relationship for visual-spatial memory, which did not change at any dose. This
led Bhasin et al. to conclude that only very low levels of T are needed to pro-
mote spatial ability, probably levels that are below those possessed by nearly
all women. One could counter that spatial memory is not the same as mental
rotation ability, and it is the latter where we should be looking for hormone
effects. However, spatial memory is usually associated with superior female
performance, yet in Bhasin’s work there was no relationship—women did not
get better on this measure at higher dose levels.

The Bottom Line on Hormonal Influences

This is why we have come to the conclusion that hormones have not been
satisfactorily established as a primary cause of sex differences in spatial
or mathematical ability among men and women at the right tail. Despite
finding mean effects at the midpoint in the distribution, there are important
inconsistencies69 and the differences at the midpoint cannot be generalized to
the extreme right tail. It is important to remember an earlier caveat, namely,
that the optimal level of testosterone is thought by researchers to hover around
the low end of the normal male range,70 or hover near the moderately high end
of the combined male–female range. Therefore, very high levels of T are often
associated with reduced spatial ability rather than enhanced ability. Combin-
ing male and female levels of T results in an inverted U-shaped function, with
both very low and very high levels associated with lower scores on mental
rotation and mathematics tests.

Despite a number of studies showing a clear nonlinear relationship between
activational or postnatal71 effects of T on mental rotation and mathemat-
ics performance,72 there are a number of studies that failed to find such
relationships.73 As one example, a 3-month cross-over random trial showed
that 200 mg of Enanthate had no effect on elderly men’s mental rotation.74

To further call into question the murkiness of this presumed relationship,
some of the studies that do report a significant relationship for an orga-
nizational effect of prenatal T do so only after dropping subjects who are
outliers in the statistical sense that their scores are so far from the near-
est ones that they engender skepticism75 or the size of the effect is quite
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marginal.76 Bhasin et al.’s conclusion77 seems prudent, so we return to it:
“Although men, on average, perform better on tests of spatial cognition than
women, T replacement has not been consistently shown to improve spatial
cognition in hypogonadal men. We did not find changes in spatial cognition at
any dose.”78

To summarize, most studies dealing with the organizational effects of
hormones are small, not confined to the right tail of mathematical ability dis-
tribution, and sometimes unreplicated, and many important inconsistencies
are in need of resolution before one can regard these findings as more than
suggestive, such as why the finger digit ratio is thought to be a result of a
linear hormone dose relationship whereas activational studies typically find
U-shaped (nonlinear) dose relationships, when they find relationships at all.
(That is, the 2:4 digit ratio is not due to the HOX genes controlling prenatal T
levels extending finger length to a point and then ceasing to do so, but rather
that the ratio gets progressively smaller—relatively longer fourth digit—with
linearly increasing hormone levels.) This conclusion about the small role of
hormones in accounting for the dearth of women in math-intensive careers
came as a surprise to us because we had begun reading this literature with
a belief that the hormone–cognition connection in women was far stronger
and more consistent than we now believe it to be. In other words, both of
us began writing this book with a strong pro-hormone belief, so our conclu-
sion was definitely not preordained. Nor is it simply the manifestation of a
bias by antibiological advocates, because both of us believe that biology is
very important in virtually all types of cognition (and have written books with
subtitles such as “The Bioecology of Intellectual Development”). Gradually
we shifted away from our pro-hormone belief as the evidence became more
problematic and less scientifically satisfying. We found ourselves backing off
our original beliefs. And although we are open to the possibility that future
research may establish a clearer role for hormones, we will show later that
nonhormonal factors emerge as far more likely primary explanations for the
shortage of women in math-intensive fields.

RECAP OF BIOLOGICAL EVIDENCE

There is support from several different biological approaches for the view that
there are biologically related sex differences in many behaviors that might be
related to performance in STEM fields. However, researchers differ regarding
the conclusions that can be reliably drawn from this evidence, and important
inconsistencies and outright contradictions are in need of resolution, espe-
cially about the role of prenatal hormones. Importantly for the theme of this
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book, more direct data are needed on men and women from the extreme right
tail of the ability distribution. The most prudent position is that if hormones
play a role in the underrepresentation of women at the extreme right tail
of the math-ability distribution, it is likely that they play a secondary role
vis-à-vis other factors that we will cover later in this book—factors such
as personal choices and preferences, societal stereotypes, and work–family
conflicts.
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4
Challenges to the environmental position

“Can we today measure devotion to husband and children by our
indifference to everything else?”

—Golda Meir

Lest the reader assume that our critique of the role of hormones and brain
volume lead us to endorse the role of social influences, we do not believe
that many of the environmental claims hold up to scrutiny any better than
the hormonal claims. Before delving into these environmental claims, we will
complete our excursion through the remaining biological claims, then segue
to the social and environmental claims. So in this chapter, we start by reprising
other biological arguments against the strong environmental position. These
consist of claims that fewer women are succeeding in math-intensive careers
because of inherent sex differences in both general and specific cognitive abil-
ities, and the neurological substrates that support them. We follow this with a
consideration of nonbiological claims.

LOGICAL ARGUMENTS AND CONUNDRUMS

Sex differences are not always found, and even when they are found they
are not observed across the board, but rather sometimes only in the cognitive
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domain and at other times in the biological or social domains. Even when
they are found in a given domain, they are usually unevenly distributed in
that domain, occurring more on some measures than on others or for some
age groups than for others, or at some ability levels but not others. Four
broad categories of sex differences have been studied. The first are mea-
sures of early cognitive performance that many consider precursors to later
mathematical competence (such as the ability of infants to mentally rotate
three-dimensional shapes). The second are biological correlates of some of
these measures (such as organizing and activating hormones we described in
Chapter 3). The third are social and emotional factors that could plausibly
underpin both the cognitive and biological measures (motivation, stereotypes,
and personal choices). The fourth are environmental factors that might lead to
performance differences (such as differences in children’s exploratory play,
or inconsistent teacher attention). We discuss each of these four categories of
sex differences in turn.

Cognitive Precursors of Later Competence

To explain the underrepresentation of women in math-intensive STEM fields,
we need information about the prevalence of boys and girls and women and
men who have the capabilities to succeed in the STEM sciences regardless
of whether they enter these scientific fields later. Are there more men with
the capabilities to succeed than women, and/or do more men with these capa-
bilities actually go on to succeed? Answering these questions is complicated
greatly by the fact that we do not know what the necessary capabilities are
to succeed in these professions. To put it bluntly, we are looking for sex
differences in precursor characteristics (the abilities one needs under one’s
belt before heading down the road to success) without being sure what the
relevant criterion characteristics are—and by criterion, we mean demon-
strated abilities essential to success. We need answers to questions such as,
Exactly how much mathematics and spatial ability is needed to be a success-
ful physicist, chemist, computer scientist, engineer, operations researcher, or
mathematician? And at what age must this ability be manifest?

Researchers have studied sex differences in a wide variety of possible pre-
cursor measures. These include global characteristics such as intelligence as
well as scores on specific cognitive tasks, spatial tasks, and aptitude tests such
as the Scholastic Assessment Test-Mathematics (SAT-M) and the Graduate
Record Exam-Quantitative (GRE-Q). Researchers have also studied various
biological measures and the relation between these biological measures and
the alleged precursors. Unfortunately, the research usually catalogs male–
female differences on these precursors without relating them to success in
math-intensive careers, because much of this research was not designed to
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answer the women-in-STEM question (with the exception of some of the work
discussed later). This leaves us with much data but few definitive conclusions.
More prospective longitudinal research focused directly on determining the
antecedents of success in these fields is clearly needed. Here we describe what
is known so far.

GENERAL INTELLIGENCE: ARE WOMEN GENERALLY SMART
ENOUGH?

Some theorists have attempted to use very general characteristics, such as
intelligence, to account for the dearth of women in STEM fields. For exam-
ple, Lynn1 argued for an evolutionary account of what he maintained was
lower general intelligence of women. He pointed out that throughout most
of the animal kingdom, males compete with each other to secure mates, but
females do not. Consequently, during the evolution of hominids, intelligence
became an important determinant of success. According to this account, evo-
lution selected men more rigorously for intelligence than women. Relatedly,
Lynn and others2 have suggested that male specializations in hunting and the
making of artifacts may have been more cognitively demanding than female
specializations in gathering plant foods, weaving, and childrearing. Lynn3

suggests that although a subhuman female is intelligent enough to rear her
offspring as satisfactorily as a human female, no subhuman male is capable
of performing the roles of a human male. We confess to some confusion here.
Male lions, tigers, wolves, and so forth are highly proficient hunters and pro-
tectors, but no other species raises such complex-language-using young as
do humans. We are not talking about basic language acquisition, but rather
the fact that men hunt, but tigers hunt just as well; dogs rear their pups and
women rear their children—but a human child reared by a dog would not be a
successful member of even a stone-age society; he or she certainly would not
score in the right tail on the SAT-M.

The claim that the sexes differ in general intelligence is complicated.
Consider two meta-analyses (these are large-scale integrative analyses of
many individual studies). Lynn and Irwing reported that the adult male
average IQ on general intelligence tests (Ravens Progressive Matrices) is
approximately 5 IQ points higher than the female average IQ.4 However, other
evidence suggests that when sampling is representative, women perform as
well as men on tests of general intelligence, including the Ravens Progressive
Matrices.5 Recently, Brouwers et al.6 did a meta-analysis of cross-national
Ravens scores between 1944 and 2003. When the scores were transformed
by him from their raw mean to a 0–100 scale and then averaged across the
Advanced, Colored, and Standard Versions of the test, the authors found no
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significant sex differences. Overall average IQ for the 175 men in this study
was 61.71, and for the 113 women it was 62.76, a difference that is not sta-
tistically significant.7 Including various statistical controls in the analysis did
not make a difference.

At the outset of the mass intelligence testing movement, sex differences
in general intelligence were small to negligible, though sex differences on
later measures were eliminated by design.8 For example, a population study
of 87,400 children born in Scotland in 1921 found that when the children
were 11 years old, their average intelligence test score was 43.1 for boys and
43.5 for girls.9 And the scores of 97 of these surviving individuals tested in
1998 on the Ravens Matrices revealed differences favoring men that were not
statistically significant.10 These results urge caution against differential intel-
ligence as an explanation for sex differences in STEM fields. Having stated
this, it is incumbent to mention that although Deary et al.’s age 11 test results
showed no sex difference in the center of the distribution (that is, in average
male and female intelligence scores were 43.1 and 43.5 respectively), there
was a larger male standard deviation (male IQ scores were more variable and
spread out from the mean than were females’), leading to an excess of males
at both the low and high extremes of IQ: The ratio of girls to boys was 1:1.4
at the right tail (IQs > 130). This means that many more boys had very high
IQs than girls (just as more boys had very low IQs than girls), even though the
average IQs did not differ for the two sexes. If STEM scientists need very high
IQs to succeed, then one could argue that more men are available with very
high levels of ability to succeed. We return to this point later. Finally, Spinath
et al.11 examined a large group of British twins (9-year-olds) using quantita-
tive genetic methods. They found that the best predictor of sex differences in
math, on which boys were superior, was general intelligence. (It was also the
best predictor of English scores, on which girls were superior.) General intelli-
gence also predicted boys’ and girls’ beliefs about their ability in each of these
domains. So, the evidence that links general intelligence to math differences
is mixed, and notwithstanding positive findings, the effect sizes are not large
enough to render it a primary cause of the lack of women in math-intensive
fields. Next, we examine the possibility that even if sex differences in general
intelligence may not be a primary cause of the underrepresentation of women
in science, perhaps less general cognitive measures such as spatial reasoning,
mathematical ability, or specific scientific aptitude could be the culprits.

SPECIFIC COGNITIVE ABILITIES

Rather than focusing on sex differences in general intelligence, other
researchers have examined sex differences in specific cognitive functions. One
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thing that becomes apparent in wading through hundreds of published studies
on sex differences in cognitive functioning is that the pattern of sex differ-
ences is much more nuanced than that depicted in undergraduate textbooks
(for example, male = superiority on tasks that depend on the right hemisphere
such as visualization; female = superiority on tasks that depend on the left
hemisphere such as reading comprehension). Most psychologists and educa-
tors, if they have read anything at all about sex differences in cognitive ability,
have probably heard that men excel on skills subserved by the right side of
their cortex, such as quantitative and spatial skills, and women excel on skills
subserved by their left cerebral cortex, such as verbal measures. However, the
actual differences between the sexes are far more complex than this. For exam-
ple, men excel on some verbal tasks, and women excel on some quantitative
tasks.

The following is generally agreed upon12: Women tend to be somewhat
superior on tests of verbal fluency, arithmetic calculation, associative mem-
ory, perceptual speed, and memory for spatial locations. On the other hand,
men tend to be somewhat superior on tests of verbal analogies, mathematical
word problems, and memory for the geometric configuration of landscapes.
Far from the monolithic stereotype of female superiority in verbal domains
and male dominance in quantitative/spatial domains, women excel at some
forms of calculation and are better at spatial location memory, and men tend
to excel at spatial reasoning, as well as at social studies and some forms of
verbal analogical reasoning. The magnitudes of the differences at the mid-
point (average scores) on most, but not all, of these measures are fairly small
(d’s < 0.2).13 Later, we will present evidence that even tiny effect sizes can
at times be important—for example, a d = 0.06 can translate into several
thousand additional women starting college with advanced placement (AP)
calculus credit. But for the most part, effect sizes this small are unimpressive
and do not suggest important policy implications.

Sex differences also change with development: Girls are initially better than
boys at mathematical computation, but their superiority fades by adolescence,
and although there is no initial difference in complex mathematical problem
solving, boys pull ahead of girls in high school.14 What we lack is a frame-
work that links these cognitive tasks to talents required to perform the jobs of
successful math-intensive scientists. Is spatial reasoning more important than
memory span for a chemistry professor, for example? Is analogical reasoning
as relevant as calculation skills for a computer scientist? Is spatial ability more
important for a physicist or engineer than it is for an archeologist, radiologist,
neurosurgeon, architect, or artist? Unfortunately, we do not know the answers
to these and myriad related questions. We do not know what it takes to be
a successful math, engineering, or physics professor, or a chemist or com-
puter scientist. And even within a given field there are probably differences in
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reliance on spatial, mathematical, and reasoning ability, with some subfields
requiring more or less. For example, in some areas of theoretical chemistry,
the goal has been to infer eight-dimensional structures that project three-
dimensional surfaces,15 whereas other questions in chemistry seem far less
spatial in nature. So, when we ask what it takes to be successful in a field, we
need to further specify which subfield we are referring to.

So existing data do not offer a clear explanation for why more men make
it to the top in these STEM fields. As already noted, women’s college math
grades are as good as men’s and roughly as many of them major in math
as men. Some have tried to reconcile the vagaries of this topic by making a
distinction between achievement and aptitude. They argue that tests such as
the SAT-M and GRE-Q are more reflective of mathematical aptitude because
they do not contain content that has been explicitly taught and rehearsed
in classrooms, but rather require somewhat novel applications of thinking,
which is what is most important for math-intensive fields. In contrast to apti-
tude, achievement is measured by testing precisely what has been taught, and
it often reflects effort and memorization more than novel thinking. We will
revisit this argument in greater detail later. For now we can state that the dis-
tinction between aptitude and achievement is fuzzy—and many scholars do
not accept it—and the two constructs correlate with each other very highly,
indicating that those recognized for their high achievement also have high
aptitude test scores.16

Spatial Transformation Tasks

In one of her earlier meta-analyses of gender differences, Hyde17 concluded
that “Gender differences in spatial ability are heterogeneous and declining.
Differences that remain are responsive to training.”18 However, one spatial
skill that is often proposed as a possible cause of sex differences in mathemat-
ical performance, and that stands out as a large magnitude effect, involves the
spatial transformation we have been calling mental rotation. This occurs on
tasks in which two-dimensional and three-dimensional perspective drawings
are shown at different orientations and the test taker must determine whether
they are the same object, or on tasks in which one is asked to judge whether a
two-dimensional piece of paper can be folded into a three-dimensional shape.
For example, on one popular task a subject must decide whether two shapes
are identical or if one is a mirror image of the other. Response times increase
as the angle of disparity between the two shapes increases. This is taken as
evidence that an image must be mentally rotated and superimposed on the
reference shape to determine whether the shapes are identical.19

On these kinds of tasks requiring mental rotation, the size of sex differ-
ences is large, often falling in the d ∼ 0.7−0.8 range.20 However, even here
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explanations can be tricky, because men are likelier to form an image of
one object and rotate it mentally to see if it aligns with the other object.
In contrast, women are likelier to engage in a feature-by-feature compar-
ison of the objects.21 Sometimes one strategy is more effective than the
other, and both men and women can use both strategies. Furthermore, when
they are constrained to use only one strategy, men and women tend to per-
form somewhat more similarly. For spatial targeting tasks (like dart throwing
in three-dimensional space), the effect size is larger (d = 1.3−1.9) than for
mental rotation tasks.22 However, for these kinds of tasks the conceptual con-
nection with high-level math skills is less obvious and the involvement of
motor skills confounds matters, so most of the work on the link between
spatial skills and high-level math skills focuses on mental rotation-type tasks
rather than on the even larger-magnitude spatial targeting tasks.

Studies of sex differences in mental rotation beg the question of whether
observed differences in spatial cognition are the cause or consequence of sex
differences, because there is some research implicating experiential factors
in brain changes. A lifetime of different experiences could bring about sub-
stantial changes in spatial behavior and/or the brain regions that support it,23

which are not necessarily genetic in origin. As just one of many examples,
adults learning to juggle balls undergo brain changes, as do taxi drivers learn-
ing to navigate large cities. Maguire et al. in 2000 demonstrated that the
posterior hippocampi of 16 London taxi drivers expanded regionally in con-
junction with their driving experience around London. If boys spent their
childhoods building with Legos and erector sets and girls spent theirs play-
ing with dolls,24 it would not be surprising to find that this resulted in brain
changes that in turn led to later spatial and social skill differences, but their
existence would not prove their origin was innate. What is needed are data
on performance differences that exist before substantial experiential differ-
ences of boys and girls have occurred. That is, one needs to study very young
children longitudinally. Researchers have begun to do this and later we shall
describe several promising beginnings.

David Lubinski, Camilla Benbow, and their colleagues have provided
some intriguing “look-back” analyses that are the next best thing to prospec-
tively studying children longitudinally. In their work, mathematically preco-
cious seventh-grade girls and boys were assessed and followed for several
decades.25 The assumption is that because the girls were all in the top 1% of
the math distribution when they were first examined in seventh grade, then
it can be assumed that there were few motivational differences between boys
and girls because, after all, they all achieved so highly in math and took similar
math courses. We will return to these studies later.

Researchers have examined whether there are sex differences in the etiol-
ogy of specific scientific aptitude during childhood that could help account
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for the lack of women in scientific careers.26 Based on analyses of 3,000
pairs of English and Welsh twin 9- to 12-year-olds, these researchers found
no evidence for quantitative or qualitative sex differences in the etiology of
science excellence. Of those students who displayed high talent for science
(top 15%), boys and girls did not differ genetically in their extreme scientific
ability. These researchers concluded: “At 10 and 12 years we were able to
equate the thresholds for males and females without worsening the fit of the
model to the data, indicating roughly equal proportions of males and females
in the high ability groups. . . . Finally, with respect to quantitative differences,
we were able to equate the genetic and environmental parameters for males
and females, indicating that these influence science performance to the same
extent in males and females at all three ages. The prediction for molecular
genetic research would be that specific genes associated with science will
have similar effect sizes in males and females.”27

Finally, there is an emerging consensus today about the gender equality
in the genetic determinants of intelligence; most researchers, including our-
selves, agree that genes do not explain gender differences, even if they account
for some of the differences between individuals within the same gender group.
The mechanisms that bring biological potential in individuals to fruition, how-
ever, remain unknown. No alleles for high intelligence have been identified,
nor have causal pathways from sets of alleles to neural changes associated
with intelligence. (In contrast, many more boys have various forms of men-
tal retardation than girls; this occurs because of the existence of detrimental
alleles that occur more often in boys.28)

Standardized Aptitude Tests

In addition to research on sex differences in general intelligence and in spe-
cific cognitive abilities, another line of inquiry has attempted to pin the cause
of the observed sex differences on so-called “aptitude” tests. These are stan-
dardized paper-and-pencil tests of various forms of reasoning ability that, as
mentioned above, are not supposed to be directly taught in school. In this
sense they resemble intelligence tests. Unsurprisingly, they correlate very
highly with IQ tests (for example, SAT scores correlate very highly with
IQ scores; individuals who score highly on the SATs or GREs usually score
highly on IQ tests—so much so that researchers sometimes use them inter-
changeably when doing analyses in which they need to controll for general
cognitive ability29).

We have added quotation marks around the word “aptitude” because the
concept of aptitude is a source of contention among psychometric researchers,
with some arguing that these tests are not as impervious to schooling and
cultural factors (such as number of math and science courses taken) as was
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once thought.30 This was the reason Educational Testing Service changed the
original name of the SAT—“Scholastic Aptitude Test”—to its current name,
“Scholastic Assessment Test,” so as not to presuppose it was a measure of apti-
tude independent of achievement. Many regard these exams as achievement
tests, rather than an index of innate ability that is genetically programmed to
flourish, almost regardless of one’s academic or home environment.

Although girls score as well as or better than boys in elementary school on
science and mathematics tests, there is some slippage that becomes evident by
high school, when fewer girls take AP chemistry and AP physics. Girls begin
to score lower on some science and mathematics “aptitude” tests such as the
SAT-M around this time. In Figure 4.1, it can be seen that any given percentile
is associated with a higher SAT-M score for boys than girls. For instance, a
score of 645 is needed to place a boy in the top 20% of the male distribution,
whereas a score of only 600 on the same test is needed to place a girl in the
top 20% of the female distribution. And as noted in the Preface, boys outnum-
bered girls 2 to 1 at scores of ≥750. Table 4.1 shows the male advantage in
mathematics score percentiles for college-bound high school seniors in 2007,
and a similar male advantage has been true prior to 2007.

Strand et al.31 analyzed a large national database of over 320,000 British
boys’ scores on the Cognitive Ability Test. They reported a similar overrepre-
sentation of boys at the right tail, starting at age 11. Although they found only
small differences at the mean or midpoint of the ability distribution in math-
ematics, 11-year-old boys were overrepresented at both the upper and lower
tails of the quantitative distribution. Recently, Lohman and Lakin32 analyzed
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FIGURE 4.1. College-bound seniors’ SAT-M scores as a function of gender. At every per-
centile, boys outscore girls. Source: Percentile ranks for males, females and total group
mathematics. 2006–2007 College Board data.
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TABLE 4.1. SAT® Percentile Ranks for Males, Females, and Total Group. 2007 College-
Bound Seniors—Mathematics.

SCORE Total Male Female

NUMBER PERCENTILE NUMBER PERCENTILE NUMBER PERCENTILE

800 9,857 99 6,759 99 3,098 99+
790 4,447 99 3,113 99 1,334 99
780 2,928 99 1,890 98 1,037 99
770 5,936 98 3,841 98 2,095 99
760 5,703 98 3,728 97 1,973 99
750 6,265 98 3,950 97 2,315 99
740 6,953 97 4,411 96 2,538 98
730 7,191 97 4,507 95 2,681 98
720 8,825 96 5,486 95 3,331 97
710 15,072 95 9,296 93 5,774 97
700 16,067 94 9,806 92 6,256 96
690 19,601 93 11,786 90 7,808 95
680 20,916 91 12,405 88 8,504 94
670 21,962 90 12,885 86 9,070 93
660 25,740 88 14,713 84 11,006 91
650 32,714 86 17,955 82 14,740 90
640 32,113 84 17,957 79 14,130 88
630 28,289 82 15,346 77 12,928 86
620 30,548 80 16,415 74 14,112 84
610 30,731 78 16,202 72 14,507 83
600 34,376 75 17,781 70 16,555 80
590 47,328 72 23,748 66 23,536 78
580 40,074 70 19,950 63 20,060 75
570 38,404 67 19,004 60 19,341 73
560 46,860 64 22,938 57 23,866 70
550 41,214 61 19,503 54 21,649 67
540 52,880 58 24,159 51 28,639 63
530 47,341 54 22,091 48 25,136 60
520 50,140 51 23,069 44 26,929 57
510 45,141 48 20,337 41 24,681 54
500 51,933 45 23,021 38 28,764 50
490 55,039 41 23,196 35 31,691 46
480 52,895 37 22,694 31 30,031 42
470 42,081 35 17,573 29 24,373 39
460 49,938 31 20,872 26 28,814 36
450 43,616 28 17,561 23 25,849 32
440 41,937 26 16,642 21 25,087 29
430 42,253 23 16,812 18 25,191 26
420 45,858 20 17,338 16 28,263 23
410 43,492 17 16,687 13 26,509 19
400 29,343 15 10,825 12 18,301 17
390 31,664 13 11,935 10 19,473 15
380 26,376 11 9,728 9 16,395 12
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370 27,562 9 10,125 7 17,171 10
360 18,635 8 7,120 6 11,285 9
350 20,379 6 7,542 5 12,610 7
340 15,308 5 5,683 4 9,447 6
330 14,188 4 5,124 4 8,896 5
320 8,751 4 3,219 3 5,419 4
310 12,449 3 4,693 2 7,562 3
300 8,976 2 3,225 2 5,600 3
290 7,199 2 2,712 2 4,358 2
280 6,255 2 2,349 1 3,786 2
270 4,390 1 1,655 1 2,658 1
260 3,514 1 1,344 1 2,115 1
250 1,725 1 648 1 1,044 1
240 3,571 1 1,327 1 2,167 1
230 1,424 1 556 1– 838 1
220 2,494 1– 996 1– 1,449 1–
210 1,067 1– 426 1– 616 1–
200 4,603 – 1,841 – 2,639 –
Number 1,494,531 690,500 798,030
Mean 515 533 499
Standard
Deviation

114 116 110

changes in the proportions of boys and girls at each level of the same Cogni-
tive Ability Test in both the United Kingdom and the United States, but they
did so for grades 3–11, and also for three different cohorts (1984, 1992, and
2000). They too found male overrepresentation across all dimensions of quan-
titative aptitude, despite large growth over time for both sexes. For example,
at the highest and lowest levels of mathematical aptitude, boys outnumbered
girls by roughly 2 to 1—approximately 65% of the highest aptitude students
were boys and about 35% were girls (see solid versus dashed blue lines in
Figure 4.2). Boys were also twice as likely to be the lowest scorers. (This
is why we have been reporting so-called “standard deviations”—they index
how much more variable male scores usually are than female scores, and by
implication, how asymmetric the sexes will be at the right and left tails of the
distribution.) So large-scale national studies of mathematical aptitude favor
boys, and this holds for the most part across cohorts and test formats. Later,
we shall see there is significant variation across countries in the ratios of boys
to girls with the highest aptitude, although in Lohman and Lakin’s data, the
male advantage held firmly across both Britain and the United States and the
2-to-1 ratio at the top 1% or 2% of the math distribution is one that crops up
in a number of these large data sets.

In juxtaposition to this “aptitude” gap among the top male and female math-
ematics scorers, girls actually achieve higher grades than boys in most science
and math courses. As a result, many researchers have turned to aptitude
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FIGURE 4.2. CAT distributions for males and females from Lohman, D. F. & Lakin, J. M.
(2009), Consistencies in sex differences on the Cognitive Abilities Test across coun-
tries, grades, test forms, and cohorts. British Journal of Educational Psychology, 79,
389–407.

as a possible explanation for the dominance of men at the top of STEM
professions.33 Their reasoning is that whereas aptitude test scores reflect raw
mathematical reasoning ability, grades reflect such things as being obedient,
being effortful, doing homework, and coming to school prepared—on all of
which girls usually exceed boys. To some, it is aptitude, not teacher-pleasing
behavior, that is most important for success in the most math-intensive STEM
fields.

As Halpern34 notes, however, this discrepancy between “aptitude” scores
and grades in math and science classes has led to claims of bias from all
sides in the debate over the causes of sex differences in STEM. One side has
argued that teachers and schools are biased against boys, because they give
them lower grades than their “aptitude” (as shown by measures like SAT-M
scores) would appear to warrant. The argument is that schools penalize boys
for their impulsiveness, lack of motivation, and challenges to teachers’ author-
ity, and they reward girls for their docility, compliance, and willingness to do
homework and follow rules. One piece of evidence for this claim is a study of
67,000 college students taking calculus. Men who received grades of Ds and
Fs had SAT advanced calculus scores that were equal to women who received
grades of Bs.35 Table 4.2 shows the sex breakdown for each grade in college
as a function of the SAT scores in advanced mathematics. As can be seen,
men with calculus scores of 579–580 got Ds and Fs, while women with these
scores obtained Bs.
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TABLE 4.2. Sex Breakdown for Each Grade in College as a Function of the SAT Scores in
Advanced Mathematics.

GRADE SAT-M

ADVANCED

MATH MALES

SAT-M

ADVANCED

MATH FEMALES

SAT-M

CALCULUS

MALES

SAT-M

CALCULUS

FEMALES

A 713 677 635 604
B 686 665 615 580
C 666 631 597 559
D 642 611 580 540
F 651 600 579 537

Source: Modified from Wainer, H., & Steinberg, L. S. (1992). Sex differences in performance on
the mathematics section of the Scholastic Aptitude Test: A bidirectional validity study. Harvard
Educational Review, 62, 323–336.

As compelling as some may find these data, the other side could argue that
standardized “aptitude” tests such as the SAT-M are biased against females
because they underpredict their grades in high school and college math
classes. When mathematical “aptitude” is equated by matching students on
SAT-M scores, women outperform men in college mathematics courses, just
as the above calculus example shows.36 In other words, if one tries to pre-
dict college math performance from SAT-M scores, the result will be that one
expects women not to do as well as they actually do.

The correct interpretation of this debate depends on which of these mea-
sures is closer to a true measure of the relevant math skills required to succeed
at the highest levels in STEM fields. Note that this is not the same thing as
determining which measure is the best at predicting success, because many
predictors are unrelated to math ability. For instance, there need not be any
cause–effect relationship between two variables, even if one predicts the
other. Race and income, for instance, are good predictors of grades and apti-
tude scores, but few claim they achieve prediction because they are causally
related. Arguments can get dangerously circular here.

Consider an example developed by our colleague, Susan Barnett, in our
research synthesis37: Most professors in math-intensive fields are men, and
men do better on tests like the SAT-M; therefore, such tests must measure
mathematical “aptitude” better than college grades (on which women do as
well or better), so men have greater “aptitude” for math, and that’s why a
disproportionate number of professors are men.

Barnett’s tautology reveals the potential for circularity. It also drives home
the need for a theory-driven explanation and measure that is known to relate
a given variable to math aptitude and STEM success, not merely to another
variable that predicts it or is correlated with it. The measure that comes closest
to this is 3-D mental rotation. But this measure is not theoretically grounded,
although it does make sense on its face (some engineering, cosmology, and
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chemistry coursework and research are heavily spatial, and some researchers
such as Sheryl Sorby have shown that this is an area of particular difficulty
for some women engineering majors).

Sorby et al. found that female undergraduates score lower than males on
visual cognition tests both before and after participation in an engineering
graphics course.38 Even though men and women made gains in spatial ability
over the semester, women’s end-of-semester scores were usually lower than
men’s start-of-semester scores. Because of this, Sorby et al. implemented a
spatial cognition course that entailed both teaching and practice at solving
complex spatial rotations. She first selected male and female engineering
majors who failed a visual cognition pretest that included mental rotation
along one or more axes. These individuals were given a visual cognition
course in their freshman year. Women who took the course not only earned
higher spatial posttest scores, but also earned higher grade point averages sev-
eral years later by approximately 0.3 of a letter grade point (2.7–3.0), and
were more likely to remain engineering majors (63.6% versus 53.1% of con-
trol group women who had not taken the course). Comparable figures were
69.2% for men who had taken the course versus 62.5% for those who had
not (see Figure 4.3). Spatial ability has also been singled out as a significant
predictor of sex differences in other fields, such as medicine,39 chemistry,40

and mathematics,41 though not with the same empirical basis as Sorby. Thus,
the limited work available indicates that the gap separating men and women
majoring in math-intensive STEM fields can be narrowed with intensive
semester-long training.

Despite its promise as an explanatory variable, so far there has not been
a showing that superiority in mental rotation is any more important in fields
in which women are underrepresented than it is in fields that are not as math
intensive, such as architecture, art, radiology, and archeology. In fact, it has
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FIGURE 4.3. Freshmen male and female engineering students’ scores on the Purdue Spa-
tial Visualization Test-Revised. Source: Data adapted from Sorby, S. A. (2001). A course in
spatial visualization and its impact on the retention of female engineering students. Journal
of Women and Minorities in Science and Engineering, 7, 153–172.
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not yet been shown to be a predictor of success in mathematically intensive
fields, either, except in the case of the limited work by Sorby alluded to
previously.

In her cogent analysis of this issue, Harvard’s Elizabeth Spelke42 put more
emphasis on the relevance of college grades than on math and spatial apti-
tude scores, and concluded that the weight of evidence suggests the SAT-M
underpredicts female aptitude in mathematics. In her words:

Men and women get equal grades in math classes that are matched for difficulty
(Bridgeman & Lewis, 1996), and they major in math in nearly equal numbers. . . . By
the most meaningful measure—the ability to master new, challenging mathematical
material over extended periods of time—college men and women show equal aptitude
for mathematics. The contrast between the performance of high school students on
the SAT-M and the performance of college students in mathematics classes suggests
that the SAT-M systematically underpredicts the performance of high school girls,
relative to boys. Further analyses support that suggestion. When the SAT-M scores of
boys and girls are matched, girls go on to earn higher grades in college mathematics
classes. The SAT-M’s underprediction of girls’ mathematics performance is widely
known (e.g., Gallagher & Kaufman, 2005; Nature Neuroscience Board of Editors,
2005; Willingham & Cole, 1997).43

As a thought experiment, one can ask the following: What if the SAT-M
led to the prediction that African American students would get better grades
in college than they actually do get? Would some claim the SATs were unfair
since they overpredicted African American students’ classroom performance?
We suspect many might argue the opposite, that African American students’
lower grades were unfair because they were a reflection of societal biases, and
that these students’ mathematical potential (indexed by their SAT-M score) is
greater than their grades convey. Certainly, few would claim that the grades
are proof that Caucasians have better mathematical aptitude than African
Americans merely because of their higher grades. Yet this seems analogous to
arguing that girls’ better grades trump their lower SAT-M scores as indicators
of their math aptitude.

This is not merely a hypothetical issue: African Americans’ grades in col-
lege are overpredicted by their SAT scores: On the basis of their SAT scores,
they are expected to obtain higher grades than they actually get. The usual
interpretation is that this grade outcome shows the SAT is not racially biased
against African Americans, and if anything is actually biased in favor of them
because it leads college admissions officers to expect them to achieve higher
grades. So one could argue that college math grades are biased against African
American students because on the basis of their SAT scores, one would expect
them to be capable of achieving higher grades than they actually get. By a sim-
ilar logic, some parents may feel that college grades are biased against their
sons, because they believe the SAT is a fairer measure of their sons’ aptitude
in mathematics than are the grades given to them. The point of this thought
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experiment is to note that, until we know what tests truly measure the relevant
skills required for success in STEM careers, we are stuck guessing about what
leads to success in them.

How Select Are STEM Scientists?

Although the SAT-M is the most widely used index of math ability in the
debate over sex differences, it was never designed to answer this question
of causality. We know little about whether the questions on the SAT-M are
the ones that tap mathematical abilities needed for success in STEM careers.
This is not to say that we know nothing about its predictiveness of college
students’ grades in math and science courses, though. Many studies show that
the SAT-M does modestly predict math and science grades in college, and it
does so for both sexes, and all ethnic groups, with some overprediction of
African American students as already noted. And when the SAT is added to
other information, such as high school grade point average, student values,
and occupational preference measures, it improves the prediction even more.

As noted above, however, race, birthweight, income, and even height pre-
dict school grades, and yet they may have little to do with aptitude in math and
science. To make this argument concrete, there is a 0.4 correlation between a
student’s SAT score and her parents’ socioeconomic status (SES, based on
education and occupational prestige), with students of higher SES parents
getting higher SAT scores, on average.44 But we would not rush to the conclu-
sion that the correlation is the result of a genetic meritocracy whereby those
with better genes for higher SAT scores get higher-income jobs and pass on
their genes to their children who in turn get higher SAT scores. Or to take
an even less compelling correlation, we suspect that if anyone ever bothered
to test the correlation between SAT scores and having a tropical fish tank at
home, they would discover that the sign of the correlation is negative: Fish
tanks are more likely to be found in lower SES homes today, and on average
children from lower SES homes do poorly on the SAT. However, no serious
scholar would imagine that having a goldfish tank in the home lowers cog-
nitive potential. It simply proxies for income and education. Such arguments
quickly devolve into circularity, because the sole touchstone is the SAT score,
which cannot be used to validate itself. Parental social class variables may be
proxies for a stream of unmeasured variables and conditions that are related to
achievement, but for reasons that are independent of mathematical aptitude.

What this means is that the SAT-M alone cannot tell us whether scoring in
the top 1% (where there are pronounced sex differences)—as opposed to, say,
scoring in the top 25% (where the sex differences are not as pronounced)—
taps the skills that are needed to be a successful scientist in a mathematically
intensive field. Are there specific SAT-M problems that must be answered
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correctly by people who become successful in STEM careers? What abili-
ties do these problems reflect—are they spatial (for example, geometry)? And
how strongly predictive are they when considered within a larger tapestry
of skills, along with creativity, “stick-with-it-ness,” intellectual risk taking,
other forms of mathematical skill, communicative ability, leadership skills,
and preferences? We do not know.

As alluded to earlier, some of the most intriguing analyses that bear on this
question have been conducted by Lubinski et al.45 These longitudinal anal-
yses contrasted two groups of extremely talented adolescents from a sample
of talent search participants nominated at age 13 who were administered the
SAT-M and scored in the top 1%. The researchers followed those who scored
in the top quartile of the top 1% versus those who scored in the bottom quartile
of the top 1%. Even though all of these adolescents had scored in the top 1%,
those who scored in the top quarter of 1% on the SAT-M when assessed 20
to 30 years later had received significantly greater numbers of PhDs in STEM
fields, were more likely to be tenured STEM professors at top universities, and
were credited with more inventions/patents. This would seem to indicate that
those who are successful in STEM fields are disproportionately likely to come
from the very top of the SAT-M distribution, assuming that the top and bottom
quarters of the top 1% were both highly motivated to reach the top of STEM
professions, took equal numbers of math classes later in their education, came
from similar SES backgrounds, and were subject to similar cultural beliefs
and pressures. But because of the limited sample size and greater variability
among male scores, the findings cannot readily be applied to sex differences,
as these authors note. Also, we do not know what other potentially causal fac-
tors may have correlated with aptitude test scores, although the ones that the
authors examined did not interact.

Still, many individuals with scores in the bottom quarter of the top 1%
did in fact become successful STEM scientists, so the question of whether
there is a threshold below which one cannot succeed as a STEM scientist is
unanswerable from this and other studies. For instance, can individuals with
SAT-M scores in the top 10% (but not the top 1%) be successful STEM scien-
tists? If so, what is it about them that allows them to overcome their relatively
low scores (low relative to other STEM scientists, that is)? Again, we sadly
note that there is nothing in the literature that addresses this question, save
anecdotal reports such as the Putnam fellowships we described in the Pref-
ace, which suggest that future mathematicians come from the very top of the
distribution, too.

In response to the evidence that boys are overrepresented among the top
scorers of the SAT-M and tests of cognitive aptitude, critics have taken two
different tacks. On the one hand, they have argued that so-called “aptitude”
tests such as the SAT-M and cognitive abilities test (CAT) are biased against
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girls. We already have seen that they underpredict female math grades in high
school and college. Therefore, if males excel on them, this is seen as irrel-
evant, because boys and men do not excel on high school or college math
grades, including calculus.

On the other hand, some influential critics have argued that the individuals
who fill the ranks of professional STEM scientists did not score highly on tests
like the SAT-M. This is the tack taken in the prestigious National Academy of
Sciences report spearheaded by former U.S. Department of Health and Human
Services secretary Donna Shalala and 17 members of her blue-ribbon panel.46

In this report an allusion was made that most STEM men score below 650
on the SAT-M, but later these authors backed off of this claim, noting some
problems with it. Here is how these eminent scholars argued that sex differ-
ences in mathematics aptitude cannot explain the dearth of women in STEM
careers:

Measures of aptitude for high school and college science have not proved to be pre-
dictive of success in later science and engineering careers. Notably, it is not just the
top SAT scorers who continue on to successful careers; of the college-educated pro-
fessional workforce in mathematics, science, and engineering, fewer than one-third
of the men had SAT-M scores above 650, the lower end of the threshold typically
presumed to be required for success in these fields. The differing social pressures
and influences on boys and girls appear to have more influence than their underlying
abilities on their motivations and preferences.47

Although the analysis that this assertion is based on does indeed support
this point,48 it is important to add a qualifier that Shalala and her coau-
thors mentioned later and which greatly moderates the claim. The careers
analyzed by Weinberger were not exclusively or even primarily professorial
math-intensive STEM ones; they include the legions of master’s degree–level
technical workers in laboratories, research assistants, and associates in fields
that are not always math intensive. There is no evidence in Weinberger’s
analysis that the SAT-M scores of two-thirds of the individuals holding profes-
sorial positions in math-intensive STEM fields are below 650—and yet this is
the professorial-level group that forms the core of intrinsic sex differences in
ability argument, the ones who are the object of many commissions, policies,
and interventions.

Unfortunately, in the aftermath of Shalala et al.’s assertion, numerous com-
mentators repeated this claim.49 It is true that Weinberger reported that among
men and women with the same SAT scores, women were only half as likely
to enter these careers, but this could be the result of women’s unwilling-
ness to work at tech jobs, rather than representing a barrier preventing them
from doing so. Indeed, if policies and interventions were designed to increase
women’s presence in scientific careers merely by adding more of these women
to the ranks of lab technicians and research assistants/associates, such policies
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and interventions would be met with outcries that there was an academic
caste system, with men hired as STEM professors and women funneled into
lower status and lower-paying lab posts. Note that we are not alleging that
the SAT-M scores of those who occupy the most prestigious positions (STEM
professorships) are 3, 4, or 5 standard deviations above the mean, as Lawrence
Summers opined in his 2005 speech; we are simply remarking that it is mis-
leading to imply that over two-thirds of the men in STEM professorial posts
have SAT-M scores below 650.

There are three good reasons for suspecting this is not the case. First, in
our effort to find out the scores of graduate students in math-intensive fields,
it became clear to us that the men have extremely high scores. At our own
university, PhD candidates in math-intensive STEM fields rarely have SAT-M
scores below 650, and the typical candidate’s score is above 700, often well
above it. The mean GRE quantitative score for the 480 Cornell graduate stu-
dents matriculated in math-intensive STEM fields is 760 (see Figure 4.4).
Based on unsystematic sampling of several peer campuses, their students do
not differ much from those at our institution. Bear in mind that the top 50
research universities train over 95% of the individuals who go on to occupy
STEM professorships. The evidence at these top institutions points to GRE-Q
scores well above 650. There are two other reasons for skepticism that we
detail below.

In reading through Weinberger’s analyses, a number of questions occur,
several of which we discussed in our recent research synthesis:

Weinberger’s models are richly detailed but she is unable to shed light on a number
of interesting hypotheses related to alleged barriers preventing women’s participa-
tion in STEM fields. For example, approximately 30% of the cohort of 1972 high
school seniors who were surveyed in 1979 (or 1986) in her analysis had not taken
the SATs, a requisite for many top universities that produced STEM scientists at that
time. She employed statistical imputation to translate their Cognitive Test of Mathe-
matics scores to SAT-M scores, but while this allows her to estimate the proportions
of high- and low-scoring men in mathematically-intensive STEM fields, it needs to
be kept in mind that those who take the SAT are probably a more select group. Possi-
bly, a significant proportion of the men she included in her analysis, even among the
subset who entered graduate school, did so at programs tailored to training techni-
cians rather than producing scholars. It would be of interest to know what proportion
of STEM scientists at places such as Carnegie-Mellon, Harvard, Stanford, Duke,
Purdue, Michigan, Rice, etc. had SAT-M scores below 650, and what proportion of
them had scores that were comparable to or below those of the average humanities
graduate (≤ 550), which Weinberger found to be the case for a third of the males in
her sample.50

Another reason for skepticism about Shalala et al.’s claim that over two-
thirds of men in STEM fields have scores that are unexceptional comes from
the work of Wise et al. They analyzed Project Talent participants who were
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FIGURE 4.4. Average GRE-Quantitative scores for Cornell University graduate students
in math-intensive fields (n = 480). Special thanks to William Barnett, data specialist of the
Cornell University Graduate School.

part of a large-scale national study begun over 40 years ago. These individuals
were tested extensively in high school and followed from ninth grade through
adulthood. Wise and et al. found that at age 30, disproportionately more of
the individuals who gravitated toward careers in science had been in at least
the top 10% of math aptitude in high school, and probably even higher if the
most math-intensive careers could be examined separately.51

Finally, Lubinski et al. have demonstrated the increased likelihood of
success in STEM careers as a function of very high math aptitude scores—
the number of students who become STEM scientists increases with higher
SAT-M scores. As we saw already, even among the top 1% of math talent,
the top quartile does better in scientific careers. Moreover, these researchers
provide other evidence that indicates the top 0.01%, or 1 in 10,000, does best
of all. We will describe some of their findings later.

As noted, although there is no evidence in Weinberger’s analysis that the
SAT-M or GRE-Q scores of over two-thirds of individuals holding professo-
rial positions in math-intensive fields are below 650, others picked up on this
point and repeated the assertion. Soon, columnists and national speakers were
claiming that because most male STEM professionals score below 650 on the
SAT-M, it did not matter if women were underrepresented in the top 1% of
scores on the SAT-M:

[The] second over-hyped story, in my view, [is that] males are over-represented at
the upper tail of distribution in math aptitude scores, and, therefore, are more highly
represented in leadership positions in math and science. However, studies show only
a weak relationship between scoring and the upper tail ability and eventual success in
math and science careers. In fact, of the college educated professional workforce in
math, science, and engineering, fewer than one-third of the men had SAT-M scores



Challenges to the environmental position 99

above 650, which is the lower end of the threshold typically presumed to be required
for success in these fields.52

None of the aforementioned four pieces of evidence proves that a top 1%
score on the SAT-M is a requisite to becoming a successful STEM scientist
in a math-intensive field, and there are undoubtedly highly regarded scientists
whose scores are below 650. In the future we will have a better sense of how
aberrant they are, when STEM professors at public and private universities
are surveyed to determine their SAT-M and GRE-Q scores. We anticipate that
although the occasional scholar will report having a score below 650, nowhere
near two-thirds of professors of chemistry, computer science, engineering,
operations research, mathematics, and physics will have SAT-M scores that
low. In fact, we predict that most will report SAT-M and GRE-Q scores above
700 or even above 750, as the Cornell STEM data indicate.

Until such time as these data become available, the reader might try apply-
ing to a PhD program in computer science or engineering at Carnegie Mellon,
MIT, Rice, Duke, Purdue, or any of the top 50 programs that produce the lion’s
share of STEM professors and see how far a score below 650 on the quanti-
tative portion of the GRE gets her or him. Granted, some will get accepted if
there are extenuating circumstances. But the vast majority probably will not.
This is because graduate admission committees at these institutions do not
trade off between high grades in mathematics and high quantitative aptitude
scores; they demand both—and at selective institutions, they get both. From
the point of view of an admissions committee, why use limited resources to
support an applicant with low aptitude and high grades when you can easily
admit other applicants who have high aptitude and high grades?

Microanalyses of the SAT-M

An impressive body of work has been conducted in recent years examining the
possible causes of the differing patterns of results in school grades and apti-
tude tests. This work has looked at the specific SAT-M items on which boys
and girls differ, and has examined the ways girls and boys answer them. Due
to space constraints, we cannot detail all of these studies here, so we will pro-
vide a snapshot of the most important findings. To adumbrate our conclusion,
the two sexes often achieve their SAT scores by answering different types of
questions correctly. And even when answering the same question correctly,
they often do so using different strategies. Because the SAT and GRE are not
theory-driven measures (that is, they were not developed from theoretical con-
structs in a top-down manner), there is considerable confusion regarding what
their scores mean.
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Some have addressed this issue by examining mental rotation ability and its
relationship to the SAT-M. For example, Casey et al.53 found that, while men-
tal rotation scores were predictive of overall SAT-M scores for college-bound
youth and highly math-talented younger girls (controlling for SAT-Verbal
[SAT-V]), mental rotation scores were not predictive for highly math-talented
young boys—the group presumably producing a disproportionate share of
the future STEM professors. However, consider follow-up work54 with a
less elite group, the top one-third of the college-bound sample (based on
SAT-V scores). Here the authors found that the gender–SAT-M relationship
was explained roughly two-thirds by mental rotation ability and one-third by
math self-confidence, suggesting both are highly important for these students.
These authors also explored the relationship of this to geometry grades in
school, and found that most of the mediational effects of mental rotation and
self-confidence were not explained by school geometry grades: So mental
rotation measures appear to be indexing different abilities than geometry. This
tells us that mental rotation may be important, but not as a predictor of grades
in geometry and perhaps not within the top STEM subset in which we are
most interested.

Another approach has been to look at the use of prior mathematical knowl-
edge and strategies. For example, Byrnes and Takahira55 showed that, for
a sample of high school students, prior knowledge and strategies explained
a great deal of the variance in SAT-M scores. No gender differences were
found in amount of prior knowledge students had, but a gender difference
was found for the conditional probability of getting an item right if one had
the requisite prior knowledge and constructed an effective strategy. For boys
the probability was 0.91, whereas for girls the probability was only 0.72, a
highly significant difference. The authors suggest that perhaps “female stu-
dents spend too much time on individual items or are more likely to fall
prey to misleading choices.”56 But why would girls do this? It is possible
that their greater time reflects slower processing speed or less crystallized
and automated knowledge, but perhaps it simply reflects greater cautiousness.
Exploring these possibilities will require further study, but there are older
studies that do accord with the conclusion that female test takers are more
cautious and weigh options more intensely than male test takers and check
their answers more often before moving to the next question.

Several researchers57 have investigated hypotheses that girls fall behind
boys on ill-defined problems or those requiring unconventional solution meth-
ods, which might be considered examples of a phenomenon known as “far
transfer.”58 Far transfer refers to the application of existing knowledge to
problems that are different from those that one has applied the knowledge
to before. Gallagher59 found that boys did better than girls on SAT-M ques-
tions when solutions were not clearly defined, and girls did equal or better
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on problems requiring familiar solution strategies (“near transfer”). Fennema
et al.60 investigated possible forerunners of this effect in younger children,
and found that girls used more standard algorithms and concrete solution
strategies, whereas boys used more abstract, invented algorithms. Those using
invented algorithms were more able to solve transfer problems requiring
flexible use of their understanding.

It has been suggested that this apparent difference in abstract thinking abil-
ity may be caused partly by differences in the way teachers behave towards
girls and boys in their class.61 Later, we discuss evidence that teachers
may engage in disproportionately more thought-provoking abstract interac-
tions with boys,62 although this is a hotly contested topic generating no
consensus.63 If these observations are used to claim that there are sex dif-
ferences in abstract reasoning, the question is why do boys engage in more
abstract reasoning? Is the cause innate or something environmental, such as
classroom experience or parentally encouraged experiences? Later, we shall
describe recent evidence from the current SAT-M showing that girls actu-
ally excel at abstract math items and boys excel at applied items. All of this
harkens back to our concern that the SAT-M is not a theoretically driven
instrument. Thus, the fact that such logical inconsistencies are rife in the
measurement literature is unsurprising.

Gallagher and DeLisi,64 following up on their earlier work showing that
girls do better on well-defined problems and boys do better on ill-defined
problems, interviewed high school students who had scored highly on the
SAT-M. They found that the use of conventional strategies, which are good for
solving well-defined problems, was correlated with more negative attitudes
toward math. They hypothesized that girls used more conventional strategies.
Perhaps this was because girls’ lack of enthusiasm for or confidence in mathe-
matics discouraged them from experimenting. Another interpretation, though,
might be that girls’ lack of confidence and enthusiasm stemmed from a lack of
deeper understanding of the kind that permitted boys to experiment by extend-
ing algorithmic knowledge, given that the two sexes achieved their high scores
by answering different types of questions correctly.

Gallagher et al.65 applied a similar approach in their analysis of the quanti-
tative section of the U.S. GRE. They found that it was possible to manipulate
the relative performance of males and females on this test by changing the
mix of question types. They concluded: “Qualitatively different approaches
to mathematics problems that may be used by male and female test takers can
lead to performance differences that may or may not be relevant to the test
construct. Factors affecting performance should be evaluated with regard to
their importance to mathematical reasoning. If deemed important, they should
form part of the test specifications. If not, efforts should be made to minimize
such factors.”66 In other words, because we lack a theory of what the SAT
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measures and how each of its items add incremental validity to it, it is unclear
if changes in items that result in widening or narrowing sex differences do so
validly.

Similarly, Harris and Carleton in 2006 reported their analysis of the item
difficulty levels on the current SAT. They compared male and female stu-
dents with equal overall SAT scores to determine which items presented
gender-specific difficulties. Consistent with past research, they found that
boys performed relatively better on geometry and trigonometry items com-
pared to matched girls, who performed relatively better on miscellaneous and
arithmetic/algebra items. But these sex differences were quite small. In con-
trast, girls did relatively better than matched boys on items that were abstract
or that included variables such as X or a(b), whereas boys did better on items
that were embedded in real-life applied contexts. The magnitude of these
differences was fairly large, and led these researchers to suggest that “male
students may use mathematics more than female students in everyday life and
[this] could lend support to the argument that male students perform better
in mathematics because they view it as more valuable or more applicable in
their lives.67 They also suggest that female students may benefit from greater
curricular emphasis on various applications of mathematics.”68

Spelke69 has made a similar point, suggesting that the SAT is theoretically
arbitrary. Changes are sometimes made to its content, some of which favor
boys and others of which favor girls. Drawing on Gallagher et al.’s findings,
she describes a case in which changes made to items on the SAT-M could
have resulted in bias against women, depending on information that we do
not know. Using her example, girls consistently outperform boys on data suf-
ficiency problems. These are items for which the student must determine if
the data provided are sufficient to answer the problem. These items have now
been removed from the SAT-M because they are known to benefit from coach-
ing. As Spelke argued, removal of items without a theory of the underlying
test construct can result in biases:

Removing a class of items on which girls score better nevertheless has the effect
of lowering the scores of girls, relative to boys, and it raises a question: Did this
change increase or decrease the fairness of the SAT-M as a measure of mathematical
ability in men and women? If boys are more talented than girls, then this change may
have increased the fairness of the test. If boys and girls are equally talented, then
this change increased the test’s bias against girls. Evaluation of the SAT-M therefore
requires an independently motivated account of the nature of mathematical talent, its
component processes, and its distribution across boys and girls.70

This approach suggests that what is needed is to ask what each item on the
SAT-M measures, and how that item relates to both the underlying theoreti-
cal construct and later success. Once again, we find it appropriate to remark
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that we do not know the extent to which tests such as the SAT-M assess
the skills that are critical for later STEM success in math-intensive careers,
notwithstanding their modest correlations with college grades. Such tests may
“proxy” for unmeasured variables that, even if they contribute to the predic-
tion of college mathematics grades, are not of necessity key aspects of the
mathematical skills needed to be a successful STEM scientist.

Gierl and McEwen71 made this point more generally. They noted that the
mere existence of items that favor one sex over the other is not evidence of
bias, unless the performance differences that result from inclusion of the items
create irrelevant test difficulty, which unfairly affects the test performance for
members of one sex. In their words:

If, on the other hand, the performance difference can be attributed to actual knowl-
edge and experience differences the test is designed to measure, then the outcome can
be interpreted as (unbiased) item impact. . . . Typically, explanations for DIF (differ-
ential item functioning) are sought from panels of content specialists who study the
items and try to identify why some items are more difficult for one group of exam-
inees compared to another (Berk, 1982; Ramsey, 1993). However, experience and
research has shown that it is unusually difficult to account for DIF using judgmen-
tal analyses (e.g., Angoff, 1993; Camilli & Shepard, 1994; Englehard, Hansche, &
Rutledge, 1990; Gierl & McEwen, 1998; O’Neill & McPeek, 1993). Thus, more
research is needed to substantively interpret DIF statistical outcomes when males
and females are compared.72

So where does this all leave us? To sum up, boys and men score higher on
a variety of cognitive and psychometric measures, both as children (as with
mental rotation tasks) and as adults (as with the SAT-M). However, the find-
ings are not always consistent, and their relation to career success in STEM
fields remains unspecified. Furthermore, their theoretical rationale remains to
be determined, as does their relation to differences, a topic we turn to next.
Until these questions are answered, we do not know if the current test content
is arbitrary and biased, on the one hand, or valid, on the other.

Recap: General Intelligence in Sex Differences

There is evidence of sex differences on many measures. These include mea-
sures of earlier cognitive performance (such as mental rotation ability during
infancy) that might be considered necessary precursors to later mathemati-
cal competence at the highest levels. They also include biological correlates
(such as hormone levels) of some of these measures. In addition, noncognitive
factors (such as career and family choices and their consequences) and envi-
ronmental factors (such as differential treatment by teachers and parents, and
gendered beliefs about the maleness of math) have been invoked to explain



104 THE MATHEMATICS OF SEX

performance differences. Any or all of these factors could be contributing
to the observed underrepresentation of women at the top of math-intensive
STEM professions, although the evidence is not strong enough for us to be
certain that any of them plays an important primary role. Experimental evi-
dence regarding sex differences in mental rotation ability is inconsistently
related to sex differences in later mathematical ability, as are the associated
hormonal findings. Evidence is stronger for differential career preferences and
the detrimental effects of having children on women’s careers.

However, the observation that women pick different careers does not
explain why they do so (save the argument that early beliefs in gendered roles
direct them away from later mathematical fields73). The magnitude of the
effect of having children is not enough to fully explain the observed under-
representation of women at the top of math-intensive professions, because
women with children thrive in many professional careers that are less math
intensive. In other words, it is not clear why this problem should be so much
worse for math-intensive STEM fields than other high-powered professions,
as it indeed appears to be:

• 48% of college teachers in nonscience fields are men;
• 57% of college psychology teachers are men;
• 74% of college biological science teachers are men;
• 71% of college social science teachers (summed across economists, sociolo-

gists, anthropologists, and political scientists) are men;
• 83% of college math teachers are men;
• 84% of college physical science teachers (summed across chemistry, astron-

omy, physics, and earth sciences) are men;
• 86% of college computer science teachers are men; and
• 93% of college engineering teachers are men.74

Finally, the evidence regarding differential treatment by teachers and par-
ents is, in many cases, quite old and methodologically questionable. So we
are left where we began, with many hypotheses but few robust conclusions.

THE ROLE OF THE SAMPLE IN SEX-DIFFERENCES FINDINGS

In addition to the lack of clarity and consensus concerning the nature and
context of sex differences, a third source of disagreement concerns the sam-
ple used to assess sex differences. That is, for a given measure and within any
particular cultural or ethnic group, the existence of sex differences depends
on the specific sample being studied. To foreshadow our conclusion on this
point, sex differences are unquestionably a function of where one looks, that



Challenges to the environmental position 105

is, the specific groups being compared. In particular, the magnitude of sex
differences differs depending on where in the score distribution one looks
(at the tails or at the center), the ages of the groups, and other sampling
considerations we address next.

One of the most important distinctions to be made in the debate surrounding
the dearth of women in math-intensive STEM fields is the contrast between
the average performance of women versus the performance of women at the
extreme right tail of the distribution. A large number of studies of and articles
about sex differences, including many of those discussed earlier, focus on
differences in average performance (see the 1985 meta-analyses by Linn and
Petersen, all of the studies linking mathematical and mental rotation ability
to sex hormones, and most of the teacher attention studies, as well as most
studies of precursor capabilities and stereotype threat studies).

However, if we are interested in determinants of success at the highest lev-
els in STEM fields, what matters are differences among men and women at the
extreme right tail of the distribution, the highest-scoring individuals. A small
difference at the mean can translate into a large difference at the extremes of
the distribution, or none at all, depending on the variance and the shape of the
distribution. Assuming a small average or mean difference and roughly equiv-
alent degrees of variability (indexed by standard deviations) among male and
female samples, bivariate normality (the distribution of one variable is normal
for each and every value of the other variable), and equal sample sizes, then
randomly selecting male and female scores from a combined sample of boys
and girls may result in one sex slightly exceeding the other. But the biggest
impact of such a small mean difference may be observed when the selection
criterion is shifted rightward—when we attempt to select only elites (or, con-
versely, only the lowest performers). Here, the tails of the distribution may
exhibit far greater gender asymmetry than is true at its midpoint or average.

The situation is further complicated by the fact that the variability or dis-
tribution functions may also differ. Based on our analysis of well over 100
published studies of score distributions, we estimate that men have somewhat
larger variability for performance on most mathematical and spatial tests, usu-
ally 10%–20% larger than female variance.75 So it is theoretically possible for
the average woman to score equivalently to the average man on some mea-
sure. However, the top 1% of women’s scores are significantly lower than the
top 1% of men. As was seen, this is often the case for mathematical aptitude
measures.

But we need to do more than simply state that differences in variance can
magnify effects at the extremes of the distribution. For example, the usual
normal curve deviates lead to the expectation that if only the top 5% of stu-
dents in a class that is 50%–50% male–female is eligible for gifted/talented
programs, such programs will have several times more men than women if
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there is a 0.5 standard deviation gap separating the sexes at the midpoint of
their distributions. Or if we look at the top 1% of the distribution, men will
outnumber women by approximately 7 to 1. These predictions follow from
the logic of a normal distribution of scores with greater variability for male
scores (e.g., Feingold, 1992).

This means that fewer women score at the right tail than do men, the part
of the ability distribution where most scientists presumably reside, if such
measures are relevant to becoming a scientist. This point is also made by
Hedges and Nowell in their influential 1995 Science article: “Differences in
the representation of the sexes at the tails of the ability distribution are likely
to figure increasingly in policy about salary equity.”76

For reading comprehension, perceptual speed, and associative memory,
women outnumber men in the top 5% and 10% of performance, and men
are 1.5–2.2 times as likely as women to score in the bottom 5% and 10% of
the score distributions. For both spatial reasoning and mathematics, men are
between 1.5 and 2.3 times more likely to be at the high end of the score dis-
tribution (including up to seven times more likely to be at the top 1% in some
of the older studies). Where men are hugely overrepresented at the high end
are in areas of mechanical/electronic reasoning (by a factor of nearly 10–1).
Interestingly, there are also overrepresentations of men in social studies by
factors of 1.7–3.5, which is rather odd given social studies’ similarity to other
types of verbal processing on which women excel.

In addition to the myriad other complexities that inhere in trying to analyze
sex differences at the extreme right tail, there is one that we have not yet
mentioned: Not all tests are the same, even when they purport to measure the
same construct, such as mathematical achievement or “aptitude.” One strategy
that researchers have employed is to use linear equating techniques to map
the score differences of one group on one test onto those from a different test.
Although linear methods work very well in the interior of the distributions,
they typically perform poorly at the tails.77 This complicates the discussion of
sex differences at the right tail enormously, because it is not possible to equate
across the many different measures that have been reported in the literature—
not if we are interested in the top 1% or the top 0.1%.

The sex difference in mathematical performance has been found to vary sig-
nificantly depending on the selectiveness of the sample studied. For example,
a meta-analysis by Hyde et al.78 of over 100 studies of mathematical perfor-
mance on standardized tests, covering a total of almost 4 million students,
found virtually no sex difference (d = 0.05 in favor of girls) for nonselec-
tive samples but significant male superiority (d > 0.3) for selective samples.
Selective samples included groups such as college-bound youth and groups
of hand-picked highly precocious individuals. Of course, for the purpose of
understanding sex differences in STEM fields, these select groups are the most
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relevant. The sociologist Andrew Penner79 also has shown that the effect size
for sex differences in math scores increases as the samples become higher
functioning. He examined the TIMSS (Third International Mathematics and
Science Survey) to evaluate whether “gender by item difficulty” interactions
like those found in American mathematics distributions exist in mathematics
and science in 10 other countries. For both mathematics and science, he found
male advantages that were minimal on easy questions, but which increased
significantly as questions became more difficult.

The Study of Mathematically Precocious Youth (SMPY) program, men-
tioned earlier, was one of the first major modern research efforts to focus
specifically on the extreme right tail of the distribution. In the SMPY program,
after screening large numbers of boys and girls, those scoring above the cutoff
for admission were invited to participate. The necessary score was at least 700
on the SAT-M, which at age 13 or younger translates into a feat achieved by
only 1 in 10,000. This is well above the 1% threshold on the SAT-M, and it is
a level at which the sex disparity is very large. (Those admitted to the SMPY
program were given accelerated exposure to mathematics.) But prior to this
exposure to mathematics, there was a higher proportion of boys than girls who
made the cutoff for admission into the program. At the end of high school, the
students who had been admitted to the SMPY sample took the SAT-M again,
and again there was a preponderance of boys at the upper tail of test scores.80

The investigators concluded that there were more boys than girls in the pool
from which future scientists and mathematicians are drawn.

This initial sex difference was obtained at age 13 or younger. This age is
before students began to select their courses, so the male advantage wasn’t
explicable in terms of different coursework. In addition, because the students
showed few sex differences in their reported attitudes toward mathematics,
the investigators suggested that the sources of the later sex difference were
probably, in part, genetic.81 This assumes that the only sex-differentiated
environmental variable that could explain such differences is course choices,
which may not be the case. There are other potential nongenetically driven
experiential differences between boys and girls that could lead to more boys
desiring to participate in SMPY. And, of course, the sample itself was not sci-
entifically assembled, but was rather a result of teacher nominations, opening
it to systematic and unsystematic potential sources of bias, as the authors note.
Since SMPY began assessing sex differences in math performance, the gap
separating boys and girls at the extreme right tail has narrowed dramatically
(see Figure 6.1 in Chapter 6).

Let us return to the Hedges and Nowell82 study briefly mentioned earlier
and which we return to in Chapter 6. In this study, the magnitude of the
typically observed sex differences on tasks that require rotation in mental
space of three-dimensional objects, or visualization of spatial relationships,
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FIGURE 4.5. Change in female representation at right tail (top 1%) of math score
distribution at age 13.

could be large enough to have practical significance. This was because of
greater variance for men’s scores—if being in the top 1% of those possessing
these skills is critically important for success in a STEM field. A moder-
ately large gap of this size between men and women at the center of a spatial
ability distribution will usually translate into very large gender asymmetries
at the tails. We keep underscoring the word “if” because it truly becomes
central to the issue of gender asymmetries in STEM careers. As we noted
earlier, there is some evidence that spatial ability sex differences exist as
early as 4 or 5 months of age.83 There is evidence that such ability around
3 years of age predicts later math grades among elementary school children.
There is also evidence that SAT-M scores between the sexes are comparable
once they are controlled statistically for the sexes’ differential mental rotation
scores, suggesting that the latter is key to understanding male advantage on
the SAT-M.

Some other studies have also looked at the right tail of the distribution.
For example, there is Robinson et al.’s 1996 study of mathematically preco-
cious young children, and LaChance and Mazzocco’s 2006 analysis of the top
quartile showing no consistent sex differences through third grade, with girls
actually outperforming boys more often than not on math tests. As mentioned
earlier, these authors did not find evidence of male superiority on most spatial
measures, whereas other studies of similarly aged children often have found
spatial skill differences in favor of boys. However, inasmuch as the measures
used differ across these studies, it is difficult to make meaningful compar-
isons between groups in view of the low correlations between some measures
of mental rotation.84 Finally, a further complication in evaluating studies of
the highest performers is that when differences in samples get amplified at
the extreme tails of the score distribution, this can render conclusions about
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such small subsets statistically less reliable because the small number of indi-
viduals who achieve extreme scores on one test often do not achieve extreme
scores on another. This is not a problem when matching individuals who score
at less extreme parts of the distribution.

Unfortunately for our current purposes, most available studies of spatial
and mathematical abilities and associated environmental factors do not focus
on extreme right-tail samples. This makes much of the evidence somewhat
irrelevant to our discussion, because sex differences at the mean or average
are often small or nonexistent, and this is not where most STEM scientists
score. In fact, the majority of the evidence published under the topic of sex
differences in STEM fields may not pertain to the most relevant groups, the
top scorers. For example, the biological work discussed earlier (such as brain
organization and hormone studies) was generally performed on small samples
of individuals who were not selected for their expertise in math. Extrapolat-
ing from these samples to extreme groups who comprise future scientists is
logically hazardous.

A final complicating issue concerns how sex differences are assessed. This
group of concerns includes variations in test content and context, differ-
ences in performance evaluation, and debates concerning the legitimacy of
static versus dynamic testing. We will deal with each of these concerns in
order.

Test Content and Context

If superior performance in STEM fields is an intrinsic function of male-
ness, as implied by one part (but not other parts) of Summers’s remarks in
2005, then one might expect male superiority to be a highly robust finding.
However, research has often shown the opposite. For one thing, male–female
performance differences can be affected significantly by minor changes in the
testing situation, such as the phrasing of test instructions in order to make
gender salient. Any assessment of skills is, in some sense, a test of transfer
of learning from one situation to another. Research has shown that transfer
success varies with the content and context of the transfer situation.85 So it is
not surprising that, in research on sex differences in cognitive performance,
varying the context of the testing procedure affects the results.

For example, in some cases the gender difference has been shown to be
smaller when testing is in a group format rather than in an individual setting.86

And if individual testing is used, gender differences are smaller when the
tester is female rather than male.87 These are just a couple of examples
of the effects of social context on sex differences. The magnitude of these
effects is usually not great, but they are statistically significant. Findings of
social context sensitivity of sex differences are widespread in other areas,
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too88: Sex differences in video game aggression can be made to go away
when the experimental context is made more anonymous,89 and it has been
shown that men demonstrate more helping behavior than women when they
are being observed, but the sex difference disappears when they are not being
observed.90 Aspects of temporal context may also affect gender differences.
For example, some have noted that tests in which there is time pressure (like
mental rotation and the SAT) tend to result in a bigger male advantage than
measures for which speed is not as important, such as spatial visualization and
school grades.91 Aspects of modality also matter: Stumpf and Stanley92 found
that in some subjects boys did better than girls on multiple-choice measures
but not on free-response measures.

The specific content of the transfer measures can also affect the findings.
Sex differences often depend on what skill is being assessed. For example,
Vasta et al.93 found training eradicated the sex difference in a water-line
test (students were asked to draw the water line if the glass was tilted)
when the outcome measure was getting the correct answer, but not when
the outcome measure was verbalization of the correct physical principle. In
other words, men did better than women at first, and then training elimi-
nated this difference—as long as what one is measuring is getting the correct
answer, as opposed to being able to explain why. Some variables can be
even more sensitive to the particular outcome measure used. For example,
Voyer at al94 showed in a meta-analysis that the effect size of the sex dif-
ference on the mental rotation test was dependent on the particular scoring
method used. When the test was scored out of 20 (the original scoring
method used), the gender difference was bigger than when it was scored
out of 40 (effect sizes 0.75–1.00 and 0.50–0.74, respectively). Other scor-
ing methods reduced the effect size dramatically (to 0.10–0.19). Probably the
best known difference is that the d for mental rotation of two-dimensional
shapes is less than half the magnitude of d’s for mental rotation of three-
dimensional shapes. And finally, going back to the earliest meta-analysis of
mental rotation, Linn and Petersen95 showed that the effect size for gender
depended significantly on the test used, and (as noted above) that several of
the main rotation tasks do not correlate with each other as highly as one would
expect if one wishes to speak of mental rotation ability as if it represents a
unitary skill.

Such content and context sensitivity calls into question the presumed intrin-
sic nature of the male superiority on tests of mathematical ability and spatial
ability, though reasonable justifications can be raised about some of these
context-dependent effects (for example, that three-dimensional rotations are
more complex than two-dimensional ones, and therefore yield higher d’s
because their greater difficulty taxes females’ limited capacity quicker than
it taxes males’ greater capacity).
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Static Versus Dynamic Testing

Most studies of sex differences in cognitive ability have used static measures.
However, there is a long-standing literature showing that virtually all cogni-
tive abilities are affected by experience.96 A debate is raging more generally
in the field of psychometric testing between those who argue that cognitive
ability can be assessed using static tests and those who argue that dynamic
testing yields a more powerful prediction of future performance.97 Dynamic
testing refers to a testing situation in which the test taker is given feedback on
her or his answers while proceeding through the test questions. This can be
used to determine how much the test taker is learning from the feedback and,
some suggest, get closer to actual ability.

A few studies of cognitive sex differences have adopted more dynamic
methods, with mixed results. For example, the spatial training of college stu-
dents on the water-level task designed by Vasta et al.98 totally eliminated one
form of sex differences in spatial reasoning and reduced the magnitude of
another, although in neither case did this training transfer to related types
of tasks that were not directly trained. In their study, spatial training, using
a self-discovery training procedure with progressively more difficult tasks,
improved female students’ knowledge of the spatial (invariance) principle,
but it did not reach the level of males’ knowledge. Newcombe99 recently
argued that the magnitude of the spatial gains due to training is often larger
than the magnitude of the initial sex differences (see also Baenninger &
Newcombe, 1989). Recall, for example, the Levine et al. study, mentioned
earlier, in which a single 15-minute training session on a different day had
an effect roughly equal to the entire male–female performance difference.
Note again, however, that a sex difference in performance remained following
training, because boys’ gains were comparable to girls’ gains.

As far as the malleability of cognitive skills is concerned, there are fas-
cinating data showing that girls and boys often attempt to solve speeded
test problems differently—but that when they are instructed to use the same
strategies, they can do so. In other words, girls, while preferring certain
strategies that are nonoptimal on speeded tests such as the SAT-M, can
utilize optimal strategies. This suggests that they have more cognitive abil-
ity than displayed but choose, for whatever reason, to employ different
strategies.100 Training on appropriate strategy use can have large effects,
again bringing into question the intrinsic nature of the male–female perfor-
mance difference. However, results are mixed. Kimura101 claims that “(such
differences are) apparently uninfluenced by systematic training in adulthood.
While both sexes benefit from short-term intensive training on spatial tasks,
men’s and women’s scores do not converge (Baenninger & Newcombe,
1995).”
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A Cautionary Note on Remediation of Sex Differences Through
Training

Ceci and Papierno102 reviewed some of the training literature aimed at gap
closing. Gaps between the sexes are one important type of gap studied by
researchers; others include ethnic/racial gaps and socioeconomic gaps. A key
question facing our society today concerns how to reduce gaps that result from
poverty, poor schooling, and other types of inequitable access to resources.
Ceci and Papierno reported that sometimes training interventions actually
widen preexisting gaps—if the interventions are made available to all stu-
dents, not just to those in greatest need. This is because it is sometimes the
case that the biggest gains in training studies are made by those who were
the highest scoring before the intervention started. A dramatic example of this
principle can be found in the experiments to create small classes for children.
All children gain from being in small classes, including the bottom 10% of
achievers. The problem is that the top 10% gain over twice as much from
being in small classes, thus widening the preexisting gap between the top and
bottom students even though all gain above the level seen in regular sized
classes (Ceci & Konstantopolous, 2009).

The idea of targeting training interventions to one sex or ability level and
excluding the others from its potential benefits raises many interesting politi-
cal, economic, and moral questions that are beyond the scope of this book.103

But in the context of the present debate, it bears noting that some interven-
tions designed to elevate the numbers of women in STEM careers (such as
informing high school students about the possibilities that each field offers to
counter their erroneous impressions, or training adolescents on spatial rea-
soning skills) could result in increasing the interest of girls—but possibly
increasing the interest of boys even more so. These are empirical questions
worthy of study.

RECAP: CHALLENGES TO THE ENVIRONMENTAL POSITION

To sum up this chapter, research has shown that the manner in which sex
differences are assessed can significantly affect the outcome of such assess-
ments. In the next chapter we review the findings on stereotype threat, which
has been proposed as a possible mechanism responsible for the gender gap
in math and science, and we conclude that, notwithstanding the many fasci-
nating findings in this literature, it is not likely to be a primary determinant
of the sex gap. In the next chapter we also examine what may be the tough-
est evidence for proponents of a biological view of sex differences to refute:
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The existence of sex differences will be shown to vary as a function of one’s
country, epoch, age group, and sociodemographic characteristics (race, eth-
nicity, and income). This research is important as we continue on our way to
a synthesis of the entire data corpus, and what it tells us about the causes of
women’s underrepresentation in math-intensive fields.



5
Challenges to the biological position

“Women share with men the need for personal success, even the taste for
power, and no longer are we willing to satisfy those needs through the
achievements of surrogates, whether husbands, children, or merely role
models.”

—Elizabeth Dole

In this chapter we examine claims and counterclaims about the role of parents
and teachers in causing sex differences in mathematics achievement in grades
K–12 and college. We also assess research claiming that bias and stereotypes
are important causes of sex differences in graduate school and beyond.

In addition to studying measures of what individuals can and cannot do and
what they prefer to do, several researchers have studied how the environment
shapes women and the differences women versus men elicit from their envi-
ronment. Potential environmental influences include differential treatment by
parents and teachers, as well as differences in the way children spend their
time and, when it comes to older females, differences in the way colleagues,
search committees, and grant review panels treat them. Some of the evidence
we will describe may be surprising—even alarming—and some of it begs for
replication and further exploration.

114
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FAVORING BOYS AND IGNORING GIRLS

To begin with, there is evidence of discriminatory treatment of girls and boys
in high school mathematics classrooms, using many measures. Becker1 gath-
ered frequency counts to compare teacher interactions with the children in
their classes and added in-depth qualitative observational data. She studied 10
high school geometry teachers in the late 1970s, an era corresponding to the
generation now reaching the top of many STEM fields. As seen in Figure 5.1,
Becker found that girls were asked fewer direct and open questions by their
teachers, and girls were offered fewer comments of praise and call-outs to sus-
tain them in their high school math classes. Becker summarized these results
as follows:

The teachers in the sample treated females and males differently in (a) afforded
response opportunities, (b) open questioning, (c) cognitive level of questions, (d) sus-
tenance and persistence, (e) praise and criticism, (f) encouragement, (g) individual
help, and (h) conversation and joking. The differences found generally work in a pos-
itive way for males—they received more teacher attention, reinforcement, and affect.
Females, traditionally the “lesser sex,” received less of all three . . . . In summary, the
students were learning mathematics in an environment that sex-types the subject as
male, that provided males more formal and informal reward and support in mathe-
matics, and that provided males more outlets for classroom academic achievement
and recognition. Whereas males were provided a good cognitive and affective envi-
ronment in which to learn mathematics, females, relatively speaking, were treated
with benign neglect.2
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FIGURE 5.1. The percentage of teacher-afforded response opportunities for males and
females. Light bars refer to males; dark bars to females. Direct question refers to a time
when a teacher directly calls on a student by name. Open question refers to a question
addressed to the entire class, and the teacher calls on one who has his or her hand raised.
Call-outs refers to when a student calls out an answer and the teacher directs the class’s
attention to the particular student. Source adapted from: Becker, J. R. (1981). Differ-
ential treatment of females and males in mathematics classes. Journal for Research in
Mathematics Education, 12(1), 40–53.
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It is not difficult to imagine how such differential treatment might have led
to eventual differences in performance, such as boys excelling on far-transfer
math problems and girls on near-transfer problems.3 Elsewhere, research on
the development of transferable skills has suggested that the style of interac-
tion Becker identified as being used with boys may be more conducive to the
development of far transfer skills,4 such as applying math learning to novel
situations. It would be interesting to know how classrooms have changed
since Becker’s study was undertaken nearly three decades ago. Today, national
awareness seems to have sharpened, and many organizations offer programs
for teachers and girls to increase their participation in STEM fields.

Notwithstanding such disturbing evidence of unequal treatment of male and
female math students in the past, it is worth remembering that girls have con-
tinued to achieve higher grades than boys in high school mathematics classes,
including in the geometry classes that Becker studied. So it is problematic
to claim that teacher inattention leads the sexes to different careers—that is,
unless aptitude tests such as the SAT-M, on which girls score lower than boys,
are considered a more relevant outcome measure than is doing well in high
school and college math classes. If school grades are considered the gold stan-
dard of the mathematical skills needed for high-level performance in STEM
fields,5 girls ought to be getting the message that counts most: They are better
than boys. After all, girls persistently get better scores on school math tests
and receive superior grades in math classes.

A colleague who read an early draft of this chapter argued that because
school grades are a poorer predictor of success in graduate programs in math-
intensive fields than are SAT-M scores (neither being very strong predictors,
it might be noted), the differential treatment of girls and boys could play a
role in their differing SAT-M patterns, and might partly explain the sex dif-
ferences in success in STEM fields. It is not obvious to us, however, how
teacher attention can lead both to lower grades for boys but superior SAT-M
scores for them. Although logically possible, this argument begins to resem-
ble grasping at straws. To advocates of the psychometric tradition, however,
there is no contradiction here. This is because they regard the SAT-M as a
better measure of underlying math aptitude than school grades, which they
assume reflect various biases (like boys being penalized for their obstreper-
ous behavior and more frequent absences; girls being rewarded for doing
homework, raising their hands, and being compliant6). However, the direct
evidence for this assertion is weak, and many classroom teachers bristle
at being portrayed so simplistically, pointing out that they assign grades
based on how well students grasp the content being taught, not on com-
pliance or homework, which can be noted separately from the math grade.
Teachers’ testimonials are anecdotal, of course, and in need of systematic
study.
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A contemporaneous study by Parsons et al.7 found fewer overall sex differ-
ences than Becker8 in teachers’ treatment of girls versus boys in a sample of
fifth- to ninth-grade math classrooms. However, one notable exception to this
pattern of null findings was that girls whom the teachers expected to do well
in math received significantly less praise than other groups of students. This is
presumably the group of girls from which future STEM professionals would
come. It is possible that this lack of praise is a contributing factor to some of
the behaviors of girls on the SAT-M, such as their low-risk-taking approach to
solving math problems by unconventional means.9 However, this, too, is little
more than a hypothesis in need of rigorous testing. Far too much of this kind
of speculation can be found in the literature, and far too often, no one gets
around to testing such speculative assertions.

Finally, Kenney-Benson et al. have provided one possible explanation for
the disjunction between girls’ higher math grades and boys’ higher SAT-M
scores. Based on their analysis, they suggested that performance in formal
testing contexts such as the SAT draw on different motivational resources than
does day-to-day performance in the classroom. These authors see the former
as drawing on self-efficacy and competitiveness and the latter as drawing on
mastery-based strategies (asking for help, preparing, doing homework): “As a
consequence, the testing situation may underestimate girls’ abilities, but the
classroom may underestimate boys’ abilities.”10

In addition to overt behavioral differences in the way teachers react to stu-
dents, differences have also been found in the attitudes and perceptions of
parents and teachers. For example, sixth-grade girls’ mathematical abilities
are underestimated by their mothers, while boys’ abilities are overestimated.11

In addition, abilities of high school girls are viewed less favorably than boys’
abilities by both parents and teachers.12 And these attitudes have an impact:
Jacobs and Eccles13 found that children are more influenced by their moth-
ers’ perceptions of their ability than by their actual grades, when developing
opinions of their own abilities.

On the other hand, there are some data suggesting that parental encour-
agement and endorsement of math achievement will not close the sex gap in
performance at the right tail on so-called aptitude tests such as the SAT-M. In
his analysis of math achievement data from 21 countries, sociologist Andrew
Penner14 found that the students who report that their math achievement is
important to their parents exhibit smaller sex differences—but only at the left
tail of the math distribution (the lowest-scoring part). At the right tail, girls
score 3% worse than boys among those who say that math achievement is
unimportant to their parents, but they score 6% worse when they say math
achievement is important to their parents. Parental encouragement of math
achievement does not appear to be the answer, at least not in the absence of
other interventions.
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Over the last few decades, considerable attention has been devoted to
the question of gender differences in teacher interactions. A 1992 American
Association of University Women (AAUW) report concluded:

A large body of research indicates that teachers give more classroom attention and
more esteem-building encouragement to boys. In a study conducted by Myra and
David Sadker, boys in elementary and middle school called out answers eight times
more often than girls. When boys called out, teachers listened. But when girls called
out, they were told to ‘raise your hand if you want to speak.’ Even when boys do
not volunteer, teachers are more likely to encourage them to give an answer or an
opinion than they are to encourage girls. Research reveals a tendency, beginning
at the preschool level, for educators to choose classroom activities that appeal to
boys’ interests and select presentation formats in which boys excel. The teacher-
student interaction patterns in science classes are often particularly biased. Even in
math classes, where less-biased patterns are found, psychologist Jacquelynne Eccles
reports that select boys in each math class she studied received particular attention to
the exclusion of all other students, female or male.15

As further evidence, the authors of the AAUW report describe the results of a
study showing that “79 percent of all student-assisted science demonstrations
were carried out by boys.”16 A more recent summary of the state of knowledge
on this topic by Sadker and Zittleman17 reached similar conclusions:

Although most teachers want to teach all children equitably, boys and girls often
receive different treatment. Teachers call on boys more often than girls, wait longer
for boys’ answers, and provide more precise feedback to boys . . . Teachers often
encourage boys to persist with and solve difficult problems, while assisting girls who
ask for help.18

Counterarguments

In response to these concerns, attention has been paid in teacher training to
eradicating gender biases in the distribution of teacher attention.19 However,
others disagree that attention is unfairly distributed. A 2006 review of rele-
vant educational research by Beaman et al. focused specifically on evidence
regarding “differential teacher attention to boys and girls in the classroom.”
The review covered work from the last 30 years, and found remarkable consis-
tency over time in findings. This is despite changes in the popular conception
from worries about boys’ performance, to worries about girls’, and recently
back to worries about boys’. Although the review was not limited to studies in
STEM subjects, some math and science classes were included. These authors
refer to a substantial body of research and meta-analyses/reviews of research
showing differential distribution of attention, but suggest that the supposed
bias is more likely a response to student behavioral differences, with boys
misbehaving more and therefore receiving more negative attention. They also
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note that boys expect to get more attention: “boys considered having two-
thirds of the teacher’s time as ‘a fair deal,’ ” and felt discriminated against if
they received less than this.

Beaman et al. criticize much of the research used to support claims of dis-
crimination against girls in that the studies often do not distinguish between
good and bad attention—that is, attention that fosters intellectual development
versus attention doled out merely to maintain discipline. These authors con-
cede that some studies did distinguish between types of interaction, referring
to a meta-analysis by Kelly20 showing that boys got “more instructional con-
tacts, more high-level questions, more academic criticism and slightly more
praise than girls,”21 but they caution that the differences may be caused by a
few individual boys rather than boys and girls in general.

However, before assuming the validity of the claim that teachers give pref-
erential attention to boys, and that this contributes to girls’ poor performance
in math-related fields, a number of other paradoxes (in addition to the big
one—that girls get better grades) need to be addressed. For example, in
1998, Diane Ravitch, former assistant secretary for educational research and
improvement and counselor to the U.S. Department of Education, published
an editorial in the Wall Street Journal in which she blasted the media for
accepting claims that sex differences in scientific careers were the result of
such factors as teachers showering more attention and praise on boys, or
higher self-esteem among boys. Such ideas find little support in empirical
studies, she argued:

The schools, we were told, were heedlessly crushing girls’ self-esteem while teachers
(70% of them female) were showering attention on boys. Worst among their faults,
according to the report (1992 American Association of University Women’s docu-
ment, entitled “How schools shortchange girls”) was that the schools discouraged
girls from taking the math and science courses that they would need to compete in
the future. The report unleashed a plethora of gender-equity programs in the schools
and a flood of books and articles about the maltreatment of girls in classrooms and
textbooks.

Ravitch went on to criticize such claims, referring to published data from the
U.S. Department of Education showing that, far from failing girls, schools
were doing a good job in closing gender gaps in mathematics and science.
With the sole exception of high school physics, in which 27% of boys com-
pared to only 22% of girls were enrolled, girls were taking as many courses
in mathematics and science as boys, and this state of affairs has been true at
least since the late 1980s. For example, Ravitch pointed out:

Female high school graduates in 1990 had higher enrollments than boys in first- and
second-year algebra and in geometry; and among the graduates of 1994, there were
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few sex differences in precalculus, AP calculus, trigonometry, statistics, and a host of
science courses; in fact, females were more likely to enroll in chemistry and biology
than males. . . . Overall, 43% of female graduates took a rigorous college-preparatory
program in 1994, compared with only 35% of boys. This suggests that the notion
that teacher treatment of girls has led to a lack of motivation to take STEM-relevant
courses is mistaken.

In Figure 5.2 we see that girls are not only outperforming boys in grades,
but also they are doing so in courses that are every bit as demanding as those
boys are taking.

Given our goal of understanding the development of mathematical ability
at the extreme right tail of performance, differential treatment of the subset of
boys or girls who have the most math aptitude may be relevant, even if, on
average, boys and girls are not treated differently. Unfortunately, we do not
know of data regarding the differential treatment of the subset of boys and
girls who are most likely to be potential STEM professionals.

As an illustration of the conflicting interpretations of these sorts of data,
consider the implications of evidence showing that teacher eye gaze is mostly
directed at boys. Beaman et al. suggest that this could mean either that girls are
being shortchanged or that teachers are wisely keeping an eye on potentially
disruptive boys to maintain classroom control. If the latter, then increased
attention by the teacher could have adverse consequences, inasmuch as boys
might view it as regulatory and punitive. And more generally, the impression
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FIGURE 5.2. Percentage of high school graduates who completed low-level math courses
(either no math or nonacademic math), middle-level math courses (Algebra I, Geome-
try, Algebra II), or advanced math (Algebra III, Precalculus, Calculus) as a function of
sex. Source: U.S. Department of Education, National Center for Educational Statistics.
Education Longitudinal Study of 2002, the “High School Transcript Study.”



Challenges to the biological position 121

one gets from this research is that much (though not all) of it is open to the
charge that it is driven by a confirmatory bias on the part of some investiga-
tors. By this we mean that in the absence of an a priori, principled selection of
measures that have been shown to be causally related to math and science atti-
tudes and achievement, it is possible for researchers to focus on any behavior
they coded that differentiated a teacher’s response to boys and girls, claiming
post hoc that this behavior may be the basis of later sex differences in math or
science when it may, in fact, bear no causal relation.

For instance, had teachers’ eye gaze and questioning been directed more
at girls, one could take this as evidence that teachers use such behaviors to
control and inhibit girls’ exploratory behavior and risk taking. Clearly, even if
methodological issues such as the potential for coder bias can be overcome,
drawing conclusions from such research is problematic. As Beaman et al.
wisely conclude, “There is clearly a need for more . . . fine-grained studies on
this topic.” (p. 362)

Regardless of the validity of the aforementioned claims, once again we
return to the major conundrum we have repeatedly raised: Even if maternal
negative attitudes have led to girls having a lower self-assessment of their
mathematical ability, and even if teachers have showered more attention on
boys, and even if parents purchase more math-related toys for their sons, it
has apparently not stopped girls from taking math courses at rates and levels
equal to or exceeding those of boys and receiving superior grades in them
(including making up nearly half of the enrollment in advanced placement
physics in high school), and majoring in college mathematics approximately
as often as boys, again with grades at least as good. For these many reasons,
it seems like a stretch to invoke teacher and parental behaviors as causes of
the dearth of women in STEM fields.

BIAS IN THE ACADEMY?

Finally, there is some evidence that female STEM scientists are disadvantaged
at multiple points along the way to attaining seniority in the field. As we will
soon see in this chapter, some have claimed that women are evaluated by
job search committees more harshly than comparable men. Others claim that
female STEM postdoctoral fellowship applicants are cheated when they apply
for grants. Still others argue that female STEM scientists face tougher obsta-
cles getting their work accepted for publication in journals. In this section
we review this evidence, beginning with the claim that, when it comes to the
division of resources at their places of employment, female STEM profes-
sors are shortchanged in the resources needed to do their work once they are
hired.
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Claims of Unfair Division of Resources

Some have suggested that the unequal division of laboratory space and
salary are causes of women’s reduced success in STEM fields. These claims
have been controversial. A high-profile report appearing in the March 1999
Massachusetts Institute of Technology Faculty Newsletter concluded that
“many tenured women faculty feel marginalized and excluded from a sig-
nificant role in their departments.”22 Marginalization at MIT took the form
of differences in salaries, resources, and differential treatment, “despite
[women having] professional accomplishments equal to those of their male
colleagues.”23

Notwithstanding the widely publicized controversy surrounding the valid-
ity of the MIT claims of sex differences in resource allocations, Hausman
and Steiger24 failed to find empirical support for the charge. They argued
that sex differences in salary among MIT professors were due to differences
in productivity, not gender bias. To our knowledge, MIT has refused to pro-
vide independent researchers with the data backing up their claim of gender
bias. However, even if the MIT claim of bias against women faculty turns
out to be unfounded, there is some other evidence of differential allocation of
research resources between women and men, which some have alleged could
be a source of disadvantage for senior STEM women faculty. A self-study
by the University of Pennsylvania found that female full professors in biol-
ogy, chemistry, and psychology had fewer square feet assigned to them, with
women’s space averaging only 84% of that for male full professors’ space,
when the net square foot of research space per $1,000 of grant income was
calculated. In the Pennsylvania School of Medicine, tenured male full profes-
sors averaged 1,950 sq. ft per $500,000 of grant income, while female full
professors averaged only 1,660 sq. ft per $500,000.25 But the picture at Penn
was different for more junior faculty, with women in many cases receiving
more space than their equivalent male peers.

Our sense is that, although it is possible that resource allocation discrep-
ancies may exist in some niches, at some institutions, in some fields, and at
some ranks, making it possible to explain part of the differences in success of
women and men in such situations, it is unlikely that such small and unsys-
tematic differences could be an important source of variance in accounting for
the reason women are so underrepresented in math-intensive careers. It would
be a rare student who would opt out of a scientific career because she dis-
cerned that female faculty’s lab space was 15% smaller than male faculty’s.
Moreover, there is no normalization in lab space studies for preexisting dif-
ferences in factors that could have led to later differences in resources, such
as measures of external visibility that may garner senior male faculty greater
resources, not because they are male but because of their eminence.



Challenges to the biological position 123

Differences in Performance Evaluation

When STEM faculty themselves are asked why women are underrepresented,
they favor more prosaic reasons—such as less interest in engineering and
the physical sciences—rather than conspiracy theories, such as bias against
women. The least favored reasons given for women’s underrepresentation
have to do with ability differences between men and women, which few
endorse. Figure 5.3 depicts the reasons given by scientists in a large national
survey regarding women’s underrepresentation in scientific fields.

Studies have begun to examine how career-relevant performance is eval-
uated, providing evidence that it is sometimes evaluated differently for
men and women. Conducting such research is difficult, due to the private
nature of most evaluation processes (they are confidential), so there are
few studies available, but these few findings are alarming, at least at first
blush.

One of the most striking pieces of evidence comes from a study of the
peer-review process for postdoctoral fellowships in medical fields in Sweden
by Wenneras and Wold,26 which these authors conducted after obtaining data
using the Freedom of the Press Act. The authors were both denied fellowship
grants themselves, so they sued to get the raw data on which their scores were
based.
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FIGURE 5.3. Gross & Simmons (2007) surveyed 1,414 full-time professors. Only 1%
support differences in ability, 25% blamed discrimination, and 74% cited sex differ-
ences in interests. (Women are twice as likely as men to blame discrimination—33.8%
versus 17.1%.) Source: Gross, N. & Simmons, S. (2007). The social and politi-
cal views of American professors. Working paper, Sept. 24, 2007. From author at:
ngross@wjh.harvard.edu



124 THE MATHEMATICS OF SEX

Wenneras and Wold reported what they concluded was profound discrim-
ination against female postdoctoral fellowship applicants in Sweden. Their
conclusion is based on various analyses of the scores given to applicants by
grant review committees, which the authors compared with objective data on
publication records of the applicants (number of total publications, number
of first-authored articles, number of citations, adjusted citation measures).
Reviewers judged each application on three measures. The measure on which
women lost most points relative to men was scientific competence, which is
based on the number and quality of scientific publications. The authors found
that the translation of objective data into subjective scores was highly biased
against women, such that a female applicant had to be 2.5 times more pro-
ductive than the average male applicant to receive the same competence score
(see Figure 5.4).
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FIGURE 5.4. The mean competence score given to male and female applicants by the
MRC reviewers as a function of their scientific productivity, measured as total impact. One
impact point equals one paper published in a journal with an impact factor of 1. (See text
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In the words of these authors, the analyses showed that “the most productive
group of female applicants, containing those with 100 impact points [measure
of number of publications adjusted for citation frequency] or more, was the
only group of women judged to be as competent as men, although only as
competent as the least productive group of male applicants (the one whose
members had fewer than 20 total impact points).”27 Given that Sweden is
known for providing equal opportunities to men and women, the authors con-
cluded that their findings of bias against women are likely to generalize to
other countries, too. This study has received a great deal of attention due to
the high profile of the journal in which it appeared, Nature, and has been cited
by nearly all investigators of gender bias.

As is true with many correlational studies, however, Wenneras and Wold’s
1997 conclusion of bias against female grant applicants is open to alterna-
tive interpretations. They analyzed 114 postdoctoral fellowship applications
in 1995 to the Swedish Medical Research Council, 62 submitted by men and
52 by women. Sixteen of the male applications were funded (25.8%) versus
only four of the women’s (7.7%). When dealing with such small numbers,
small adjustments can matter a great deal. For instance, what if the makeup
of the review panels were disproportionately composed of biomedical profes-
sionals (not nursing or basic science) and more of the male applicants came
from a medical or biomedical background? Perhaps the panelists tended to
weigh publications in medical journals more heavily than publications in basic
science or nursing journals—even if the latter are cited more often. Out of the
52 female applicants, only 14 came from medical backgrounds, whereas 37
of the 62 male applicants came from such backgrounds. One need not posit
gender discrimination if reviewers preferred medical journals to basic science
or nursing journals, even if the latter were higher cited. After all, reviewers
were not given information about the impact ratings of journals, certainly not
in 1995. And even if they were, they may have nevertheless favored journals
they knew best. And perhaps medical panelists favored medical journals over
nursing journals. If so, then the greater proportion of female applicants from
nursing could have tilted the odds against them.

Consider: 12% of female applicants came from nursing backgrounds ver-
sus only 3% of males. Because the numbers are so small, the regression
models would not be sensitive to sex differences, even though small differ-
ences might be sufficient to attenuate their claims of bias. Along these same
lines, perhaps reviewers weighted factors such as sole-authored papers more
than they did first-authored papers, and perhaps male applicants had more of
these. (It is unclear from Wenneras and Wold’s description if the number of
sole-authored articles differed by sex, as this was not one of the measures in
their six regression models.) Finally, the statistical models that these authors
employed have been criticized by methodologists,28 and the authors have not
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allowed independent researchers to reanalyze their data to confirm their con-
clusions, replying that their data were lost. None of this instills confidence
in their claims of bias. Some day independent researchers will avail them-
selves to the Swedish data and we will discover whether Wenneras and Wold’s
conclusions are supported.

The point of raising these alternative explanations is not to deny that gender
discrimination operates during the evaluation of grant applications. Rather, we
wish to remind readers that this is a hypothesis in need of convergent empiri-
cal testing that must go beyond the small study just described. A powerful test
of gender bias would be to give panelists the same curricula vitae (CVs) used
in Wenneras and Wold’s study, with sex of applicant systematically manipu-
lated so ratings of male and female applicants could be assessed in response
to the identical CV. Would panelists have downgraded the CV when it had a
female name on it? If not, then the claim of antifemale discrimination would
be misplaced, because sex would have been a proxy for unmeasured variables
on which the men and women in this study differed. Perhaps gender down-
grading would occur. But it strikes us as important to demonstrate this in an
experimental design.

A study that meets this goal was conducted by Steinpreis et al.,29 which
we will describe later. But first, we describe two studies that bear directly
on Wenneras and Wold’s claims of gender bias in grant reviews. Wenneras
and Wold touted a United Nations report that named Sweden as “the leading
country in the world with respect to equal opportunities for men and women,
so it is not too far-fetched to assume that if gender-based discrimination occurs
there it may occur elsewhere. It is therefore essential that more studies are
conducted in different countries and in different areas of scientific research.”30

Several studies meet this goal.
The Australian Research Council processes over 3,000 grant applications

each year in all areas of science. Each of these are reviewed by 4.3 review-
ers, on average. Jayasinghe et al.31 have published several analyses of these
data, using sophisticated measurement models. This is an excellent database
to examine claims of bias against female applicants, because not only can
one look at the fate of female applications, but one can do so as a func-
tion of many potentially confounding variables, as well as the gender of the
reviewers.

Marsh et al.32 report that although only 15.3% of the applicants for funding
were women, female researchers’ success was almost exactly proportional to
their representation (15.2%). When gender of only the first-named investiga-
tor was considered, the success rate was 21% for both men and women. More
detailed analyses on second- and third-named researchers also indicated that
the success rate did not differ significantly for men and women. Supplemental
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analyses based on the final assessor ratings (mean of external assessor ratings)
and the final panel committee ratings showed similar results.33 Furthermore,
the insignificant effect of gender did not interact with the review panel, indi-
cating that there was no gender bias for any of the nine social science,
humanities, and science disciplines they studied. Finally, because Marsh et al.
knew the gender of the applicant as well as that of the reviewer, they had
a unique opportunity to analyze the so-called “matching hypothesis” that
female external assessors might give higher ratings to female researchers and
that male external assessors might give higher ratings to male researchers.
They found no evidence to support this claim. In this large grant review
database, there was no evidence of a gender bias in the reviews of applications
submitted by female researchers. In their words:

Thus, proposals for which the first-named researcher was a female were not rated
differently from those for which the first-named researcher was a male, and this lack
of difference did not vary according to the gender of the external assessor. When these
interaction effects were evaluated with the more powerful multilevel cross-classified
models . . . the interaction effects remained statistically nonsignificant. In summary,
there was no support for either gender bias based on applicant gender or a gender-
matching bias in which female assessors gave higher ratings to female applicants
and/or male assessors gave higher ratings to male applicants.

In addition, there were no significant differences between ratings of male and
female external assessors for either the global researcher or project ratings.
Wenneras and Wold’s claim that male assessors downgraded females’ grant
scores finds no support in this large data set.

A second large-scale analysis was conducted by the RAND Corporation
to assess gender bias in grants at three U.S. federal agencies, the National
Science Foundation, the National Institutes of Health, and the Department
of Agriculture. Between them, these three agencies make up the majority of
funding to scientists in the United States. As was the case for the Australian
Science Foundation results, the RAND study34 concluded that there was no
gender bias in the awarding of grants at the three federal agencies (as well as
in two surveys), with the exception that men received more money for their
grants at one agency. However, owing to a lack of data for possible controls,
it is not clear what this single exception means. As far as the percentage of
grants funded, there were no differences in the percentages of male and female
applicants who were funded.

In view of the extensiveness of these large-scale analyses, coupled with the
questions raised about the Wenneras and Wold methods and lost data, we are
led to conclude that evidence for claims of this form of gender discrimination
is lacking.
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FIGURE 5.5. Hireability of the job applicants and tenure candidates based on the quality
of the curriculum vitae the participants were asked to evaluate. Source: Steinpreis, R. E.,
Anders, K. A., & Ritzke, D. (1999). The impact of gender on the review of the CVs of job
applicants and tenure candidates: A national empirical study. Sex Roles, 41, 509–528.

Claims of Bias against Female Job Applicants

As mentioned previously, a study of search committee recommendations for
hiring of assistant professors35 gets closer to the claims that Wenneras and
Wold made. Steinpreis et al. used a randomized experimental survey design
to study possible bias in job-search committee recommendations. They asked
238 psychologists to play the role of mock search committee members, who
were charged with reviewing fictitious male and female assistant professor job
candidates, as well as more advanced job seekers who might be eligible for
tenure. They used the same CV, but varied the sex of the applicant. As can be
seen in Figure 5.5, they found that mock search committee members favored
the junior-level CV when it had a male name on it. However, they did not
exhibit any gender bias for the fictitious job applicants who were more senior
and eligible for early tenure. Even though the male and female CVs sent to
mock search committee members were identical, new PhD CVs labeled as
male were given preferential ratings by mock search committee members.
Interestingly, the female search committee members rated the female job seek-
ers downward as much as the male search members did (see Figure 5.5). So,
if there is bias in the system, it is not specific to male raters. In the words of
the authors:

Both men and women were more likely to vote to hire a male job applicant than
a female job applicant with an identical record. Similarly, both sexes reported that
the male job applicant had done adequate teaching, research, and service experience
compared to the female job applicant with an identical record. In contrast, when
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men and women examined the highly competitive curriculum vitae of the real-life
scientist who had gotten early tenure, they were equally likely to tenure the male and
female tenure candidates and there was no difference in their ratings of their teaching,
research, and service experience. The results of this study indicate a gender bias for
both men and women in preference for male job applicants.36

A similar finding emerged from a study in a completely different field,
that of music performance.37 This study found that nonblind auditions (those
in which the jury could see the applicant) for coveted positions in one
of eight symphony orchestras discriminated against women. In most cases,
more women were picked once these orchestras shifted away from nonblind
auditions, to the use of screens that obscured players’ identity from judges
(so-called blind auditions), even with the same sample of players. Although
this study was in a completely different field, it does provide further support
for the suggestion that bias in supposedly objective evaluation processes can
occur.

Research has also shown that women working on tasks as part of a team
receive less credit than do men, at least in a business context, even for identical
work. For tasks that are seen as stereotypically male,38 if there is ambiguity
about the true quality of the woman’s contribution to a joint task, the woman’s
contribution is downplayed. Both male and female judges rated a hypothetical
worker’s performance worse when they thought the individual was female,
even though the description of the task and performance were identical. This
study used a business context, but might easily apply to evaluation of team
members’ contributions to joint projects in other fields, such as lab meetings
where ideas for experiments are developed.

Trix and Psenka39 studied letters of reference written on behalf of job
candidates for faculty positions in a medical school. Over 300 letters of rec-
ommendation for successful candidates for faculty positions were examined.
They reported that letters written for female applicants differed from those
written for male applicants in terms of length, in the percentages lacking basic
features, in the percentages with “doubt-raising” language, and in the fre-
quency of mention of status terms. In addition, the most common possessive
phrases for female and male applicants (“her teaching” and “his research”)
underscored sex stereotypes regarding women as teachers and students versus
men as researchers. However, because Trix and Psenka’s analysis lacked the
critical base-rate data on the number of unsuccessful male and female candi-
dates, causal conclusions cannot be drawn from their analyses. We have no
data on the proportions of job applicants who were female/male—for human
subject reasons such information was not made available to the researchers.
It is possible that proportionately equivalent numbers of women as men were
hired, or that even greater numbers of women than men were hired. If either
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was the case, this would suggest that Trix and Psenka’s scheme did not
mesh with search committee members’ interpretations of the letters or that
letters were not given much weight in hiring decisions. Given the fact that the
women were hired, one way of interpreting what happened is to say that more
women were hired than deserved to be, on the basis of their lesser letters of
recommendation. We cannot tell what the correct interpretation is without the
missing information.

Amy Budden et al.40 analyzed publication acceptance rates for women for
the journal Behavioral Ecology. Their analysis followed the start of blind
peer review in which the gender of the author is not known by the review-
ers (the author’s name on submitted manuscripts is deleted before being sent
out to reviewers for appraisal). The authors found that acceptances of female
first-authored papers went up 7.9% in the 4 years following the initiation of
blind review, compared with the 4 years prior to its onset. Webb et al., how-
ever, argued that the increase in women’s acceptances was observed in the
decade prior to blind reviewing, as well as in other journals that never ini-
tiated it, thus arguing against Budden et al.’s claim of bias against women
scientists.41

Finally, although several of the studies just described showed that women
can be rated significantly lower than men who perform equally well (often
downgraded by female raters as much as by male raters42), they did not con-
cern the hiring and promotion process of women in the fields where women
are the most underrepresented, the math-intensive STEM fields. This leaves
open the hope that such biases are not the cause of women’s underrepresen-
tation in those fields—clearly a hope in need of empirical testing. Recent
evidence suggests that the promotion process of women in academic sci-
ence departments is now similar to that of men. Still, as we have noted, far
fewer women with PhDs enter the tenure track, perhaps as a result of family
responsibilities and career deferral discussed earlier.43

So, although we come down on the side that thinks claims of overt dis-
crimination are overblown, we nevertheless recognize that even a tiny degree
of discrimination or unconscious barriers can be deleterious for women’s
progress in the academy. The way that small biases can snowball to derail
women can be counterintuitive to those not familiar with multiplicative mod-
els. For example, Martell et al.44 used computer modeling to show how a small
initial amount of sex discrimination can translate into a large difference in out-
come between men and women over time. They modeled the effect on career
progress of small (1% and 5% of variance-sized) differences in work perfor-
mance ratings of men and women who began at parity. So, starting with a 1%
or 5% gap in job ratings between women and men, as the model runs through
repeated iterations representing successive promotion rounds, and assuming
a pyramidal career structure and tournament model of promotion (individuals
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Level 1 58% Women

Level 2 52% Women

Level 3 47% Women

Level 4 43% Women

Level 5 39% Women

Level 6 38% Women

Level 7
31% Women

Level 8
29%

FIGURE 5.6. Percentage of women at each level for the 5% variance. Source: Adapted
from data from Martell, R. F., Lane, D. M., & Emrich, J. (1996). Male-female differences:
A computer simulation. American Psychologist, 51, 157–158.

must make it through each level to be considered for the next), the proportion
of women dropped significantly.

After the eighth round, the percentage of women was reduced to 35%
and 29%, for 1% and 5% of variance differences in ratings, respectively,
despite starting out with women being at parity. Thus, a very small dif-
ference can become magnified over successive rounds (see Figure 5.6).
The authors conclude that small biases should therefore not be dismissed
as insignificant, because, over time, they can accumulate into quite large
consequences.

A Summary and an Analogy of Sorts

To recap, the evidence regarding direct discrimination against women is
mixed. Steinpress et al. demonstrated that women are downrated vis-à-vis
men with identical CVs, several studies demonstrated that women are down-
rated in various non-STEM contexts (orchestra, business), and Weneras and
Wold argued that women are downrated when they apply for postdoctoral
fellowship grants. Running counter to this evidence are studies and analy-
ses suggesting little or no differences between ratings of women and men for
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grants and jobs. In particular, counter-evidence shows that: a) granting agen-
cies do not appear to discriminate against females; b) certain STEM fields
(engineering, physics) hire women as assistant professors on tenure track at
rates that actually exceed their proportion among new PhDs; and c) Ginther
and Kahn’s extensive analyses demonstrating a fairly level playing field as far
as hiring and promotion of women in STEM fields is concerned. So, how
should we reconcile this inconsistency? Before leaving the allegation that
female job and grant applicants are the victims of sexist bias, it might be
interesting to consider a non-sexist, although still bias-oriented explanation–
the possibility that women are not what is being discriminated against, but
rather, mothers, and especially mothers with young children.

Bear in mind the finding that female search committee members downgrade
women job applicants as much as male raters downgrade them in Steinpreiss
et al.’s study. Thus, it might be argued that basing hiring decisions on the sex
of applicant is not rooted in a desire to avoid women per se, but rather that
sex is a proxy for other things that both male and female employers believe to
be important. We can ask “what might applicant sex be a proxy for?”. Does
it signal to employers statistical associations between sex and work, such as a
concern that a young female applicant might have children which, according
to surveys described earlier, will reduce the number of hours she devotes to
the job, lower her satisfaction with work, etc.? None of this normative sta-
tistical information is, of course, fair to those female applicants who are as
careerist and work-centered as their male counterparts. Statistically, however,
more women than men reduce their hours at work when they have children.
In principle, no one endorses treating applicants as members of groups as
opposed to as individuals. However, even though every person deserves to
be treated as an individual, independent of their sex, it is understandable
how statistical information about work patterns of mothers and fathers can
influence employers implicitly, and still not reflect prejudice against women,
per se, but rather against mothers. Some may argue that there is no differ-
ence in this distinction because both possibilities reflect bias against women.
However, we believe there is merit in distinguishing between employers who
discriminate on the basis of the sex of an applicant outright, and those who
use sex as a proxy for the likelihood that the applicant will be unable to work
as many hours or as unidimensionally and dedicatedly as someone with no
children. We are currently exploring this hypothesis in a large national study
that is a replication and extension of Steinpreiss et al.’s study. Until we know
a great deal more about this phenomenon it seems prudent to keep alternative
explanations to outright gender discrimination in play, in order to maintain as
refined an understanding of the real world as possible.
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STEREOTYPE THREAT AND RACIAL DIFFERENCES IN PERFORMANCE

An expanding group of researchers has begun to look at the impact of other
subtle aspects of the testing situation, by manipulating the mindset of the test
taker with respect to cultural beliefs associated with group membership. The
most vigorous area of research in this category is on a phenomenon known as
“stereotype threat.” Dozens of studies have been published on this topic over
the past decade. We reviewed this literature in detail elsewhere45 and here
provide the gist of our prior analysis.

Stanford University professor Claude Steele46 used the concept of stereo-
type threat to explore racial and gender differences in mathematics perfor-
mance. Stereotype threat (ST) encompasses both intrapersonal processes and
features of the testing environment. It refers to the added pressure experi-
enced by group members in a situation in which it might be possible to
confirm a negative stereotype about them. So, a woman (or a person of
color) may worry that, because women (or people of color) tend to do
worse on a given type of test, she, too, may do worse—and this type of
self-doubt may result in her actually doing worse on the test. The result
of this extra burden of worry is lower test performance. Steele47 theorized
that individuals experience a self-evaluative threat in the presence of salient
negative stereotypes about their group’s intellectual ability. This threat of
social devaluation generates anxiety, arousal, or task-irrelevant processing
that interferes with intellectual functioning and usurps cognitive resources,
leading to decreased test performance in math.48 Although those who study
ST use the more general term “stereotype,” these studies actually focus on
the status element of stereotypes. They claim that the belief that one cat-
egory of the characteristic (for example, African Americans, or women)
is less competent or capable than another (Caucasians, men) causes the
threat.

Steele and Aronson’s49 original work showed that African Americans and
women are hindered by testing instructions that make their race and gender
salient. The instructions could be as simple as asking test takers to check
off their race or gender at the start of an exam. As pointed out by Sackett
et al.,50 this work has sometimes been misinterpreted as showing that remov-
ing ST removes group differences in performance in aptitude tests, and thus
that ST explains differences in performance. However, Steele and Aronson
controlled for prior SAT scores in their analyses, and instead showed that a
further difference, on top of that predicted by SAT differences, could be cre-
ated or eradicated by manipulating ST, not that ST eradicated racial or gender
differences.

www.Ebook777.com

http://www.ebook777.com


134 THE MATHEMATICS OF SEX

STEREOTYPE THREAT AND GENDER DIFFERENCES IN PERFORMANCE

Some current scholars attribute the gender gap in mathematics, at least in
part, to negative stereotypes that are activated when gender is made salient
in the context of an examination.51 For example, girls who marked the box
corresponding to their gender after completing the SAT advanced placement
(AP) test in calculus scored significantly higher than their counterparts who
checked off their gender box at the beginning of the exam—the typical pro-
cedure. According to Davies and Spencer,52 simply having students identify
their gender following the AP calculus exam (rather than before it) would
result in an annual increase of nearly 3,000 girls eligible to begin college
with advanced credit for calculus. This is presumably because directing girls’
attention to their gender at the start of the exam makes gender salient, and
causes anxiety that impedes the girls’ performance.

Stricker et al.,53 however, have argued that the effect is very small and
of doubtful practical significance. These researchers tested large numbers of
male and female students taking the AP calculus AB exam and a comput-
erized reading assessment. They asked about gender and race either before
or after students took the tests. Stricker and Ward54 concluded: “A clear and
consistent finding in these two studies was the general absence of effects of
inquiring about ethnicity and gender on performance.”55 Since these two stud-
ies were originally published, two additional point-counterpoints have been
published. Danaher and Crandall56 reanalyzed these data using less stringent
effects sizes than did Stricker and Ward, and claimed such gender effects
are indeed meaningful, with nearly 6% additional girls and 4.7% fewer boys
achieving a passing score if gender and race were checked off after the test
rather than before. The result would be nearly 4,700 more girls starting col-
lege with AP calculus credit. However, all of these claims were disputed by
Stricker and Ward57 in a rejoinder. The issue is far from settled.

A former Cornell colleague in the sociology department, Shelly Correll,58

yoked the results of an earlier national probability sample of male and female
beliefs with those of an experimental study. Her results showed that men in
the ST condition who were led to believe they had more math ability (these
men were told men perform better than women on the test) overestimated
their test performance (they estimated they had scored higher than they actu-
ally did) compared to men in the non-ST condition who were not told men
are superior. The ST men also believed they needed lower scores in order
to pursue coursework and careers in the area than did their female counter-
parts. Correll demonstrated experimentally that beliefs about gender not only
affected test performance, but also led to claims about the likelihood of taking
future coursework and striving for careers. In her model, gender-status beliefs
led to sex differences in the use of different standards to judge competence
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in evaluative situations. In such situations, she concluded that “gender differ-
ences in self-assessments of task competence will emerge and lead to gender
differences in emerging aspirations for career paths and activities that require
task competence.”59

Many researchers have explored how alleviating ST can reduce or abol-
ish female disadvantage on tests of mathematical ability, at least for some
groups. Spencer et al.60 found that in a sample of college students with equiv-
alent math backgrounds, women did as well as men when they were told that
the difficult math test they were taking did not show gender differences. How-
ever, when they were told that the test did show gender differences, women
did worse than men. Interestingly, women also did worse when gender was not
mentioned at all, suggesting that “the normal state of affairs is for the situation
to be high in ST.”61 Unlike Steele and Aronson’s 1995 work, their analyses
did not control for prior SAT scores, but compared groups of men and women
with similar math backgrounds (those possessing above a moderate threshold
for grades, experience, SAT scores, and math self-image, reflected in ques-
tions such as, “How important is math for you?”). In addition to the women’s
scores increasing significantly in the “no gender difference” condition, men’s
scores decreased slightly (but not significantly) in this condition.

A similar finding regarding lowering of men’s scores in the non-ST con-
dition was found by Biek.62 It is possible that any threat to performance
expectations, even without a negative stereotype, may be unnerving for test
takers. That is, both men and women may do better or worse depending
on the expectations for their group’s performance. This is why in a num-
ber of studies men actually do worse when there are no instructions given
about how men are superior on math tests than when such instructions are
given, so it is not only that women do worse when told the test favors men,
but men themselves do better under such circumstances, so-called stereotype
lift. In line with this, using an interesting twist in experimental design, Shih
et al.63 showed that Asian American women could be manipulated to do either
better or worse than a control group on a math test by emphasizing a differ-
ent aspect of their identity: They did better when their Asian identity was
primed (because of the stereotype that Asians are better at math) and worse
when their female identity was primed (due to the implicit stereotype of math
favoring men).

Other studies have also found ST effects. Quinn and Spencer64 report
an unpublished study65 in which they successfully used priming to manip-
ulate women to perform worse than or equal to men. They primed with
TV commercials depicting women behaving either gender stereotypically or
counterstereotypically. Using another priming approach, McIntyre et al.66

erased the ST effect in their study of math performance by priming par-
ticipants with brief biographies of successful women. For women, reading
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more biographies produced a larger positive effect. Men’s performance did
not change. Biek67 also found a priming effect. In this case ST only led to a
performance decrement for girls who were primed as to their self-involvement
with mathematics, in a mainstream adolescent population.

As an alternative to priming with external information, Martens et al.68

investigated what women can do by themselves to counter ST. After estab-
lishing an ST effect by labeling the test as a “quantitative examination” on the
front cover and including a space for participants to record their gender, they
then demonstrated a way to eradicate its effects by self-affirmation. The self-
affirmation procedure required participants to write about their most valued
characteristic and why it was personally important; they did this before taking
the test. In a second study focusing specifically on a mental rotation task, the
stereotype of female inferiority was stated up front, and again self-affirmation
boosted women’s performance. Such self-affirmation did not significantly
affect men’s performance. The women’s score following self-affirmation was
between the men’s scores with and without self-affirmation; their scores went
up a very small amount but did not differ significantly from each other. The
authors did not test whether the gender gap following self-affirmation was
significant, but from visual inspection of their graph it appears that it was not.

Relatedly, Dar-Nimrod and Heine69 gave women a Graduate Record Exam-
Quantitative (GRE-Q) type of math test preceded by a reading passage that
pointed out that there were sex differences in math, but that they were due to
environmental causes. These women were able to escape from the deleterious
effects of the stereotype, whereas peers who read a similar passage pointing
out that sex differences were due to genetic causes were not.

The susceptibility of the ST effect to subtle variations in the testing situation
suggests that ST may explain some of the discrepancies found between dif-
ferent kinds of assessment methods. Consider that classroom performance is
evaluated in a situation in which girls are familiar with their history of outper-
forming boys on math tests, getting higher grades. On high-stakes tests such
as the SAT and GRE, however, girls and women are tested amidst strangers
whose abilities may be unknown to them, and the test contents are not taken
from their high school curriculum, but rather are novel. These factors may
be important—although they are unlikely to be a catch-all explanation for all
instances of lower performance by girls and women in mathematics.

In somewhat related work, Stanford psychology professor Carol Dweck
et al.70 have provided fascinating evidence that the mathematics gap that
begins to emerge in junior high school can be closed by carefully script-
ing the implicit messages that girls are sent.71 Dweck’s demonstrations have
the advantage of taking into account any differences in mathematical scores
that existed before the start of the interventions, thus excluding alternative
explanations. In one of her studies, she and her colleagues followed female



Challenges to the biological position 137

students at Columbia University through their calculus course.72 At the begin-
ning of the semester, they ascertained whether students saw math ability
as an innate gift, or whether they saw it as something that could be devel-
oped through learning. Throughout the semester, students were asked about
whether they experienced gender stereotyping in their math class and about
their sense of belonging in math—whether they felt accepted, respected, and
comfortable.

Although it turned out that many female students believed stereotyping was
evident in their calculus section, this had little impact on grades for women
who viewed their math ability as something that could be developed through
learning. In contrast, feeling surrounded by a negative stereotype had a strong
impact on women who thought of their math ability as an innate gift. Over the
course of the semester, their sense of belonging declined. They no longer felt
accepted and comfortable in their math environment, and as a result, many
said that they did not intend to pursue math in the future. This is a short-
term longitudinal73 unfolding of what Correll74 demonstrated experimentally
in a single session—that women experiencing ST underestimated their math
ability and overestimated how high it would need to be for them to pursue
additional coursework or careers in the area.

The foregoing shows that belief in math as a gift can not only make
women vulnerable to declining performance, but also make them susceptible
to stereotypes, so that when they enter an environment that they feel den-
igrates their level of the gift, they may lose the desire to carry on in that
field. As Carol Dweck75 put it: “In this way, we were seeing highly able
women drop before our eyes—women at an elite university who began the
semester with high interest in math, and who could well have had major
careers in math or science.”76 One caution seems worth mentioning: In the
absence of random assignment of women to gift versus learning inductions,
it is possible that preexisting differences in mathematics aptitude caused the
effect. Perhaps women weaker in calculus aptitude were more prone to regard
their limitations as innate, hence the flip side of “gift.” As the course became
more difficult for them, they fell back on their sense of having limited ability,
no matter how hard they tried. The pre-experimental control of mathematics
scores might have been a weak measure of calculus aptitude that may not have
tapped into the actual calculus ability that success in the course required. To
whatever degree this concern is valid, however, the aforementioned study by
Dar-Nimrod and Heine demonstrates that female students’ vulnerability to the
ST effect is not invariably due to preexisting differences in math ability.

After demonstrating that ST can change performance, the next step is to
explore how this happens. In the work of Dweck et al., the impact of ST was
most apparent when the problems were confusing or difficult. Under such
circumstances, bright women became especially hampered. Spencer et al.77
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and others also found that the effect only applied to challenging problems that
stretched the limits of participants’ abilities. Easy problems showed no ST
effect. Quinn and Spencer78 explored the mechanism by which ST damages
female performance, and found that reducing ST made women more able to
formulate problem-solving strategies. The authors suggest that, “Taking the
SAT is a tense, sometimes frustrating experience for both of them [boy and
girl]. However, as the girl is taking the test she has an extra worry to contend
with that the boy does not: A stereotype that she, as a girl, has inferior math
skills,”79 and “the additional anxiety and diminished cognitive capacity asso-
ciated with ST interferes with their ability to strategize, a process that takes
focused concentration and attentional resources.”80

Quinn and Spencer used Gallagher and DeLisi’s 1994 protocols, but added
an ST manipulation—a single line addition to the instructions, stating that
men and women performed equally well on these problems. Although the
interaction found between gender and condition was only marginally signif-
icant for the number of correct answers, a significant interaction effect was
found for the inability to formulate a strategy. This finding suggests that this
may be part of the mechanism by which stereotype threat causes women to
underperform on these kinds of less straightforward, challenging math tests.
In their 1974 landmark volume, Maccoby and Jacklin put forward an explana-
tion that has to do with anxiety and the Yerke-Dodson law, which postulates
that performance is best on items of intermediate difficulty—because the eas-
iest items are not challenging enough to exert focused attention, and the most
difficult items lead to anxiety that interferes with test-taking strategies.

Evidence to support the hypothesis that women are more insecure about
their mathematical ability, and thus more subject to ST, comes from many
studies.81 Oakes describes a sequence of events in which girls are more likely
to attribute their difficulty to their own inadequacies, while comparable boys
attribute their problems to the inherent difficulty of the course or to poor
instruction. So although boys and girls are equally motivated to succeed, girls
are less confident and give up more easily.

Murphy et al.82 have provided intriguing evidence suggesting that even
successful female science and math majors at Stanford University feel uncom-
fortable when asked to join events in which they are outnumbered by males.
They showed videos of a fake science leadership conference to 47 Stanford
undergraduate math and science majors, half of whom were women. Half of
these men and women saw scenes in the video that contained an equal num-
ber of men and women, and half saw one with women outnumbered 3:1. They
were told the video was going to be used to recruit for the leadership confer-
ence at Stanford the following summer and were asked to indicate how likely
they would be to attend it. Students watched the video with electrodes attached
to their fingers and chests to monitor their physiological responses. Women
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and men who saw equal numbers of each sex responded to it alike, as did men
who saw the version in which men outnumbered women.

But the women who watched the version in which women were outnum-
bered 3:1 in the video had faster heartbeats, higher blood pressure, and more
sweating. They also remembered more details about the video’s physical sur-
roundings and scientific paraphernalia (like a Periodic Table chart on the
wall, and issues of the journal Nature on the table), which the researchers
interpreted reflected their enhanced vigilance and anxiety about their environ-
ment. Later these women who watched the 3:1 asymmetric video said they
felt intimidated and discouraged from participating in the conference. Even
competent women felt anxious and threatened when in the minority.

Lingering Questions About ST

Many of the ST studies have targeted mathematically superior samples. This
is because it is the mathematically superior group that is hypothesized to
suffer most from gender stereotypes, since they care more about how they
perform on such tests than do people with average math ability. This may
seem counterintuitive in the sense that the very women who are most math
identified and feel that math is important for them are the ones who suffer
most from implicit stereotypes about math being a male domain. As Quinn
and Spencer83 state: “It is those girls and women who are the very best at
math that may be most affected by stereotype threat while taking a diffi-
cult math test.”84 However, Cullen et al.85 question this argument, pointing
to evidence that underperformance of women on aptitude tests, relative to
their performance on course grades, is not larger for higher-scoring women,
and also questioning whether ST occurs in the real world, as opposed to only
under laboratory conditions. They analyzed the relationship between SAT-M
scores and English class grades for a sample of over 20,000 female college
freshmen, and found a linear trend showing equivalent effects for all ability
levels. And under some circumstances, other researchers have also found an
ST effect with less selective samples, including less mathematically able and
less mathematically identified groups.86

Recently, Walton and Spencer87 demonstrated that women (and ethnic
minorities) actually perform worse than expected on the prior measures cor-
related with performance on the stereotyped task performance, usually items
from the SAT-M: Their argument is that in addition to the explicit presence
of the stereotype undermining female and minority performance at the time
of the experiment, the measures of their prior ability in real-world contexts
also are underestimates of their true ability. These researchers contend that
stereotypes are implicit in many situations and depress female and minority
performance in the real world so much that when adjusted to truly equate on
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prior ability, women do math as well as men. They estimate in their meta-
analyses that the “SAT-Math test underestimates the math ability of women
like those in the present sample by 19–21 points.” (p. 15) They detected this
level of underestimation at all levels—among low, average, and high scorers.
If true, then does this imply that all prior demonstrations of sex differences in
math and spatial ability are bogus—the result of biased measures that under-
predict how well girls and women are capable of doing? This is probably not
an implication that Walton and Spencer would endorse, given that some of the
sex differences are found among infants, long before the awareness of stereo-
types. It will be interesting to examine their argument with more extensive
samples, including young minority children living in segregated communities
who may not harbor negative stereotypes.

ST findings may also be subject to a cohort effect due to changes in preva-
lence of gender stereotypic beliefs. For example, Biek88 found that, in an
young adolescent group, the majority of boys and girls did not exhibit aware-
ness of the “girls are bad at math” stereotype, and Martens et al.89 found that
a quarter of women and half of men in an undergraduate sample either were
not aware of or could not articulate a clear understanding of this stereotype.
If awareness of the stereotype is necessary to create a performance decre-
ment in a threat situation, this source of performance differences between the
sexes may be becoming less prevalent. Because the relevant analysis has not
been conducted, it is not possible to know for sure whether the effect size has
diminished over time. One caveat, however, deserves mention: Perhaps Biek
did not find awareness of the stereotype among the adolescents in his sample
because sex differences in math do not emerge until junior and senior high
school, and his subjects were not yet this old. Perhaps if he follows them he
will detect a stereotype awareness as they get older and girls’ math perfor-
mance begins to be eclipsed by boys’. (The Biek data were a small part of the
Walton and Spencer meta-analyses.) As for the Martens et al. finding, even if
a quarter of the women were unable to articulate awareness of the stereotype,
this still leaves plenty of ones who are aware to result in group differences.
We mention these caveats not because we doubt that the “males are better at
math” stereotype is fading among today’s students, but simply to alert readers
to some possible complications that need to be addressed in future research
before we can be confident about these claims.

These ST studies do not imply that all male–female differences in mathe-
matical performance can be eradicated in the entire population by ST-related
changes. However, they do suggest that these factors may undermine the per-
formance of some women, including those who are mathematically gifted,
and cause them to score lower than their capabilities would suggest on some
sorts of tests. ST may be less useful in explaining the dearth of women at the
top of STEM professions than in explaining why women underperform on
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certain kinds of challenging problems on aptitude tests such as the SAT-M,
compared to their performance on other less stressful assessments. Given that
female performance in high school mathematics now matches that of boys’,
and high school girls now take and pass as many advanced courses in math-
ematics and science as do male high school students—and further, given that
the sex asymmetry at the extreme right tail of the math distribution has been
diminishing—it is difficult to know why girls still underperform boys in the
non-ST conditions,90 or why confusing or complex problems take a greater
toll on their performance. At what point should we expect gender stereotypes
to fade? Or have they already, as hinted at by Biek,91 Martens et al.,92 and
others?

Finally, a series of questions needs to be addressed before we can know
the mechanisms involved in ST studies, a precondition to designing interven-
tions to boost female math performance on high-stakes tests. Martens et al.93

hypothesized about the mediating psychological factors that are respon-
sible for ST (cognitive load, working memory capacity, arousal, anxiety,
suppression, and so forth):

The negative effects on performance produced by stereotype threat stem first and
foremost from a threat to one’s self-integrity. For example, perhaps self-affirmation,
by securing the self, eases a need to push away and suppress negative stereotype-
relevant thoughts (Spencer, 2003), which in turn frees cognitive resources such as
working memory capabilities (Schmader & Johns, 2003) to allow for improved
performance.94

And Correll95 has provided some data on possible mechanisms, contrast-
ing different theories (human capital, status characteristics, and so forth). But
clearly, much more research is needed to explain why in some studies the
non-ST condition leads to lower male performance along with elevated female
performance, and in other studies the group advantaged by the stereotype gets
a boost over its non-ST level, something like a ST bonus.96 And more work
is needed to understand why in some studies ST reduced working memory
and vigilance, while in others, such as Murphy et al.’s, it actually increased
women’s vigilance and memory for items in the environment.

Along these lines, in which countries would one expect to find the largest
ST effect? If cultural beliefs about male superiority are responsible for the ST
effect, then male overrepresentation in math and science ought to be greater
in countries not known for their egalitarian gender beliefs, such as Turkey
and Korea, as compared to the United States and the United Kingdom. How-
ever, there are proportionately twice as many female computer scientists in
Turkey as in the United States.97 It would be interesting to examine ST in
the Organization for Economic Cooperation and Development (OECD) coun-
tries that were examined by Guiso et al.98 These researchers found very large



142 THE MATHEMATICS OF SEX

international differences in 15-year-olds’ math scores, ranging from a male
superiority of 22.6 points to mean female superiority of 14.5 points (in Ice-
land). They reported that a country’s endorsement of egalitarian views about
gender (for example, refusing to give scarce jobs to men over women sim-
ply because they are men) was a powerful predictor of the sex gap in math.
Are the less egalitarian countries the ones where ST is most prevalent? Are
women more threatened by testing situations when they were raised in a
society that considers women to be second class? Work by the University
of California sociologist Andrew Penner that we described in the previous
chapter raises doubts about this mechanism, as does the work of sociolo-
gists Karen Bradley and Maria Charles that we describe in a subsequent
chapter.

Further, it is not clear why the baseline non-ST self-assessment of math-
ematics ability appears to be males’ perceptions, as opposed to females’
perceptions. When asked how well they would need to score on a test in
order to pursue later coursework and careers in that area, males and females
in the non-ST condition report similar levels of test performance needed to
convince them to pursue further coursework and careers. And males in the
ST condition report essentially the same level of test performance would be
needed. The sole group that reports they would need to score much higher
is females in the ST condition.99 So being exposed to experimental feedback
about alleged male superiority in a field does not lead males to underestimate
how well they would need to do on a test in order to pursue future coursework
or careers in that area, any more than it does males and females who were not
exposed to such feedback, but it does lead females to overestimate the scores
that they would need. Females may be more cautious overall, which an old
literature often reported, and this may be a factor though there is no direct
test of this hypothesis. However, in Linn and Petersen’s 1985 meta-analysis
of mental rotation, they opined that one possible basis for sex differences
is greater cautiousness of women, resulting in their reviewing their choices,
double-checking their mental transformations before selecting an answer, and
so on. And it would be of interest to provide females with ST instructions that
advantage females (not simply neutral messages about the test not being asso-
ciated with gender differences, but affirmative messages that claim female
superiority). Would this lead to males test performance plummeting below
that of their peers in the non-ST condition, or would their developmental his-
tories inure them from ST? Would males exhibit ST if the domain was reading
comprehension, or some other area of female superiority?

Finally, let us consider the finding that females experience a self-evaluative
threat in the presence of implicit negative stereotypes about their group’s intel-
lectual ability—often it is enough merely to ask test takers to check off their
gender at the beginning of an exam, which in turn results in anxiety that
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interferes with performance and reduces female scores. Walton and Spencer
suggest that even the absence of information about the test—merely saying
it is a test of math or reading—is sufficient to activate negative stereotype
awareness. The big question is: Why hasn’t this same mechanism resulted in
females learning less math than males? If a girl taking the SAT-M “has an
extra worry to contend with that the boy does not: A stereotype that she, as
a girl, has inferior math skills . . . [and] the additional anxiety and diminished
cognitive capacity associated with stereotype threat interferes with their abil-
ity to strategize, a process that takes focused concentration and attentional
resources,”100 then why does this same anxiety and the resultant diminished
cognitive capacity not lead to less math learning in middle school, when gen-
der stereotypes are alleged to kick in? And why do girls and women surmount
such stereotypes to the point at which they not only match boys and men
on the number of advanced math courses they take, but also actually get
better grades in them? Assuming that students are aware of gender stereo-
types about math and spatial cognition, would girls attending all-girl schools
be expected to be less affected by such stereotypes? Would same-sex testing
sessions reduce the effect, as suggested by some?101

The lack of females in the topmost percentiles of the SAT-M and GRE-Q
scores may not mean that women are innately less able to do difficult math;
rather, girls and women may be less able to do difficult math tests or to do
math under conditions of confusion when a male superiority stereotype is
implicit. More work with extreme right-tail populations is necessary to assess
the magnitude and robustness of the ST effect relative to the large magnitude
of the sex difference at that level on these kinds of tests.

SOCIAL–BIOLOGICAL INTERACTIONS

Many researchers endorse what some refer to as a “biopsychosocial” view
of sex differences. According to this account, the role of biological factors
is enmeshed with the influence of social forces at every step, in an itera-
tive unfolding that is more complex than “main-effects” biological models
suggest.102 This view is similar to Dickens and Flynn’s103 multiplicative
account of intellectual development in which small, genetically driven differ-
ences in ability or preferences early in development can snowball into large
differences in performance through genes eliciting different environmentally
controlled experiences.104

An example of the biopsychosocial perspective is Casey and Brabeck’s
1990 demonstration that the spatial skills of females with non–right-handed
relatives benefit more from spatially relevant experiences as compared to
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females whose relatives are right-handed. This finding illustrates the inter-
action of biological and experiential variables in the development of spatial
skills. Casey et al.105 hypothesized that genes affect brain organization, which
is reflected in handedness, and thus are reflected in children’s ability to
capitalize on spatial experiences to develop their spatial skills. According to
this hypothesis, the hemispheric brain organization of girls from all-right-
handed families is relatively poor for developing spatial skills. One source
of spatial experiences is playing with male siblings, who typically engage
in more spatial play. According to the authors, their results show that “Chil-
dren from all right-handed families do not appear to be able to use their spatial
experience with male siblings to increase their spatial skills.”106 However, this
interpretation is complicated by the finding that girls from all-right-handed
families who did not have brothers did just as well as girls from mixed-
handedness families who did have brothers. The conclusions regarding the
effect of handedness (and hence genes) on spatial skills are unclear from these
intriguing findings.

Some of the evidence used as support for the role of biology in sex differ-
ences has been explained in less emphatically biological terms by researchers
with more of a sociocultural bent.107 For example, in a recent collection of
chapters on sex differences,108 the various hormone researchers (Kimura,
Hines, Berenbaum, and Resnick) expressed very different opinions about
the causal role of hormones. Berenbaum and Resnick,109 for example, stud-
ied girls with the condition congenital adrenal hyperplasia, or CAH. These
CAH girls have greater than normal prenatal exposure to male hormones. The
authors argued that differences between girls with and without CAH might
be due to factors besides androgen. Berenbaum and Resnick state that CAH
girls’ sex-atypical behavior and superior spatial ability could be a result of
their parents treating them like boys because of their masculinized external
genitals, as well as others reacting to their growing competence at participat-
ing in stereotypically male activities. However, Puts et al.110 note that genitals
are often surgically repaired and CAH girls often show feminine characteris-
tics. These facts undermine social explanations for the CAH girls’ superior
spatial abilities.

In closing, the claims for outright discrimination in mentoring, hiring,
awarding of grants, and pay seem exaggerated as explanations for the under-
representation of women in math-intensive fields. The best available modern
evidence is that of the economists Donna Ginther and Shulamit Kahn111 and
it suggests that biases, to the extent that they exist, are small, and some-
times favor men over women (at the full professor level) and sometimes favor
women over men. Granted there are some troublesome areas where women
may continue to face discrimination, but they cannot reasonably be viewed
as a major reason fewer women decide to enter STEM fields that are math
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intensive. This is because decisions about entering a STEM field are made by
girls at a fairly young age, long before they know anything about the pay and
rank of women in the math-intensive sciences. Even if full professor women
are earning slightly less than male full professors, which some data indicate
is the case, the differential is small and not something that young girls would
know about when deciding on a science career. And women studying at col-
lege would be exposed to younger women faculty who do not earn less than
male faculty, and sometimes earn more. (Our oldest daughter who earned a
graduate degree in engineering had exposure to several younger female fac-
ulty members who worked in the same area, and our sense is that she perceived
no status differentials between these women and their male peers.) Similarly,
stereotype threat probably explains a small part of the dearth of women in
math-intensive fields, given the magnitudes of the typical effect size found
in studies (d ∼ 0.2) and the myriad lingering questions, such as why men do
not develop feelings of inferiority given years of witnessing women’s supe-
rior grades. To explain the bulk of the underrepresentation of women in these
fields requires moving beyond biases and threats. We do this in a later chap-
ter when we discuss the role of preferences and choices—both freely made
and coerced—but first we review some fascinating evidence that calls into
question claims about ineluctable male superiority in mathematics.



6
Background and trend data

“Any woman who has a career and a family automatically develops
something in the way of two personalities, like two sides of a dollar bill,
each different in design. . . . Her problem is to keep one from draining the
life from the other.”

—Ivy Baker Priest

In this chapter and the following one, we delve into further evidence that calls
into question the primacy of biology in explaining sex differences in STEM
career success. None of this evidence is perfect, and some of it resembles
“anecdata” rather than scientific data. But, taken as a whole, this body of
evidence raises doubts about the role of biology as the major cause, or even
perhaps as an important secondary cause, of the paucity of women in STEM
careers. Our sense from reading this large literature, and integrating it with
the studies described in previous chapters, is that biology is best viewed as
one of many factors that collectively contribute to sex differences, although
not nearly as significantly as some non-biological factors we describe in
Chapter 8. We have organized the current biological evidence into the fol-
lowing categories: changes across historical time, chronological age, cohort,
country of origin, and demographic characteristics (ethnicity, race, and social
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class). In this chapter we discuss cohort comparisons, which are compar-
isons over time. Then, in Chapter 7, we discuss comparisons across societies,
cultures, and developmental stages.

HISTORICAL TRENDS

As was mentioned in Chapter 4, in 1995, Larry Hedges and Amy Nowell
published an analysis of sex differences in cognitive abilities. Because of the
prominence of the journal in which it appeared (Science), it soon was viewed
as the authoritative source on sex differences in achievement, one of the most
highly cited articles on this topic (cited nearly 300 times in published scientific
articles, according to Google Scholar).

In their article, Hedges and Nowell examined six studies, each of which was
based on a national probability sample of adolescents and young adults, and
each of which was published during the three decades preceding the publica-
tion of their article. They found that the distribution of test scores for boys and
girls differed substantially. The differences were especially large at the tails
of the distributions—the top and bottom 5%, and 10%, as seen in Table 6.1
(we discussed this point earlier in Chapter 1).

When the data in this table are disaggregated, we find that boys excelled
over girls in science, math, spatial reasoning, and social studies, as well as

TABLE 6.1. Distribution of Male and Female Test Scores in Six National Probability

Samples.

MATHEMATICS

ASSESSMENT

LOWEST-SCORING HIGHEST-SCORING HIGHEST-SCORING

10% 10% 5%
MALE–FEMALE

RATIO

MALE–FEMALE

RATIO

MALE–FEMALE

RATIO

Project talent 1.00 1.33 1.50
NLS-72 0.72 1.76 2.34
NLSY: AR 1.84 1.90 2.20
NLSY: MK 0.99 1.7 1.9
HS&B 0.77 1.67 2.06
NELS:88 0.97 1.34 1.64

The data in this table are represented as a ratio of boys to girls. For example, a ratio of 1.00 means that
there is an equal number of boys and girls; a ratio of 1.5 indicates that there are three boys for every
two girls.
NLS-72 = National Longitudinal Study of the high school class of 1972; NLSY: AR = National
Longitudinal Study of Youth Arithmetic; NLSY: MK = National Longitudinal Study of Youth Math-
ematics Knowledge; NELS: 88 = National Educational Longitudinal Study of the 8th Grade Class of
1988; HS&B = High School and Beyond, 198: A longitudinal survey of students in the United States.
Source: Adapted from Hedges, L. V., & Nowell, A. (1995). Sex differences in mental test scores,
variability, and numbers of high-scoring individuals. Science, 269, 41–45.
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in various mechanical skills (and that boys also predominated at the lower
left tail on these same measures). Girls excelled over boys in verbal abilities,
associative memory performance (the type of memory task in which you are
provided word pairs and later given one of the words and asked to supply the
word paired with it), and perceptual speed. Despite the rather modest differ-
ences at the center of the distribution (the means for boys and girls were often
quite similar), the greater variability of the male scores resulted in large asym-
metries at the tails of the distribution, as anticipated from arguments in prior
chapters. The hypothesis that small mean differences favoring boys, coupled
with a larger standard deviation (the greater dispersion of scores or greater
variability) for boys for some traits such as mathematics performance, was
proposed as early as the nineteenth century. It was used to explain why there
were allegedly more male than female geniuses and, at the same time, more
males than females among the mentally retarded. As the renowned gender
researcher from the University of Wisconsin, Janet Shibley Hyde1 has pointed
out, greater male variability on the order of 0.1–0.2 standard deviations could
mathematically lead to a large gender ratio favoring males in the extreme right
tail of the distribution. Having said this, it is worth noting that male variability
is not always greater than female, as Penner2 has demonstrated, though in our
estimation it is usually greater by around 10%–20%.

As one of Hedges and Nowell’s more dramatic findings, consider that
despite finding only very small differences at the average or midpoint of the
distribution, and moderate differences among the top 5% of scorers (1.5:1 to
2.3:1 ratios), they estimated that boys outnumbered girls by a ratio of 7 to 1 in
the top 1% on tests of mathematics and spatial reasoning. Hedges and Nowell
concluded their analysis:

The sex differences in mathematics and science scores . . . are of concern because
ability and achievement in science and mathematics may be necessary to excel in
scientific and technical occupations. Small mean differences combined with modest
differences in variance can have a surprisingly large effect on the number of individ-
uals who excel. . . . The achievement of fair representation of women in science will
be much more difficult if there are only one-half to one-seventh as many women as
men who excel in the relevant abilities.3

In the aftermath of Hedges and Nowell’s4 article, there were no strident
outcries and only a few criticisms, mostly concerning the implications of the
findings. By and large, their findings and interpretations were not contested
because they were consistent with those of other studies that had not been
based on national probability samples. As noted in the last chapter, Camilla
Benbow,5 one of the seminal and highly respected researchers of high mathe-
matical ability, and her colleagues had reported male-to-female ratios among
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the top 0.01% of adolescents (1 in 10,000) on the Scholastic Assessment Test-
Mathematics (SAT-M) of approximately 10 to 1 or even 13 to 1. Also, in
Julian Stanley’s seminal work with 450 Baltimore 12- to 14-year-olds, who
were recommended by their science and math teachers to a gifted program at
Johns Hopkins (the Study of Mathematically Precocious Youth, or SMPY),
the highest-scoring girl’s score was surpassed by 43 boys.6 Benbow and
Stanley7 concluded, “We favor the hypothesis that sex differences in achieve-
ment in and attitude towards mathematics result from superior male ability,
which may in turn be related to greater male ability in spatial tasks. This male
superiority is probably an expression of a combination of both endogenous
and exogenous variables. We recognize, however, that our data are consistent
with numerous alternative hypotheses.”8

Hedges and Nowell’s findings fit with what was believed by many to be the
true state of sex differences, and therefore caused little controversy—that is,
until January 14, 2005, when former Harvard president Lawrence Summers,
speaking at a meeting of the National Bureau of Economic Research (NBER),
commented that on aggregate, more men than women perform at the highest
levels in math and science: “If you do that calculation—and I have no reason
to think that it couldn’t be refined in a hundred ways—you get five to one, at
the high end,” remarked Summers. Given that his off-the-cuff estimate of a
5-to-1 ratio at the right tail of the distribution was not out of line with some
older published studies such as Hedges and Nowell’s, or with studies that pre-
ceded it (though recent studies indicate that the gap has narrowed to closer to 3
to 1 at the extreme right tail of the math distribution, 0.01%), one can only sur-
mise why his remarks caused a national stir, while previously published anal-
yses had not. Although there may be many answers, one that seems evident is
that his remark suggested that the reason women are underrepresented at the
right tail is because they are cognitively deficient. This got people’s attention.
Respected sex-differences researcher and past president of the 150,000 mem-
ber strong American Psychological Association Diane Halpern commented:
“Is the under-representation of women in the sciences and math caused by sex
differences in cognitive abilities? Of course, the real question is not neutral—
it is about a presumed deficiency in women—are there too few women with
the cognitive abilities that are needed for careers in science and math?”9

In his comments, Summers mentioned “three broad hypotheses about the
sources of the very substantial disparities . . . with respect to the presence of
women in high-end scientific professions.” The first hypothesis was some-
thing he referred to as the “high-powered job hypothesis,” which we have
discussed in detail in Chapter 2; the second was the central issue of the present
chapter, namely, “the differential aptitude at the high end”; and the third issue
had to do with different socialization experiences and patterns of discrimina-
tion. Summers stated that “in my own view, their importance probably ranks
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in exactly the order that I just described.” So it would appear that he relegated
differential cognitive aptitude to secondary status. However, the first hypoth-
esis pertained to the underrepresentation of women in high-powered careers
in non-STEM fields such as law and business, where he felt women opted for
family over career. As for the underrepresentation of women in mathemati-
cally intensive fields, Summers believed it was due in large part to differential
aptitude, though some of the first hypothesis was also probably involved,
he felt.

Many scholars have opined that the dearth of women in STEM fields is
less likely to be the result of factors external to women—such as institutional
discrimination, negative stereotypes about women’s ability, biased promotion
practices, or early socialization factors—and more likely to be due to cogni-
tive ability differences. When Summers offered his analysis, he acknowledged
the role of personal needs of young female faculty (singling out childbear-
ing/childcare as an obvious example), which tend to be poorly aligned with
institutional promotion schedules. He also noted women’s reluctance to sac-
rifice family life for careers, or women-unfriendly institutional policies and
even stereotypes, as additional factors that could account for some, though
not most, of the gender gap in STEM fields. According to a transcript of
Summers’s remarks at the NBER, he stated:

To what extent is there overt discrimination? Surely there is some. Much more
tellingly, to what extent are there pervasive patterns of passive discrimination and
stereotyping in which people like to choose people like themselves, and the people in
the previous group are disproportionately white male, and so they choose people who
are like themselves, who are disproportionately white male? No one who’s been in a
university department or who has been involved in personnel processes can deny that
this kind of taste does go on, and it is something that happens, and it is something
that absolutely, vigorously needs to be combated. On the other hand, I think before
regarding it as pervasive, and as the dominant explanation of the patterns we observe,
there are two points that should make one hesitate.

(He proceeded to outline two alternative accounts.)
Probably the single utterance that most fanned the flames of controversy

surrounding his comments was Summers’s assertion that behavioral genetic
studies over the past 15 years have shown that many of the differences in
other areas that were once thought to be environmental are now known to
have substantial biological underpinnings:

Most of what we’ve learned from empirical psychology in the last fifteen years
has been that people naturally attribute things to socialization that are in fact not
attributable to socialization. We’ve been astounded by the results of separated twins
studies. The confident assertions that autism was a reflection of parental characteris-
tics that were absolutely supported and that people knew from years of observational
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evidence have now been proven to be wrong. And so, the human mind has a tendency
to grab to the socialization hypothesis when you can see it, and it often turns out not
to be true.10

The debate surrounding Summers’s comments has sometimes been glib
and directionless and overwhelmingly underinformed by scientific evidence.
And some of his supporters and critics do not appear to have read his actual
remarks, relying instead on inaccurate, incomplete, or out-of-context media
accounts. As we have tried to demonstrate earlier in this book, compelling
evidence can be recruited by Summers’ supporters for a biological basis of
sex differences—but, as we also demonstrated, equally compelling evidence
can be mustered to argue the opposite.

Our scientific stance is that both sides should be permitted to voice their
position and present their evidence without fear of censure or job termina-
tion. Let the peer-review process and books like this one sift their arguments
and, together with other research integrations, build a consensus over time.
The alternative is to anoint one side in the debate as the winner, shut down
discussion, and condemn the other side, leading to one-party science and
ultimately to arrested progress. No one should have the hubris to imagine
they know all the answers to the puzzle of women’s underrepresentation in
math-intensive fields, and therefore advocate that those who harbor alternative
views be muzzled on grounds that allowing them to voice their data and argu-
ments may harm women. As we noted earlier, Jean-Jaques Rousseau (1762)
argued that atheists should be forbidden from expressing their views for just
such a reason—that the masses hearing them could be harmed from crossing
the bridge into heaven. Although that harm seemed realistic in his time, from
today’s perspective it certainly does not. One wonders whether the potential
harm to girls and women that some see in Summers’s comments will seem
equally unrealistic to future generations. Perhaps broadcasting doubts about
their math ability damages girls’ and women’s self-concepts and reduces their
motivation to work in math-intensive fields. However, as the parents of three
daughters, we believe this is a price society must be willing to endure, because
the alternative—silencing those who dare to espouse views that call into ques-
tion gender equivalence—will ultimately damage scientific progress, destroy
morale, and make us forget the justification for our own views. Despite our
own conclusion of sociocultural rather than biological primacy, we believe
that the truth should matter, and this requires open debate until such time that
there is a consensus.11 But this is not the same as endorsing reckless or hate-
ful language or the political application of shoddy or premature research on
sex differences. Here we believe stringent checks and balances need to be in
place to minimize harm. However, when you read the scientific studies on sex
differences, it is hard to make a case that they contain hate speech or leads
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to political applications. Most of them are highly technical and cautiously
worded. It would be a shame to muzzle these researchers even though we
disagree with them. Refuting them has led to major progress in our under-
standing of the nature and extent of sex differences, and more breakthroughs
in understanding will occur if we do not shut down debate on this topic before
a strong consensus exists.

COHORT ISSUES

With the exception of work by a handful of sex-differences researchers—
specifically, meta-analyses12 and career studies13—researchers of sex differ-
ences in mathematical and spatial aptitude have overlooked so-called cohort
issues. That is, are we trying to explain gender differences among those
already at the peak of their careers, who were born in the 1940s and 1950s,
or among those currently in the career pipeline, who as children grew up in a
presumably more egalitarian world of the 1970s and 1980s? And if there are
differences between these groups, can they be explained by anything other
than sociocultural factors? These questions are important, not least because
substantial data upon which conclusions often have been drawn about male–
female differences in math ability are very old—principally from women
who were in high school in the early 1960s. One wonders whether they still
apply.

For example, some of the most striking findings discussed by Hedges and
Nowell in their 1995 Science article are based on data from Project Talent, a
study of children born around the end of World War II, who are now entering
their mid-60s to early 70s. These individuals grew up in a world quite dif-
ferent from the one experienced by our own three daughters, who were born
in the 1980s and 1990s. Similarly, the seminal SMPY data14 are also quite
old. Would the same results be found with today’s children, who did not have
to swim against the tide of sex biases and lack of female role models? After
all, it wasn’t until the late 1970s that Harvard/Radcliffe admitted men and
women on an equal-access basis, and yet today half of all undergraduates are
female at this elite institution.15 Similarly, the University of Cambridge did
not start admitting women to any of its traditionally all-male undergraduate
colleges until 1972 (although women had been granted official membership
of the university in 1947 and admitted to two women-only colleges with par-
tial university rights prior to that). The proportion of women undergraduates
at Cambridge has steadily risen from 11% in 1968–69 to 49% in 2004–05,16

and it is probably over 50% by now.
In her support of an innate biological basis of sex differences, the ven-

erable hormone researcher Doreen Kimura17 argued that sex differences in
cognitive ability are “mostly unchanged in magnitude over the past three or
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four decades, a period in which women’s roles and access to higher education
have changed substantially (Feingold, 1996; Kimura, 2002).”18 If correct, then
there would be one less environmental source of difference between men and
women. However, there is some important evidence that goes against this
claim: Throughout the second half of the twentieth century, spatial ability
has increased faster than the gene pool can be expected to have changed.
Consider that Flynn has repeatedly shown that so-called “fluid” intellectual
abilities, of which those having to do with spatial skills are among the most
prominent, have grown faster than all other abilities.19 The Raven Progressive
Matrices, a visual-spatial reasoning test, shows the largest increases over the
last six decades—over twice as large as the increases for nonspatial abilities
such as vocabulary and verbal reasoning. And if we examine the subtests of
the major intelligence tests such as the Wechsler series, we find that three of
the five subtests associated with the largest increases over the past half cen-
tury entail spatial reasoning (Block Design, Picture Arrangement, and Object
Assembly). Performance on each of these has escalated dramatically since
1947, often by over 1.5 standard deviations. If spatial ability is under genetic
control, as implied by Kimura et al., it seems unlikely that such enormous
gains could have occurred over such a brief period. In fact, Flynn presents evi-
dence from some countries that spatial ability has escalated within the lifetime
of individuals, thus ruling out genes as a cause.

Among the complexities of gender differences in cognitive abilities is the
issue of what to call the abilities themselves. Block Design on the Wechsler
series of intelligence tests is a block-building task entailing an aspect of men-
tal rotation. It is the task that is associated with the largest sex differences,
and it has been linked to mathematical differences. The Raven Progressive
Matrices involves presenting increasingly complex visual arrays with sections
missing. The challenge is to select the missing swatch from among the various
choices offered, a type of visual multiple-choice reasoning test that requires
holding in working memory changes along two dimensions. To an outsider,
the Raven appears to be a measure of spatial reasoning. However, psychome-
tric researchers consider it to be primarily a measure of general intelligence
(g), and only secondarily a test of spatial visualization.20 The same is true of
other measures that have been invoked in the debate over sex differences in
cognitive abilities.

The reason we find this interesting is that, although 25 years ago women
performed worse than men on tests such as the Raven, they now appear to
perform equivalently to men. If the Raven Progressive Matrices is mainly
a measure of general intelligence and only secondarily a measure of spatial
visualization, then this can be explained in terms of the Flynn effect at work
for women, long after men have reached a point at which the Flynn effect
reached its asymptote. The Flynn effect refers to the steady upward creep
in intellectual performance over time that comes about as a consequence of
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better environments—including schooling, nutrition, educational television,
and so on. Children today routinely answer many more questions correctly on
IQ tests than did their parents, and still more than their grandparents. Flynn
has shown that every year is associated with a 0.3-point gain on IQ tests,
although this gain is masked when the test gets renormed every 15 years or so.
So, over 50 years, the average gain in IQ, if it was not masked by renorming,
would be 15 points; over a century, the gain would be 30 IQ points. If, on the
other hand, the Raven Progressive Matrices really does tap spatial ability, then
women’s improvement would constitute evidence that women are as good as
men on the type of spatial skills tapped by this type of test. But all of this
is theoretical. Fortunately, we have much more concrete cohort evidence to
inform the debate.

One such bit of concrete evidence for cohort differences in math and sci-
ence was presented by Shayer et al. in 2007. They analyzed sex differences on
the Science Reasoning Test II Volume & Heaviness (SRT II).21 This subtest
has been used since the 1970s throughout Britain. In Table 6.2, Shayer et al.’
findings illustrate three points: (1) in 1975 there was a male superiority of 0.54
(0.5 effect size) in the mean scores on the test; (2) this male advantage had dis-
appeared by 2004; and (3) although both boys and girls displayed decreases
in their scores over time, the relative decrease has been greatest for boys.
Shayer et al. also examined the extreme right tail of the distribution. These
British researchers found substantial changes over time in average scores, but
the change at the extreme right tail was much larger. Virtually no children
in 2003 scored in the top 10% of the range by 1976 standards. This impres-
sive decline calls into question Doreen Kimura’s assertion that sex differences
in cognitive ability are “mostly unchanged in magnitude over the past three
or four decades.” Instead, during this period of change in society’s attitudes
about women’s roles and their access to higher education, there have in fact

TABLE 6.2. Means and Effect Sizes of Change on Volume and Heaviness Test of
British Students From 1975 Onward.

YEAR Mean level Effect size (SD)
of drop

B/G DIFFERENCE

BOYS GIRLS BOYS GIRLS

1975–76 5.42 4.88 — — 0.5
2000–01 4.59 4.45 0.76 0.39 0.13
2001–02 4.49 4.43 0.85 0.41 0.06
2002–03 4.43 4.45 0.91 0.39 −0.02
2003–04 4.29 4.28 1.04 0.55 0

Source: Shayer, M., Ginsberg, D., & Coe, R. (2007). 30 years on—a large anti-Flynn effect?
The Piagetian test Volume and Heaviness norms 1975–2003. British Journal of Educational
Psychology, 77, 25–41.
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been large increases in women’s performance relative to men. It is worth reit-
erating that, on average, everyone did worse on this test today than 30 years
ago—boys simply declined much more than girls, evening the score.

Shayer et al. are not alone in documenting large shifts in the male-to-female
scoring ratio over the past several decades; many other researchers have pro-
vided evidence of changing sex differences over time. For example, the male
advantage at the extreme right tail (1 in 10,000—those scoring 700 or more on
the SAT-M before age 13), which was 13:1 in 1983,22 has shrunk steadily over
time. For example, as seen in Figure 6.1, in the United States the ratio of boys
to girls in the top 0.01% of advanced math has steadily declined from 13 to 1
in the 1983, to 3.2 to 1 in 2005.23 This translates into girls comprising only
roughly 7% of the extreme right tail in 1983, but gradually improving until
they now comprise approximately 24%, a tripling in just over two decades.
Moreover, it appears there is no sign of this upward trend leveling off (the
line shows no inflection or leveling), although we must await future reports to
see if this conjecture is correct. And although boys have outperformed girls
on the SAT-M for over 30 years (d = 0.39), the magnitude has shrunk from
40 points to 33 points, though we hesitate to press this shrinkage hard because
the content of the SAT has changed over time.24

If sex differences in mathematics achievement are primarily the result of
biological factors favoring men, we would expect greater consistency across
cultures and time. As we show below, the inconsistency extends beyond
historical time to include cultural inconsistency, too.

Secular trends in ratios of males to females at the high end have not been
stable. In addition, Stumpf and Stanley25 found women slightly narrowing
the performance gap with men in advanced placement (AP) computer sci-
ence between 1982 and 1994. Also, they found that the number of women
scoring greater than 700 on the U.S. College Board’s Math II Achievement

0

0.05

0.1

0.15

0.2

0.25

0.3

1980 1990 2000 2005

FIGURE 6.1. Changes in female representation at the extreme right tail of mathematics
score distribution for 13-year-olds (ratio of females to males).
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test increased by 150%, and the number of women with high scores on the
physics test increased by 142%, due to increased female participation in these
generally male-dominated subjects. If such scores are a sign of the ability
necessary to progress to higher levels in STEM fields, suddenly there are now
many more eligible women. Furthermore, Benbow et al.26 showed significant
differences in academic attainment between two cohorts only 2 to 3 years
apart, and Voyer et al.,27 conducting an extensive review of the published liter-
ature on sex-related differences in spatial abilities, including 286 effect sizes,
found most sex differences declining (though mental rotation was increasing).
Finally, for mathematics, Hyde et al. in 1990 reported a mean sex effect size
for studies published prior to 1973 of d = 0:31 (with boys superior), but only
d = 0.14 for studies completed since 1974. Friedman28 showed that the effect
size for sex differences in mathematics shrunk from d = 0.43 in studies up
to 1974 to d = 0.24 for studies between 1974 and 1988. As a rather dramatic
example of historical effects, the reported 0.75 correlation between the year of
publication and the effect size during the 1980s can be interpreted to indicate
that sex differences have gotten steadily smaller with time.

In many cases, changes over time swamp remaining sex differences, calling
into question the meaningfulness of these sex differences at the midpoint of
the distribution. For example, Freeman29 reported that the percentage of girls
taking calculus courses in U.S. high schools rose from 4% in 1982 to 11%
in 2000, while the percentage of boys rose from 6% to 12% over this period.
Although the 1% difference that remained between the proportion of boys
and girls taking calculus is statistically significant due to the large size of the
sample, this difference is trivial compared with the magnitude of the change
over time. This makes explanations in terms of stable genetic sex differences
questionable. Even if such differences are pronounced, they are unlikely to
be the primary cause of observed sex differences, given the volatility of the
fluctuations we just described and others that we document below.

Cohort differences have also been found on measures of career discrim-
ination. Consider the economist Donna Ginther’s work,30 discussed earlier,
investigating career-related aspects of women in STEM fields. She found sig-
nificantly lower odds of women on tenure track in scientific disciplines being
promoted, controlling for demographics, productivity, and so on, in the 1972–
79 cohort of PhDs (Ginther, 2004), but she found no significant sex difference
in the 1980–89 cohort.

Again, we want to be clear about what we’re claiming and not claiming:
Although many of these findings imply environmental rather than genetic cau-
sation, they do not prove that there is not a genetic component to male–female
differences in mathematical performance. They simply show that, irrespective
of any genetic influence, there is substantial environmentally induced vari-
ance, and that estimates of genetic influences based on older data would lead
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one to higher estimates than estimates based on more recent data. More impor-
tantly, these data bring into question predictions for the future based on data
from individuals who are now reaching retirement age, and who grew up in a
very different world from the one children live in today.

In sum, results of the various cohort and historical trends indicate that sex
differences are far from static. The gap between males and females changes in
response to various factors, sometimes due to males getting worse, sometimes
due to females getting better. That female math performance has increased
over time is not proof that biology is irrelevant, because such increases can
coexist with biologically based sex differences, much in the way gains in
stature throughout the twentieth century were nevertheless consistent with
very high heritabilities for height. (In other words, adult height is highly her-
itable, but still we have seen enormous increases in adult height over the past
100 years due to improved environment. The key is that taller parents still had
the taller children throughout this period, despite all children growing much
taller as a consequence of changes in nutrition, disease resistance, and stress.)
These temporally influenced findings pose both a challenge and an opportu-
nity for researchers and policy makers. The challenge is to avoid collapsing
across epochs known to have very different gender gaps because the trends
will cancel each other, obscuring forces at work during each separate epoch.
The opportunity is to mine these secular changes in female proficiency for
clues to their causes in hope that it will lead to effective interventions.

In view of the aforementioned cohort changes in sex differences, there
is an unwarranted assumption that deserves to be challenged—namely, the
claim that women’s progress has been slow. When blue-ribbon commis-
sions are created to study the state of women in science, they commonly
bemoan the slow pace of progress and note that at the current rate women
will not achieve equality in numbers of STEM scientists for many decades.
Numerous recommendations have been made to speed up progress: for exam-
ple, Shalala et al. in 2006 urged that universities be Title 9’d until significant
gains are made in hiring women scientists, and during her presidential cam-
paign, Hillary Clinton argued that “women comprise 43 percent of the
workforce but only 23 percent of scientists and engineers,” urging the govern-
ment to take “diversity into account when awarding education and research
grants.”

All of the blue-ribbon commissions acknowledge that some strides have
been made in hiring more female STEM scientists, but they argue that if soci-
ety was truly committed to equality in gender representation in STEM careers,
women’s progress would have been swifter. After all, the solutions offered are
not mysterious: Women could be mentored from junior high school onward,
given preferential entrance into graduate programs in the math-intensive sci-
ences, hired for tenure-track STEM jobs in rough proportion to their numbers
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obtaining PhDs, and once hired, provided with better on-the-job mentoring
and progressive family-leave policies and a flexible tenure clock that enables
them to keep their jobs despite taking time off to rear young children, as well
as pursue other non–career-oriented goals.

Notwithstanding the above claims, women’s progress has been remarkably
steady and substantial during the past four decades, especially in view of the
headwind into which it was running. By this we mean that large increases
in women’s representation in STEM careers have occurred during the same
time that universities and institutes have been reducing their personnel bud-
gets. Women have increased their representation in math-intensive fields by
a factor of three in the past 40 years, while universities have been hiring far
smaller proportions of tenure-track professors of either sex. Against a back-
drop of very slow overall growth in the proportion of tenure-track positions,
it is unreasonable to expect a reconfiguration of entire fields that were less
than 10% female four decades ago into fields that are 50% female today. Such
changes take a long time unless masses of male scientists are fired, something
no one has proposed.

Collapsing across all fields of science and social science, by 2001 women
earned 37% of the PhDs in scientific and engineering fields, up from just 8%
in 1966.31 Granted, a disproportionate number of these PhDs were earned in
fields that are not math intensive, such as the social sciences. However, women
have made impressive gains in math-intensive fields, too, currently obtaining
28.7% of the PhDs in mathematics, between 8% and 24% in the various sub-
fields of engineering, nearly half in biological sciences (some subfields of
which are math intensive), and 21.2% in computer sciences. And women’s
successes have been even greater in professional fields, obtaining 50% of the
MDs, almost 75% of the DVMs from veterinary schools, and the majority of
law and dental degrees. A generation ago the corresponding percentages were
half or less in each of these fields.

If these rates of gain are slower than desired in being converted into
tenure-track positions at colleges and universities (regarded by many as the
premier and most prestigious posts) or into leadership positions in institutes
and organizations, one reason is obvious. There has been a steady erosion
of tenure-track positions over the past several decades—the very period of
gains made by women in obtaining PhDs. As can be seen in Figure 6.2,
the proportion of academic jobs classified as tenure track shrank from 56%
to 31% between the 1970s and 2005. Concomitant with this shrinkage were
two large expansions, the first in the proportion of jobs that are part time—
growing from 30% of all academic positions to nearly 46% over this 35-year
period; and the second, an expansion in the proportion of full-time jobs off
tenure track, which nearly doubled, going from 12% to 20% over this same
period.
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FIGURE 6.2. Trends in faculty status over time. Source: U.S. Department of Education,
IPEDS, Fall Staff Survey Compiled by the American Association of University Professors.

If viewed in light of the data in Figure 6.2, the gains in the proportion of
tenure-track female STEM scientists in the last 35 years is quite remark-
able, because it has occurred during a time of a diminishing proportion of
tenure-track positions. An implication of these figures is that the proportion
of tenure-track jobs filled by men has fallen significantly in recent decades.
After all, how else could women have made any gains in their proportion
given that the total proportion of jobs that are tenure track was declining?
Doreen Kimura (2004), the eminent hormone researcher, complained that
“Lest some people think that women still suffer discrimination in hiring in
academia, the research, in Canada at least, shows just the opposite. Several
studies have shown that women are favoured over men in university faculty
hiring, including my own survey of hiring at two major British Columbia uni-
versities. Women’s groups have been sadly effective at crying victim, to the
point where men have become disadvantaged.” (p. A13)

The bottom line is that women’s advancement in STEM fields has been
substantial, even if their transition from PhD to professorial positions is still
not commensurate with their numbers. Trends observed in the recent past sug-
gest further narrowing of the gender gap in the near future, as we have seen in
Donna Nelson’s work cited in the Introduction that some math-intensive fields
have been hiring women for tenure-track positions at rates slightly in excess
of their representation in the pool of new PhDs. This is not to predict that the
gender gap will fully close any time soon, because it will not. Sex differences
in preferences (women preferring more organic, people-oriented fields like
medicine over math-intensive fields; women opting to delay tenure-track job
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searches to care for elderly parents, start families, or follow partners’ moves)
may continue to deter qualified women from competing for prestigious tenure-
track posts. Only if colleges and universities make it easier to combine jobs
and families and become creative by allowing tenured positions to be divided
temporarily (with commensurate lengthening of the tenure clock) will the gap
close precipitously. We will delve into some of these strategies in the final
chapter.



7
Comparisons across societies, cultures, and

developmental stages

“Social science affirms that a woman’s place in society marks the level
of civilization.”

—Elizabeth Cady Stanton

As noted in Chapters 2 and 3, some researchers have offered arguments
regarding evolutionary pressures that might have caused superior spatial
ability in males. One example is work by David Geary, a well-respected evo-
lutionary psychologist who specializes in mathematical achievement.1 In two
comprehensive reviews of a large animal literature, Geary suggests that evolu-
tionarily important behaviors such as male–male competition involve greater
reliance on the ability to geometrically represent three-dimensional space.
Geary sees the modern legacy of this history of evolutionary selection as con-
sisting of sex differences in spatial cognition. Similarly, others have argued
that human sex differences are part of the pattern observed across the animal
kingdom:

. . . parallel to certain sex differences found in nonhumans where social influences
are either naturally or by virtue of a laboratory environment absent or minimal. For
example, male rats are superior to female rats in learning spatial mazes, and these
sex differences can be reversed by hormonal manipulation in early postnatal life
(Williams & Meck, 1991).2

161



162 THE MATHEMATICS OF SEX

However, it is not clear what relations, if any, exist between maze-learning
tasks and tests of spatial skill on which humans sexes differ—such as spatial
reasoning, exemplified by the mental rotation task on which human males
are superior, and spatial location memory tasks, on which human females are
usually superior.3 Intuitively, one might expect that learning the layout of a
maze would be more akin to a spatial memory task than a spatial reasoning
task. But, curiously, this is the opposite of the sex difference pattern found in
meta-analyses of humans.

Differences have also been found in other species. Lecreuse et al.4 at the
Yerkes National Primate Research Center tested spatial memory in 90 rhesus
monkeys between 10 and 30 years of age. The monkeys played a shell game,
locating where food was hidden after they saw it covered in 1 of 18 identical
wells on a tray. Although young adult males chose the correct food location
more often (they had better spatial memory than females), they achieved their
maximum performance early. The performance of the older groups revealed a
sharp drop-off in performance. As a result, among the oldest monkeys, males
and females had comparable spatial memory. Although the authors review
human studies consistent with their findings, the direction of this effect is
at odds with those concerning adult humans,5 where women excel at spatial
memory and men excel at spatial reasoning.

James Flynn, who is best known for the finding of large increases in IQ over
the course of the twentieth century, has argued that Jewish Americans are not
as exceptional on spatially loaded IQ test items as they are on other types of
IQ items—and yet they are dominant among scientists and mathematicians.6

Although the items reported by Flynn were not dynamic three-dimensional
mental rotations, and he did not report data on ethnic differences at the
extreme right tail (from which most STEM scientists hail), it is nevertheless
somewhat suggestive that high spatial reasoning scores may not be the essence
of success in mathematics and science. If this proves true, women’s lower
scores on spatial reasoning may not be a causal explanation for their lower
numbers in scientific and technical careers.7 Or at least one can hypothesize
that low scores are not the only, or the major, reason for their underrepresen-
tation. In the future it would be informative if overall performance on spatial
subtests of IQ batteries (Block Design, Object Assembly) could be further
studied and disaggregated, to examine the sex makeup not only at the mid-
point of the distribution that was the basis of Flynn’s analysis but also at the
right tail.

NATIONAL AND CULTURAL DIFFERENCES

Another important dimension of sex differences is the national/cultural/ethnic
or socioeconomic group under scrutiny. Environmentally driven explanations,
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of course, are compatible with cultural or international variability in sex dif-
ferences. Genetic explanations (as will be shown) are less so, unless genetic
group differences in male–female differentials in intellectual capacities are
proposed. In other words, genetic explanations are unhelpful in explaining
cultural variability in sex differences, unless one finds evidence showing that
international variability in sex differences is the result of genetically dissimilar
national groups. This is a difficult argument to make as some of the cultural
contrasts have involved genetically similar, but culturally dissimilar, groups
such as former east Germans and West Germans, or Chechs and Slavs.

Kimura, arguing in favor of genetically driven explanations of sex differ-
ences in STEM professions, and arguing against environmental explanations,
suggested that “(cognitive sex differences) are present across cultures that
vary in social pressures to conform to a gender norm. This has been docu-
mented for both mathematical reasoning and spatial ability (e.g., Geary &
DeSoto, 2001).”8 However, while this is true (Geary and DeSoto found male
superiority on some mental rotation tasks in both the U.S. and China), there
are other data showing that sex differences vary greatly across cultures, sug-
gestive of specific experiential effects. For example, among some Eskimo
groups in which women and men both hunt, it is alleged there is no sig-
nificant spatial skill gap. Furthermore, some research has demonstrated that
sex differences can be reversed, calling into question their purported intrin-
sic nature (Berry, 1966). For example, Icelandic high school girls are actually
superior to boys on spatially loaded subtests and 15-year-olds outscore boys
on math tests.9 Also, Beller and Gafni,10 analyzing data from representative
national samples on the International Assessment of Educational Progress
in mathematics and science tests for 9-year-olds, found the effect size for
the male–female difference ranged from +0.28 in Korea (male superiority)
to −0.06 in Ireland (female superiority). Of course, one can counter with the
argument that age 9 is too soon to observe the sex differences; wait until ado-
lescence when they begin to flourish. As we will see, waiting does not solve
the quandary.

Sex trends are not always in the same direction, as we describe later. Penner
(2008)11 reports a wide range of effect sizes for high school students’ sex
differences in TIMSS (Third International Mathematics and Science Survey)
scores across 22 countries. These range from highs of male superiority of
0.63 (Netherlands), 0.62 (Denmark), and 0.60 (Norway), to lows of 0.05
(Hungary—this indicates near parity or equivalence between the sexes) and
0.13 (United States). Penner argues that the large cross-national variation in
sex differences in the TIMSS suggests that cultural rather than biological fac-
tors are involved, because the observed patterns are not explicable otherwise.
In only half the countries does the magnitude of sex differences remains the
same throughout all points in the distribution that Penner analyzed (favor-
ing boys). However, several countries’ sex differences are larger at the left
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tail (low-scoring end) of the distribution (such as Netherlands, Lithuania),
while in other countries, the differences are larger at the right tail (high-
scoring end, like Sweden). For some countries, girls do as well as or better
than boys at the left tail, but worse at the right tail (United States, Hungary).
In other countries, sex differences are most pronounced in the middle of
the distribution (Russia, Austria). It is hard to come up with a compelling
genetic explanation for such diversity! Of course, a persuasive environmen-
tal explanation will require careful analysis of what it is about each of these
countries that tilts their sex differences in these myriad directions at dif-
ferent locations in the distribution. To date, we have been unpersuaded by
the specific environmental explanations put forward; they seem suspiciously
post hoc.

Finally, let’s look at how the U.S. sex gap compares with other coun-
tries’. U.S. fifth-grade boys’ average score on spatial tests was 13.1, whereas
girls’ was 12.4. However, Japanese and Taiwanese fifth-grade girls out-
perform U.S. boys, with average scores of 18.1 and 16.1, respectively.12

Lest you imagine that this is genetic—Asians having better genes for math
than Caucasians—Guiso et al.13 found large cross-cultural differences in
math achievement that could not be attributed to different gene pools. In
their work, 15-year-olds’ math scores on the 2003 Program for International
Student Assessment, which was administered to over 250,000 students in
Organization for Economic Cooperation and Development (OECD) countries,
ranged from male superiority of 22.6 points (Turkey) to female superiority of
14.5 points (Iceland). Guiso et al. found much smaller sex differences in math
achievement in cultures that valued egalitarianism, independently of genetic
differences between them.

It appears to be the cultural mechanisms themselves rather than biology that
drives these fluctuations in sex differences. But the precise cultural mecha-
nisms remain to be decided because, as we describe later, others have not
found that egalitarianism itself is a determinant even though Guiso et al. did.14

Even within the United States, cultural differences are pronounced. Hyde et al.
reported in 2008 that although average sex differences have disappeared in
mathematics (at the midpoint of the ability distribution, or for the average
student), Caucasian boys outnumber girls at the top 1% by a ratio of 2.06:1,
while among Asian American students, girls outnumber boys 0.96:1.

To make matters even more bewildering, disaggregating the data by age
group reveals further complications. As can be seen in Figure 7.1, Beller and
Gafni show that, in some countries (such as Korea), the effect size for gender
differences decreases between the ages of 9 and 13 (black bars higher). But
in other countries (like Ireland and Spain), it increases with age (black bars
lower). Another way of putting this is to say that, between the ages of 9 and 13,
girls and boys come to score more similarly in Korea, but grow more different
if they live in Ireland or Spain. In still other countries, there are either no sex
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FIGURE 7.1. Age differences in effect sizes across countries. Source: Beller, M., &
Gafni, N. (1996). The 1991 International Assessment of Educational Progress in
mathematics and science: The gender differences perspective. Journal of Educational
Psychology, 88, 365–377.

differences, or else differences in favor of girls. As noted earlier, in the United
States, only a few gender differences in math have been found among primary
school-aged children.15 But differences do begin to accumulate around the
onset of adolescence, so in this sense, effect sizes increase with age in the
United States. These findings are difficult to reconcile with claims of cross-
cultural invariance or with a strong genetic explanation of sex differences. It is
not that we cannot possibly imagine a complex explanation that still allows
genes to play an important role in producing sex differences. Rather, it is
that we cannot imagine a scientifically parsimonious explanation involving
genes. Far more compelling are explanations focusing on differing national
experiences and expectations between the ages of 9 and 13.

An especially intriguing finding is that girls from some other nations out-
perform U.S. and Canadian boys on mathematical aptitude tests,16 and they
often do so by greater margins than those which separate U.S. boys and
U.S. girls. The cross-cultural findings are rife with examples of girls in some
nations greatly outperforming American boys. For example, on one recent
international math test, eighth-grade Japanese girls scored on average 569,
while Japanese boys scored 571. But on this same test American girls and
boys scored 502 and 507, respectively.17 The 5-point superiority of American
boys over American girls is dwarfed by the 60-plus-point superiority of
Japanese girls over both. To take another example, girls in Singapore score
a full standard deviation higher than Americans, and they also excel over
Singaporean boys (611 for Singaporean girls; 601 for Singaporean boys).18

This superiority of Singaporean girls is hard to discount on the basis of selec-
tive educational experiences or graduation rates, because Singaporean boys
are similar on such dimensions to girls. Again, this does not rule out the pos-
sibility that genes are involved in producing sex differences in mathematics,
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but it does require an increasingly complex and post hoc argument. The evi-
dence suggests that genes are likely to play a secondary role, smaller than the
role played by factors that we will discuss later, such as preferences.

At a more general level, the odds of being female at the top and bot-
tom of the ability distribution in mathematics depend significantly on which
country we examine. For example, Israeli girls are twice as likely to be in
the top 10% as are Canadian girls. Based on Guiso et al.’ finding described
earlier, one might imagine that countries known for their egalitarianism
and modernity would produce greater equity in mathematics achievement
between the sexes, but this is not the case. After all, Guiso et al. found
that countries whose citizens tended to disagree with statements such as
“When jobs are scarce, men should have more right to a job than women”
had the smallest sex differences. In other words, more egalitarian beliefs
led to smaller sex differences. However, this finding runs counter to one
reported by the sociologists Karen Bradley and Maria Charles in 2006. In
their analysis, there was a negative correlation between agreeing with the
statement “A university education is more important for a boy than for a girl”
and the ratio of women employed in computer science.19 Countries whose
citizens agreed that boys deserved greater access to a university education
(such as Korea, Turkey, and Ireland) actually had more female computer
scientists as a percentage of their college female population than did coun-
tries such as the United Kingdom, whose citizens harbored more egalitarian
beliefs. In view of these differences, it is not clear exactly what cultural
mechanisms are driving changes in sex differences across countries. But
this does not gainsay the basic observation that such differences exist, and
that they temper claims rooted in biology. As can be seen in Table 7.1, the
chances of a girl being in the top 10% in math is far more likely in Israel,
the United States, and Hungary than in Scandinavia, the Netherlands, or
Canada.

TABLE 7.1. Odds ratio of being female at the left and
right tails.

TOP 10% BOTTOM 10%

Netherlands 0.34 6.25
Canada 0.29 2.16
Sweden 0.22 1.69
Denmark 0.25 3.27
Norway 0.22 2.65
Israel 0.63 1.35
United States 0.58 0.95
Hungary 0.54 0.74
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Further calling into question a strong biological basis of sex imbalances
in mathematical achievement is the lack of any consistent sex differences
between kindergarten and third-grade children.20 Similarly, there are far
smaller differences between fifth-grade boys and girls in the United States
(d = 0.18), than between U.S. boys and Japanese boys of the same age
(d = 1.42).21 Of course, it is possible that genes become active during ado-
lescence, bathing the organism in hormones that are associated with the
development of spatial and mathematical ability. But when we add to this
finding other results we have reviewed showing large international differences
among high school–aged students, and girls in some countries outperforming
boys in our own, and so on, the evidence takes on a gravity that it otherwise
would not. And there are other equally compelling examples in our article
with Susan Barnett.22 In sum, sex differences depend on where you look, with
the gender gap in some countries being quite different from that observed in
others.

Ethnic and Socioeconomic Differences

In addition to the variability in international patterns of sex differences in
mathematics, as well as the variability in age cohorts and historical epochs,
there is another form of variability that appears to thwart the strong biological
position. We refer here to the fact that the male–female difference is not con-
sistent across ethnic and socioeconomic groups, at least not within the United
States, where such contrasts have most often been made. The gender gap in
mathematics is larger for Caucasians (d = 0.13) than for African Americans
(d =−0.02; slight female superiority), Hispanics (d = 0.00), and Asian
Americans (d = −0.09; also female superiority).23 That is, U.S. Caucasian
males score higher than U.S. Caucasian females, whereas African American
and Asian American males score slightly lower than African American and
Asian American females. Among low-socioeconomic-status third graders,
girls and boys do not differ notably in spatial skills; and middle-class girls
are at least as good as lower-class boys on these tests.24 Social class dif-
ferences reflect many factors, including differences in the amount of time
spent on homework, parents’ beliefs about the importance of effort in school
performance, and attitudes toward gender stereotypes, to name but a few.

Once again, our purpose in amassing these examples of inconsistent and
reverse sex differences is not to claim that biology has no role in the matter.
Rather, our argument is that until and unless better data are provided showing
that biology is a primary cause of sex differences in math and spatial ability,
biological accounts must be consigned to a secondary role in accounting for
sex differences in math-intensive careers. All of the examples we described
point to the noninevitability of overall gender performance gaps, at least at the
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center of the distribution. But what about differences at the right tail, the pre-
sumed breeding grounds for future STEM scientists? Is there better evidence
for the influence of biology at the extreme right tail?

Sex Differences at the Right Tail

When we talk about performance at the right tail of the distribution, the picture
is just as messy as when we looked at the center. At the right tail, boys are
overrepresented, but the degree of their overrepresentation depends on the
measure of ability used. Although in the United States boys outnumber girls
at the extremes of the mathematics and mental rotation ability spectra, there
is a great deal of international inconsistency in the ratios of boys to girls at
the high end. In some cultures, the ratios are much smaller than in others, and
in some cultures sex differences are completely nonexistent at the right tail.25

As stated by Spelke:

If the genetic contribution were strong, however, then males should predominate at
the upper tail of performance in all countries and at all times, and the male–female
ratio should be of comparable size across different samples. Contrary to this pre-
diction, the preponderance of high-scoring males is significantly smaller in some
countries (e.g., Deary et al., 2003) and altogether absent in others (Feingold, 1994).26

Charles and Bradley27 analyzed data compiled by OECD on higher-
education degrees awarded in 2001. They examined seven fields of study,
including engineering and math/physical sciences. They calculated represen-
tation factors for each country by comparing male-to-female ratios, adjusted
for international differences in women’s enrollments in science and math
majors. As expected, women predominate in traditionally female sex-typed
fields such as education and health, whereas men predominate in stereo-
typically masculine fields. For instance, in computer science, women are
underrepresented in all 21 of the industrialized countries considered. How-
ever, Charles and Bradley28 found that male-to-female ratios varied greatly
across countries. In Turkey, men were overrepresented among computer sci-
ence graduates by a factor of only 1.79 to 1, while in the Czech Republic, they
were overrepresented three times more, by a factor of 6.42 to 1. In the United
States, the “male overrepresentation factor” is 2.10 to 1 and in the United
Kingdom, 3.10 to 1.

Putting aside the question of whether there are biological sex differences
that result in women aspiring to be in some fields more than others, the
fact that there is so much transnational variability suggests the operation
of societal stereotypes, national preferences, and cultural beliefs that influ-
ence women’s career preferences. Harkening back to our earlier suggestion,
there has never been a strong demonstration of a link between mathematics
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achievement levels and entry into stereotypically male fields. We should make
a distinction here between two levels of evidence. On the one hand, we dis-
agree with the claim that two-thirds of men who enter STEM fields have
SAT-M or Graduate Record Exam-Quantitative (GRE-Q) scores below 650.29

This is almost certainly not correct. We already noted that, at our own univer-
sity, graduate students in math-intensive fields have very high math aptitude,
ranging from a “low” mean quantitative score of 708 to a high mean of 780,
with a grand mean for all 454 graduate students in math-intensive fields equal-
ing a GRE-Q of 759. We doubt that Cornell’s graduate students are very
different from those at the other top universities that together train the vast
majority of STEM scientists. So, on this level we certainly do think there is
a link between entry into math-intensive fields and high mathematical scores.
If these schools admitted applicants randomly, those with very low scores
would, as a group, have a hard time succeeding. Further support for this view
comes from the work of Wise et al., based on a representative national sample
that was followed over decades from ninth grade through adulthood. She and
her colleagues found that high school students who entered science careers
came from the top 10% of math aptitude, and probably even higher than the
top 10% if the data could be further broken down into the top 5% and 1% of
math ability for those who later entered math-intensive graduate careers.30

However, having argued that math-intensive fields are populated with high
mathematical scorers, there is no evidence that having a specific score on
a math test predicts who will succeed in math-intensive STEM fields. Are
STEM scientists more successful if they scored 750 on the GRE-Q than if
they scored 650? We do not know, nor does anyone else. Moreover, even if it
was determined that a math score in the top 5% or top 1% was a prerequisite
for success in a math-intensive career, there would still be an underrepresen-
tation of women. This is because in large representative data sets, the ratio of
boys to girls at the top 1% of the mathematics distribution is 2.06, meaning
that approximately two-thirds of the top 1% math scorers are boys.31 If math-
intensive careers required being in the top 1% of math scorers, there ought
to be one-third of engineers and physicists who are women. But less than
15% actually are, as seen in Figure 7.2. Apparently more than having a top
1% math score is at work in determining which women end up in academic
careers in engineering, though it is only fair to bring up a point by critics that
the top 1% may not be rarified enough if we are interested in who becomes
a successful physicist or computer scientist or engineering professor. Perhaps
these individuals represent the top 0.1%, top 0.01% or even the top 0.001%
(i.e., 1 in a 100,000), as was the case with the Putnam fellows we described in
the Preface. If so, then “merely” scoring in the top 1% may not be sufficiently
gifted. Recall David Lubinski and Camilla Benbow’s data showing that the top
quarter of the top 1% excel over the bottom quarter of the top 1% in getting
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Male-to-Female
Ratio in Top 1% of

Math = 2:1

Expectation:
67% male

Expectation:
33% female

• Reality:
 85–90% male

• Reality:
 10–15% female

FIGURE 7.2. Sex differences in mathematics cannot explain women’s underrepresentation
among math and engineering faculty.

tenure-track STEM posts and publishing and being awarded patents. Accord-
ing to this view, if having a math score in the top 1 in a thousand (0.1%) is
helpful in becoming a successful scientist, the ratio of boys to girls at the top
0.1% of the mathematics distribution is probably much higher than 2.06 to 1
ratio for the top 1%, perhaps as high as 5.0 to 1, The need for a score this rari-
fied, however, is an empirical question for which we lack data to assess. (Once
again, we note the caveat we have made elsewhere that we are not claim-
ing that STEM scientists cannot be found who have low math scores—surely
some will point to successes despite having low scores. What we are claim-
ing is that they are statistically aberrant and there are good reasons for their
success despite their low scores—reasons that do not exist for the majority of
low scorers (e.g., super-high spatial ability).

Finally, lest the reader conclude that the specific causes of the underrepre-
sentation of women in math-intensive fields are well understood, we should
clarify that it is not. Just because we have challenged the biological posi-
tion on the grounds that there is both international and cohort inconsistency
does not mean we have identified the environmental roots of women’s under-
representation. Consider: The most economically developed countries do not
produce the greatest ratios of women in computer science. In fact, depend-
ing on the culture, some of the least-advanced nations produce the highest
ratios of female computer scientists. Nor is there a strong correlation between
the ratio of female scientists and the proportion of women in the workforce
or in high-status jobs or in higher education generally. And as far as being
from a culture that is egalitarian, as Luigi Guiso and his team of economists
(2008) have shown, this is related to small sex differences in math. They
used the 2003 data from the Program of International Student Assessment
(PISA) that was given to over 300,000 15-year-olds in 41 nations. Their
analysis revealed that the boy-to-girl math gap at the top 5% and top 1%
was virtually nonexistent in gender neutral countries. However, others such
as the sociologist Andrew Penner have failed to find such an effect on the
basis of different analyses and using a different data set. Some commentators,
notably an anonymous web-based researcher known as the Griffe du Lion
(see: http://www.lagriffedulion.f2s.com/math2.htm) (generally, assumed to be
Johns Hopkins University sociology professor Robert A. Gordon) argue that

http://www.lagriffedulion.f2s.com/math2.htm
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the correlation between being in a macho culture versus a gender-emancipated
one is due to a spurious correlation with national intelligence—that high IQ
nations have smaller sex differences in math, regardless of their egalitarian-
ism. One piece of evidence for this view is that if Guiso et al. had compared
the 2003 PISA data on which they based their conclusions about the role
of egalitarian culture to the 2006 PISA update, they would have found that
even though there were no significant changes in egalitarian attitudes toward
women in any of the PISA nations over this three-year period, there appears
to be no relation between the gaps observed in 2003 and 2006 (r = 0.0006).

Broad national beliefs in equal opportunity for women also do not appear
to be a good predictor of female entry into male fields. None of the Charles
and Bradley highest-scoring nations—Turkey, South Korea, and Ireland—the
authors note, is particularly known for their gender-egalitarian attitudes or
practices, whereas some of the countries they outpace are far more egalitarian.
Finally, a knee-jerk environmental prediction would be that girls’ representa-
tion at the right tail in mathematics would increase in homes where parents
stress mathematics achievement. However, Penner32 has reported that the
gap in math performance found at the right tail is actually more (not less)
pronounced among girls who claim their parents value their mathematics
achievement. So, problems with the strong biological position do not lead
by default to a well-supported environmental position.

TRENDS OVER CHRONOLOGICAL AGE AND COUNTRY

The data in Table 7.2 are interesting to ponder. They are taken from the same
report by Beller and Gafni discussed earlier, and represent the effect sizes for
sex differences at different ages for different countries. Recall that these effect
sizes are standardized indices of how differently boys and girls score on math
and science tests.

The first thing to notice about this table is the change in effect sizes as
we move from one country to another. As already noted, girls and boys dif-
fer much more in some countries than in others. For example, they differ in
Korea and Israel more than they differ in Scotland. If sex differences were
due to biology, then we might expect greater consistency across countries.
Not only is there a great deal of inconsistency, but in Scotland, three of the
four sex differences actually favor girls, that is girls do better than boys.The
other thing to note about this table is the age trends. With some exceptions, as
boys and girls grow older, they become more dissimilar on math and science
tests. Earlier we made this same point that, with a few exceptions, effects get
larger with age, and here we see the same story with a very different data set.

Some have argued that the increasing effect size with age is because
hormonal changes around the time of puberty cause a spurt in male math
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TABLE 7.2. Effect sizes for sex differences in mathematics and science
test scores across countries.

COUNTRY Mathematics Science

9 YEARS 13 YEARS 9 YEARS 13 YEARS

Hungary –0.03 –0.02 0.09 0.25
Ireland –0.06 0.19 0.20 0.31
Israel 0.16 0.15 0.23 0.24
Korea 0.28 0.10 0.39 0.31
Scotland –0.01 –0.02 –0.01 0.20
Spain 0.01 0.18 0.25 0.24
Taiwan 0.03 0.02 0.25 0.08
United States 0.05 0.04 0.09 0.29
All countries 0.04 0.12 0.16 0.26

Source: Beller, M., & Gafni, N. (1996). The1991 International Assessment of Edu-
cational Progress in mathematics and science: The gender differences perspective.
Journal of Educational Psychology, 88, 365–377. Table 2 and Appendix.

scores. But it is equally possible that the basis for the growing sex gap with
age is the result of gender socialization, with girls becoming disaffected from
math and science as they get older, viewing them as male domains. Accord-
ing to this latter view, there are few reliable differences between boys and
girls when they begin school, but over time math becomes a gendered subject
in the children’s eyes, a field for men rather than women.

When we examine occupations, the picture is more complicated than the
age trends above. If girls become increasingly disaffected with math and
science, then we would anticipate large gaps in all fields of science. Table 7.3

TABLE 7.3. Percentages of women in select STEM careers.

OCCUPATION % WOMEN

Chemical Engineer 14.3
Civil Engineer 13.2
Computer Engineer 10.8
Electrical and Electronics Engineer 7.1
Industrial Engineer 14.9
Mechanical Engineer 5.8
Architect 24.4
Biologist 48.7
Psychologist 67.3
Physicians 32.3
Veterinarian 38.7

Source: U.S. Department of Labor, Bureau of Labor Statistics.
(2005). Current population survey. Retrieved on June 20, 2008, from
http://www.bls.gov/cps/wlf-table11-2006.pdf

http://www.bls.gov/cps/wlf-table11-2006.pdf
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shows this is not uniformly true. As we’ve noted throughout this book, accord-
ing to recent population surveys, women are faring far better in some scientific
fields (as physicians, veterinarians, biologists, and so on) than others (for
example, as engineers), even though all of the fields in this table rely on sci-
ence and math training to some degree. And these percentages belie a surge of
women in recent graduating classes (one-half to two-thirds of recent classes
of MDs and veterinarians are composed of women—so as older men retire,
we can expect the proportions in such fields to shift in favor of women).

TRENDS ACROSS THE AGE SPAN

We turn now to a discussion of changes within individuals across the lifes-
pan. The older an individual is when we assess her or his mental rotation
ability, the more difficult it is to unravel biological and socialization factors.
Researchers have been interested in early sex differences in spatial cognition
to determine whether sex differences are observed before gender socializa-
tion makes inroads. Preschoolers are too young to have been exposed to a
long developmental progression of differential societal stereotypes and differ-
ential teacher treatment; however, depending on how young they are, it may
still be possible for toy use and differential parental attitudes, to affect boys
and girls differently. Sex differences in spatial cognition appear to emerge
quite early, according to some research. In their seminal book, Maccoby and
Jacklin33 reported that sex differences in spatial skills do not become evident
around the onset of adolescence. However, since the publication of their book
a great deal of research has documented earlier sex differences. Levine et al.
provided an updated literature review in 1999 showing that a number of stud-
ies have documented spatial skill gaps among preschool-aged boys and girls.
These researchers concluded:

Boys as young as 4 years of age performed better than girls on a task that involved
replicating spatiotemporal patterns tapped out by the experimenter on a set of blocks,
[and] the size of this sex difference remained constant across the 4- to 10-year age
range (Grossi, Orsini, Monetti, & De Michele, 1979; Orsini, Schiappa, & Grossi,
1981). . . . Uttal et al. (2001) found that 5-year-old boys were better at interpreting a
map of a space than 5-year-old girls, particularly when the map was rotated with
respect to the space it represented. Although 3-year-old girls had higher average
performance than 3-year-old boys on the nonrotated map task—the only condition
administered to this age group—Uttal et al. reported that the 3-year-old boys did not
appear to be as engaged in the task as 3-year-old girls.34

Other studies searching for evidence of early sex differences on spatial
tasks have also reported inconsistent results. Some studies have shown early
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male superiority on two-dimensional spatial rotation tasks, while others have
found differences only on three-dimensional mental rotation tasks, not on two-
dimensional tasks. A very early study reported by Cronin in 1967 required
kindergarten and first-grade children to match triangles with their mirror
images. Boys scored higher than girls on this task. Somewhat more recently,
Levine et al.35 investigated early male superiority on another two-dimensional
spatial transformation task, using children of similar age (4 years to 6 years
11 months). In this task, the children were required to recognize various two-
dimensional spatial transformations of shapes. Boys and girls scored equally
well in the youngest age group, but a significant sex difference in favor of boys
developed later. However, a 15-minute testing session on another day had a
positive effect on performance for most of the age groups, and the magnitude
of this effect was roughly the same size as the difference between the sexes,
for both boys and girls. This suggests that it might not require a particularly
large preexisting difference in experience to create observed sex differences
in performance. But perhaps the observed sex gap can readily be narrowed
with experience. On the other hand, the fact that a 15-minute experience on
one day can, on another day, elevate both sexes’ scores by an amount equal to
their original difference says nothing about the cause of those sex differences
among preschoolers.

Finally, Siegel and Schadler in 1977 reported on the results of a study in
which 5-year-olds were asked to place 40 items in a three-dimensional model
of their kindergarten classroom. On all three measures of spatial accuracy
(local, global, and relational accuracy), boys’ performance exceeded that of
girls by very large amounts. In contrast to these findings, others have failed
to find sex differences on two-dimensional tasks with similar age groups.
McGuinness and Morley36 found no difference on a jigsaw completion task
with 3-, 4-, and 5-year-olds. However, the same authors did find a sex differ-
ence in favor of boys on a three-dimensional Lego block-building task, for
some ages. Boys aged 4–5 years were 1 year more advanced than girls on this
task. Girls caught up by kindergarten, which the authors suggest is probably
due to a ceiling effect. (This means that the test may not have been sensitive
enough to reveal male superiority among kindergartners, because everyone
was getting nearly all of the items correct.)

Unfortunately, none of these studies with young children specifically
focused on three-dimensional mental rotation, the skill often claimed to be key
in explaining adult math skill sex differences, and none focused on infants.
Instead, they focused on two-dimensional rotations of maps, puzzles, and
photographs or three-dimensional nonrotational tasks. However, the Levine
et al. study did compare rotation and nonrotation tasks. In this case, there
was no difference found in the size of the male advantage between these
types of tasks, a finding that is at variance with the adult literature, which



Comparisons across societies, cultures, and developmental stages 175

shows the former to be a much larger cognitive sex difference. Recently,
two independent labs working with infants reported sex differences on men-
tal rotation favoring boys. David Moore and Scott Johnson reported in 2008
that 5-month-old boys displayed mental rotation, but girls did not. In their
study, an object was shown revolving through a 240-degree angle many times
until infants recognized it and got bored looking at it. Later, infants saw the
object or its mirror image revolving through a previously unseen 120-degree
angle. Only the male infants seemed to recognize the familiar object from
the new perspective, which depends on mental rotation. Using static draw-
ings of a two-dimensional object rotated in a two-dimensional (frontal) plane,
Paul Quinn and Lynn Liben37 also found mental rotation in 3- to 4-month-
old male infants but not in female infants. These two studies are the best data
yet indicating the existence of sex differences in infancy, long before gender
socialization via differential toy use or even parental attitudes could plausibly
have influenced the results.

So, what is the bottom line as far as very young children’s spatial ability is
concerned? Notwithstanding the positive findings of early male superiority on
rotation tasks, there are some notable failures to find sex differences among
somewhat older preschool-aged children. Even though the Uttal et al. study
has been described in the literature38 as demonstrating early sex differences,
this does not appear to be the case from an examination of their raw data. In
all four of Uttal et al.’s experiments (Uttal, Gregg, Chamberline, Sines, 2001)
there is no evidence of reliable sex differences. (We were perplexed by the
divergence between the description of their findings we have read and our own
scrutiny of their findings, so we contacted the lead author for a clarification.
Our interpretation was confirmed by David Uttal in an e-mail exchange; the
discrepancy apparently was the result of other investigators citing his study
in its preliminary stage when the data did seem to indicate spatial differences
between very young boys and girls. But these sex differences failed to reach
significance as more data became available, and the final study that was even-
tually published reported no reliable sex differences among preschoolers.)

As compelling as the early infancy studies by Moore and Johnson and
Quinn and Liben are, they raise intriguing but unanswered questions, such as:
Do girls who were less adept at mental rotation at 4 and 5 months of age catch
up with boys by 8 months? If so, have boys gone on to acquire more complex
forms of mental rotation that girls have yet to acquire, such that there is per-
petually a sex gap? One thing that we know with confidence is that there is
a well-documented male advantage on 3-D mental rotation later, but we are
not sure whether it results from playing with blocks, Legos, erector sets, and
the like, or is driven more by a disproportionately male biological propen-
sity that is actualized in response to an environmental trigger. We just do not
know, even though it is clear, as we show later, that female mental rotation
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performance can be significantly enhanced by various interventions. It is inter-
esting to juxtapose this research with the finding by Walton and Spencer that
we discussed earlier, showing that girls did as well as boys on math tests when
stereotype threat (ST) was fully taken into consideration. It would be hard to
argue that ST had anything to do with male babies’ superiority on the mental
rotation tasks of Moore and Johnson and Quinn and Liben.

Shifting our focus to slightly older children, consider once more the meta-
analysis of spatial ability conducted by Linn and Petersen.39 Although they
found sex differences favoring boys, there were no changes in the magnitude
of the sex differences with age—the differences did not get larger or smaller
between the ages of 10 and 60 years. Linn and Petersen hypothesized several
potential causes of sex differences, including girls being more cautious than
boys, and taking much longer to report their mental rotations because they
may have double-checked them. The authors concluded, “Males tend to out-
perform females on mental rotation at any age where measurement is possible.
The sex differences may result from differential rate of rotation, differential
efficiency in strategy application, differential use of analytic processes, or dif-
ferential caution.”40 This last possibility—that girls are more cautious and
double-check their rotations before answering—is one that there are recent
data to support. However, it cannot explain all of the sex differences observed.
Given the enormity of the literature on sex differences on mental rotation from
around the world and at all ages, there is little doubt that true differences exist,
and the magnitude is fairly large. The cause, as we noted, is unclear, as is
its relationship to later mathematical performance, and its malleability seems
possible, as we show later.

There are several studies, some with rhesus monkeys and some with
humans, that report sex differences on some forms of spatial cognition but
not on others, or differences favoring boys prior to training but not follow-
ing it. For example Lacreuse et al.41 showed that in young adulthood, simple
spatial-memory training did not help male rhesus monkeys but dramatically
helped females, raising their performance to the level of young adult males.
Training probably focused the females’ processing on the spatial features of
the task, whereas the males were already processing these features, the authors
suggest. Robinson et al.42 investigated sex differences in early mathematical
skill in a sample of mathematically advanced preschoolers and kindergartners.
Although boys scored higher than girls on several measures, on the major-
ity of the spatial measures there were no sex differences. Among the spatial
measures, boys were significantly better only on the memory measure, which
elsewhere has been shown to be an area of female superiority,43 whereas boys
are typically better at spatial reasoning tasks.

Thus, although there is a general pattern of boys scoring higher than
girls on spatial tasks, results are occasionally discrepant. It is not clear what
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conclusions can reliably be drawn about the earliest roots of later male dom-
inance in STEM fields. Siegel and Schadler suggested that one reason for the
discrepancies in the scientific literature may be that the studies that failed to
find sex differences employed relatively easier tasks that did not stress the
spatial processing system. They opined that sex differences are most likely to
be observed when the spatial system is taxed to its limit. Their argument is
that the occasional discrepant study that fails to find male superiority on men-
tal rotation of three-dimensional objects failed because they used tasks that
were so easy that all children could do them without being pushed to the lim-
its of their ability. When this happens, potential ability differences between
the sexes can not be detected.

What about sex differences in math? In contrast to the confusion surround-
ing the onset and role of spatial cognition, the findings related to mathematics
achievement are somewhat clearer. Throughout this book we have described
the most commonly observed math pattern: no sex differences in math until
early adolescence (middle school), at which point effect sizes favoring boys
start growing and continue to grow throughout high school and beyond,
especially among the highest-scoring students. Most studies of nonselect
samples44 reveal that girls are, if anything, more likely to excel over boys in
math until third or fourth grade. Among high-scoring students, boys outper-
form girls on math tasks starting in third to sixth grade.45 Leahey and Guo46

found that sex differences in math were most pronounced among the high-
scoring elementary school students through high school, and Reis and Park47

reported that boys exceeded girls in math scores from eighth grade to post–
high school. Finally, Benbow48 found that boys and men outnumber girls
and women in both the high-ability and low-ability groups in mathematics
from early adolescence through adulthood, particularly in the highest scoring
groups.

In contrast to the above studies, several studies have found boys excelling
at math very early—upon entrance to kindergarten. Penner and Paret49 used a
nationally representative sample of children entering kindergarten who were
followed through fifth grade. They found that at the right tail (top 5%) boys
exceeded girls by approximately a sixth of a standard deviation on stan-
dardized math tests at the beginning of kindergarten, and maintained this
advantaged (roughly) through fifth grade. Interestingly, they found the male
advantage for Caucasian, African American, and Asian children but not for
Latinos because Latinas actually outscored male peers. The male advan-
tage was most pronounced among Asian children. Finally, and somewhat
surprisingly, the male advantage was largest among the most educated fam-
ilies. Note how nonparsimonious biological explanations must be in order
to explain such a complex pattern of ethnic and social class differences.
It is not obvious what the driving force is, but plausibly it resides in the
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homes/cultures of these families rather than in genetic differences between
the groups.

So, with some qualifiers, it seems safe to say that early sex differences
in math achievement are neither large nor always in favor of boys. Around
the onset of adolescence we see the start of a reliable male advantage, but
mainly on so-called aptitude tests such as the Scholastic Assessment Test-
Mathematics (SAT-M). On math grades, girls continue to do as well as or
better than boys, an advantage they maintain to the end of college.



8
Conclusions and synthesis

“I’m having trouble managing the mansion. What I need is a wife.”
—Ella Grasso, former governor of Connecticut

In attempting to answer the question, “Why are there so few women in
mathematically intensive STEM fields?” we have waded through an unwieldy
literature on sex differences that is filled with contradictions. We have ana-
lyzed evidence across many domains: the cognitive psychology of mental
rotation, the social psychology of stereotypes, personal preferences, discrim-
ination, hormonal bases of behavior, econometrics of hiring and promotion,
and cultural comparisons of mathematics achievement. Readers may now ask
whether a “bottom line” can be presented that does justice to the substantial
and often inconsistent literature bearing on this question.

We begin by explaining why we do not endorse the strong biological
position that claims hormones, brain organization and volumetric capac-
ity, evolutionary selection pressures, or genes can account for most of the
observed sex differences in math-intensive careers. Following this, we then
explain why we do not endorse the specific environmental explanations that
are typically touted. Finally, we describe what we think accounts for more of
the sex imbalance than either of these strong positions. To foreshadow our
conclusion, we believe that the entire corpus of research reduces to a single
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large effect coupled with a host of smaller effects. The largest effect con-
cerns women’s choices and preferences—their preference for nonmath careers
over careers in engineering, physics, mathematics, operations research, com-
puter science, and chemistry, and their choices having to do with fertility
and its ramifications for work. These preferences and choices exist even
among women who are highly talented in math; that is, they prefer to work
in nonmath fields from an early age and they choose to start families at
times that jeopardize career progress as they advance through ranks in all
fields but particularly in some of the most math-intensive ones. Although
the smaller effects (such as spatial and math ability, hormones, stereotype
threat, biases) are nontrivial and do have an role in the sex imbalance, they
are much less potent than the preference/choice factor in explaining why
so few women are succeeding in math-intensive careers. Thus, our synthe-
sis leads to a down-grading or even rejection of many of the claims that
have been made. In the following pages we flesh out the justification for this
conclusion.

ARE BIOLOGICAL CONSTRAINTS THE CULPRIT?

Let us take on the strong “biological constraints on cognition” position first.
We do not believe the data we have presented in this book are consistent
enough, at least at this time, to claim that the dearth of women in mathemat-
ically intensive STEM careers is a consequence of biological sex differences
(hormones, brain organization and capacity, evolutionary selection pressures)
impeding women’s aptitude at math—either directly by their effects on brain
functioning or through the mediation of spatial cognition, or indirectly via
their influence on preferences or motivation. In our long scientific article with
Susan Barnett we cite more of the evidence for this view; we stick to the most
critical evidence here.

Importantly, there is too little consistency across studies and epochs to
support a strong causal connection between biology and cognitive outcomes.
In addition to the inconsistent demonstrations of neural and hormonal influ-
ences on mental rotation and mathematics ability reviewed in Chapter 3, the
alleged role of math and spatial aptitude in the dearth of women in STEM
is also problematic for a number of other reasons. There are substantial sex
asymmetries at the extreme right tail on math aptitude that favor boys and
men, at least as indexed by timed (often multiple-choice) tests such as the
SAT-M and GRE-Q. Even though the magnitude of these gaps has shrunk
often dramatically over time, they are still sizable by adolescence, despite the
fact that there do not appear to be consistent sex differences among preado-
lescent children1 with some notable exceptions.2 However, it is not clear what
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the inconsistency, along with the lack of reliable sex differences among young
children in math, means.

An assumption often implicit, but sometimes explicit, is that spatial abil-
ity underlies advanced mathematics3; that girls’ presumed deficits in spatial
skills involved in rotating three-dimensional figures constrain their ability to
do well on advanced mathematics (e.g., see Friedman, 1995). This may well
be true, but more and better evidence is needed to make this case. And studies
specifically targeting the extreme right tail are needed. Most of the pertinent
hormone and brain research has focused on the general population (all ele-
mentary school students, all college students), and is not focused on those
who score at the extreme right tail. Finally, even among women who are at
the extreme right tail of the mathematics distribution, far fewer go into math-
intensive careers than do men with comparable math talent. Recall an earlier
argument that if high math talent was responsible for the shortage of women
in these careers, then we would still expect about 30% of math-intensive sci-
entists to be women. This is because the ratio of men to women among the top
1% of the math distribution is 2.06—roughly 30% women. Nowhere near this
level of representation of women is found in fields like engineering, physics,
operations research, chemistry, computer science, and so forth.

What we do know is that, although there are often pronounced male
advantages on rotation of three-dimensional objects even in infancy, there
are no consistent sex differences among children in other types of spatial
cognition, such as figural disembedding, spatial location memory, rotating
two-dimensional figures, and so forth.4 The mathematics tests that demon-
strate the largest sex differences (SAT-M, GRE-Q) are mostly atheoretical,
and adding or removing items from them may elevate or reduce their valid-
ity in ways we do not understand. They are quite heterogeneous in content,
with boys outperforming girls on some types of problems, and the reverse
being true for other types. It is possible that scoring in the top 1% or even
the top 0.01% is an advantage in becoming a successful mathematical scien-
tist, but the only relevant evidence for this is indirect. Ronald Nuttall et al.5

showed that sex differences in various-ability groups’ SAT-M scores disap-
peared when their mental rotation ability was statistically controlled, but the
latter remained an important predictor even after their SAT-M scores were
controlled. This strongly suggests that spatial cognition may play an impor-
tant role in sex differences in math aptitude as indexed by the SAT-M. But
the question remains as to whether there is a threshold SAT-M score needed
to be a successful STEM scientist. Additionally, the question remains open
as to the causal route by which spatial cognition exerts its effect. And, again,
many women who do score at the right tail choose not to go into mathemat-
ical careers for reasons that seemingly have little to do with mathematical or
spatial ability. So, we think that sex differences in mathematical and spatial
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ability may play a role in the underrepresentation of women in math-intensive
fields, but a decidedly secondary one.

Wise et al.6 studied the role of spatial ability in a sample of 1,100 high
school students, following them from freshman through senior year of high
school. They discovered that spatial ability in freshman year predicted par-
ticipation in future math courses for boys, but not for girls. This is relevant
because virtually 100% of the difference in math aptitude in twelfth grade
was predicted by participation in elective math courses throughout high
school. And the biggest predictors of taking elective math classes were ninth-
grade mathematics aptitude and interest in math/science careers. But this
was not because participation was a strong predictor of twelfth-grade math
achievement—that is, it was not due to mathematically precocious students
taking more math courses, and boys being more mathematically precocious.
In fact, there were no sex differences in math aptitude among ninth graders.
As in other studies, sex differences in math did not show up reliably before
adolescence. Is this because of societal forces such as stereotypes and cultural
beliefs? Is it because the math becomes more complex around this time? Or,
is it because sex differences in math only are revealed when the test strains
the system, as was suggested by some authors when sex differences in spatial
ability failed to materialize?

It would be helpful to have direct longitudinal evidence that SAT-M scores
in the top 1% or 0.1% represent a threshold for success in math-intensive
careers. Doubtless some STEM scholars will be shown to have had lower
SAT-M scores, but how aberrant are they? Many7 appear to think STEM scien-
tists with low math-aptitude scores are not aberrant. But as we argued earlier,
we are doubtful that this is the case. Nevertheless, we note that girls are doing
very well in advanced math courses, including geometry and calculus, even
if their SAT-M scores lag behind those of boys at the right tail. And the gap
between some foreign girls and U.S. and Canadian boys is sometimes larger
than the domestic gender gap, suggesting that a closer look at the right tail in
those cultures is warranted. Relatedly, foreign women occasionally represent
much higher proportions of the STEM workforce than do American women.
As we noted in an earlier chapter, only 20% of the female faculty in the top
five mathematics departments are born in the United States, and they hail
largely from the same countries that place a large number of girls in interna-
tional math competitions (e.g., Romania). Although this does not obviate the
possibility of biological differences, it more plausibly suggests that cultural
mechanisms are at work.

In sum, the strong biological position is riddled with conflicting findings
and claims. As alluring as the depictions of the link between male hormones
and spatial ability are (e.g., demonstration of male rats’ spatial superiority
disappears following castration or the injection of testosterone into new-
born female rats8), the evidence linking biology to the underrepresentation
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of women in mathematical fields is weak and unpersuasive. As we have
noted already, it is possible that hormones and brain organization may play
a secondary role, but other factors emerge as stronger candidates for a pri-
mary causal role. The key issue remains as to whether the math competencies
indexed by scoring at the extreme right tail of the SAT-M or GRE-Q distribu-
tion are critical to STEM success. Finally, if biological/cognitive constraints
were a major source of sex differences in math-intensive careers, it would be
unclear why so many women manage to outperform men on math grades, get
graduate degrees in mathematics, and so on. So, we conclude that there is
enough evidence to believe that biological differences between the sexes may
account for a small part of the sex imbalance in STEM careers, but to date
there is no persuasive evidence that such differences are a major explanatory
variable. And as will be seen, there are nonbiological explanations that appear
to account for sex differences in math-intensive fields more parsimoniously.

IF BIOLOGICAL DIFFERENCES ARE NOT THE MAJOR CAUSE, ARE SEX
DIFFERENCES IN SOCIALIZATION THE CULPRIT?

Here we take on the strong “sex differences are mainly the result of cul-
tural/socialization” position. On this side, the evidence seems to range from
weak to modest, with the result being that this, too, is not a very compelling
explanation of sex imbalances in math-intensive careers. It asks too much of
readers to accept that pervasive gender stereotypes, lack of parental encour-
agement, early toy use, and discriminatory teacher behaviors are a major
cause of the lack of women in math-intensive STEM careers. How could such
stereotypes be influential, given that girls elect to take as many advanced math
courses as boys—and get better grades in them? And how can this position
explain the fact that the pipeline leading up to receipt of PhDs in mathemat-
ics contains many women (recall that 48% of current majors in mathematics
are women), if such stereotypes were operative during women’s formative
years?

Finally, although some evidence exists showing that parents encourage
boys more than girls to achieve in math and science, other evidence, including
the strongest in our view, indicate either that parental encouragement can-
not explain sex differences in math achievement9 or even that it is inversely
related to it. Readers may remember that Penner10 found that the gap at the
right tail in math is greater among girls who report that math achievement is
important to their parents than it is for girls who report their parents are less
concerned about math. An observer from another planet, scanning the evi-
dence, might think that boys must surmount negative stereotypes about their
poor math ability that accrue from years of witnessing girls outperform them
in math classes.
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Also, it is not obvious that adolescents (at least not today’s) are always
aware of stereotypes about gender and math.11 As we saw, cultures not known
for their egalitarian attitudes toward women manage to prepare a greater ratio
of women for some math-intensive fields (particularly computer science) than
do cultures priding themselves on gender equity. And cultural explanations in
terms of gender egalitarianism dissolving the sex gap in math are problematic
as was pointed out in Chapter 7. Recently, Richard Lippa and his colleagues
reported an interesting analysis of sex differences in mental rotation that we
briefly mentioned in an earlier chapter, showing that males in 53 nations out-
performed females. Missing from that discussion was the finding that the
magnitude of the sex differences was positively associated with nations’ gen-
der equality and economic development, meaning that male advantage was
greatest in those nations deemed to be the most gender egalitarian and most
developed. This finding held up even after Lippa and his colleagues controlled
for education levels and age. Finally, many common-sense arguments about
the presumed influence of the environment turn out to be untrue. We men-
tioned that Penner12 showed that sex differences at the right tail became more
pronounced for girls whose parents valued math achievement, compared to
those who said their parents did not value math achievement, and another
finding by Penner and Paret13 revealed that sex differences in math were
greatest among educated families, a result that could be understood in terms
of a gene–environment relationship but not in terms of a simple main-effects
environment argument.14

There are many such peculiarities in the literature, and it is problematic
to “cherry-pick” the findings that accord with our intuitions and beliefs and
ignore the findings that do not. They pose fascinating challenges for various
theories—such as stereotype threat—because one would assume that the gen-
der egalitarian societies are those that engage in the least negative sex-typing,
yet they are the ones that produce the largest sex differences on mental rota-
tion and mathematics tasks. (We should hasten to add that there are ways to
reconcile these seemingly opposite findings, but they require a host of post
hoc assumptions that render them unpersuasive.) So, the bottom line is that
the strong cultural/socialization position is at odds with too many forms of
counterevidence to be a major contributor to sex differences in math-intensive
STEM careers, although, as was the case for the biological position, there is
sufficient evidence to accord it a secondary role in the shortage of women in
these careers.

If neither the strong biological/cognitive position nor the strong cul-
tural/socialization position seem compelling as major explanatory factors for
the dearth women in math-intensive careers, what can explain it, short of some
amalgam of a large number of weak biological and cultural mechanisms?
Personal choices and preferences are the most apparent explanatory factors.
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We have described much of this evidence previously, but will reprise some of
it below.

A number of recent analyses show that the probabilities of landing a tenure-
track job and being promoted are similar for both men and women, as are their
salaries, once adjusted for observables that explain salary such as years on the
job, type of university, and field. What this means is that these observable fac-
tors that affect for salary and promotion differences that are not biased against
women, nevertheless tend to work against women. But this is not because they
are women, but because women are more likely to be more recent PhDs (hence
paid less than more senior PhDs), work at small colleges (which pay less than
big research universities), and work in fields that are not as highly remuner-
ated (the humanities as opposed to engineering and business). One need not
invoke sex discrimination as a major cause of such salary differences because
men possessing these characteristics (e.g., working at smaller colleges or hav-
ing fewer years of work experience, or working in the humanities) earn the
same as women with these characteristics.15

However, there is one intrinsic factor that works against women that is
quite pronounced. It has to do with the personal career penalty associated
with having children early in one’s career, which is much greater for women
than men. Schiebinger and others suggested that marital patterns discourage
women from persisting on the road to high-level science and engineering
careers, and a great deal of survey data accord with this view. However, this
mechanism applies just as much to women in nonmath fields as to those in
math-intensive ones. Women have babies and defer their careers to their part-
ners’ careers in all fields, but it is in math-intensive fields where they are most
underrepresented. So, what is it about these careers? Before directly delving
into this question, there are some missing pieces of the puzzle that need to be
mentioned.

Is the child penalty a result of personal choices women freely make—to
care for children or defer their own career aspirations to those of their part-
ners? Some argue that these are culturally coerced decisions that women—but
not men—are required to make. This may be true, but if so, women are
nevertheless parties to these decisions, and many women resist these pres-
sures. Some women, after earning a doctorate, candidly admit they place
greater priority on raising their families than on their careers, and are most
eager to find a job that can be adapted to their family values. (This is a
reason that many women enter teaching fields so they can be home when
their children arrive after school and in summers.) Men are far less likely to
express such values. It is beyond the scope of this book to probe the origins
of these value differences, except to the extent that they bear on the ques-
tion of discrimination. Although no single factor is able to account for the
underrepresentation of women in STEM fields, it is the factor of personal
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family-oriented choices—as opposed to overt discrimination or enculturation
of stereotypes or biologically based cognitive limitations—that seems most
potent as a reason why fewer women pursue tenure-track careers in all fields,
not just those that are math intensive. Timing of fertility decisions wreaks
havoc on even the best-laid plans, and female doctorates in all fields run up
against the ticking biological clock.

Coupled with the timing of fertility decisions is women’s greater prefer-
ence for careers that are more organic and socially oriented. The evidence
we reviewed from several large surveys makes clear that women who have
very high levels of mathematical aptitude are far more likely to state their
ideal career is medicine or biology, for example, than physics or engineering.
The reverse is true of males. And women who choose to enter math-intensive
fields have the highest rates of attrition from their careers as they become
more senior. Thus, fewer women score at the right tail of math, which proba-
bly deters many from applying to and getting accepted by fields that are math
intensive; and disproportionately more of those who score at the right tail pre-
fer nonmath careers. And finally, there is higher attrition among the subset of
women who do choose math-intensive careers than is characteristic of men
who choose these careers.

IS THE PROBLEM RESTRICTED TO MATH-INTENSIVE FIELDS?

As already mentioned, one problem with the argument that family-driven
choices and fertility decisions are major factors in the sex imbalance in math-
intensive fields is that family-oriented choices confront women in all fields.
However, they take a greater toll in fields where women are underrepresented,
because they whittle down a pool of potential contributors that is low to begin
with. For example, even though some women choose to prioritize the needs of
their families (often choosing to start families while pretenure) in the social
sciences, medicine, law, and humanities fields, it takes a smaller toll on these
fields because there are small or no gender gaps among new doctorates in
them. Even if half the women earning doctorates in these fields opted out of
tenure-track careers (an exaggeratedly high estimate), the high numbers of
those that remain would still be formidable.

One can posit reasons for why women’s underrepresentation in certain
fields of science might be greater than in these other fields. Perhaps launching
a career in a lab science requires greater rigidity in conforming to schedules?
But these potential explanations are post hoc and probably wrong. Bear in
mind that the gender gap in the biological sciences is much less pronounced
than it is in math-intensive fields, yet the lab requirements would seem to be at
least as demanding of rigid conformity as launching a career in mathematics.
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However, even in fields that are not math intensive, where there is sex
equivalence in new doctorates—medicine, psychology, veterinary medicine,
and law, for example—women are not found in the top positions commensu-
rate with their numbers. If 67.8% of PhDs in psychology have been awarded
to women in the most recent decade, only 48.5%) of newly hired assis-
tant professors have been women (and an even smaller proportion are full
professors—29.5%), and this remains true even after adjusting for the sub-
fields in which they earn their doctorates (mostly in clinical, developmental,
and neuroscience subfields). So, perhaps there are multiple forces at work,
some tilting women away from math-intensive careers even when they have
the mathematical talent to succeed in them, and others tilting them toward
lower rungs on the career ladders within these non math-intensive fields where
they are more numerous.

In this regard, it would be interesting to know whether the abundance of
female physicians translates into proportional numbers of female deans of
medical schools, center directors, or high-level veterinary school adminis-
trators. As we describe below, some internal studies of the nation’s leading
medical training institutions reveal higher attrition among female profession-
als. Even among the women who remain in the field, there is some suggestion
that many are stalled at lower rungs of the career ladder, while men rise to the
leadership positions—even when they are numerically in the minority. For
example, as noted in an earlier chapter, men are disproportionately in lead-
ership positions in nursing and restaurant cooking, despite women being the
majority in these fields.16

It would also be important to know whether a disproportionate number of
the women who flocked to careers in medicine, law, psychology, and so on
have opted to work part time because of family needs. If so, then nonmath-
ematical fields in which women have made strides in recent years may not
be that different from those that are math intensive. Even though women are
entering some nonmathematical STEM science fields at very high rates, per-
haps they are nevertheless affected by the “high-powered job hypothesis” in
these fields, leading to greater selection of part-time work, more dropping out,
and an underrepresentation of women in top leadership posts.

Consider the field of medicine, where half of all new MDs are female. Data
from the University of Pennsylvania Medical School are suggestive. Readers
may remember from our earlier discussion that female full professors in biol-
ogy, chemistry, and psychology within the Penn Medical School had fewer
square feet of research space assigned to them, with women’s space averag-
ing only 84% of that given to male full professors when the net square foot
of research space per $1,000 of grant income was calculated. However, far
more ominous than such space differences is the differential rate of leaving
tenure-track positions for personal reasons. As we saw, within the clinical
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departments of the Penn Medical School, there is a collision course between
work and family life that leads to more women leaving the faculty over time.
Women constitute only 18% of senior faculty (full and associate professors)
on the clinician educator track, and only 9% of the senior faculty on the tenure
track.17 Although pipeline issues might be responsible for some of this sex
difference (smaller numbers of women getting MDs 30 years ago, hence fewer
in the tenure track stream making its way to full professorship), the differen-
tial dropout rate of women versus men is also party responsible, with female
assistant professors’ dropout rate of 16% being much higher than men’s 9%.
So, of those young men and women earning doctorates who are hired by the
Penn Medical School, women leave the tenure track at nearly double the rate
as do men. They do not do so because of smaller space or salary, because
younger women are at parity in these categories. They drop out for personal
reasons, mostly family needs.

A recent history of progress in earning doctorates can be misleading.
In 1960, only 5% of medical students in the United States were women,
whereas today, women comprise approximately 50%. But the problem is far
from being rectified. As Hamel et al. note, despite the gains, women who enter
academic medicine have been less likely than men to be promoted or to serve
in leadership positions. As of 2005, only 15% of full professors and 11% of
department chairs were women.18 And something similar may be true in all
fields, not just the math-intensive ones. Even in the humanities, Haslanger19

reports that only 18.7% of the tenure-track faculty in the top 20 philosophy
departments are women. In cell and molecular biology, fields where women
obtain nearly half of all PhDs, women are more likely to drop out of the
pipeline at multiple points—as postdoctoral associates, as assistant profes-
sors, and as associate professors. Ultimately, only 17.4% of full professors
are women in the biological sciences.

This indicates that when explaining the dearth of women at the very top
of the fields (as opposed to the rates of newly hired women), the situation
in math-intensive STEM fields may be more the norm than the exception
in nonmathematical fields, as well. The situation is exacerbated in the math
fields by a confluence of factors we have mentioned: (1) fewer women scor-
ing at the right tail in math, which reduces their chances of acceptance into
math-intensive graduate fields for which the GRE-Q scores are an impor-
tant consideration for admission; (2) fewer women who do score at the
right tail in math preferring to enter mathematical fields even though they
have the mathematical aptitude to be successful, preferring instead more
organic, people-oriented fields; (3) fewer women opting to compete for
tenure-track posts upon receipt of their doctorates; (4) more women leav-
ing the field for family reasons; and (5) more women leaving the field as
they advance, for career changes. Note that none of these factors entails
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overt discrimination against women. But that possibility, although unlikely
to be a major factor, may nevertheless be a small contributor to the dearth
of women in math-intensive fields, because there is evidence that senior
women in physics are underpromoted. Where evidence for discrimination
exists, it centers not on younger women, but on senior ones, who tend to
be paid less and to be overlooked for leadership positions vis-à-vis men and
younger women. Below we review briefly some of the evidence for these
claims.

In her 2007 presidential address to the Association for Women in Science,
Phoebe Leboy reviewed 20 medical schools, pointing out that female assistant
professors lagged in the PhD pool in their disciplines from a decade earlier by
10%–15%. In other words, the number of women in the PhD pipeline did
not predict the proportion of women hired as assistant professors on tenure
track within the next decade. For example, in 1994–96 women comprised
45% of all PhDs awarded in the biomedical sciences, but just 29% of the
tenure-track assistant professors hired within the following decade. The pro-
portion of women in senior faculty positions at Harvard still averages only
13% across all disciplines, not just math-intensive fields,20 suggesting that
women’s underrepresentation in math-intensive fields is merely an exagger-
ated form of a problem that can be seen in nonmath fields. For instance,
according to recent data from the American Institute of Physics,21 only 5% of
full professors in physics are female. However, Ginther and Kahn’s 2006 anal-
ysis shows that women are currently hired and promoted, including promoted
to full professor, at rates similar to men, once fertility decisions are taken into
account—although as we have seen, fertility choices are a large and important
source of sex differences. This leads to the conclusion that the underrepresen-
tation of women in math-intensive STEM fields will continue well into the
future, because the numbers of female PhDs in the pipeline leading into these
fields does not approach parity with men, whereas in other fields mentioned
(like psychology, medicine, philosophy, and biology), the female pipeline
does approach or exceed parity.

So there is some evidence for the underrepresentation of women in lead-
ership positions in non-STEM fields, but the problem is exacerbated in
math-intensive fields, even at junior levels. Therefore, we are suggesting that
STEM versus non-STEM women are two overlapping groups. The magnitude
of the problem is greater in math-intensive STEM fields because of the con-
fluence of factors described above. This is precisely why there has been such
intense interest in women in math-intensive fields on the part of the federal
government and research agencies (for example, National Science Founda-
tion [NSF] initiatives such as ADVANCE, which has awarded tens of millions
of dollars to universities to increase the representation of women across all
levels, from newly hired to senior leadership).
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TABLE 8.1. Among mathematically talented students expecting to major in the sciences,
the specific fields of the expected undergraduate major.

FIELD MEN WOMEN d

Engineering 43.4 22.9 0.43
Mathematics 15.9 21.1 –0.13
Biological science 13.4 23.4 –0.26
Computer science 8.3 6.0 0.08
Medical science 3.6 12.9 –0.34
Physical science 8.8 1.4 0.41
Chemistry 5.0 8.0 –0.12
Earth science 1.2 2.3 0.08
Agricultural science 0.4 2.0 0.10

Source: Adapted from Webb, R. M., Lubinski, D., & Benbow, C. P. (2002). Mathematic facile ado-
lescents with mathematics–science aspirations: New perspectives on their educational and vocational
development. Journal of Educational Psychology, 94, 785–794

SEX DIFFERENCES IN PREFERENCES IS AN IMPORTANT PREDICTOR

Returning to the factors listed previously, personal preferences emerge in a
variety of surveys as a major impediment to women from reaching parity in
certain fields. One of the most robust findings has been that women at all lev-
els of math aptitude do not prefer math-intensive careers in anywhere near
the numbers that men do. As we have alluded to repeatedly, among men and
women of comparably high mathematical prowess, men are far more likely to
go into math-intensive careers, and women are more likely to enter biomed-
ical careers. As can be seen in Table 8.1, female high school students who
are highly math talented expect to major in biomedical fields, but also in
chemistry and mathematics (fields with minus signs indicate greater female
interest; fields with positive signs indicate greater male interest). This is one
of the most robust findings in the literature—women’s and men’s differing
career interests, independent of their math ability. Strenta et al. canvassed
thousands of science majors at four select universities (Brown, Yale, Cor-
nell, and Dartmouth), and found that women were significantly more likely to
switch out of science majors after entering college.22 The sole field in which
there were no sex differences in dropouts from undergraduate science pro-
grams was biology. Strenta reported that, in addition to various social factors
that predicted switching out of science (aggressive or competitive climate was
a turn-off to many women), there were two important cognitive factors: lower
grades in science courses and lower SAT-M scores. Women disproportion-
ately dropped out of science after the first year of college due to poor grades
in basic science courses.
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The preference picture plays out in other ways, one of the most interesting
of which is that women with high math talent often have more options than
men with comparable math abilities. This is because high-math-ability women
possess cognitive profiles that are more balanced. Park et al.23 found that if
two individuals have equivalent mathematics skills, but one also has high ver-
bal skills, the individual with the high-mathematics/high-verbal profile will
achieve less vocationally in STEM fields than will the high-mathematics-only
individual. In other words, those who can only do mathematics at a very high
level, end up doing mathematics—but those with multiple extreme talents may
choose to do something else, such as law, business, or literature. This could
also lead to a sex difference in STEM fields, independent of any difference in
mathematics ability, because women with high math ability are significantly
more likely to also have very high verbal skills, as David Lubinski et al. have
shown.

In summary, multiple factors of unknown relative magnitude (listed here
in alphabetical order) potentially contribute to the lack of women across all
fields: biological differences (hormone), cognitive differences, discrimination,
personal preferences, profile balance, social practices/cultural beliefs, and
structural aspects of higher education (such as female-unfriendly timing of
tenure decisions and lack of opportunities for part-time work that segues into
tenure-track positions). In some situations, structural aspects that disadvan-
tage women may be unfortunate but nevertheless justifiable, while in others
they may be unnecessarily ungenerous and disadvantageous to women. In all
cases, small initial differences, whether in cognitive, social, or other domains,
can potentially multiply into larger effects.

Regarding the relative paucity of women at the extreme right tail of STEM
fields, the popular conception of the problem may be exaggerated. This is
because of cohort issues (a focus on older data that no longer are applica-
ble) and measurement issues such as an emphasis on aptitude tests rather
than other measures of performance such as grades, and it also is due to
superficial factors such as stereotype threat exaggerating sex differences in
scores beyond what exists when math ability is assessed in gender neutral
contexts.

Moving from all fields to the most math-intensive ones, the factors that
contribute the most to the dearth of women is personal preferences and fertility
choices: Women express less interest in many math-intensive fields, such as
engineering, computer science, and physics. Even among the women whose
math ability is in the extreme right tail of the ability distribution, there is
greater desire to enter more organic, social professions that impact people
rather than things. The Canadian journalist and psychologist Susan Pinker24

relates several anecdotes about her neighbors to make this point dramatically,
with one tenured professor of computer science opting to leave her field to
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enter another that she found more exciting and people oriented. Many readers
no doubt have their own anecdotes that accord with her opinion.

To some, the fact that a woman possessing extreme levels of math abil-
ity chooses not to enter a math-intensive career is a missed opportunity, a
wasted gift. Federal programs seem to implicitly make this assumption, with
their programs aimed at recruiting more women into these underrepresented
fields and mentoring those already in them. However, often overlooked in
these discussions of “wasted talent” is the fact that women who could be
successful in math-intensive STEM fields, but are not, have not fallen off
the face of the earth. These women are often doing other things that are
worthwhile, whether in a different career or by rearing a family. There is
an often-overlooked opportunity cost to getting more women to switch into
math-intensive STEM fields from their other pursuits. Actively promoting an
increase in the number of women in these jobs, as opposed to simply pro-
moting equality of opportunity—without taking into account what else these
women will not therefore be doing—may give a misleading impression of the
value of such an effort.25

WOMEN’S DESIRE FOR GREATER BALANCE LEADS TO CALLS FOR
CHANGE IN ACADEMY’S CULTURE

Given the enormous demands that high-level careers place on those who pur-
sue them and the time commitment required of those women who choose
to be actively involved in raising children, it may be more fruitful to take
as a starting point for discussion the incompatibility for many people of the
two endeavors—career and family—as they are currently structured. Next,
we should ask how women have attained the remarkably high levels of success
they have in some professions, such as medicine, dentistry, law, veterinary
medicine, psychology, and biology which make enormous demands on time
away from home. Answering this question might give society a mechanism
for opening up more opportunities instead of searching only for biological,
socialization, or discriminatory reasons for why there are disproportionately
fewer women at the top of some fields.

One obvious difference about the careers in which women have reached
or exceeded parity is that they allow women to move in and out of full-
time employment with relative ease, if not without penalty. As we remarked
in an earlier chapter, although women may be less likely to achieve the
level of partner in law firms or associate in medical practices, or to be
co-owners of veterinary or dental corporations if they opt for part-time work
while their children are young, at least they do not have to abandon their
careers altogether, as might be the case if they were a professor who moved
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from full-time, tenure-track work to part-time teaching. Leaving tenure track
usually precludes returning to it, unlike the nonacademic professions that pro-
vide greater flexibility, albeit possibly at the expense of making full partner.
Research shows that women are significantly more interested in the flexibility
of moving between part-time and full-time work than are men. Not all women,
of course, but disproportionately more so than men.

Figure 8.1 illustrates this point with survey data from Lubinski et al.26 As
can be seen, female and male graduate students both express the desire for
full-time work when they finish their doctoral training, but later, twice as
many women prefer permanent part-time work, and over three times more
prefer part-time work for a limited period of time. Specifically, 31% of Lubin-
ski et al.’s female graduate school respondents said a part-time option was
“important” or “extremely important,” compared with only 9% of graduate-
student men. The same survey asked how many hours respondents would
work in their ideal job, and again, women reported they would work fewer
hours per week in such jobs.

Benbow et al. have reported data on the amount of time that nearly two
thousand 33-year-olds, who during their adolescence were in the top 1% of
quantitative ability, claim they typically devote to their current jobs and the
amount they would devote to their ideal jobs. By the age of 33, roughly
twice as many high-aptitude men report working at their jobs 50-plus hours
per week, and approximately three times more women report working less
than 40 hours. Lubinski and Benbow reported a similar sex difference in
another study of several hundred profoundly gifted participants scoring in
the top 1 in 10,000 on either the SAT-M or SAT-V, leading to their sugges-
tion that “one only needs to imagine the differences in research productivity
likely to accrue over a 5- to 10-year interval between two faculty members
working 45- versus 65-hour weeks (other things being equal) to understand
the possible impact.”27 Their findings have been replicated on two indepen-
dent cohorts that are even more mathematically and verbally exceptional28: a
group of approximately 700 top mathematics/science graduate students iden-
tified in their mid-20s and tracked for 10 years and a group of approximately
400 profoundly gifted participants identified before age 13 and tracked for
20 years.

None of this should be surprising to anyone familiar with Catherine
Hakim’s surveys we discussed in Chapter 2. Recall that she found that only
approximately 20% of women in these surveys prefer work-centered lifestyles
in which the main commitment is to career rather than family. Anecdotal evi-
dence suggests that this 20% of work-centered women work every bit as long
and hard as work-centered men, and enjoy the same level of success as men.
But far more men prefer this kind of work-centered lifestyle. Approximately
60% of women prefer what Hakim refers to as “adapted work lifestyles”
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where employment can be meshed with family and personal goals (e.g., being
a teacher allows a parent to be home when children get out of school and dur-
ing their summer vacations). Both men and women with this lifestyle put in
fewer hours at their jobs. Because more women are in this category they skew
the number of hours worked per week for women, as does the higher per-
centage of men in the work-centered category skew the male hours worked
per week.

One response to such findings has been to challenge the values underly-
ing a work-centered existence—in essence, to change the very culture of the
academy. Some commentators have argued that male-centered values such
as competitiveness and single-minded obsession on research are inimical
to family and personal values and should not be celebrated and rewarded.
On October 17, 2007 when the Subcommittee on Research and Science
Education of the U.S. Congress met to discuss the topic of women in sci-
ence, Donna Shalala, co-author of the National Academy of Sciences report
“Beyond Bias and Barriers: Fulfilling the Potential of Women in Academic
Science and Engineering,” testified that women in the academy faced a hos-
tile climate, replete with male values of competiveness that “clearly calls for
a transformation of academic institutions. . . . Our nation’s future depends on
it.” Other speakers testified about the hidden sexism of the obsessive and
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FIGURE 8.1. Sex differences in lifecourse preferences. Code: 1 = Grad students report
full-time career was important or extremely important; 2 = Subsequently report they prefer
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competitive work ethic that women find repulsive, according to one speaker.
Commenting on this testimony, the philosopher Christina Sommers noted
“The list of cultural norms that appear to disadvantage women . . . includes
the favoring of disciplinary over interdisciplinary research and publications,
and the only token attention given to teaching and other service during the
tenure review process. Thus it seems that it is not necessarily conscious bias
against women but an ingrained idea of how the academic enterprise ‘should
be’ that presents the greatest challenge to women seeking academic [science
and engineering] careers.”

We end this chapter by making explicit the goal of those calling for a
culture-shift in the academy. Some of the proponents of gender equity in
STEM fields have gone beyond calls for removal of discriminatory treatments
and better mentoring of young women, to demands to abolish the obsessive
and competitive work ethic of successful scientists that universities reward.
This is because women remain underrepresented in these fields even in the
absence of discriminatory hiring and promotion practices, and women have
flourished in fields with few female role models and mentors (women have
gone from under 10% of veterinary medicine degrees in the 1960s to approx-
imately 77% of the seats in current veterinary programs despite few female
role models to foster this explosion in enrollment). Something beyond ending
discrimination and providing female role models and mentors will be neces-
sary to close the sex gap in math-intensive fields. Calls for a “culture shift”
have been offered to achieve this. However, rarely is what is meant by a culture
shift made explicit. Again, Sommers words: “Most scientists have no idea of
the power and scope of the equity crusade. The business community and cit-
izens at large are completely in the dark. This is a quiet revolution . . . . intent
on radically transforming society to achieve egalitarian ideals.” Sommers cites
several leading proponents of the culture shift who want to increase the rep-
resentation of women by altering the behavior of successful scientists whose
alleged ‘obsessive work habits, single-minded dedication, and intense desire
for achievement,’ are claimed to marginalize women and even compromise
good science. She quotes one proponent who wrote, “If we continue to empha-
size and reward always being on the job, we will never find out whether
leading a balanced life leads to equally good or better scientific work.”

The point of spelling out the goals of the culture-shift position is to inform
readers of the dilemma that some gender equity proponents have confronted:
none of the obvious, reasonable proposals to increase the representation of
women in fields such as physics, computer science, and engineering will result
in the desired sea change because men and women differ on average in their
desire for work-centered careers. The types of blatant sex discrimination that
everyone agrees should be stamped out is no longer able to explain the dearth
of women in STEM fields. For example Shalala writes in the Preface to the
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NAS report of her experiences as a graduate student in the 1960s and as
a young professor: in each case, a male department chair told her that she
wouldn’t be getting any fellowships or a shot at tenure because women were
a “bad investment.” Today, such behavior is rare and cannot account for the
underrepresentation of women. Something more fundamental than stamping
out blatant sexism is needed to increase the presence of women in math-
intensive careers. Toward that end, some have concluded that the nature of
work-centered careers must be changed so that those who are rewarded and
promoted for the single-minded obsessive pursuit of research at the expense of
greater balance be prohibited from such pursuit. However, as Sommers puts it:
“A world where women (and resocialized men) earn Nobel Prizes on flextime
has no relation to reality.”



9
What next? Research and policy recommendations

“A science career for women is now almost as acceptable as being a
cheerleader.”

—Myra Barker

Readers may recall research described in Chapter 2 showing that women
biologists conduct higher-impact work than their male counterparts when
assessed later in their careers (17 years post-PhD).1 Clearly, these older biol-
ogists may represent more of a select group than today’s average biologist.
Nevertheless, it seems justified to probe the differing life courses of women’s
versus men’s careers, to see how the timing of the current tenure and promo-
tion system may be denying society and science the services of some talented
women. If women in STEM fields make greater impacts and do more impor-
tant work later in their careers, once the bulk of childrearing is complete, and
if this work can be shown to compare favorably with that of male colleagues,
then at minimum our institutions should be investigating and testing potential
systems for offering women part-time tenure-track jobs (with concomitantly
longer periods of time in which to amass a tenure portfolio) that convert to
full-time tenured jobs, if they wish, once family responsibilities have less-
ened. Men wishing to experience day-to-day fatherhood rather than abdicating
it to their partners might also wish to take advantage of such nontraditional
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career ladders. Standards for achieving tenure could be just as high; the time
period to amass a portfolio would be longer and the pay reduced in proportion
to effort. Maryann Mason, a leading figure in the field of economics, fam-
ily, work, and mothers, has noted that, in her surveys of graduate students,
postdocs, and faculty at the University of California (conducted with Mark
Goulden), fewer paid family leave policies apply to fathers. Even when they
do apply to fathers, fathers (like mothers) are disinclined to take them because
it is seen as a sign of a lack of commitment to one’s career.

The current system provides strong disincentives for talented women to
have children. This is why more women in the academy are childless than are
their male colleagues, and why surveys indicate that many who have children
wish they had more. According to recent demographic analyses, approxi-
mately 20% of U.S. and Japanese women born between 1956 and 1972 are
childless and likely to remain so, and childlessness could reach 25% in the
near future. Of most relevance to this book is the finding that childlessness
increases with increasing education and income. Fully one-third of women
college graduates in their late 30s have no children. And only 20% of women
with MBAs have children (versus 70% of men with MBAs). Among aca-
demics, as we noted in an earlier chapter, it is more common for men to have
children than for women to do so. When men have children they are more
likely to be tenured than are women—a fact that is explained by the longer
hours of domestic work taken on by faculty mothers compared to faculty
fathers. Note that, even after statistically adjusting for the number of hours
worked and chronological age, compared to male physicians, male academics
are 40% less likely to have a child and female academics are 20% less likely
than their female physician counterparts to be mothers.

One could argue that it is in society’s interest for these men and women to
have and rear offspring, if they so desire, without having to permanently sac-
rifice their careers. It is good for children, and it allows women to make use
of their high-level skills. These skills cost society so much to develop—one
might ask, why should they be lost? Additionally, we are living in a period in
which America desperately needs skilled scientists and engineers—so much
so that we are constantly told of the need to expand the number of foreign
visas offered. Recall that Hakim2 found that about 60% of women prefer
adapted work lifestyles, in which work can be fitted in with family and per-
sonal goals. These women, including many highly trained scientists, have a
great deal to contribute to their fields if provisions are made to enable them
to manage their personal lives simultaneously. Until fathers assume an equal
role in childcare, this will mean providing mother-friendly options that rarely
exist at present, several of which we describe below.

A related issue concerns the traits our current tenure and promotion system
focuses on during selection. As Hamel et al.3 opined, to be successful and
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advance in academic medicine, a person must devote most waking moments
to his or her career. But it is worthwhile to ask whether the people we most
wish to have as intellectual leaders are the ones who are willing to give up
virtually everything else in their lives to pursue their careers. If so, then the
current system may make great sense. But this is a testable research question
that could be informed by an examination of research accomplishments of
STEM scientists working in countries where family and leisure seem more
sacrosanct than in the United States.

Relatedly, one can ask why colleges and universities do not offer half-time
tenure-track appointments for men and women who wish to divide their ener-
gies between career and other pursuits, whether these involve family or other
interests. If our limited observations are relevant, there have been cases in
which our own university allowed partners to share a single tenure line so that
both could be employed at the same university. When this has occurred, both
partners contributed at least 50%, so it seemed that the university got a good
deal, and the couple was given the opportunity to be employed at a level that
worked best for them and their family. (In one case, the couple segued to two
full-time tenure-track appointments later, when their youngest child entered
school.) Such arrangements permit a scholar to remain current in her or his
field, to teach, and to do research at a reduced level, and maintain all of the
accoutrements of a STEM professor (such as an office, lab, e-mail, library
resources, lactation room, staff support, and graduate students, and the right
to submit grants as a principal investigator rather than under the aegis of a
full-time tenure-track faculty member).

Granted, these accoutrements cost the institution space and staff, but these
are modest expenditures compared to the initiatives that are often imple-
mented to launch new programs and buildings. Plus, these modest allowances
hold out the promise of capitalizing on a large unassimilated talent pool
awaiting better utilization. A part-time tenure-track option would allow some
individuals to work their entire careers at half time—teaching half time and
doing research half time—if they wished to do so. Others may want to
transition to full-time positions when conditions warrant it, provided their
institutions have an opening. But in principle, there does not seem to be a rea-
son this could not be done, and it would immediately allow tens of thousands
of talented women to keep their hand in the game, so to speak.

Another issue not often discussed in the current debate, but still (we believe)
relevant, concerns the unintended consequences of the structure of the educa-
tional system on both women and men. At present, content taught in high
school and introductory college courses in the sciences bears little resem-
blance to anything that practicing scientists actually do. Testing is rigorous,
focused on extensive memorization, and problems of close transfer are passed
off as abstract reasoning. The current system is designed to weed out most
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students from the pool of young people pursuing graduate school and pro-
fessional school degrees. If coursework instead taught the skills needed in
STEM careers, and if the course exams assessed this information, then soci-
ety might gain many thousands of additional STEM scientists. But the fact
is that, in many cases, schools do not teach this way. A worthwhile area for
further empirical study concerns the structure and content of education in the
sciences, which ideally should better reflect the ultimate skills and knowledge
possessed by practicing scientists so that the people best equipped to suc-
ceed as students are the same people best equipped to succeed ultimately as
professionals in the field, be they women or men.

Finally, there is a fundamental research question that has plagued us
throughout the three years of working on this book; namely, what is the causal
relation between spatial cognition, advanced mathematics ability, and success
in STEM fields? The available evidence is circumstantial at best. And yet, the
answer to this question lies at the heart of the matter. How much of the short-
age of women in mathematically-intensive fields exists because women lack
certain spatial skills that are directly important for success in some of these
fields, such as the freshmen graphics course in engineering 4? And, how much
of the shortage of women is due to women’s lacking spatial skills that form
the basis of complex math, which in turn is critical to success in certain fields,
as many suggest?

This issue needs to be raised, lest readers forget that the existing evidence
connecting spatial reasoning, math, and career success is circumstantial.
When one measure of spatial cognition (such as two-dimensional mental rota-
tion) does not predict math, then the inclination has been to focus on another
measure that does predict math (three-dimensional rotation). And when spa-
tial reasoning fails to predict sex differences in early math proficiency, the
tendency has been to argue that such a prediction should not reveal itself until
puberty, when hormones surge and/or when math becomes more complex.5

The arguments tend to become circular and endlessly unfalsifiable. And yet,
there is some suggestive evidence for a linkage.6 We simply need more direct
evidence. The same applies to research claims about the influence of male hor-
mones in spatial and mathematical prowess. There is a great deal of research
on this topic—several hundred studies in the past decade alone—and there
is substantial evidence that androgen plays a role in an average person’s spa-
tial performance. But the size of the role seems small, and the literature is
plagued by contradictions, complexities, and failures to replicate, not to men-
tion an absence of focus upon the women most relevant to this debate—those
at the right tail of the math ability distribution.

Further research is also needed to ensure that the concepts tapped in gate-
keeper tests such as the Scholastic Assessment Test-Mathematics (SAT-M)
and Graduate Record Exam-Quantitative (GRE-Q) are indicative of future
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performance. For this, a theoretically grounded definition of STEM field–
relevant higher math skill is needed. Do some fields rely on being in the
top 0.1% in the ability to visualize n-dimensional space, rotate drawings into
three-dimensional models or their mirror images, and so on, as some have
suggested? Or is there little gain accrued from being in the top 0.1% over and
above that from being in, say, the top 15% on such skills—a point at which the
sex asymmetry is less pronounced? We do not know. Are those who succeed
in fields that seem to require a heavy component of spatial ability (radiology,
crystallography, architecture, engineering) in the top 1% or 0.01% of spatial
ability? The list of unanswered questions is unfortunately long.

SUMMARY OF OUR CONCLUSIONS ABOUT WOMEN IN STEM

Granted that the literature is often inconsistent, and at times contradictory,
readers may wonder where we stand. As we have stated before, one clearly
important factor explaining women’s underrepresentation is that math-capable
women disproportionately choose nonmathematics fields, and such prefer-
ences are already visible among math-competent girls during adolescence.
Added to this is the fact that, of women who do choose to enter STEM
fields, twice as many leave these fields as do men.7 In our view, evidence
for a direct effect of innate hormonal differences on math and spatial ability
is contradictory and inconclusive, with minimal data on right-tail samples.
Notwithstanding this failure to link sex differences in mathematical and
spatial ability to prenatal and postnatal hormones, there are persistent sex
differences in spatial reasoning (see Richard Lippa et al.’s report of male
advantage on mental rotation in 53 nations) and mathematical ability at the
right tail (approximately two males to every one female on various gatekeeper
tests such as the SAT-M and GRE-Q8). This finding may reflect sociocultural
factors, biological factors, or some combination of the two. So, we do not
dismiss either hormones or spatial ability differences between the sexes as
contributors to the dearth of women in math-intensive fields. However, we do
downgrade them to secondary status, as significantly less important than pref-
erences and lifestyle choices: far more women graduate with undergraduate
degrees in engineering than work as engineers.

Transnational data show inconsistent sex differences at the right tail, includ-
ing data from some countries showing reverse trends9 and some, but not all,
U.S. data showing a narrowing of the sex gap at the right tail over time.10

Given these findings, we conclude that the bases of mathematical and spa-
tial differences are almost certainly not purely biological, but rather, must
include a strong sociocultural component. Fewer women at the right tail in
mathematical and spatial ability means that fewer women are available for
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some math-intensive graduate programs, due to their GRE-Q scores falling
short of the scores desired by graduate admissions committees. However,
although there is a strong suggestion that such abilities play some causal role
in women’s underrepresentation, hard data linking math and spatial abilities
to STEM success are indirect.11 As we argued earlier, if each sex’s represen-
tation was primarily a function of math ability, there would be twice as many
women in math-intensive careers as there now are. This is because (assum-
ing a 2.06:1 ratio of men to women at the top 1% of math ability), women
would be expected to comprise approximately 30% of the professorships
in math-intensive fields such as physics and engineering. In actuality, they
comprise far less–for example, only 10% of faculty in physics are women.12

Clearly, non-ability factors such as women’s preferences must play an impor-
tant role—math-talented women are choosing non-math careers far more
frequently than are math-talented men.

We believe that most factors concerning cultural inputs and discrimination
are less important today than they were in the past—society and its women
have indeed come a long way. We note that unequal representation in STEM
careers is not uniquely affected by inequality in childrearing responsibili-
ties between the sexes, because such inequality, although very typical, leads
women with children to have less time for all careers, not just math-intensive
STEM ones. Note that, in Mason & Goulden’s surveys, faculty mothers work
many more hours per week at childcare than do fathers, of necessity reducing
their professional hours as a consequence. One woman who posted a com-
ment on one of our scientific articles noted that, in the military, there are
many women who make the rank of colonel, and some who make the rank
of general, with one factor differentiating them. In her words:

Speaking as a woman who has a successful career in a male dominated environment
(not STEM but the military), I can say that it is possible for a woman to rise to the
top, if she is willing to make one of two choices (or falls into one of two categories):

1. She has no children.
2. If she has children, she has a husband who has a work schedule that allows him

to be the one “on call” for the children.

I’ve seen many, many female Colonels successful with selection 2. I’ve only seen
female Generals with selection 1. At:

(http://science.slashdot.org/article.pl?sid=09/03/15/0049227&from=rss )

The importance of childrearing is magnified for STEM women by the
coincidence of tenure decisions with childbearing, which also affects all aca-
demic fields. The tenure structure in the academy demands that women who
have children make their greatest intellectual achievements contemporane-
ously with their greatest physical and emotional achievements, a feat fathers
are virtually never expected to accomplish. When women opt out of careers

http://science.slashdot.org/article.pl?sid=09/03/15/0049227&from=rss
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to have children (or segue to part time employment), this is a choice men are
almost never required to make. The reasons women opt out of math-intensive
fields—either when first choosing a career, or later—are complex. Reasons for
preferring nonmath fields may include both free and coerced choices, which
can be influenced by biological and sociocultural factors that either enable
or limit women.13 Definitive conclusions about women’s underrepresentation
are also thwarted because the cognitive requirements for success in math-
ematical fields are poorly understood, despite the importance of math and
spatial skills.14 But we do know that the number of women who intend to
have a career in research declines by 30 percent over the course of their doc-
toral training (versus a 20 percent decline for their male counterparts). Mason
(2009) notes that in explaining their decision, men are more likely to report
that they are turned off by the long work hours, whereas women are turned
off by their perception of the incompatibility of academic careers with having
children. In Mason’s words: “One male student in the survey complained that
he was ‘fed up with the narrow-mindedness of supposedly intelligent peo-
ple who are largely workaholic and expect others to be so as well.’ But most
women give up on academic-research careers for family concerns. As one
woman in the survey said, ‘I could not have come to graduate school more
motivated to be a research-oriented professor. Now I feel that can only be a
career possibility if I am willing to sacrifice having children.’ ”

There is no question that children are a major reason for the dearth of
women in all fields at senior levels. Children are also a significant reason for
women’s underrepresentation in math-intensive fields, where women begin in
smaller numbers, meaning that any attrition is magnified compared to fields
such as the humanities in which women are more prevalent, meaning that
attrition still leaves many women in the pipeline.

WHERE DO WE WANT TO GO FROM HERE?

In addition to the obvious goal of ensuring that there is no overt discrim-
ination against women in STEM fields, a second more controversial goal
is to create equality of opportunity, despite the differences currently inher-
ent in men’s versus women’s lives. That is, society could try to remold the
pathway to top STEM jobs to make them fit with modern women’s lives.
Historically, this type of change happened when universities transitioned from
the Oxbridge monastic system of live-in colleges designed for single male
scholars to the modern system. The modern system fits the life of the tradi-
tional mid-twentieth-century breadwinner with a stay-at-home spouse to take
care of him and his children. There was a time when conventional wisdom
stated that scholars should not be permitted to marry and move out of college
accommodations, because it would break up the intellectual community and
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destroy the interactions that were thought to be the key to intellectual devel-
opment. Yet very few professors at research universities now live with their
colleagues and students in residence halls, and even the few who do are likely
to be living in residence houses with their families as house deans and resi-
dential faculty fellows. The stereotype of the male faculty breadwinner with a
stay-at-home spouse to take care of him and his children has over time come
to characterize fewer and fewer faculty, as the surveys reviewed in earlier
chapters revealed.

Ample evidence is already available, as described earlier, to show that the
current structure of the academic ladder, with its conflicts between career
and family demands, causes many otherwise qualified women not to reach
the top of STEM fields—and of those who do, more are likely to be single,
divorced, and childless than is true of their male counterparts. What, if any-
thing, should be done about this situation is unclear, however. Evidence is
needed regarding the long-term productivity impacts of early career interrup-
tions and part-time work. Evidence is also needed about the consequences
of modifying the tenure system to avoid making long-term decisions about
individuals’ careers at a time when family demands render current produc-
tivity unrepresentative of future potential. The practicality of career gaps and
part-time work will likely vary by field. This practicality depends on the pace
of change in the knowledge base, laboratory work constraints, and multiplier
effects resulting from not training doctoral students, not submitting grants,
etc., earlier in one’s career as opposed to later on. It is also likely that the
feasibility of career interruptions will depend on the type of institution (i.e.,
teaching intensive versus research intensive).

McDowell15 studied the shelf life of journal articles published by scientists
to determine how often old articles were cited. He took this information on
the relative cite rates for newer versus older articles as evidence that it was
possible to take a childcare leave and return, without falling far behind in
the knowledge needed to resume publishing new articles. He reported that
research in STEM fields became obsolete particularly fast and ceased being
cited. McDowell interpreted this finding to mean that a larger child penalty
would exist in these fields in terms of research productivity for women who
left their careers for extended childcare leaves, because these women would
return to fields that might have changed course.

If, in some fields, career gaps and part-time work are shown to be ineffi-
cient, society is presented with a choice. Do we accept the disadvantage faced
by individuals (women or men) wanting to devote time and energy to fam-
ily responsibilities and thus “paying” for choices they make? Or, do we force
change into the system regardless, despite the possible cost to national and
disciplinary productivity? Both are legitimate, although potentially unpopular
options; the choice is a trade-off between personal fulfillment and allocation
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of scarce academic resources. If enacted clumsily, forced changes can result in
resentment, rivalries, and lower efficiency that comes with attempts by some
to “game” the system by strategic use of part-time contracts to hide poor pro-
ductivity and low commitment to the profession. Those allegedly obsessive,
competitive, single-minded scientists whom gender equity proponents want
to abolish are nevertheless devoted to their careers and have made enormous
strides in scientific knowledge. Their discoveries have made America a mag-
net for the best international graduate students, who come to U.S. universities
to study with these scientists (and many of these international students remain
here following their training, contributing to our future success).

What about societal goals for the rearing of girls—how might goals of
increasing women in STEM fields translate into different childrearing strate-
gies? It goes without saying that a rich childhood environment should be
offered to all children—but also, if certain sex-stereotyped activities (like
playing with blocks or building marble runs) are found to be particularly con-
ducive to the development of strong math skills (which so far data merely
suggest might be true), efforts might be made to encourage participation in
such activities by girls who might otherwise not do so. Stronger evidence
regarding the benefits of such activities is required before any concrete rec-
ommendations can be made, and they would need to be weighed against the
opportunity cost of what the girls might forgo, as well as their personal pref-
erences. If forcing girls to play with erector sets and spatially oriented video
games really did lead to enhancement of their mathematical development, we
still must ask if the price to them is worth it.

As we have repeatedly mentioned, women currently comprise nearly half of
all new MD degrees and law degrees, as well as life science doctorates.16 And,
as already noted, they also make up the vast majority of veterinary medicine,
dentistry, and psychology doctorates, to name a few areas of female ascen-
dancy. We need to distinguish between efforts to encourage more women
into underrepresented fields versus shifting women already headed for pro-
fessional degrees and success in other areas into fields they may find less
satisfying. Everyone can agree that encouragement to enter fields in which
women have strong interest and ability is important. But many fear that efforts
to channel women into fields they are less interested in, merely to achieve
some degree of gender representation, could lead to unsatisfied women, as
Susan Pinker’s (2008) revealing book, The Gender Paradox, suggests. One
woman, upon leaving the field of engineering to teach elementary school
science, lamented:

“When I started working in engineering I said to myself, I don’t like this at all. So the
electrical current goes from X to Y, from here to there. Who cares? I was unhappy
and didn’t want to continue. I made the decision to switch as much for me as for my
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family. Education corresponds better to who I am, it reflects my more human side.
In engineering I never felt that human relations were valued . . . . . . . In high school
I was pushed and encouraged to go into engineering because I was good at math and
science, but if it had been my choice, I would have been a nurse. I always knew what
I wanted but I was discouraged from switching out of engineering by my male teach-
ers and by my father because teaching is less valued in society. It’s great that people
want more women in these disciplines but the women have to want it, too.” (p. 83)

As Pinker points out, women pushed into careers they did not want or enjoy
were often quite successful—as gauged by promotions, earnings, tenure, etc.,
but ultimately these women realized that despite their career success, they
were not pursuing their overall life goals.

Regardless of how important spatial ability may prove to be in a given
STEM career, we have seen that spatial ability can be enhanced through
direct training, if not to complete gender parity at least much of the way. That
schools do not train such skills would seem to be easily remedied, if it turns
out that spatial cognition is critically important for success in STEM profes-
sions. On this point, though, it is worth restating our earlier caveat: Some
interventions may boost boys’ and men’s performance even more than girls’
and women’s, resulting in larger sex differences than existed prior to the inter-
vention. A national dialog among training program directors, policy makers,
and ethicists is long overdue on the appropriateness of targeting interventions
to girls even though these interventions could elevate boys’ spatial ability,
too. Hyde’s17 recommendation that all college-bound students be required to
take 4 years of high school math and 4 years of high school science strikes us
as sensible, as this seems to be what drives greater proportions of women in
other societies into STEM fields. Girls in Ireland, Korea, and Turkey are all
required to take 3–4 years of high school math and science, and these coun-
tries all produce greater proportions of women in some STEM fields than do
the U.S. and Canada. But such a suggestion will only work if colleges and
universities require more math and science for admission. And, again, consid-
eration needs to be given to what will not be studied, if more math and science
are required.

Presumably, the goal is not to get more women into math-intensive STEM
jobs at any cost, as it would not be desirable to promote incapable women
any more than it is to promote incapable men. Nor would it be desirable to
nudge women into fields they may not wish to enter or might not end up
enjoying, as Pinker’s interviews document.18 Hence, it may not be as simple
as getting the maximum number of women into these jobs who are capable
of doing well at them (up to the point at which the marginal woman is as
good as the marginal man). Such a strategy does not take into account the
concept of “opportunity cost”—the cost, not just in monetary terms but also
in terms of well-being, happiness, and other outputs, to an individual woman
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and society of not doing whatever else she would have done, whether it be
nursing, teaching, or working in the humanities, law, some other STEM pro-
fession that is not math-intensive, or no profession at all. If societal changes
can enable or entice women who would have become doctors, biologists, or
lawyers to instead become mathematicians or computer scientists, is this nec-
essarily a good thing? Is it inherently more valuable to encourage women to
shift from their preponderance in fields of biology and medicine to mathe-
matics, so they can end up working on a search algorithm for Google rather
than on a cure for AIDS, as both David Lubinski and Susan Barnett have
wondered? What if such changes enable or entice women who would have
desired most of all to be full-time mothers to instead become full-time math
professors (potentially having fewer children than desired or even remaining
childless)? Being a professor in a research university STEM department may
well be a more high-status position than being a stay-at-home mother (or, for
that matter, a professor at a community college or in a humanities department
saddled with a heavy teaching load and relatively poor remuneration), but is
it necessarily more worthwhile and satisfying? We are supportive of our own
three daughters pursuing science careers and we do much to help them achieve
this. But we also watch for signs of disaffection and have agreed not to push
them to become scientists if we sense their passion lies elsewhere.

If the gender imbalance at the top of STEM fields is considered a prob-
lem in its own right, irrespective of the fairness of the system that led to this
imbalance, changes can be forced on the system to increase female represen-
tation. However, society will undertake this at its peril if the full opportunity
costs are not taken into account. There are two classes of such costs. First,
getting more capable women into STEM professions by definition must mean
fewer such women doing something else. Second, the integrity of the scien-
tific enterprise necessitates objective methods for arbitrating disagreements,
including hiring the best scientists, and peer review of findings and grant
proposals. Calls to “Title 9” colleges and universities until their science pro-
grams reflect the sex balance in the workforce seem ill-advised. Christine
Huff Sommers describes efforts in Congress to do just this, and she quotes
Senator Hillary Clinton’s campaign pledge that because “women comprise
43 percent of the workforce but only 23 percent of scientists and engineers,”
government should take “diversity into account when awarding education and
research grants.” One can agree with a goal yet be wary of the proposed
means of achieving it. Quotas for education and research grants run counter
to the objective means scientists have evolved to determine merit. They seem
to be inching dangerously toward “identity politics” within science, wherein
claims for equivalence based on gender, race, ethnicity, and so forth trump
scholarly merit and personal preference. STEM departments that are presently
undergoing Title 9 compliance reviews tell a sad story.19
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None of this says anything about the possible biological differences
between the sexes. This is because efforts to balance gender in STEM fields
can be justified irrespective of whether the causes of imbalance include innate
biological differences in mathematical ability or just cultural constraints and
stereotypes. Note, as stated previously, that we find biological and ability dif-
ferences between the sexes to be a distinctly secondary source of influence
for the lack of women in math-intensive fields, far below the effect exerted by
women’s fertility choices and job preferences.

Ginger’s Lament

The legendary dancer Ginger Rogers is reputed to have said that she was
expected to do everything Fred Astaire did on the dance floor—but to do it
while wearing high heels and dancing backwards. Many women in science
feel the same way. They are expected to perform like male colleagues, but
to do so while birthing, nursing, and rearing children; keeping house; taking
care of elderly parents; and so on, and on. We have already seen that fertility
decisions have differential costs for men and women; they either do not affect
men’s careers or they actually help advance them. But fertility decisions exert
a significant dampening effect on women’s careers, especially if the children
are still young before the women are tenured: a prekindergarten-aged child
lowers a woman’s likelihood of having a tenure-track job by 8.2% but has
no effect on a man’s likelihood of having a tenure-track job. In the physical
sciences, having school-aged children lowers the probability of women being
promoted to full professor by 9.6% while having no effect on men. As the
economist Donna Ginther and her colleagues have shown, “children create a
marked divergence between men and women.”20 And although econometric
analyses indicate that women no longer are judged differently than men for
hiring and promotion once various observables are taken into consideration
(e.g., type of institution, field of study, years of service, number of children),
the reality is that some of these factors are unevenly distributed. Women are
far more likely to work part time or at small, teaching-intensive colleges and
community colleges precisely because they deferred full-time tenure-track
careers to have children. According to surveys, men do this too, but much
less often than do women.

Numerous surveys of academic men and women document that household
chores and childcare fall disproportionately on the shoulders of women. Aca-
demic mothers tend to devote nearly 20 hours per week more to these activities
than do academic fathers. Often this extra burden comes at a time when it is
crucial to publish in professional journals, write grants, and travel to confer-
ences. It is unsurprising that some women reduce their effort, or even opt out
of academia, during this period of their lives, some hoping to resume their
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careers once their children are older. Sadly, the current modus vivendi makes
it unlikely that a woman can leave her tenure-track job for several years and
get another tenure-track job at a comparable institution. It just does not happen
this way in the present system.

Once an individual (regardless of sex) leaves a tenure-track post, it is diffi-
cult to reenter academia at the same level a few years later. Hiring departments
look askance at such individuals, preferring newly minted PhDs who have not
been out of the loop for years and, implicitly, who have not prioritized family
over career. Currently, there is not a consensus that a woman can leave her
demanding tenure-track job for several years and return to it at the same level
of productivity as when she exited. Depending on the field, some may believe
she could not keep up with published research during intensive years of child-
care, or that her absence from the lab will result in missed developmental
growth (see earlier discussion of McDowell’s work in this chapter).

Reasonable people can disagree about whether such beliefs are correct.
Intuitively, the problem would not seem as substantial in the humanities, in
which writings, at least on some topics, are ageless (such as English literature,
medieval history, cultural anthropology). But in STEM fields it may seriously
undermine one’s ability to do research if a hiatus occurs during a surge in new
knowledge and techniques. Colleagues in neuroscience tell us that this is true
in their field in recent decades, which has been a period of huge strides in the-
ory and technology. An absence during this time might make it very difficult
for someone to reenter without a prolonged period of retraining.

The question of whether scientists can be successful if they are permitted
to reduce their scientific effort for a number of years early in their careers
is an empirical one. Is scientific output in the first few post-PhD years pre-
dictive of future lifetime output, as assumed by the tenure system? Or does
early productivity signal nothing more than a temporary spurt of activity that
is unrepresentative of later productivity or impact? (Impact refers to the fre-
quency with which one’s research is cited by others, which scholars often rely
on as a measure of their work’s importance.) Do fields differ in the conse-
quences of delayed start-up or part-time work to raise children, as McDowell’s
older research suggested? And, if they do, are there strategies for minimizing
negative consequences, short of prodding women to either leave the tenure
track or not compete in the first place?

Recall that according to McDowell’s research, some fields could be asso-
ciated with greater penalties for scholars at any age—but particularly at the
beginning of their career—who took a break from or greatly reduced their time
spent on research. If a field’s research becomes stale fast, then taking a long-
term leave from it could jeopardize one’s knowledge base—unless she or he
was able to keep up with reading and new technologies while on leave. Note
that we are not talking about short-term leaves, such as one to two semesters.
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Colleges and universities are usually willing to grant these short-term leaves
for family reasons, even beyond the scope of what the federal law requires of
them for family leaves. However, many STEM female scientists have opted
out of full-time employment because there was no option that allowed them
to go on leave for 2, 3, or more years early in their careers. This group con-
tributes to the underrepresentation of women in the academy. As we remarked
earlier, many STEM women begin their careers by opting for part-time work
while having children, or delay starting tenure-track jobs for several years
until their children are old enough so that these women no longer feel the need
to provide intensive parenting. These women find it very difficult to compete
for full-time tenure-track jobs once they enter (or reenter) the full-time job
market.

Many policy makers have invoked this fact as a possible explanation for
the dearth of women in math-intensive careers, including Lawrence Summers
when he made his notorious remarks at the National Bureau of Economic
Research in 2005: “We would like to believe that you can take a year off, or
two years off, or three years off, or be half-time for five years, and it affects
your productivity during the time, but that it really doesn’t have any funda-
mental effect on the career path. And a whole set of conclusions would follow
from that in terms of flexible work arrangements and so forth. The question
is, in what areas of academic life and in what ways is it actually true?”21

Comparison with STEM Women in Industry

In our effort to focus this book on STEM women in the academy, we have
resisted delving into the issues facing STEM women in the private sector,
except where comparisons illuminated the situation with academic STEM
women. STEM women work in a wide range of industries (pharmaceuticals,
chemical companies, engineering firms, etc.), spanning public and private
sectors, in positions with varying levels of business/management tasks. This
makes it somewhat more difficult to draw generalizations. However, in this
closing section we note some similarities and differences between STEM
women working inside and outside academia.

The economist Sylvia Ann Hewlett and her colleagues at the Center
for Work-Life Policy (2008), in conjunction with the Harvard Business
Review, conducted an extensive survey of over 3,000 women working at
science and engineering firms (for related reports and commentary see
www.BrainDrain.hbr.org). They report that, although on the lower rungs of
corporate career ladders, 41% of scientists, engineers, and technologists are
women, and their drop-out rate is surprisingly high. Fully 52% of these highly
qualified women quit their jobs, most often in their mid-to-late thirties. Sev-
eral of the main reasons given by these women for quitting resemble those

www.BrainDrain.hbr.org
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offered by academic STEM women, though some are quite different. The
number one reason given by women quitting corporate STEM jobs was a
hostile, macho workplace with high incidence of sexual harassment, and an
aggressive and competitive atmosphere. In the academy, sexual harassment
is rarely offered as a reason for leaving the field. But a competitive, aggres-
sive atmosphere and 60-plus-hour work weeks that jeopardize family life are
certainly familiar complaints among university women that are shared by
their counterparts outside the academy. Hewlett et al. summarize the top rea-
sons why talented women scientists quit their jobs in the private sector as
follows:

“the hostility of the workplace culture drives them out. If machismo is on the run
in most U.S. corporate settings, then this is its Alamo – a last holdout of redou-
bled intensity. Second is the dispiriting sense of isolation that comes when a woman
is the only female on her team or at her rank – a problem exacerbated for oth-
ers when she in turn leaves. Third, there is a strong disconnect between women’s
preferred work rhythms and the risky “diving catch” and “fire-fighting” behavior
that is recognized and rewarded in these male-dominated fields. Two more factors
round out the set. “Extreme jobs,” with their long workweeks and punishing travel
schedules, are particularly prevalent in science, engineering, and technology compa-
nies. (See “Extreme Jobs: The Dangerous Allure of the 70-Hour Workweek,” HBR
December 2006.) Because women in two-income families still bear the brunt of
household management, few are able to sustain those pressures.” (Hewlett et al.,
2008, p. 23)

Like their academic counterparts, STEM women in the business world
struggle with long work weeks, a culture of competition, and primary respon-
sibility for home management and childcare. It is not surprising that the
time of greatest flight from their careers is in their mid-to-late 30s—their
final chance to have children. We close on this point because it extends
our argument that the underrepresentation of women in science may be far
more pervasive than simply in math-intensive careers. As we noted through-
out, women are also in short supply in senior management posts (e.g.,
department chairs, full professors, center directors), and this is true in the
humanities as well as in the sciences. Based on Hewlett et al.’s survey, the
representation of women appears, if anything, even more discouraging in
the private sector, provided we look beyond initial gender-hiring rates to
see what happens as these women advance in their fields. However, accord-
ing to one major survey academic women are less satisfied with their jobs
than academic men whereas women in STEM industry are more satisfied
than men. Clearly, the dust hasn’t settled on this issue and more and bet-
ter data will hopefully illuminate the positive and negative aspects of both
workplaces.
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Anecdata

A personal anecdote, something we have tried to minimize throughout this
book is apt here. We have a colleague who, upon completion of her doctorate,
decided against applying for professional jobs. She had two young children
and wanted a third. She was in her 30s and chose to devote her coming years to
childrearing of an intensity that would be impossible while holding a full-time
job. She is a brilliant woman whose accomplishments en route to complet-
ing her PhD were sufficient to have earned her invitations to interview for
tenure-track positions at top universities. It has now been 8 years since she
left graduate school, and we see her a great deal. In fact, we collaborate with
her often and her accomplishments have continued to grow. She is still the
same brilliant woman she was in graduate school, and her publications have
increased, including some in very high-profile journals. She was able to col-
laborate with us because the projects were ones that were flexible; they didn’t
require scheduled teaching or lab work, interacting with research assistants,
or meetings at times when she was driving her three children to myriad after-
school activities. Aware of her home needs, we invite her collaboration with
us on projects that allow her to make her contribution whenever she has time
to do so—after the children are asleep, while they are at school, and so forth.
Her involvement on our projects has been very important and they have been
improved greatly by her input.

Readers outside of the academy might be asking themselves, “What’s the
problem? Once her children are old enough, she can parlay her impressive vita
into a first-rate STEM job.” But the truth is that she probably cannot. Search
committees that screen applications recommend a short list to be interviewed,
and tenure-track offers would generally not extend to someone like our col-
league. There are many reasons for this, and doubtless this practice might be
less obvious at some institutions and in some fields than we are describing
here. But the two of us have been in the academy for a combined 50 years,
working at four different universities, and we have seen many such individ-
uals bypassed for tenure-track jobs, no matter how impressive their list of
accomplishments.

Why do they get overlooked? Search committees might feel that some
newly minted PhD with far fewer publications than our collaborator has
the potential to make a groundbreaking discovery, whereas our collaborator
has already had the opportunity to do so but she has not, even though her
accomplishments are substantial and comparable to those of many tenured
colleagues at top institutions. Some search committee members will argue
that she was only able to amass these accomplishments by virtue of being
free from the onerous duties of teaching, advising, and committee work
that tenure-track faculty must contend with, and that if she had to contend
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with such responsibilities her research accomplishments would be fewer.
(Of course, she accomplished this research while doing something every bit as
onerous as teaching—namely, intensive childrearing—but it is hard to objec-
tify such conditions in a way that leads to a fair comparison, so the default
seems to be to discard them altogether. Most universities would not credit chil-
drearing.) And some search committee members probably harbor the belief
that women such as our collaborator will not prioritize career, and will be less
likely to devote themselves to career once hired, if it came down to a conflict
between career and family life.

Finally, some colleagues probably consider anything more than a 6-month
family leave excessive, given that they either bypassed having children to
launch their own careers or else did have children, but placed them in infant
care shortly thereafter. Our collaborator has chosen to be heavily involved in
her three children’s lives for many years now, taking them to three different
schools each morning, chauffeuring them to various after-school activities,
and sometimes assisting in their classrooms. Other collaborators of ours have
not felt the need to make this level of investment, but even for them a multiyear
leave was felt necessary until their child was ready for preschool (age 3). No
university we know of will allow a new STEM scientist who is not yet tenured
to take a 3-year leave. For that matter, it would be very rare to allow even an
older, tenured faculty member to take an unpaid leave this long, unless it was
part of a prestigious assignment or award—for example, if she or he had been
asked by the National Science Foundation to direct one of its programs for
several years, since universities regard such appointments as enhancing their
external visibility and reflecting favorably upon their faculty’s quality.

From Anecdata to Systematic Empirical Studies

Previously we described the analysis by McDowell,22 who studied the cost
of time away from scholarly work by classifying the shelf life of research
publications in various fields to determine how often old articles continued to
be cited (i.e., such articles would be regarded by the research community as
still relevant for their current research). McDowell interpreted his findings as
evidence that it was possible to take a childcare leave and return to work years
later, without falling far behind in the knowledge one needs to publish, in
some fields but not in others. He reported that research in STEM fields became
obsolete particularly fast. Correspondingly, he assumed there is a greater child
penalty in these fields in terms of research productivity for women than for
men who were in other ways comparable.

One thing McDowell did not look at was women’s ability to keep up with
new reading during childrearing leaves. When he did his analyses in 1982,
there was only one way to access the scientific literature—by going to the
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library or attending colloquia, lab meetings, and conferences. But in the past
decade, it has become easy to access much of the corpus of scientific informa-
tion in some fields from home, by using a university portal online. Important
journals are now at one’s fingertips, if women caring for young children have
time to search the electronic files and read the articles. In addition, scientific
work is increasingly done by teams of scientists,23 including in some math-
intensive fields. This makes it possible for some part-timers to contribute to
an overall project despite being unable to bring the entire project to fruition
by themselves. These part-timers can contribute online or via occasional lab
visits. We have a colleague who skypes into lab meetings and we ourselves
have skyped into both professional meetings and meetings with graduate stu-
dents. Although not as good as being in the same room, skyping is free and
works reasonably well.

Returning to our personal observations, our collaborator does use online
journals heavily in our joint work, and despite devoting herself to her chil-
dren, she easily finds time to keep up with the journals when her children are
at school or after they are asleep. (We have witnessed this on countless occa-
sions when we receive e-mails from her at midnight about articles she has
just finished reading.) But every year or so we have to write a letter to our
university administrators, asking them not to withdraw her university privi-
leges so that she can continue to collaborate with us. Without this, privileges
such as access to e-mail and library, and the ability to have documents sent
to a departmental address, are terminated. These resources cost the university
very little in the larger scheme, and they allow our collaborator to maintain her
research at a high level. Our university has never refused to renew her priv-
ileges when we have made these requests. But there is no codified path for
people like our collaborator that makes access to these resources automatic
and doesn’t require that she be given a subservient title, such as “visiting
research associate,” issued only under the aegis of our supervision.

In our case, both she and we know she is a full partner in our joint work,
often the senior partner (as is reflected in some of her joint publications with
us in which she is listed as the first author—which in our field designates the
most significant contribution). This unfortunate state of affairs (being forced
to go to great lengths to gain access to online journals, retain departmental
mailing addresses, and attend colloquia) is something universities could easily
rectify to allow female scholars in their communities to sustain their research
activity. This is the type of issue that Shalala et al.24 rightly referred to as
“outmoded ways of thinking” on the part of institutions of higher learning.
Lest readers imagine that our colleague is alone in her situation, we know of
several other women with children in our hometown who have PhDs in STEM
fields but have either opted not to compete for a job because of their children’s
needs or, in one case, have resigned from a tenure-track position at Harvard
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when she had twins followed 10 months later by a third child. She felt there
was no way she could do justice to her three infants and fulfill the rigors of
her tenure-track position. Nationally, there are many thousands of women in
such situations, and to university administrators and tenured faculty they may
be invisible, save on those occasions when they show up at a colloquium.
Although not all of these women would desire to stay involved in research,
we have no doubt that thousands of STEM scholars would, if flexible options
existed for them to contribute part time, transitioning to full time when their
personal situation warranted.

If, on the other hand, success in a field depends on physical presence in labs
and at research team meetings, then online library services and skyping will
not be the answer for STEM scientists who have opted to raise a family for
a number of years. For example, in some lab-based fields, it may be impor-
tant for scientists to hone their skills by working actively and in the physical
presence of teams of scientists. Perhaps such needs are incompatible with
leaving academia for several years, because the learning curve will be too
great upon one’s return. But this is surmise and there are no systematic data to
test its validity. It would be interesting if fields experimented with alternative
working-child-leave policies and deferred start-ups to examine the real (ver-
sus imagined) costs associated with long-term leaves and deferrals. Maybe
skeptics are right and the two twains cannot be made to meet. But no one
has tried, and there may be ways of retaining talented female scientists whose
training was very costly and whose talent we as a nation desperately need.

Regardless of universities’ willingness to implement long-term family-
friendly policies, academic fields—which have autonomy when it comes to
hiring experts in their areas—may require an attitude shift before they view
deferred or returning scholars as being as valuable as new PhDs. Recall
the statement in the Preface to this book, quoting a woman in the field of
business, which resonates in many academic fields: “Be prepared for the real-
ization that in the business world your stepping out time counts for less than
zero . . . [and] may make potential employers think you are not as reliable as
other applicants.”25

The Question of Gender Weighting for Males

Consistent with our claim that girls exceed boys in high school grades, the
gender imbalance at selective high schools is quite pronounced. This has
begun to generate interest and proposals that are the flip side of proposals
to increase the representation of women in math-intensive STEM fields. We
refer here to proposals to increase the representation of boys in select high
school programs, such as Bronx High School of Science, that prepare future
scientists. Take the Chicago public schools, for example. There are 1,596 girls
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in the eight Chicago selective-enrollment high schools but only 933 boys;
31% of all female applicants were accepted in 2005, versus only 23% of male
applicants. All but one of the selective-enrollment schools maintain at least a
60% versus 40% female-to-male student body ratio. At Brooks College Prep,
the female students constitute almost 70% of the student body. Similar gender
asymmetries play out in select programs across the nation (Okun, 2007).

In response to such sex imbalances, some have called for interventions
designed to boost the success rate of male applicants. No one yet is argu-
ing for preferential admission on the basis of sex, but some are proposing
the creation of training programs that would teach male middle schoolers the
skills needed to succeed on admission tests when they apply to elite high
schools as eighth graders. But herein lies a potential problem we alluded to
earlier.

When New York City created summer institutes for sixth graders to boost
the selective high school admission rate of African American and Hispanic
students, they did not foresee the demand this would create among Asian and
Asian American families eager to give their children a leg up. These families
enrolled their children in the summer institutes, which start when a child is in
sixth grade. The students are taught strategies and tips to improve their scores
on the standardized test used to make admission decisions among eighth
graders. The result is that the groups for which the program was created—
African American and Hispanic students—actually fared worse in admission
to these elite high schools than they did before the summer institutes were
created. Consider: During 2005–06, African American students made up
4.8% of the Bronx Science student body, down from 11.8% in 1994–95, the
year before the summer institutes were created. At Brooklyn Technical High
School, the proportion of African American students declined from 37.3% to
14.9%, and at Stuyvesant, African Americans today make up 2.2% of the stu-
dent body, down from 4.4% in 1994–95.26 In addition, Caucasian enrollment
at two of the three select high schools has also declined. Coincident with these
declines, the Asian American student body has increased in ways not antic-
ipated. For example, it reached as high as 60.6% at Bronx Science, up from
40.8% in 1994–95.

What does all of this have to do with sex differences in admission to
select high schools, colleges, and graduate programs? Any program created
to increase the rate of admission of boys and men will do so only if girls and
women are prevented from participating. If girls and women are allowed to
participate in special institutes or training programs, they can be counted on
to outperform boys and men and widen the admission gap into elite training
programs even further, as the previous examples illustrate. It is a sticky wicket,
indeed. The mirror dilemma occurs in areas of male strength such as when a
program is shown to increase spatial ability. If boys are permitted to enroll
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in it, they could end up widening their advantage over girls, as some of the
spatial training studies have demonstrated. Our society has much to contend
with as we ponder the issues of group differences in access to and success
at different careers, be they gender-group differences or racial/ethnic-group
differences.
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Epilogue

CODA: WOMEN IN SCIENCE AND THE NATURE OF SCIENTIFIC
INQUIRY

We have three daughters, the oldest of whom completed undergraduate and
graduate degrees in a math-intensive STEM field (engineering), while the
younger two are in elementary school. Obviously, writing this book was
animated not only by our scientific curiosity but also by our interest in our
daughters’ futures. We hope that further research and policy, focused on
meaningful questions and issues with the potential to optimize both the gen-
der composition and the practice of science, will be spurred by this effort. We
have tried to lay out the scientific findings on both sides of the debate without
taking an advocacy position, although some readers will undoubtedly feel that
we occasionally have lapsed—both in being overly critical of some lines of
research, and in being too generous toward others. To the extent that we have
slipped, readers will take us to task. This is how scientific progress toward
consensus occurs, the residue of give-and-take.

It is customary to call for more research at the end of a book like this. But
what one often wants is not just any research, but rather, research that vali-
dates one’s own beliefs and goals. Research with the potential to falsify pet
beliefs is often avoided, disdained, and dismissed as apologia for the status
quo—it is seen as unprogressive, even reactionary. We do not intend this
call for more research to generate only studies aimed at debunking the sta-
tus quo, endorsing favored positions, and increasing the number of options
available for women who defer going on the tenure-track job market or who
choose to leave it for family reasons. We believe that progress comes from
free and open debate in which all sides present their best evidence and no
one is excoriated for arguing the unpopular side. This means encouraging
research from all corners of this issue, and being open to evidence that is anti-
thetical to our views—for example, by arguing against more flexible options
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for women, if such flexible options are not supported by future research
or prove impractical to implement, too costly, or detrimental to the scien-
tific enterprise. Academics pay lip service to open-minded debate, but we
too often regard “the other side” as the enemy rather than as a source of
valid data that we can learn from. Thus, we reiterate that we hope in the
future, scholars from all corners of this debate will come forward with their
best evidence, regardless of how politically incorrect it may be perceived by
others. And we hope those who attempt to refute these scholars will avoid ad
hominem attacks on their presumed moral deficiencies and stick to rebutting
the data.

James Flynn, whose research we alluded to earlier—showing that IQs have
steadily crept upward over the twentieth century, and that women’s Raven’s
Progressive Matrices scores (a type of visual abstract reasoning) are now
comparable to men’s—is a living testament to the value of free and open
debate. He encourages rivals to put their best evidence forward without fear
that they will be called sexist or racist. Consider Flynn’s reaction to the work
of Arthur Jensen, an ardent proponent of racial differences in genetic intel-
ligence. Jensen has been forced to travel with a bodyguard due to fears for
his personal safety. However, Flynn addressed Jensen’s ideas on intellectual
grounds, doing his best to refute them with empirical data while maintaining
a respectful demeanor. Flynn has reported that, when he first began rebut-
ting Jensen’s hereditarian claims in the 1970s, he could not have foreseen
the great strides his later research would provoke. This is because Flynn’s
most important discoveries were not directly motivated by Jensen’s claims,
but resulted from his earlier attempts to rebut them. In other words, had
Jensen’s contentious work not been published in the Harvard Educational
Review, Flynn’s subsequent discoveries—many of which have been truly
groundbreaking and have sparked a revolution in the field of intelligence—
would not have been possible. Without Jensen, Flynn has said, “I would never
have made any contribution to psychology.”1 His landmark discovery of the
ongoing upward rise in IQ scores from one generation to the next, known
as the Flynn effect, would never have been made. Nor would his demon-
stration that the IQ scores of offspring of German women and World War II
African American U.S. military soldiers are indistinguishable from scores of
offspring of German women and Caucasian American soldiers.2 No longer are
there claims of a linear relationship between IQ and European genes. Instead,
it is now recognized that cultural effects are more powerful than previously
thought, and Flynn gets much of the credit, thanks to his early debates with
Jensen.

In short, we urge free speech in the emerging science of sex differences.
This is not a popular position; some proponents of biological or cogni-
tive sources of sex differences have been roundly vilified, their motives and
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character called into question.3 But this is not a climate in which we can
expect to see all sides present their best evidence. We accept that research
can have negative consequences, and that entire groups of girls and women
can be hurt by careless presentation of evidence. Dweck,4 Dar-Nimrod and
Heine,5 and others have lamented unintentional harms done to women by the
publication of findings that suggest a female deficit in math. Women told that
female under-achievement in mathematics is due to genetic factors perform
much worse on mathematics tests than do women told that social factors are
responsible. “As our research demonstrates, just hearing about that sort of
idea is enough to negatively affect women’s performance, and reproduce the
stereotype that is out there,” says one of the researchers whose work supports
this claim, Steven Heine at the University of British Columbia, Canada.

As parents of three daughters, we are not insensitive to such claims, and
at various times our daughters have been told by someone at school that a
scientific activity was not for girls. When this occurs, we groan, and explain
that this is not true, that girls can do anything they wish, and that many grow
up to become great scientists. No parent of a daughter wants to think that
anti-female messages are still being bandied about, more than 40 years after
the first wave of the feminist revolution debunked such statements. So we are
sensitive to the claim that even allowing scientists to publish and disseminate
their findings can be deleterious to girls and women, and that perhaps such
findings should be made to pass some higher cost-benefit threshold before
being accepted for publication. But this process soon enters dangerous terri-
tory, resulting in prohibitions against publishing anything odious to one group
by touting it as deleterious to girls and women.

Earlier in this book we noted that in Emile, Jean-Jacques Rousseau
argued against allowing atheists the right to express their views because
he worried that their message could bar the masses from heaven, con-
demning them to hell. Today, we would find prohibitions against atheists
ridiculous. However, we have our own set of sacred cows, and it is often
surprising that individuals who are otherwise ardent defenders of free speech
come down against speech that offends some. For society to proceed to the
point at which it can maximize women’s talent, it will be important that
we endorse free speech in science to a greater extent than has been true
recently, and this means that free speech extends to published research
that may offend or undermine women. This means a collective agreement
that when someone argues against our pet position, we direct our refu-
tation at their data, and not at their alleged character flaws. This is not
an endorsement for hate speech or writings that advocate political appli-
cations, because surely a system of checks and balances is appropriate in
such situations. But scientists who study sex differences must be free to
publish their findings in journals without fear of scorn. We hope all sides
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enter the debate with newer and better data to help shape policies, and that
policy creation is not left to politically-motivated administrators and pol-
icymakers to do by fiat, irrespective of empirical realities. After wading
through many hundreds of articles, chapters, and books to prepare this doc-
ument, one thing is clear: advocacy in the guise of science is a shortsighted
strategy.
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