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Preface

This book has developed from lectures that the author gave for mathematics students

at the Ruhr-Universität Bochum and the Christian-Albrechts-Universität Kiel. The

present work is restricted to the theory of partial differential equations of elliptic

type, which otherwise tends to be given a treatment which is either too superficial

or too extensive. The following sketch shows what the problems are for elliptic

differential equations.

A:

Theory of

elliptic

equations

B: Discretisation:

difference methods,

finite elements, etc.

C:

Numerical analysis:

convergence,

stability

↑ ↓ ↑
Elliptic

boundary value

problems

——————−→ Discrete system

of equations

↓
E: Theory of

iteration

methods

←——————

D: Equation solution:

direct or with

iteration methods

The theory of elliptic differential equations (A) is concerned with questions of

existence, uniqueness, and properties of solutions. The first problem of numerical

treatment is the description of the discretisation procedures (B), which give finite-

dimensional equations for approximations to the solutions. The subsequent second

part of the numerical treatment is numerical analysis (C) of the procedure in ques-

tion. In particular it is necessary to find out if, and how fast, the approximation

converges to the exact solution.

The solution of the finite-dimensional equations (D, E) is in general no simple

problem, since more than 106 unknowns can occur. The discussion of this third area

of numerical problems is skipped (it is the subject of the author’s monographs [142]

and [137]).
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viii Preface

The descriptions of discretisation procedures and their analyses are closely con-

nected with corresponding chapters of the theory of elliptic equations. In addition,

it is not possible to undertake a well-founded numerical analysis without a basic

knowledge of elliptic differential equations. Since the latter cannot, in general, be

assumed of a reader, it seems to me necessary to present the numerical study along

with the theory of elliptic equations.

The book is conceived in the first place as an introduction to the treatment of

elliptic boundary-value problems. It should, however, serve to lead the reader to

further literature on special topics and applications. It is intentional that certain

topics, which are often handled rather summarily, (e.g., eigenvalue problems,

regularity properties) are treated here in greater detail.

The exposition is strictly limited to linear elliptic equations. Thus a discussion of

the Navier-Stokes equations, which are important for fluid mechanics, is excluded;

however, one can approach these matters via the Stokes equation, which is thor-

oughly treated as an example of an elliptic system.

The exercises that are presented are an integral part of the exposition. Their solu-

tion is given in the appendix. The reader should test his understanding of the subject

on the exercises.

The first and second editions of the German book are published by Teubner

Stuttgart in 1986 and 1996. In 1992, the first English edition [134] appeared in

the Springer Series Computational Mathematics, translated by R. Fadiman and

P. D. F. Ion. Recently, an extended fourth edition of the German version [143] has

appeared. The extensions, which are now available in the present second English

edition, concern additional sections (e.g., about finite elements) and the complete

proofs of the exercises. Furthermore, the number of references is more than trebled.

The author wishes to thank Springer Verlag for their cordial collaboration.

Kiel, April 2017 Wolfgang Hackbusch
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Chapter 1

Partial Differential Equations and
Their Classification Into Types

Abstract This chapter introduces the partial differential equations and their distinc-

tion into three types.

1.1 Examples

An ordinary differential equation describes a function which depends on only one

variable. However, most of the problems require two or more variables. Almost all

physical quantities depend on the spatial variables x, y, and z, and possibly on time

t. The time dependence might be omitted for stationary processes, and one might

perhaps save one spatial dimension by special geometric assumptions, but even then

there would still remain at least two independent variables. Differential equations in

two or more variables are called partial differential equations. They may contain

the first partial derivatives

uxi
= uxi

(x1, x2, . . . , xn) = ∂u(x1, x2, . . . , xn)/∂xi (1 ≤ i ≤ n)

with respect to xi or even higher partial derivatives uxixj
, etc.

Unlike ordinary differential equations, partial differential equations cannot be

analysed all together. Rather, one distinguishes between three1 types of equations

which have different properties and also require different numerical methods.

Before the characteristics for the types are defined, let us introduce some ex-

amples of partial differential equations. All of the following examples will contain

only two independent variables x, y.2 The first two examples are partial differential

equations of first order, since only first partial derivatives occur.

1 There are even differential equations belonging to none of these three types. More details will

follow after Definition 1.14.
2 In the general case, the independent variables are denoted by the n-tuple x = (x1, x2, . . . , xn).
In the two- and three-dimensional case, we prefer x, y or respectively x, y, z, to avoid indices.

As soon as summations occur, the notation by xi is more convenient.

1© Springer-Verlag GmbH Germany 2017 

W. Hackbusch, Elliptic Differential Equations, Springer Series  

in Computational Mathematics 18, DOI 10.1007/978-3-662-54961-2_1 
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Example 1.1. Find a solution u(x, y) of

uy(x, y) = 0. (1.1)

It is obvious that u(x, y) must be independent of y, i.e., the solution has the form

u(x, y) = ϕ(x). On the other hand, u(x, y) = ϕ(x) with arbitrary ϕ is a solution

of (1.1).

Equation (1.1) is a special case of the next example.

Example 1.2. Find a solution u(x, y) of

c ux(x, y)− uy(x, y) = 0 (c constant) . (1.2)

Let u be a solution. Introduce new coordinates ξ := x+ cy, η := y and define

v(ξ, η) := u(x(ξ, η), y(ξ, η))

with the aid of x(ξ, η) = ξ − c η and y(ξ, η) = η. Applying the chain rule,

we obtain vη = uxxη + uyyη with xη = −c and yη = 1. Hence vη(ξ, η) = 0
follows from (1.2). This equation is analogous to (1.1), and Example 1.1 shows that

v(ξ, η) = ϕ(ξ). Replacing ξ, η by x, y, we obtain

u(x, y) = ϕ(x+ cy). (1.3)

Conversely, through (1.3) we obviously obtain a solution of (1.2), as long as ϕ is

continuously differentiable.

In order to determine uniquely the solution of an ordinary differential equation

u′ − f(u) = 0 one needs an initial value u(x0) = u0. The partial differential

equation (1.2) can be augmented by the initial-value function

u(x, y0) = u0(x) for x ∈ R (1.4)

on the line {(x, y0) : x ∈ R} with y0 a constant. The comparison of (1.3) and (1.4)

shows that ϕ(x + cy0) = u0(x). Thus ϕ is determined by ϕ(x) = u0(x − cy0).
The unique solution of the initial value problem (1.2) and (1.4) reads

u(x, y) = u0(x− c (y0 − y)).

The following three examples involve differential equations of second order.

Example 1.3 (potential equation). Let Ω be an open subset of R2. Find a solution

of

uxx + uyy = 0 in Ω. (1.5)

If one identifies (x, y) ∈ R2 with the complex number z = x + iy ∈ C, the

solutions can be given immediately. The real and imaginary parts of any function

1 Partial Differential Equations and Their Classification Into Types
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f(z) holomorphic in Ω are solutions of (1.5). Examples are the powers

ℜe z0 = 1, ℜe z2 = x2 − y2

as well as

ℜe log(z − z0) = log
√
(x− x0)2 + (y − y0)2, if z0 /∈ Ω.

To determine the solution uniquely one needs the boundary values u(x, y) =
ϕ(x, y) for all (x, y) on the boundary Γ = ∂Ω of Ω.

Another name of the potential equation (1.5) is Laplace equation.

Example 1.4 (wave equation). All solutions of

uxx − uyy = 0 in Ω (1.6)

are given by

u(x, y) = ϕ(x+ y) + ψ(x− y), (1.7)

where ϕ and ψ are arbitrary twice continuously differentiable functions. Suitable

initial values are, for example,

u(x, 0) = u0(x), uy(x, 0) = u1(x) for x ∈ R, (1.8)

where u0 and u1 are given functions. Inserting (1.7) into (1.8), one finds

u0 = ϕ+ ψ, u1 = ϕ′ − ψ′ (ϕ′, ψ′ : derivatives of ϕ and ψ)

and infers that

ϕ′ = (u′0 + u1) /2, ψ′ = (u′0 − u1) /2.

From this one can determine ϕ and ψ up to constants of integration. One constant

can be chosen arbitrarily, for example, by ϕ(0) = 0, and the other is determined by

u(0, 0) = u0(0) = ϕ(0) + ψ(0).

Exercise 1.5. Prove that every solution of the wave equation (1.6) has the form (1.7).

Hint: Use ξ = x+ y and η = x− y as new variables.

The next equation describes the heat conduction of an infinite wire located from

−∞ to +∞, where u is the temperature, while y is interpreted as time.

Example 1.6 (heat equation). Find the solution of

uxx − uy = 0 for x ∈ R, y ≥ 0. (1.9)

The separation of variables u(x, y) = v(x)w(y) gives a solution for every c ∈ R :

u(x, y) = sin(cx) exp(−c2y).
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Another solution of (1.9) for y > 0 is

u(x, y) =
1√
4πy

∫ ∞

−∞
u0(ξ) exp

(
− (x− ξ)

2

4y

)
dξ, (1.10)

where u0(·) is an arbitrary continuous and bounded function. The initial condition

matching equation (1.9), in contrast to (1.8), contains only one function:

u(x, 0) = u0(x) for x ∈ R. (1.11)

The solution (1.10), which initially is defined only for y > 0, can be extended

continuously to y = 0 and there satisfies the initial value requirement (1.11).

Exercise 1.7. Let u0 be bounded in R and continuous at x. Then prove that the

right-hand side of (1.10) converges to u0(x) for y ց 0. Hint: First show that

u(x, y) = u0(x) +
1√
4πy

∫ ∞

−∞
[u0(ξ)− u0(x)] exp

(
− (x− ξ)

2

4y

)
dξ

and then decompose the integral into subintegrals over [x − δ, x + δ] and

(−∞, x− δ) ∪ (x+ δ,∞).

As with ordinary differential equations, equations of higher order can be

described by systems of first-order equations. In the following we give some

examples.

Example 1.8. Let the pair (u, v) be the solution of the system

ux + vy = 0, vx + uy = 0. (1.12)

If u and v are twice differentiable, the differentiation of (1.12) yields the equations

uxx + vxy = 0 and vxy + uyy = 0, which together imply that uxx − uyy = 0.

Thus u is a solution of the wave equation (1.6). The same can be shown for v.

Example 1.9 (Cauchy–Riemann differential equations). If u and v satisfy the

system

ux + vy = 0, vx − uy = 0 in Ω ⊂ R2, (1.13)

then the same consideration as in Example 1.8 yields that both u and v satisfy the

potential equation (1.5).

Example 1.10. If the differentiable functions u and v satisfy the system

ux + vy = 0, vx + u = 0, (1.14)

then v solves the heat equation (1.9).

1 Partial Differential Equations and Their Classification Into Types
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Proof. If u is differentiable, then also vx because of the second equation. Differ-

entiation in x yields vxx = −ux. Insertion into the first equation proves (1.9).

In fluid mechanics, the following system describes a viscous liquid.

Example 1.11 (Stokes equations). In the system

uxx + uyy − wx = 0,

vxx + vyy − wy = 0,

ux + vy = 0

u and v denote the flow velocities in x and y directions, while w denotes the pres-

sure. Note that the system is of second order with respect to u and v, whereas no

second derivative of w occurs.

1.2 Classification of Second-Order Equations into Types

The general linear differential equation of second order in two variables reads

a(x, y)uxx + 2b(x, y)uxy + c(x, y)uyy (1.15)

+ d(x, y)ux + e(x, y)uy + f(x, y)u+ g(x, y) = 0.

Definition 1.12. (a) Equation (1.15) is said to be elliptic at (x, y) if

a(x, y)c(x, y)− b2(x, y) > 0.

(b) Equation (1.15) is said to be hyperbolic at (x, y) if

a(x, y)c(x, y)− b2(x, y) < 0.

(c) Equation (1.15) is said to be parabolic at (x, y) if3

ac− b2 = 0 and rank

[
a b d
b c e

]
= 2 in (x, y).

(d) Equation (1.15) is said to be elliptic (hyperbolic, parabolic) in Ω ∈ R2 if it is

elliptic (hyperbolic, parabolic) at all (x, y) ∈ Ω .

If different types occur at different (x, y) ∈ Ω, the differential equation is of

mixed type.

3 Usually, the parabolic type is defined by ac − b2 = 0. However, the equation uxx(x, y) +
ux(x, y) = 0 or even the purely algebraic equation u(x, y) = 0 should not be called parabolic.
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Example 1.13. The potential equation (1.5) is elliptic, the wave equation (1.6) is of

hyperbolic type, while the heat equation (1.9) is parabolic.

The definition of types can easily be generalised to the case, where more than

two independent variables occur. The general linear differential equation of second

order in n variables x = (x1, . . . , xn) reads

n∑

i,j=1

aij(x)uxixj
+

n∑

i=1

ai(x)uxi
+ a(x)u = f(x). (1.16)

Since uxixj
= uxjxi

holds for twice continuously differentiable functions, one can

assume in (1.16) that, without loss of generality,

aij(x) = aji(x) (1 ≤ i, j ≤ n).

Thus, the coefficients aij(x) define a symmetric n× n matrix

A(x) = (aij(x))i,j=1,...,n (1.17)

which therefore has only real eigenvalues (cf. [142, Theorem A.41]).

Translating (1.15) into the notation (1.16) yields

A =

[
a b
b c

]
, a1 = d, a2 = e, a = f, f = −g.

Definition 1.14. (a) Equation (1.16) is said to be elliptic at x if all n eigenvalues

of the matrix A(x) have the same sign (±1) (i.e., if A(x) is positive or negative

definite).

(b) Equation (1.16) is said to be hyperbolic at x if n − 1 eigenvalues of A(x) have

the same sign (±1) and one eigenvalue has the opposite sign.

(c) Equation (1.16) is said to be parabolic at x if one eigenvalue vanishes, the re-

maining n − 2 eigenvalues have the same sign, and rank(A(x),a(x)) = n, where

a(x) = (a1(x), . . . , an(x))
T are the coefficients of the first derivatives in (1.16).

(d) Equation (1.16) is said to be elliptic in Ω ∈ Rn if it is elliptic at all x ∈ Ω.

Definition 1.14 makes it clear that the three types mentioned by no means cover

all cases. An unclassified equation occurs, for example, if A(x) has two positive

and two negative eigenvalues.

In place of (1.16) we also write

Lu = f,

where

1 Partial Differential Equations and Their Classification Into Types
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L =

n∑

i,j=1

aij(x)
∂2

∂xi∂xj
+

n∑

i=1

ai(x)
∂

∂xi
+ a(x) (1.18)

is a linear differential operator of second order. The operator

L0 =

n∑

i,j=1

aij(x)
∂2

∂xi∂xj
,

which contains only the highest derivatives of L, is called the principal part of L.

Remark 1.15. The ellipticity or hyperbolicity of equation (1.16) depends only on

the principal part of the differential operator.

Exercise 1.16 (invariance of the type under coordinate transformations). Let

(1.16) be defined for x ∈ Ω. The transformation

Φ : Ω ⊂ Rn → Ω′ ⊂ Rn

is assumed to have a nonsingular Jacobian matrix S = ∂Φ/∂x ∈ C1(Ω) at x ∈
Ω. Prove that equation (1.16) does not change its type at x if it is written in the

new coordinates ξ = Φ(x). Hint: The matrix A = (aij) becomes SAST after

the transformation. Use Remark 1.15 and Sylvester’s inertia theorem (cf. Sylvester

[280], Gantmacher [108, §X.2], or Liesen–Mehrmann [193, Theorem 18.23]).

1.3 Type Classification for Systems of First Order

The Examples 1.8–1.10 are special cases of the general linear system of first order

in two variables:

ux(x, y)−A(x, y)uy(x, y) +B(x, y)u(x, y) = f(x, y). (1.19)

Here u = (u1, . . . , um)T is a vector function, and A,B are m × m matrices.

In contrast to Section 1.2, A need not be symmetric and can have complex eigen-

values If the eigenvalues λ1, . . . , λm are real, and if there exists a decomposition

A = S−1DS with D = diag{λ1, . . . , λm}, A is called real-diagonalisable.

Definition 1.17. (a) System (1.19) is said to be hyperbolic at (x, y) if A(x, y) is

real-diagonalisable.

(b) System (1.19) is said to be elliptic at (x, y) if all the eigenvalues of A(x, y) are

not real.

IfA is real or possessesm distinct real eigenvalues the system is hyperbolic since

those conditions are sufficient for real diagonalisability. A single real equation, in

particular, is always hyperbolic.
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Examples 1.1 and 1.2 are hyperbolic according to the preceding remark. System

(1.12) from Example 1.8 has the form (1.19) with

A =

[
0 −1

−1 0

]

It is hyperbolic since A is real-diagonalisable:

A =

[
1 1

−1 1

]−1 [
−1 0
0 1

] [
1 1

−1 1

]
.

The Cauchy–Riemann system (1.13), which is closely connected with the poten-

tial equation (1.5), is elliptic since it has the form (1.19) with

A =

[
0 −1
1 0

]
,

and A has the eigenvalues ±i .

The system (1.14) corresponding to the (parabolic) heat equation can be de-

scribed as system (1.19) with

A =

[
0 −1
0 0

]
.

The eigenvalues λ1 = λ2 = 0 may be real but A is not diagonalisable. Hence,

system (1.14) is neither hyperbolic nor elliptic.

A more general system than (1.19) is

A1ux +A2uy +Bu = f. (1.20)

If A1 is invertible then multiplication by A−1
1 gives the form (1.19) with A =

−A−1
1 A2. Otherwise one has to investigate the generalised eigenvalue problem

det(λA1 + A2) = 0. However, system (1.20) with singular A1 cannot be elliptic,

as can be seen from the following (use (1.22) with ξ1 = 1 and ξ2 = 0).

A generalisation of (1.20) to n independent variables is exhibited in the system

A1ux1 +A2ux2 + . . .+Anuxn +Bu = f (1.21)

with m ×m matrices Ai = Ai(x) = Ai(x1, . . . , xn) and B = B(x). As a special

case of a later definition (cf. §12.1) we obtain the following definition.

Definition 1.18. The system (1.21) is said to be elliptic at x if

det

(
n∑

i=1

ξiAi(x)

)
�= 0 for all 0 �= (ξ1, . . . , ξn) ∈ Rn. (1.22)

1 Partial Differential Equations and Their Classification Into Types
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1.4 Characteristic Properties of the Different Types

The distinguishing of different types of partial differential equations would be point-

less if each type did not have fundamentally different properties. When discussing

the examples in Section 1.1 we already mentioned that the solution is uniquely

determined if initial values and boundary values are prescribed.

In Example 1.2 the hyperbolic differential equation (1.2) is augmented by the

specification (1.4) of u on the line y = const (see Figure 1.1a). In the case of

the hyperbolic wave equation (1.6), uy must also be prescribed (cf. (1.8)) since the

equation is of second order.
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Fig. 1.1 Specification of (a) initial values and (b) initial-boundary values for hyperbolic problems.
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Fig. 1.2 Specification of (a) initial values and (b) initial-boundary values for parabolic problems.

It is also sufficient to give the values u and uy on a finite interval [x1, x2] if u
is additionally prescribed on the lateral boundaries of the domain Ω of Figure 1.1b.

This prescription of initial-boundary values occurs, for example, in the following

physical problem. A vibrating string is described by the lateral deflection u(x, t) at

the point x ∈ [x1, x2] at time t. The function u satisfies the wave equation (1.6)

with the coordinate y corresponding to time t. At the initial instant in time, t = t0,

the deflection u(x, 0) and velocity ut(x, 0) are given for x1 < x < x2. Under

the assumption that the string is firmly clamped at the boundary points x1 and x2,

one obtains the additional boundary data u(x1, t) = u(x2, t) = 0 for all t.

For parabolic equations of second order one can also formulate initial-value and

initial-boundary value problems (cf. Figure 1.2). However, as initial value only

the function u(x, y0) = u0(x) may be prescribed. An additional specification of

uy(x, y0) is not possible, since uy(x, y0) = uxx(x, y0) = u′′0(x) is already deter-

mined by the differential equation (1.9) and by u0.
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The heat equation (1.9) with the initial and boundary values

u(x, t0) = u0(x) in [x1, x2],

u(x1, t) = ϕ1(t), u(x2, t) = ϕ2(t) for t > t0

(cf. Figure 1.2b) describes the temperature u(x, t) of a wire whose ends at x =
x1 and x = x2 have the temperatures ϕ1(t) and ϕ2(t). The initial temperature

distribution at time t0 is given by u0(x).

Aside from the different number of initial data functions in Figures 1.1 and 1.2,

there also is the following difference between hyperbolic and parabolic equations.

Remark 1.19. The shaded area Ω in Figures 1.1 and 1.2 corresponds to t > t0 and

y > y0, respectively. For hyperbolic equations one can solve in the same way initial-

value and initial-boundary value problems in the domain t ≤ t0, whilst parabolic

problems in t < t0 generally do not have a solution.

Fig. 1.3 Boundary values for an elliptic problem.

If one changes the parabolic equation ut − uxx = 0 to ut + uxx = 0, the

orientation is reversed: solutions exist in general only for t ≤ t0.

For the solution of an elliptic equation, boundary values are prescribed (cf. Exam-

ple 1.3, Figure 1.3). A specification such as that in Figure 1.2b would not uniquely

determine the solution of an elliptic problem, while the solution of a parabolic prob-

lem would be overdetermined by the boundary values of Figure 1.3a.

An elliptic problem with specifications such as in Figure 1.1b in general has

no solution. Let us, e.g., impose the conditions u(x, 0) = u(0, y) = u(1, y) = 0
and uy(x, 0) = u1(x) on the solution of the potential equation (1.5), where u1 is not

infinitely often differentiable. If a continuous solution u existed in Ω = [0, 1]×[0, 1]
one could develop u(x, 1) into a sine series and the following exercise shows that u1
would have to be infinitely often differentiable, in contradiction to the assumption.

Exercise 1.20. Let ϕ ∈ C0[0, 1] have the absolute convergent Fourier expansion

ϕ(x) =
∑∞

ν=1
αν sin(νπx).

Show that: (a) the solution of the potential equation (1.5) in the square Ω =
(0, 1) × (0, 1) with boundary values u(0, y) = u(x, 0) = u(1, y) = 0 and

1 Partial Differential Equations and Their Classification Into Types
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u(x, 1) = ϕ(x) is given by

u(x, y) =
∞∑

ν=1

αν

sinh(νπ)
sin(νπx) sinh(νπy).

(b) For 0 ≤ x ≤ 1 and 0 ≤ y < 1, u(x, y) is differentiable infinitely often. Hint:

f(x) =
∑

ν

βν sin(νπx) ∈ C∞[0, 1] if lim
ν→∞

βνν
k = 0 for all k ∈ N .

Conversely it does not make sense to put boundary value constraints as in Figure

1.3a on a hyperbolic problem. Consider as an example the wave equation (1.6) in

Ω = [0, 1] with the boundary values

u(x, 0) = u(0, y) = u(1, y) = 0 and u
(
x,

1

π

)
= sin(νπx) for ν ∈ N.

The solution reads u(x, y) = sin(νπx) sin(νπy)/ sin ν. Although the boundary

values, for all ν ∈ N are bounded by l, the solution in Ω may become arbitrarily

large since sup{1/ sin ν : ν ∈ N} =∞ (cf. Exercise 1.21). Such a boundary-value

problem is called not well-posed or ill-posed (cf. Definition 2.25).

Exercise 1.21. Prove that the set {sin ν : ν ∈ N} is dense in [−1, 1].

Another distinguishing characteristic is the regularity (smoothness) of the solu-

tion. Let u be the solution of the potential equation (1.5) in Ω ⊂ R2. As stated in

Example 1.3, u is the real part of a function holomorphic in Ω. Since holomorphic

functions are infinitely differentiable, this property also holds for u.

In the case of the parabolic heat equation (1.9) with initial values u(x, 0) = u0
the solution u is given by (1.10). For y > 0, u is infinitely differentiable. The

smoothness of u0 is of no concern here, nor is the smoothness of the boundary

values in the case of the potential equation.

One finds a completely different result for the hyperbolic wave equation (1.6).

The solution reads u(x, y) = φ(x + y) + ψ(x − y), where φ and ψ result directly

from the initial data (1.8). Check that u is k-times differentiable if u0 is k-times and

u1 is (k − 1)-times differentiable.

As already mentioned in this section, in the hyperbolic and parabolic equations

(1.1), (1.2), (1.6), and (1.9) the variable y often plays the role of time. Therefore

one calls processes described by hyperbolic and parabolic equations nonstationary.

Elliptic equations which only contain space coordinates as variables are called

stationary. More clearly than in Definitions 1.12b,c the Definitions 1.14b,c distin-

guish the role of a single variable (time) corresponding to the eigenvalue λ = 0
in parabolic equations, and to the eigenvalue with opposite sign in hyperbolic

equations.

The connection between the different types becomes more comprehensible if

one relates the elliptic equations in the variables x1, . . . , xn to the parabolic and

hyperbolic equations in the variables x1, . . . , xn, t.
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Remark 1.22. Let L be a differential operator in the variables x = (x1, . . . , xn)
and let it be of elliptic type (cf. (1.18)). Let L be scaled such that the matrix A(x)
in (1.17) has only negative eigenvalues. Then

ut + Lu = 0 (1.23)

is a parabolic equation for u(x, t) = u(x1, . . . , xn, t). In contrast

utt + Lu = 0 (1.24)

is of hyperbolic type.

Conversely, the nonstationary problems (1.23) or (1.24) lead to the elliptic equa-

tion Lu = 0 if one seeks solutions of (1.23) or (1.24) that are independent of time t.
One also obtains elliptic equations if one looks for solutions of (1.23) or (1.24) with

the aid of a separation of variables u(x, t) = ϕ(t)v(x). The results are

u(x, t) = e−λtv(x) in case (1.23),

u(x, t) = e±i
√
λtv(x) in case (1.24),

where v(x) is the solution of the elliptic eigenvalue problem

Lv = λ v .

These eigenvalue problems will be treated in Chapter 11.

1.5 Literature

Finally, we mention some monographs on partial differential equations of the differ-

ent types.4 Here the emphasis can be the theory as well as the numerical treatment.

Hyperbolic equations are discussed by Alinhac [5], Meister–Struckmeier [203], and

Trangenstein [290], parabolic equations are treated by Friedman [105].

A common characteristic of parabolic and hyperbolic types are initial-boundary

value problems. On the theoretical side, this fact leads to semigroups. Both types are

discussed by Lions–Magenes [195, 196], Pazy [218], and Richtmyer–Morton [237].

Elliptic and parabolic equation are the subject of Trangenstein [291]. These two

types have higher regularity properties in common.

Elliptic problems are the subject of Bartels [29], Boccardo–Croce [43], Braess

[45], Dupaigne [92], Gilbarg–Trudinger [115], Grivard [123], Ladyženskaja–

Ural’ceva [180], Lions–Magenes [194], Miranda [205], and Wienholtz et al. [306].

In the next chapters, Hellwig [150] will often be cited.

All three types can be found in the monographs Dziuk [93], John [160], Jost

[162], Knabner–Angermann [172], Larsson–Thomée [183], Mizohata [206],

Petrovsky [225], and Wloka [308].

4 This list is rather incomplete, since there exists an extensive literature on this subject. Further

references to particular elliptic topics will follow in the text.

1 Partial Differential Equations and Their Classification Into Types



Chapter 2

The Potential Equation

Abstract In Section 2.1 the simplest but prototypical elliptic differential equation

of second order is presented. The solutions of this equation are called harmonic.

Together with a boundary condition, one obtains a boundary-value problem. An im-

portant tool is the singularity function, which is defined in Section 2.2. The Green

formulae allow a representation of the solution in Theorem 2.8. In Section 2.3

functions with mean-value property are introduced. It is shown that these functions

coincide with harmonic functions. The mean-value property implies the maximum-

minimum principle: non-constant functions have no local extrema. An important

conclusion is the uniqueness of the solution (Theorem 2.18). Finally, in Section 2.4,

it is shown that the solution depends continuously on the boundary data.

2.1 Posing the Problem

The potential equation from Example 1.3 reads1

−Δu = 0 in Ω ⊂ Rn, (2.1a)

where Δ = ∂2/∂x21 + . . . + ∂2/∂x2n is the Laplace operator. In physics, equation

(2.1a) describes the potentials; for example the electric potential when Ω contains

no electric charges, the magnetic potential for vanishing current density, the velocity

potential, etc. In these cases the gradient ∇u has the more direct physical meaning.

Equation (2.1a) is also called Laplace’s equation since it was described by Pierre-

Simon Laplace in his five-volume work ‘Traité de Mécanique Céleste’ (written in

the years 1799–1825). However, it was Leonhard Euler [97] who first mentioned the

potential equation in 1751.

1 At this place, the minus sign in −Δu = 0 only has a symbolic meaning. The background is that

−Δ has ‘nicer’ properties than Δ, since, in a multiple sense, −Δ is positive. For instance, the

singularity function in (2.4a) will have a positive singularity.

13© Springer-Verlag GmbH Germany 2017 

W. Hackbusch, Elliptic Differential Equations, Springer Series  

in Computational Mathematics 18, DOI 10.1007/978-3-662-54961-2_2
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The connection between the potential equation for n = 2 and function theory

has already been pointed out in Example 1.3. Not only is the Laplace operator an

example of an elliptic differential operator, but it actually is the prototype. By using

a transformation of variables, any elliptic differential operator of second order can

be transformed so that its principal part becomes the Laplace operator (cf. Hellwig

[150, Part 2, §1.5]).

Definition 2.1 (domain). The region Ω ⊂ Rn is called a domain if Ω is open and

connected.2

In the following Ω will always be a domain. Its boundary is denoted by

Γ = ∂Ω .

The existence of a second derivative of u is required only in Ω, not on the boundary.

For a prescription of boundary values

u = ϕ on Γ (2.1b)

to be meaningful, one has to assume continuity of u onΩ = Ω∪Γ . The combination

of an (elliptic) differential equation (here (2.1a)) with a boundary condition (here

(2.1b)) is called a boundary-value problem.

Definition 2.2 (harmonic). The function u is said to be harmonic in Ω if u belongs

to C2(Ω) ∩ C0(Ω) and satisfies the potential equation (2.1a).

Γ1

Γ0

Γ0

Γ1

Γ1

Γ1

Fig. 2.1 L-shaped do-

main.

Here C0(D) [Ck(D), C∞(D)] denotes the set of con-

tinuous [k-fold continuously differentiable, infinitely often

differentiable] functions on D.

In general one should not expect that the solution of

(2.1a,b) lies in C2(Ω), as shown in the following example.

Example 2.3. Let Ω = (0, 1) × (0, 1) (cf. Figure 1.3a). Let

the boundary values be given by ϕ(x, y) = x2 for (x, y) ∈ Γ.
The solution of the boundary-value problem exists but does

not belong to C2(Ω).

Proof. The existence of a solution u will be discussed in Theorem 7.21. If u ∈
C2(Ω), then it follows that uxx(x, 0) = ϕxx(x, 0) = 2 for x ∈ [0, 1] in particular

uxx(0, 0) = 2. From the analogous result uyy(0, 0) = ϕyy(0, 0) = 0 one may

conclude Δu(0, 0) = 2 in contradiction to Δu = 0 in Ω.

In the case under discussion one can also show u ∈ C1(Ω). That this state-

ment is generally false, is shown by the next example with the L-shaped domain

in Figure 2.1.

2 Ω is called connected if for any x, y ∈ Ω there is a continuous curve within Ω connecting x
and y, that is, a γ : s ∈ [0, 1] �→ γ(s) ∈ Ω continuously with γ(0) = x, γ(1) = y.
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Example 2.4. In the L-shaped domain Ω = (− 1
2 ,

1
2 )× (− 1

2 ,
1
2 ) \ [0, 12 )× [0, 12 ) (cf.

Figure 2.1) introduce the polar coordinates

x = r cosϕ, y = r sinϕ. (2.2)

The function

u(r, ϕ) = r2/3 sin((2ϕ− π)/3) (π/2 < ϕ < 2π)

is the solution of the potential equation (2.1a) and has smooth boundary values on

Γ (in particular u = 0 holds on Γ0 ⊂ Γ ) although the first derivatives in r = 0
are unbounded, i.e., u �∈ C1(Ω).

Proof. This follows from the fact that, along with ux and uy , the radial derivative

ur = ux cosϕ+ uy sinϕ also has to be bounded. However, ur = O(r−1/3) holds

for r → 0. In order to check that −Δu = 0, use (2.3a).

Exercise 2.5. Prove the following:

(a) In terms of the polar coordinates (2.2) in R2, the Laplace operator takes the form

Δ =
∂2

∂r2
+

1

r

∂

∂r
+

1

r2
∂2

∂ϕ2
. (2.3a)

(b) In terms of the three-dimensional polar coordinates

x = r cosϕ sinψ, y = r sinϕ sinψ, z = r cosψ,

the Laplace operator is given by

Δ =
∂2

∂r2
+

2

r

∂

∂r
+

1

r2

[
1

sin2 ψ

∂2

∂ϕ2
+ cotψ

∂

∂ψ
+

∂2

∂ψ2

]
.

In the general n-dimensional case the transformation to polar coordinates leads to

Δ =
∂2

∂r2
+
n− 1

r

∂

∂r
+

1

r2
B, (2.3b)

where the Beltrami operator B contains only derivatives with respect to the angle

variables.

The Laplace operator is invariant with respect to translation, reflection and rota-

tion.

Exercise 2.6. Let f ∈ C2(Ω) for a domain Ω ⊂ Rn, z ∈ Rn, and U ∈ Rn×n a

unitary matrix (i.e., UUT = I). Then Φ(x) := z + Ux describes a combination of

translation, reflection, and rotation. Φ maps Ω into Ω′ := {y = z+ Ux : x ∈ Ω}.
The inverse function is Φ−1(y) = UT (y − z) . The function F (y) := f(Φ−1(y))
is defined in Ω′. Prove that ΔF (y) = (Δf) (Φ−1(y)).

In particular, it follows that harmonic functions remain harmonic after trans-

lation, reflection and rotation.
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2.2 Singularity Function

The singularity function is defined by

s(x,y) =

⎧
⎪⎨
⎪⎩

− 1

ω2
log |x− y| for n = 2,

1

(n− 2)ωn
|x− y|2−n

for n > 2,
(2.4a)

for x,y ∈ Rn, where

ωn = 2Γ ( 12 )
n/Γ (n2 ),

in particular, ω2 = 2π, ω3 = 4π,
(2.4b)

with Γ the Gamma function, is the surface of the n-dimensional unit sphere. The

Euclidean norm of x in Rn is denoted by

|x| =

√√√√
n∑

i=1

x2i .

Lemma 2.7. For fixed y ∈ Rn the potential equation in Rn\{y} is solved by

s(·,y).
Proof. The proof can be carried out directly. However, it is simplest to introduce

polar coordinates with y as origin and to use (2.3b), since s(x,y) depends only on

r = |x− y|.
We remark that, in the sense of distributions, −Δxs(x,y) is equal to the delta

distribution δ(x,y). This equation fixes the strength of the singularity and the

scaling constant.

Fig. 2.2 Normal directions.

For the next theorem we need to introduce the

normal derivative ∂/∂n. Let Ω be a domain with

smooth boundary Γ . Let n(x) ∈ Rn denote the

outer normal direction at x ∈ Γ , i.e., n is a unit

vector perpendicular to the tangential hyperplane

at x and points outwards (cf. Figure 2.2). The

normal derivative of u at x ∈ Γ is defined as

∂u(x)

∂n
= 〈n,∇u〉 , where ∇u = gradu = (ux1

, . . . , uxn
)
T

is the gradient of u and

〈x,y〉 =
n∑

i=1

xiyi

is the scalar product in Rn. In the case of the ball KR(y) (cf. (2.8)) the normal

direction is radial, and ∂u/∂n becomes ∂u/∂r with respect to r = |x − y|, if one
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uses polar coordinates with the origin at y. It follows from

∂s(x,y)/∂r = −|x− y|1−n/ωn

that
∂s(x,y)

∂n
= −R

1−n

ωn
for all x ∈ ∂KR(y). (2.5)

The first Green formula reads (cf. Green [121])

∫

Ω

u(x)Δv(x) dx = −
∫

Ω

〈∇u(x),∇v(x)〉 dx+

∫

∂Ω

u(x)
∂v(x)

∂n
dΓ (2.6a)

and holds for u ∈ C1(Ω), v ∈ C2(Ω) if the domain Ω satisfies suitable conditions.

Here
∫
∂Ω

. . . dΓ denotes the surface integral.

Domains for which equation (2.6a) holds are called normal domains. To see suf-

ficient conditions for this refer to Kellogg [169, §IV] and Hellwig [150, Part 1, §1.2].

Functions u, v ∈ C2(Ω) in a normal domain Ω satisfy the second Green formula

∫

Ω

u(x)Δv(x) dx =

∫

Ω

v(x)Δu(x) dx+

∫

∂Ω

[
u(x)

∂v(x)

∂n
− v(x)

∂u(x)

∂n

]
dΓ.

(2.6b)

Theorem 2.8. Let Ω be a normal domain, and let u ∈ C2(Ω) be harmonic there.

Then

u(y) =

∫

∂Ω

[
s(x,y)

∂u(x)

∂n
− u(x)

∂s(x,y)

∂nx

]
dΓx for all y ∈ Ω. (2.7)

Here ∂
∂nx

and dΓx refer to the variable x .

Proof. By

Kr(y) = {x ∈ Rn : |x− y| < r} (2.8)

we denote the ball with centre y and radius r. Since the singularity function s(·,y)
is not differentiable on x = y, Green’s formula (2.6b) is not directly applicable. Let

Ωε := Ω \Kε(y),

with ε be so small that Kε(y)⊂Ω. Since Ωε is again a normal domain, it follows

from −Δu = −Δs = 0 in Ωε (cf. Lemma 2.7) and (2.6b) with v = s(·,y) that

∫

∂Ωε

[
u(x)

∂s(x,y)

∂nx
− s(x,y)

∂u(x)

∂n

]
dΓx = 0. (2.9a)

We have ∂Ωε = ∂Ω ∪ ∂Kε(y). However, at x ∈ ∂Kε(y), the normal directions of

∂Ωε and of ∂Kε(y) differ in their signs. The same holds for the normal derivatives,

so that the integral in (2.9a) can be decomposed into
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∫

∂Ωε

. . . =

∫

∂Ω

. . .−
∫

∂Kε(y)

. . . .

The assertion of the theorem would be proved if we could show that
∫
∂Kε(y)

. . .→
−u(y) for ε → 0. The normal derivative ∂u/∂n is bounded on ∂Kε(y), and∫
∂Kε(y)

s(x,y)dΓ converges like O(ε| log ε|)) or O(ε) towards zero, as can be

seen from (2.4) and ∫

∂Kε(y)

dΓ = εn−1ωn. (2.9b)

Thus, we obtain

∫

∂Kε(y)

s(x,y)
∂u(x)

∂n
dΓx → 0 (ε→ 0). (2.9c)

From (2.9b) and (2.5) one infers

∫

∂Kε(y)

u(y)
∂s(x,y)

∂nx
dΓx = u(y)

∫

∂Kε(y)

∂s(x,y)

∂nx
dΓx = −u(y). (2.9d)

The continuity of u in y yields

∣∣∣∣∣

∫

∂Kε(y)

[u(x)− u(y)]
∂s(x,y)

∂nx
dΓx

∣∣∣∣∣ ≤ max
x∈∂Kε(y)

|u(x)− u(y)| → 0 (2.9e)

as ε → 0 . Equations (2.9c–e) show that
∫
∂Kε(y)

[u ∂
∂ns − s ∂

∂nu ]dΓ → −u(y)
(ε→ 0), so that (2.9a) proves the theorem.

Any function of the form

γ(x,y) = s(x,y) + Φ(x,y) (2.10)

is called a fundamental solution of the potential equation in Ω if for fixed y ∈ Ω
the function Φ(·,y) is harmonic in Ω and belongs to C2(Ω).

Corollary 2.9. Under the conditions of Theorem 2.8 for every fundamental solution

in Ω the following holds:

u(y) =

∫

∂Ω

[
γ(x,y)

∂u(x)

∂n
− u(x)

∂γ(x,y)

∂nx

]
dΓx (y ∈ Ω) . (2.11)

Proof. (2.6b) implies
∫
∂Ω

[Φ∂u/∂n− u ∂Φ/∂n ] dΓ = 0 .

For replacing the condition Φ = γ − s ∈ C2(Ω) by the weaker Φ(·,y) ∈
C1(Ω) ∩ C2(Ω) refer to Hellwig [150, Part I, §1.4].
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Exercise 2.10 (Green function of a ball). Let Ω = KR(y). Define

γ(x, ξ) =

⎧
⎪⎨
⎪⎩

1
(n−2)ωn

[
|x− ξ|2−n −

(
|ξ−y|

R

∣∣x− ξ′
∣∣
)2−n

]
for n ≥ 3,

− 1
2π

[
log |x− ξ| − log

(
|ξ−y|

R

∣∣x− ξ′
∣∣
)]

for n = 2,
(2.12)

with x, ξ ∈ Ω, ξ′ = y +R2|ξ − y|−2(ξ − y) and show:

(a) γ(x, ξ) = 0 for ξ ∈ ∂Ω\{x},
(b) γ is a fundamental solution in Ω,

(c) γ(x, ξ) = γ(ξ,x),

(d) on the surface Γ = ∂KR(y) the following holds:

∂

∂nξ
γ(x, ξ) =

∂

∂nξ
γ(ξ,x) = − 1

Rωn

R2 − |x− y|2
|x− ξ|n (ξ ∈ Γ ) .

2.3 Mean-Value Property and Maximum Principle

Definition 2.11 (mean-value property). A function u has the mean-value property

in Ω if u ∈ C0(Ω) and if for all x ∈ Ω and all R > 0 with KR(x) ⊂ Ω the

following equation holds:

u(x) =
1

ωnRn−1

∫

∂KR(x)

u(ξ) dΓξ. (2.13)

Since
∫
∂KR(x)

dΓ = ωnR
n−1 the right-hand side in (2.13) is the mean value

of u taken over the sphere ∂KR(x). An equivalent characterisation results if one

averages over the ball KR(x).

Exercise 2.12. u ∈ C0(Ω) has the second mean-value property in Ω if

u(x) =
n

Rnωn

∫

KR(x)

u(ξ) dξ for all x ∈ Ω, R > 0 with KR(x) ⊂ Ω.

Show that this mean-value property is equivalent to the mean-value property (2.13).

Hint: ∫

KR(x)

u(ξ) dξ =

∫ R

0

(∫

∂Kr(x)

u(ξ) dΓξ

)
dr . (2.14)

Functions with the mean-value property satisfy a maximum principle, as is

known from the function theory for holomorphic functions.

Theorem 2.13 (maximum-minimum principle). Let Ω be a domain and let u ∈
C0(Ω) be a nonconstant function which has the mean-value property. Then u takes

on neither a maximum nor a minimum in Ω.
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Proof. (i) It suffices to investigate the case of a maximum since a minimum of u is

a maximum of −u, and −u also has the mean-value property.

(ii) For an indirect proof we assume that there exists a maximum at y ∈ Ω:

u(y) = M ≥ u(x) for all x ∈ Ω .

We want to show that u(y′) = M for arbitrary y′ ∈ Ω, i.e., u ≡ M in contrast

to the assumption u �≡ const. Let y′ ∈ Ω. Since Ω is connected, there exists a path

connecting y and y′ running through Ω, i.e., there exists a continuous ϕ : [0, 1] →
Ω with ϕ(0) = y and ϕ(1) = y′. We set

I := {s ∈ [0, 1] : u(ϕ(t)) = M for all 0 ≤ t ≤ s}.

I contains at least 0, and is closed since u and ϕ are continuous. Thus there exists

s⋆ = max{s ∈ I}, and the definition of I shows that I = [0, s⋆]. In (iii) it is proved

that s⋆ = 1 so that y′ = ϕ(1) ∈ I and hence u(y′) = M follows.

(iii) Proof of s⋆ = 1. The opposite assumption s⋆ < 1 can be made and shown

to be contradicted by proving that u(x) = M in a neighbourhood of x⋆ := ϕ(s⋆).
Since x⋆ ∈ Ω, there exists R > 0 with KR(x

⋆) ⊂ Ω. Evidently, it follows that

u = M in KR(x
⋆) if it is shown that u = M on ∂Kr(x

⋆) for all 0 < r ≤ R.

(iv) Proof of u = M on ∂Kr(x
⋆). Equation (2.13) in x⋆ reads

M = u(x⋆) =
1

ωnrn−1

∫

∂Kr(x∗)

u(ξ) dΓξ .

In general we have u(ξ) ≤ M . If one had u(ξ′) < M for ξ′ ∈ ∂KR(x
⋆) and thus

also u < M in a neighbourhood of ξ′, one would have on the right-hand side a

mean value smaller than M . Therefore, u = M on ∂KR(x
⋆) has been proved.

Simple deductions from Theorem 2.13 are contained in the next statements.

Corollary 2.14. Let Ω be bounded. (a) A function with the mean-value property

takes its maximum and its minimum on ∂Ω.

(b) If two functions with the mean-value property coincide on the boundary ∂Ω,

they are identical.

Proof. (a) The extrema are assumed on the compact set Ω = Ω ∪ ∂Ω. According

to Theorem 2.13, the extremum cannot be in Ω if u is not constant on a connected

component of Ω. But in this case the assertion is also obvious.

(b) If u and v with u = v on ∂Ω satisfy the mean-value property then the latter is

also satisfied for w := u− v. Since w = 0 on ∂Ω, part (a) indicates that maxw =
minw = 0. Thus u = v in Ω.

Lemma 2.15. Harmonic functions have the mean-value property.
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Proof. Let u be harmonic in Ω and y ∈ KR(y) ⊂ Ω. We apply the representation

(2.7) for KR(y). The value s(x,y) is constant on ∂KR(y): let it be denoted by

σ(R). Because of (2.5), equation (2.7) becomes

u(y) = σ(R)

∫

∂KR(y)

∂u(ξ)

∂n
dΓ +

1

ωnRn−1

∫

∂KR(y)

u(ξ)dΓ.

The equation agrees with (2.13) if the first integral vanishes. The latter follows from

the next lemma.

Lemma 2.16. Let u ∈ C2(Ω) be harmonic in a normal domain Ω. Then

∫

∂Ω

∂u

∂n
dΓ = 0.

Proof. In Green’s formula (2.6a) substitute 1 and u for u and v, respectively.

Lemma 2.15, Theorem 2.13, and Corollary 2.14 together imply Theorems 2.17

and 2.18.

Theorem 2.17 (maximum-minimum principle for harmonic functions). Let u
be harmonic in the domain Ω and nonconstant. There exists no maximum and no

minimum in Ω.

Theorem 2.18 (uniqueness). Let Ω be bounded. A function harmonic in Ω assumes

its maximum and its minimum on ∂Ω and is uniquely determined by its values on

∂Ω.

Exercise 2.19. Let Ω be bounded, and let u1 and u2 be harmonic in Ω with bound-

ary values ϕ1 and ϕ2 on Γ = ∂Ω . Prove that:

(a) ϕ1 ≤ ϕ2 on Γ implies u1 ≤ u2 in Ω .

(b) If, furthermore, Ω is connected and if ϕ1(x) < ϕ2(x) holds for at least one

point x ∈ Γ then it follows that u1 < u2 everywhere in Ω .

The representation (2.13) of u(y) by the values on ∂KR(y) is a special case of

the following formula which will be proved on page 22 and which provides equation

(2.13) for x = y.

Theorem 2.20 (Poisson’s integral formula). Assume we have ϕ ∈ C0(∂KR(y))
and n ≥ 2. The solution of the boundary-value problem

−Δu = 0 in KR(y), u = ϕ on ∂KR(y),

is given by the function

u(x) =
R2 − |x− y|2

Rωn

∫

∂KR(y)

ϕ(ξ)

|x− ξ|n dΓξ for x ∈ KR(y), (2.15)

which belongs to C∞(KR(y)) ∩ C0(KR(y)) .
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The mean-value property only assumes u ∈ C0(Ω), while harmonic functions

belong to C2(Ω). This makes the following assertion surprising.

Theorem 2.21. A function is harmonic in Ω if and only if it has the mean-value

property there.

Proof. Because of Lemma 2.15 it remains to be shown that a function u with

the mean-value property is harmonic. Let x ∈ KR(x) ⊂ Ω be given arbitrarily.

According to Theorem 2.20 there exists a function u harmonic in KR(x) with

−Δu = 0 in KR(x), u = v on ∂KR(x).

According to Lemma 2.15, u has the mean-value property, as does v, and Corollary

2.14b proves that u = v in KR(x), i.e., v is harmonic in KR(x). Since KR(x) ⊂ Ω
is arbitrary, v is harmonic in Ω.

An important application of Theorem 2.21 is the following statement of Harnack

[149, §20].

Theorem 2.22. Let u1, u2, . . . be a sequence of functions harmonic in Ω and

converging uniformly on Γ . Then u = limk→∞ uk is harmonic in Ω.

Proof. Uniform convergence on Γ implies uniform convergence in Ω (cf. Theorem

2.17). Therefore the limit function is continuous: u ∈ C0(Ω). The limit process,

applied to

uk(x) =
1

ωnRn−1

∫

∂KR(x)

uk(ξ) dΓξ

yields equation (2.13) for u; i.e., u inherits the mean-value property. According to

Theorem 2.21, u is also harmonic in Ω.

In the case of n = 2, Example 1.3 shows the connection with holomorphic

functions. In fact, u is analytic for all n, i.e., a convergent power series expansion

exists in a neighbourhood of any x ∈ Ω. The following theorem holds whose proof

can be found, for example, in Hellwig [150, Part 3, §1.5].

Theorem 2.23. A function harmonic in Ω is analytic there.

The proof of the Poisson formula (2.15) still needs to be carried out.

Proof of Theorem 2.20. (a) First we must show that u in (2.15) is a function harmonic

in KR(y), i.e., it satisfies −Δu = 0. Since the integrand is twice continuously

differentiable and the domain of integration Γ = ∂KR(y) is compact, the Laplace

operator commutes with the integral sign:

Δu(x) =
1

Rωn

∫

Γ

ϕ(ξ) Δx

R2 − |x− y|2

|x− ξ|−n dΓξ for x ∈ KR(y). (2.16)
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According to Exercise 2.10 there exists a fundamental solution γ(x, ξ) such that

R2 − |x− y|2
|x− ξ|nRωn

= −∂γ(x, ξ)
∂nξ

= −∂γ(ξ,x)
∂nξ

for ξ ∈ Γ, x ∈ KR(y). (2.17)

Γ1

Γ1
Γ1

Γ0

Γ0

y

R

z

ρ
ρ/2

Fig. 2.3 Γ and the balls Kρ(z),Kρ/2(z).

From

Δx
∂γ

∂nξ
=

∂

∂nξ
Δxγ(x, ξ) = 0

and (2.16) one infers that −Δu=0.

(b) The expression (2.15) defines

the value u(x) at first only for x ∈
KR(y). It still needs to be shown

that u has a continuous extension

on KR(y) = KR(y) ∪ Γ (i.e.,

u ∈ C0(KR(y))) and that the con-

tinuously extended values agree with the boundary values ϕ:

lim
KR(y)∋x→z

u(x) = ϕ(z) for z ∈ Γ. (2.18)

By equation (2.17), putting u ≡ 1 in Corollary 2.9 gives the identity

R2 − |x− y|2
Rωn

∫

Γ

dΓξ

|x− ξ|n = 1 for x ∈ KR(y). (2.19)

Let z ∈ Γ be arbitrary. Due to equation (2.19) one can then write:

u(x)− ϕ(z) =
R2 − |x− y|2

Rωn

∫

Γ

u(ξ)− ϕ(z)

|x− ξ|n dΓξ. (2.20a)

We define Γ0 = Γ ∩Kρ(z), Γ1 = Γ/Γ0 (see Figure 2.3) and split the expression

(2.20a) into u(x)− ϕ(z) = I0 + I1, where

Ii =
R2 − |x− y|2

Rωn

∫

Γi

u(ξ)− ϕ(z)

|x− ξ|n dΓξ for i = 0, 1.

Since
∣∣∣∣
∫

Γ0

u(ξ)− ϕ(z)

|x− ξ|n dΓξ

∣∣∣∣ ≤ max
ξ∈Γ0

|u(ξ)− ϕ(z)|
∫

Γ0

dΓξ

|x− ξ|n

≤ max
ξ∈Γ0

|u(ξ)− ϕ(z)|
∫

Γ

dΓξ

|x− ξ|n ,

it follows from equation (2.19) that

I0 ≤ max
ξ∈Γ0

|u(ξ)− ϕ(z)| . (2.20b)
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Because of the continuity of ϕ one can choose ρ > 0 such that for given ε > 0

I0 ≤ ε/2 . (2.20c)

Set Cϕ := maxξ∈Γ |ϕ(ξ)| and choose x ∈ KR(y) sufficiently close to z such

that

|x− z| ≤ δ(ε) :=
ε

2

(ρ
2

)n 1

4CϕRn−1

and |x− z| ≤ ρ/2. The last inequality implies

|x− ξ| ≥ ρ

2
for ξ ∈ Γ1 (see Figure 2.3).

Together with

R2 − |x− y|2 = (R+ |x− y|)(R− |x− y|)
≤ 2R (R− |x− y|) ≤ 2R |z− x| ≤ 2Rδ(ε)

one obtains

|I1| =

∣∣∣∣∣
R2 − |x− y|2

Rωn

∫

Γ1

u(ξ)− ϕ(z)

|x− ξ|n dΓξ

∣∣∣∣∣ ≤ 2

ωn
δ(ε)

2Cϕ

(ρ/2)
n

∫

Γ1

dΓ.

From
∫
Γ1

dΓ ≤
∫
Γ
dΓ = Rn−1ωn and the definition of δ(ε) follows

|I1| ≤ ε/2 . (2.20d)

Thus for every ε > 0 there exists a δ(ε) > 0 such that |x − z| ≤ δ(ε) implies the

estimate

|u(x)− ϕ(z)| = |I0 + I1| ≤ |I0|+ |I1| ≤ ε

(cf. (2.20c,d)). Hence, (2.18) has been proved, and the continuous extension of u
to KR(y) leads to u ∈ C0(KR(y)).

To ensure that the integral
∫
∂KR(y)

ϕ(ξ)
|x−ξ|n dΓξ in (2.15) is well-defined for

ξ /∈ Γ := ∂KR(y), ϕ must belong to the function space L1(Γ ). This is the set

of all functions which are Lebesgue-integrable in Γ with a finite value
∫
Γ
|ϕ|dΓ.

By L∞(Γ ) we denote the space of all Lebesgue-integrable functions which

are essentially bounded (i.e., bounded in Γ\Z, where Z has measure zero). The

product of ϕ ∈ L1(Γ ) and ψ ∈ L∞(Γ ) again belongs to L1(Γ ). Since |· − ξ|−n

for ξ /∈ Γ = ∂KR(y) is continuous and in particular bounded, it belongs toL∞(Γ ).

This proves that
∫
∂KR(y)

ϕ(ξ)
|x−ξ|n dΓξ is well-defined for ϕ ∈ L1(Γ ).

Exercise 2.24. Prove that the function u defined by the Poisson integral formula

(2.15) belongs to C∞(KR(y)) and solves −Δu = 0 in KR(y) even for boundary

values ϕ ∈ L1(∂KR(y)). For every point of continuity z ∈ ∂KR(y) of ϕ we have

u(x)→ ϕ(z) (x→ z, x ∈ KR(y)).
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Finally, we add another derivation of the mean-value property mentioned by

Ovall [215]. Let u ∈ C2p(Ω) be an arbitrary function and let KR(x) ⊂ Ω ⊂ Rn.

Taylor’s formula yields u(ξ) =
∑

|α|≤2p
1
α!D

αu(x) (ξ − x)
α
+ o(R2p) for all

ξ ∈ KR(x). The integral of (ξ − x)
α

over the sphere ∂KR(x) is explicitly known

(cf. Folland [103]) and yields the Pizzetti series

1

ωnRn−1

∫

∂KR(x)

u(ξ) dΓξ =

p∑

k=0

Δku(x)

2kk!
∏k

j=1(n+ 2j)
R2k + o(R2p)

(cf. Pizzetti [227]). In the case of harmonic functions, Theorem 2.23 allows us to use

the infinite Taylor series without remainder. Since Δku(x) = 0 holds for k > 0,
the remaining term for k = 0 is u(x).

2.4 Continuous Dependence on the Boundary Data

Definition 2.25. An abstract problem of the form

A(x) = y, x ∈ X, y ∈ Y,

is said to be well-posed if for all y ∈ Y it has a unique solution x ∈ X and if the

latter depends continuously on y.

It is important to recognise whether a mathematical problem is well-posed since

otherwise essential difficulties may occur in its numerical solution. In the case of the

boundary-value problem (2.1a,b), X ⊂ C2(Ω) ∩ C0(Ω) is the space of functions

harmonic in Ω and Y = C0(Γ ) is the set of continuous boundary data on Γ = ∂Ω.

The topologies of X and Y are given by the supremum norms:

‖u‖∞ := sup
x∈Ω

|u(x)| and ‖ϕ‖∞ := sup
x∈Γ

|ϕ(x)| . (2.21)

The question of the existence of a solution of (2.1a,b) will have to be postponed

(see §7). The uniqueness, however, has been confirmed already in Theorem 2.18,

if Ω is bounded. That the boundedness of Ω cannot be dropped without further ado

is shown in the next example.

Example 2.26. The functions

u(x1, x2) = x1 in Ω = (0,∞)× R,

u(x1, x2) = log
(
x21 + x22

)
in Ω = R2\K1(0),

u(x1, x2) = sin(x1) sinh(x2) in Ω = (0, π)× (0,∞)

and also the trivial u = 0, are solutions of the boundary-value problem −Δu = 0
in Ω, u = 0 on Γ = ∂Ω.
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For bounded Ω the harmonic functions (solutions of (2.1a,b)) depend not only

continuously but also Lipschitz-continuously on the boundary data.

Theorem 2.27. Let Ω be bounded. If uI and uII are solutions of

−ΔuI = −ΔuII = 0 in Ω, uI = ϕI and uII = ϕII on Γ = ∂Ω

then

‖uI − uII‖∞ ≤ ‖ϕI − ϕII‖∞. (2.22)

Proof. v := uI − uII is a solution of −Δv = 0 in Ω and v = ϕI − ϕII on Γ .

According to Theorem 2.18, v takes its maximum and its minimum on Γ :

−‖ϕI − ϕII‖∞ ≤ v(x) ≤ ‖ϕI − ϕII‖∞ for all x ∈ Ω.

The definition (2.21) of ‖ · ‖∞ implies (2.22).

The continuous dependence of the solution with respect to the boundary values

is also shown by Harnack’s Theorem 2.22. If ‖ϕn − ϕ‖∞ → 0 holds for a sequence

of boundary values then the associated solutions satisfy ‖un − u‖∞ → 0. Here the

existence of a solution of −Δu = 0 in Ω, u = ϕ on Γ need not be assumed.

Ω Ω Ω’ ’’

Fig. 2.4 Approximation of Ω by Ω′ and Ω′′.

Another problem, just as

important for numerical math-

ematics, is rarely discussed in

the literature: does the solu-

tion also depend continuously

on the form of the boundary

Γ ? Figure 2.4 shows domains

Ω′ andΩ′′ which approximate

Ω. A polygonal domain, as,

for example, Ω′′, occurs in the method of finite elements (see §8.6.3).

Let Ωn be a sequence of domains with Γn = ∂Ωn. We say that Γn → Γ if

dist(Γn, Γ )→ 0. Here, we define

dist(Γn, Γ ) := sup{dist(x, Γ ) : x ∈ Γn}, dist(x, Γ ) := inf{|x− y| : y ∈ Γ}.

Further, one must specify when ϕn ∈ C0(Γn) converges uniformly to ϕ ∈ C0(Γ ).
In the following we define the uniform convergence for ϕn and un.

ϕn ∈ C0(Γn) converges uniformly to ϕ ∈ C0(Γ ) if, for each ε > 0, there exist

numbers N(ε) and δ(ε) > 0 such that the following implication holds:

n ≥ N(ε), x ∈ Γ, y ∈ Γn, |x− y| ≤ δ(ε) =⇒ |ϕn(y)− ϕ(x)| ≤ ε. (2.23a)

The sequence un ∈ C0(Ωn) converges uniformly to u ∈ C0(Ω) if

lim
n→∞

sup
{
|un(x)− u(x)| : x ∈ Ωn ∩Ω

}
= 0. (2.23b)
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Remark 2.28. (a) Let K be a set which is compact (i.e., complete and bounded)

with Γ ⊂ K and Γn ⊂ K for all n. Let φn ∈ C0(K) converge uniformly onK to φ.

If ϕn = φn on Γn and ϕ = φ on Γ then (2.23a) is satisfied.

(b) Let Ωn ⊂ Ω for all n and let ūn be the following (not continuous) continuation

of un onto Ω: ūn = un on Ωn, ūn = u on Ω\Ωn. Then (2.23b) is equivalent to

uniform convergence ūn → u on Ω in the usual sense.

Theorem 2.29. Let Ωn ⊂ Ω with Ω bounded, and let Γn → Γ . Let the functions

un which are harmonic in Ωn, be solutions of

−Δun = 0 in Ωn , un = ϕn on Γn . (2.24a)

Let ϕn ∈ C0(Γn) converge uniformly in the sense of (2.23a) to ϕ ∈ C0(Γ ). Then

the following assertions hold: (a) If there exists a solution u ∈ C2(Ω) ∩ C0(Ω) of

−Δu = 0 in Ω , u = ϕ on Γ (2.24b)

then un → u holds in the sense of (2.23b).

(b) If conversely un → u ∈ C0(Ω) is satisfied in the sense of (2.23b), then u is the

solution of (2.24b).

Proof. (a) Let the continuation ūn be defined as in Remark 2.28b. Since u is uni-

formly continuous on Ω, there exists δu(ε) > 0 for all ε > 0 such that

|u(x)− u(y)| ≤ ε
2 if |x− y| ≤ δu(

ε
2 ). (2.25a)

Set δ⋆(ε) := min{δu( ε2 ), δ( ε2 )} with δ from (2.23a). Because Γn → Γ there exists

NΓ (ε), so that dist(Γn, Γ ) ≤ δ⋆(ε) for n ≥ NΓ (ε). For

n ≥ N⋆(ε) := max{NΓ (ε), N(ε/2)} (N from (2.23a))

we want to show that |ūn(x)−u(x)| ≤ ε for all x ∈ Ω. For x ∈ Ω\Ωn the estimate

is trivial because ūn(x) = u(x). For all x ∈ Ωn ⊂ Ω, however, there holds

|ūn(x)− u(x)| = |un(x)− u(x)| ≤ max
x∈Γn

|un(x)− u(x)| (2.25b)

(cf. Theorem 2.18), because un − u is harmonic in ωn. It remains to estimate

|un(x) − u(x)| for x ∈ Γn. For x ∈ Γn with n ≥ N⋆(ε) there exists y ∈ Γ
with |x− y| ≤ δ(ε/2). Thus we obtain

|un(x)− u(x)| = |ϕn(x)− u(x)| ≤ |ϕn(x)− ϕ(y)|+ |ϕ(y)− u(x)|
≤ |ϕn(x)− ϕ(y)|+ |u(y)− u(x)| ≤ ε

2 + ε
2 = ε
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from (2.23a) and (2.25a). Since x ∈ Γn is arbitrary it follows that |un − u| ≤ ε
on Γn, and (2.25b) proves the uniform convergence ūn → u on Ω. Hence, from

Remark 2.28b it follows that (2.23b) is satisfied.

(b) Let K ⊂ Ω be a compact set. Since Γn → Γ there exists an N(K)
such that K ⊂ Ωn for n ≥ N(K). Thus, the sequence {un : n ≥ N(K)} con-

verges uniformly in the usual sense on K to u so that one can apply Theorem 2.22:

consequently u is harmonic in K. Since K ⊂ Ω may be chosen arbitrarily, it

follows that u ∈ C2(Ω). By assumption, we already have u ∈ C0(Ω). That the

boundary value u = ϕ is taken onΓ is deduced from ϕn → ϕ and Γn → Γ .

In Theorem 2.22 one was able to derive the existence of a solution u of (2.24b)

just from ϕn → ϕ. This inference is not possible for the case of Ωn �= Ω as the

following example shows.

Example 2.30. Let

Ωn := K1(0) \K1/n(0) ⊂ Ω := K1(0) \ {0} ⊂ R2.

The boundaries are Γn = ∂K1(0)∪∂K1/n(0) and Γ = ∂K1(0)∪{0}, and satisfy

Γn → Γ . The boundary values

ϕ = ϕn = 0 on ∂K1(0), ϕn = 1 on ∂K1/n(0), ϕ(0, 0) = 1

satisfy the condition ϕn → ϕ (cf. (2.23a) and Remark 2.28a). The solutions un of

(2.24a) can be given explicitly:

un(x) = log (|x|) / log (1/n) .

Obviously, un(x) → u(x) := 0 holds pointwise, but u = 0 satisfies neither

(2.23b) nor the boundary-value problem (2.24b). Conversely, one infers from Theo-

rem 2.29a the following result: In Ω = K1(0)/{0} ⊂ R2 the potential equation has

no solution u ∈ C2(Ω)∩C0(Ω) which assumes the boundary values u(x) = 0 on

∂K1(0) and u(x) = 1 in x = 0.



Chapter 3

The Poisson Equation

Abstract In Section 3.1 the Poisson equation −Δu = f is introduced, and the

uniqueness of the solution is proved. The Green function is defined in Section 3.2.

It allows the representation (3.6) of the solution, provided it is existing. Concerning

the existence, Theorem 3.13 contains a negative statement (cf. Section 3.3): The

Poisson equation with a continuous right-hand side f may possess no classical so-

lution. A sufficient condition for a classical solution is the Hölder continuity of f as

stated in Theorem 3.18. Section 3.4 introduces Green’s function for the ball. In the

two-dimensional case, Riemann’s mapping theorem allows the construction of the

Green function for a large class of domains. In Section 3.5 we replace the Dirich-

let boundary condition by the Neumann condition. The final Section 3.6 is a short

introduction into the integral equation method. The solution of the boundary-value

problem can indirectly be obtained by solving an integral equation.

3.1 Posing the Problem

The Poisson equation is a slight generalisation of Laplace’s equation and reads

−Δu = f in Ω (3.1a)

with given function f ∈ C0(Ω). In the physical interpretation, f is the source term,

for example, the charge density in the case of an electrical potential u. In mechanics,

f is called the ‘load’. In mathematical terminology, f is often called the ‘right-hand

side’. If L is a linear differential operator, Lu = f is called the inhomogeneous

problem, whereas Lu = 0 is the homogeneous problem. In this sense, the Laplace

equation is the homogeneous Poisson equation.

To determine the solution uniquely one needs a boundary-value specification,

for example, the Dirichlet condition

u = ϕ on Γ := ∂Ω . (3.1b)
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Definition 3.1. The function u is called the classical solution of the boundary-value

problem (3.1a,b) if u ∈ C2(Ω) ∩ C0(Ω) satisfies the equations (3.1a,b) pointwise.

Until we introduce weak solutions in §7, ‘solution’ will always mean ‘classical

solution’.

The solution of the boundary-value problem (3.1a,b) will in general no longer

satisfy the mean-value property and the maximum principle. But these properties

still hold for the difference of two solutions u1 and u2 of the Poisson equation,

since −Δ(u1 − u2) = f − f = 0. Thus the uniqueness of the solution of problem

(3.1a,b) immediately follows and Theorem 2.27 can be brought over.

Theorem 3.2. Let Ω be bounded.

(a) The solution of (3.1a,b) is uniquely determined.

(b) If uI and uII are solutions of the Poisson equation for boundary values ϕI and

ϕII , then we have

‖uI − uII‖∞ ≤ ‖ϕI − ϕII‖∞. (3.2)

Proof. (b) The proof of Theorem 2.27 can be repeated verbatim here. The inequality

(2.22) coincides with (3.2).

(a) If uI and uII are two solutions of (3.1a,b) then the right-hand side in (3.2)

vanishes. Thus uI = uII .

Theorems 2.22 and 2.29 can be transferred likewise.

The boundary-value problem (3.1a,b) can be decomposed into two subproblems

corresponding to f and ϕ, respectively. The following analysis will often refer to

one of these subproblems.

Lemma 3.3. Let u1 be the solution of the boundary-value problem

−Δu1 = f in Ω, u1 = 0 on Γ, (3.3a)

and u2 the solution of the boundary-value problem

−Δu2 = 0 in Ω, u2 = ϕ on Γ. (3.3b)

Then the sum u := u1 + u2 solves the boundary-value problem (3.1a,b).

3.2 Representation of the Solution by the Green Function

The following exercise discusses the continuity of improper integrals with respect

to parameters in the integrand.
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Exercise 3.4. (a) Let Ω ⊂ Rn be bounded, x0 ∈ Ω, f ∈ C0(Ω\{x0}) and

|f(x)| ≤ C |x− x0|−s
for some s < n.

Show that
∫
Ω
f(x)dx exists as an improper integral.

(b) Let Ω ⊂ Rn be bounded and let x0(ξ) ∈ Ω depend continuously on ξ ∈ D,

with D compact. Let f(x, ξ) be continuous in (x, ξ) ∈ Ω ×D with x �= x0(ξ)
and let |f(x, ξ)| ≤ C |x− x0(ξ)|−s

, s < n. Show that

F (ξ) :=

∫

Ω

f(x, ξ)dx

is continuous: F ∈ C0(D).

Lemma 3.5. Let the solution of (3.1a,b) belong to C2(Ω), where Ω is a normal

domain. Then u may be represented as

u(x) =

∫

Ω

γ(ξ,x) f(ξ) dξ +

∫

∂Ω

[
γ(ξ,x)

∂

∂n
u(ξ)− u(ξ)

∂

∂nξ
γ(ξ,x)

]
dΓξ

(3.4)

for every fundamental solution γ in (2.10).

Proof. The proof is the same as in Theorem 2.8 or in Corollary 2.9. The term∫
Ωε
γ(−Δu)dξ with Ωε = Ω\Kε(x) becomes

∫
Ωε
γfdξ. Since the singularity of

γ(ξ,x) is integrable at ξ= x (cf. Exercise 3.4),
∫
Ωε
γfdξ converges to

∫
Ω
γfdξ

as ε→ 0.

In the boundary integral in (3.4) one may replace u(ξ) by ϕ(ξ) (cf. (3.1b)).

The function ∂u/∂n on Γ , however, is unknown and cannot be specified arbitrarily

either, since the boundary values (3.1b) already determine the solution uniquely (cf.

Theorem 3.2). To make
∫
Γ
γ ∂u
∂ndξ vanish one must select the fundamental solution

so that γ(ξ,x) = 0 for ξ ∈ Γ and x ∈ Ω.

Definition 3.6. A fundamental solution g in (2.10) is called a Green function (of the

first kind) if g(ξ,x) = 0 for all ξ ∈ Γ, x ∈ Ω.

Hence, for all x ∈ Ω, the Green function g(ξ,x) shares the same singularity at

x as s(ξ,x), and solves the following boundary-value problem with respect to the

first argument:

−Δg(·,x) = 0 in Ω\{x}, g(·,x) = 0 on Γ. (3.5)

The existence of a Green function is closely related to the solvability of the

boundary-value problem for the potential equation.

Remark 3.7. The Green function exists if and only if for all x ∈ Ω the boundary-

value problem −ΔΦ=0 in Ω and Φ=−s(·,x) on Γ has a solution Φ ∈ C2(Ω).

The above consideration results in the following representation theorem.
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Theorem 3.8. Let Ω be a normal domain. Let the boundary-value problem (3.1a,b)

have a solution u ∈ C2(Ω). Assume the existence of a Green function of the first

kind. Then one can express u explicitly by

u(x) =

∫

Ω

g(ξ,x) f(ξ) dξ −
∫

∂Ω

ϕ(ξ)
∂

∂nξ
g(ξ,x) dΓξ . (3.6)

In the following we reverse the implication. Let the existence of the Green func-

tion be assumed. Then, does function u defined by equation (3.6) represent the clas-

sical solution of the boundary-value problem (3.1a,b)? Here it must be proved, in

particular, that u ∈ C2(Ω) and −Δu = f. Firstly, it is not even clear yet whether

the function u(x) defined by equation (3.6) depends continuously on x since the

definition of a fundamental solution γ(ξ,x) does not require continuity in the sec-

ond argument x. Despite that, the Green function g(ξ, ·) is in C2(Ω\{ξ}), as the

following result shows (cf. Leis [189, page 67]).

Exercise 3.9. Let Ω be a normal domain. Let the Green function exist, and for fixed

y ∈ Ω let g(·,y)∈C2(Ω \{y}) (weaker conditions are possible). Now prove that1

g(x,y) = g(y,x) for x,y ∈ Ω . (3.7)

Hint: Apply Green’s formula (2.6b) withΩε = Ω \ [Kε(x
′)∪Kε(x

′′)], x′,x′′ ∈ Ω,

u(x) := g(x,x′), v(x) := g(x,x′′) and use (2.11).

Theorem 3.10. Let g(·, ·) be the Green function for a bounded domain Ω. Then

g(x,y) > 0 for x,y ∈ Ω . (3.8)

Proof. We recall the representation g = s + Φ in (2.10). Φ is bounded in Ω:

‖Φ‖∞ < ∞. The singularity of s tends to +∞. For sufficiently small ε > 0 we

have Kε(y) ⊂ Ω as well as s(x,y) > ‖Φ‖∞ for x ∈ ∂Kε(y). This proves g > 0
on ∂Kε(y), while by definition g = 0 holds on ∂Ω. The union ∂Kε(y) ∪ ∂Ω
is the boundary of Ωε := Ω\Kε(y). The Green function solves −Δg(·,y) = 0
in Ωε. The maximum principle as formulated in Exercise 2.19b with u1 = 0 and

u2 = g(·,y) implies g(·,y) > 0 and proves (3.8).

Exercise 2.19b concerns the boundary-value problem (3.3b):−Δu = 0 in Ω and

u = ϕ on Γ. It ensures that u > 0 in Ω if ϕ � 0. The following theorem refers

to the boundary-value problem (3.3a) (−Δu = f in Ω and u = 0 on Γ ) and the

representation (3.6) (with ϕ = 0).

Theorem 3.11. Let u be the solution of −Δu = f in the domain Ω, and let u = 0
on Γ = ∂Ω. If f ∈ C0(Ω) is nonnegative and f > 0 for at least one point, then

u > 0 in Ω.

Proof. By assumption, there are x0 and a neighbourhood Kε(x0) ⊂ Ω, ε > 0,
so that f > 0 in Kε(x0). From (3.6) and (3.8) one concludes that the integrand in

u(x) =
∫
Ω
g(ξ,x)f(ξ)dξ is nonnegative and positive in Kε(x0).

1 Later we shall see that this symmetry holds for all selfadjoint differential operators.



3.3 Existence of a Solution 33

Exercise 3.12. Let Ω, Ω1, Ω2 be bounded domains.

(a) Let g be the Green function in Ω. Show that

g(x,y) < s(x,y) for x,y ∈ Ω ⊂ Rn, n ≥ 3. (3.9)

What is the corresponding statement for n = 2?

(b) Let g1, g2 be the respective Green functions in Ω1 ⊂ Ω2. Prove with the aid of

Exercise 2.19b that

g1(x,y) < g2(x,y) for x,y ∈ Ω1 ⊂ Ω2 .

3.3 Existence of a Solution

If one tries to reverse the assertion of Theorem 3.8, one encounters the surpris-

ing difficulty of having to set precise conditions on the source term f . The natural

requirement f ∈ C0(Ω) is necessary for u ∈ C2(Ω), but it is not sufficient, as

the following theorem shows. The statement underlines that the classical function

spaces C0 and C2 are not well suited for boundary-value problems.

Theorem 3.13. Even if the boundary Γ = ∂Ω and the boundary values ϕ are

sufficiently smooth and if the Green function exists, there are functions f ∈ C0(Ω)
to which no solutions u ∈ C2(Ω) correspond.

Proof. The counter-example uses the square (−1, 1)×(−1, 1) with constant bound-

ary values ϕ = 1 and the solution u(x, y) = |x| |y| log(|x|+ |y|). One verifies that

f := −Δu is continuous, but the mixed derivative ∂2u/∂x∂y contains the un-

bounded term log(|x|+ |y|), proving u /∈ C2(Ω).

The latter result is not a consequence of the fact that the boundary of the square

is not smooth. For this purpose we modify the example. The function u from above

can be extended outside Kε(0) to a function in C∞. Then u has boundary values

ϕ ∈ C∞ on ∂K1(0), f is continuous in K1(0), while ∂2u
∂x∂y still has the same

singularity at x = 0.

The statement of Theorem 3.21 will be equivalent to that of Theorem 3.13.

Theorem 3.13 shows that equation (3.6) need not represent a classical solution

for f ∈ C0(Ω). However, a sufficient condition for f to do so is Hölder-continuity.

Definition 3.14 (Hölder-continuity). f ∈ C0(Ω) is said to be Hölder-continuous

in Ω with the exponent λ ∈ (0, 1) if there exists a constant C = C(f) such that

|f(x)− f(y)| ≤ C |x− y|λ for x,y ∈ Ω . (3.10a)

We write f ∈ Cλ(Ω) and define the norm ‖f‖Cλ(Ω) as the smallest constant C

which satisfies (3.10a) and |f(x)| ≤ C:
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‖f‖Cλ(Ω) := max

{
sup

{
|f(x)− f(y)|
|x− y|λ

: x,y ∈ Ω, x �= y

}
, ‖f‖∞

}
.

(3.10b)

The function f ∈ Ck(Ω) is said to be k-fold Hölder-continuously differentiable in

Ω (with the exponent λ), if Dνf ∈ Cλ(Ω) for all |ν| ≤ k. Here ν is a multi-index

of length |ν| ,
ν = (ν1, . . . , νn) with νi ∈ N0, |ν| = ν1 + . . .+ νn, (3.11a)

and Dν is a |ν|-fold partial differentiation operator:

Dν =
∂|ν|

∂xν1
1 ∂xν2

2 . . . ∂xνn
n
. (3.11b)

The k-fold Hölder-continuously differentiable functions form the Banach space

Ck+λ(Ω) with the norm

‖f‖Ck+λ(Ω) = max
{
‖Dνf‖Cλ(Ω) : |ν| ≤ k

}
.

If s = k + λ one also writes Cs(Ω) for Ck+λ(Ω). The k-fold Lipschitz-

continuously differentiable functions f ∈ Ck,1(Ω) are the result of the choice λ = 1
in (3.10a,b). For reasons of completeness let us add that

‖f‖Ck(Ω) = max {‖Dνf‖∞ : |ν| ≤ k} (3.12)

is the norm in Ck(Ω) for integer k ≥ 0.

Exercise 3.15. f is said to be locally Hölder-continuous in D if for each x ∈ D
there exists a neighbourhood Kε(x) such that f ∈ Cλ(Kε(x) ∩D).
(a) Prove that if D is compact then f ∈ Cλ(D) follows from the local Hölder-

continuity in D. Formulate and prove corresponding statements for Ck+λ(D) and

Ck,1(D).
(b) Let s> 0. Prove |x|s ∈Cs(KR(0)) if s �∈ N, otherwise |x|s ∈Cs−1,1(KR(0)).
Hint: 1− ts ≤ (1− t)s for 0 ≤ t ≤ 1, s ≥ 0.

The function u from equation (3.6) can be decomposed into u1 + u2, where

u1 =
∫
Ω
gfdξ and u2 = −

∫
∂Ω

ϕ∂g/∂ndΓ. u is the solution of the boundary-

value problem (3.1a,b) if we are able to show that u1 and u2 are solutions of (3.3a)

and (3.3b), respectively.

Theorem 3.16. If the Green function exists and satisfies suitable conditions then

u(x) = −
∫

∂Ω

ϕ(ξ)
∂

∂nξ
g(ξ,x) dΓξ

is a classical solution of (3.3b): −Δu = 0 in Ω and u = ϕ on Γ = ∂Ω.

The proof goes in principle just as for Theorem 2.20 (cf. Leis [189, page 69]).
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In preparation for the next theorem, the following exercise discusses whether

differentiation and integration can be interchanged in the presence of singular inte-

grands.

Exercise 3.17. Let Ω ⊂ Rn be bounded and A := {(ξ,x) ∈ Ω × Ω : ξ �= x}.
For the derivatives of f with respect to x assume

Dν
xf ∈ C0(A) and |Dν

xf(ξ,x)| ≤ C |x− ξ|−s
with s < n for all |ν| ≤ k.

Prove that then F (x) :=
∫
Ω

f(ξ,x)dξ ∈ Ck(Ω) and DνF (x) =
∫
Ω

Dν
xf(ξ,x)dξ

for |ν| ≤ k.

Theorem 3.18. Suppose that the Green function g(·,x) ∈ C2(Ω\{x}) for x ∈ Ω
exists, and let f ∈ Cλ(Ω). Then

u(x) =

∫

Ω

f(ξ) g(ξ,x) dξ (3.13)

is a classical solution of (3.3a): −Δu = f in Ω and u = 0 on Γ .

Proof. The boundary condition u(x) = 0 for x ∈ Γ follows easily from (3.7)

and g(x, ξ) = 0. The property u ∈ C1(Ω) and the representation of the derivative

uxi
(x) =

∫
Ω
f(ξ)gxi

(ξ,x)dξ result from Exercise 3.17. To prove u ∈ C2(Ω)

this step cannot be repeated since gxixj = O(|ξ − x|−n
) has a singularity which is

not integrable. We write the derivative in the form

uxi
(x) =

∫

Ω

[f(ξ)− f(x̂)] gxi
(ξ,x) dξ + f(x̂)

∫

Ω

gxi
(ξ,x) dξ , (3.14a)

where x̂ will be fixed later. Let ∂jF (x) be the difference quotient
F (xε)−F (x)

ε with

xεj = xj + ε and xεi = xi (i �= j). The difference ∂j can be taken under the integral

sign:

∂juxi(x) =

∫

Ω

[f(ξ)− f(x̂)] ∂jgxi(ξ,x) dξ + f(x̂) ∂j
∂

∂xi

∫

Ω

g(ξ,x) dξ .

The values ξ lying on the line [x,xε] form a set of measure zero. Otherwise,

the intermediate value theorem yields ∂jgxi
(ξ,x) = gxixj

(ξ,xμε) with xμε =
x+ μ(xε − x) and a factor μ = μ(ξ,x) ∈ [0, 1]. Now we choose x̂ := xμε. Since

[f(ξ)− f(xμε)]gxixj (ξ,x
με) = O(|ξ − xμε|λ−n

)

is integrable, the limit process ε → 0 and xμε → x can be carried out in the

integrand:

uxixj
(x) =

∫

Ω

[f(ξ)− f(x)] gxixj
(ξ,x) dξ + f(x)

∂2

∂xi∂xj

∫

Ω

g(ξ,x) dξ .

(3.14b)
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Equation (3.14b) implies

−Δu(x) =
∫

Ω

[f(ξ)−f(x)] (−Δg) dξ−f(x)Δ
∫

Ω

gdξ = −f(x)Δ
∫

Ω

g(ξ,x)dξ,

so that it remains only to show that −Δ
∫
Ω
gdξ = 1. Choose KR(z) so that

x ∈ KR(z) ⊂ Ω. The Green function has the form (2.10): g = s+ Φ. The first two

terms in
∫

Ω

g(ξ,x) dξ =

∫

Ω\KR(z)

g(ξ,x) dξ +

∫

KR(z)

Φ(ξ,x) dξ +

∫

KR(z)

s(ξ,x) dξ

are harmonic in KR(z), so that −Δ
∫
KR(z)

s(ξ,x)dξ = 1 is what has to be proved.

Let σ(r) be defined by s(ζ,x) = σ(|ζ − x|) (cf. (2.4)). For fixed r > 0 set

v(x) :=
1

ωnrn−1

∫

∂Kr(z)

s(ξ,x) dΓξ . (3.14c)

For all x �∈ ∂Kr(z) (i.e., |x− z| �= r) v is harmonic, since s(ζ,x) is nonsingular

on ∂Kr(z) and satisfies −Δxs(ζ,x) = 0. Since s(·,x) is harmonic in Kr(z) for

r < |z− x|, the mean-value property (2.13) holds, which can now be written

v(x) = s(z,x) = σ(|z− x|) for |z− x| > r. (3.14d)

Using Exercise 3.4b, we see that v(x) is continuous in Rn, so that we also have

v(x) = σ(r) for |z− x| = r. (3.14e)

Thus v is harmonic in Kr(x) with the constant boundary values (3.14e). The unique

solution is therefore

v(x) = σ(r) for |z− x| ≤ r . (3.14f)

The equations (3.14c,d,f) yield

∫

∂Kr(z)

s(ξ,x) dΓξ = ωn r
n−1 σ(max{r, |z− x|})

and then, since 0 < |z− x| < R,

∫

Kr(z)

s(ξ,x) dξ =

∫ R

0

∫

∂Kr(z)

s(ξ,x) dΓξ dr

= ωn

∫ |z−x|

0

rn−1σ(|z− x|) dr + ωn

∫ R

|z−x|
rn−1σ(r) dr

= ωn
|z− x|n

n
σ(|z− x|) + ωn

rn

n
σ(r)

∣∣∣∣
R

|z−x|
− ωn

∫ R

|z−x|

rn

n
σ′(r) dr
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=
ωn

n
Rnσ(R)− ωn

∫ R

|z−x|

rn

n
(−r

1−n

ωn
) dr =

ωn

n
Rnσ(R) +

∫ R

|z−x|

r

n
dr

=
ωn

n
Rnσ(R) +

R2

2n
− |z− x|2

2n
.

From this we see that −Δ
∫
KR(z)

s(ζ,x)dζ = 1.

Using to Lemma 3.3, Theorems 3.16 and 3.18 prove the following.

Theorem 3.19. Under the same assumptions as for Theorems 3.16 and 3.18 equa-

tion (3.6) gives a representation for the classical solution of the boundary-value

problem (3.1a,b).

Remark 3.20. If the boundary Γ is sufficiently smooth, the statement of Theorem

3.19 can be strengthened to u ∈ C2+λ(Ω). This results from the Schauder theory

mentioned in Theorem 9.22.

Finally, we return to the negative result of Theorem 3.13. According to Theorem

6.12, Theorem 3.13 is equivalent to the following one.

Theorem 3.21. The solution u does not depend continuously on f , if the C0(Ω)-
norm (2.21) is used for f , and the C2(Ω)-norm from (3.12) is used for u.

Proof. Let Ω = K1(0) ⊂ R2 and ϕ = 0. The disk Ω is a normal region for which

the Green function is known (cf. Theorem 3.22). The functions

fn(x) =
x22 − x21

r2
ρn(r), r := |x| , ρn(r) := min

{
nr, 1/| log r

2 |
}
,

are not only continuous, but also Lipschitz-continuous: f ∈ C0,1(Ω). By Theorem

3.18 there exist solutions un ∈ C2(Ω) of −Δun = fn in Ω, with un = 0 on Γ .

The functions fn ∈ C0(Ω) are uniformly bounded: ‖fn‖∞ = 1/ log 2 (the

maximum is taken on the boundary r = 1). By Theorem 3.18 we have

un(x) =

∫

Ω

g(ξ,x)fn(ξ) dξ .

Since fn(0) = 0, equation (3.14b) shows that

unx1x1
(0) =

∫

Ω

gx1x1
(ξ,0) fn(ξ) dξ

=

∫

Ω

Φx1x1
(ξ,0) fn(ξ) dξ +

∫

Ω

sx1x1
(ξ,0) fn(ξ) dξ,

where g = Φ+ s. The first integral is bounded since Φ ∈ C2(Ω). The derivative of

the singularity function is sx1x1
(ξ,0) = (ξ21 − ξ22)/ |ξ|4. For the special choice of

fn, the second integral is equal to
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In :=

∫

Ω

[
ξ21 − ξ22

]2

|ξ|6 ρn(|ξ|) dξ =

∫ 1

0

[∫

∂Kr(0)

[ξ21 − ξ22 ]
2

|ξ|5 dΓ

]
ρn(r)

r
dr

The surface integral K :=
∫
∂Kr(0)

[ξ21 − ξ22 ]
2 |ξ|−5

dΓ > 0 does not depend on

r ∈ (0, 1] so that the second integral takes on the form In := K
∫ 1

0
r−1ρn(r)dr.

Since
∫ 1

ε

[
r| log( r2 )|

]−1
dr diverges as ε → 0, we deduce In → ∞ as n → ∞.

Since ‖un‖C2(Ω) ≥
∣∣unx1x1

(0)
∣∣, it follows that the map f �→ u is not bounded,

and thus not continuous.

3.4 The Green Function for the Ball

Theorem 3.22. The Green function for the ball KR(y) is given by the function in

(2.12).

Proof. According to Exercise 2.10b, the function γ defined in (2.12) is a fundamen-

tal solution in Ω = KR(y). It remains to show that γ(x,y) vanishes for x ∈ ∂Ω
and y ∈ Ω. This fact follows from combining the results in Exercise 2.10a,c.

In the case n = 2 the plane R2 can be identified with C by the correspondence

(x, y)↔ z = x+ iy. The following considerations are based on the next exercise.

Exercise 3.23. Let the map Φ : z = x + iy ∈ Ω �→ ζ = ξ + iη = Φ(z) ∈ Ω′ be

conformal, i.e., holomorphic with nonvanishing derivative. Show

Δzu(Φ(z)) = |Φ′|2Δζu(ζ), Φ′ = ξx + iηx (3.15)

for u ∈ C2(Ω′).

Equation (3.15) shows, in particular, that a conformal coordinate transformation

maps harmonic functions into harmonic functions. An arbitrary simply connected

region with at least two boundary points can, by the Riemann mapping theorem

(cf. Hurwitz–Courant [159, §III.5]), be mapped by a conformal mapping Φz0 :
z ∈ Ω �→ Φz0(z) ∈ K1(0) onto the unit disk such that Φz0(z0) = 0 for any

given z0 ∈ Ω. Let g(ζ, ζ ′) be the Green function for K1(0) (cf. Salamon [247,

§5]). One may check that G(z, z0) := g(Φz0(z), 0) is again a fundamental solution.

Now z ∈ ∂Ω implies Φz0(z) ∈ ∂K1(0), i.e., G(z, z0) = 0. Thus G(z, z0) is the

Green function in Ω. This proves the next statement.

Theorem 3.24. Let Ω ⊂ R2 be simply connected with at least two boundary points.

Then there exists a Green function of the first kind for Ω.

The explicit forms of various Green functions can be found, for example, in the

book by Wloka [308, Exercises 21.1–21.8]. Of numerical interest might be the fact

that with conformal mappings one may remove corners which are disturbing (e.g.,

re-entrant corners) (cf. Gladwell–Wait [119, page 70]).
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Example 3.25. Let Ω be the L-shaped region in Example 2.4. Choose Φ(z) =
z2/3 : Ω �→ Ω′. Then Φ is conformal in Ω. The sides of the angle Γ0 ⊂ ∂Ω
(cf. Fig. 2.1) are mapped into a single line segment, so that Ω′ has no reentrant

corners. The Poisson equation Δu=f in Ω corresponds to the equation Δv(ζ)=
9
4 |ζ| f(ζ) in Ω′.

A generalisation of the latter statements to the case of more than two variables is

impossible. For general n ≥ 3, only the mappings from Exercise 2.6 and the Kelvin

transformation – the reflection at a sphere – are invariant with respect to the Laplace

equation. More precisely, the following theorem holds. A proof can be found in

Walter [302, pages 17f].

Theorem 3.26. T : x ∈ Rn\{0} �→ x/ |x|2 ∈ Rn\{0} is the reflection at the unit

sphere. It satisfies T = T−1. Let Ω be a domain with 0 /∈ Ω ⊂ Rn. Let Ω̂ be the

image under T. For a function u ∈ C2(Ω), define v ∈ C2(Ω̂) by

v(x) := |x|2−n
u(Tx) (x ∈ Ω̂).

Δv and Δu are connected via

Δv(x) = |x|−2−n
Δu(Tx) (x ∈ Ω̂).

In particular, −Δu = 0 implies −Δv = 0.

3.5 The Neumann Boundary-Value Problem

In (3.1b) and in (2.1b) the boundary values u = ϕ were given on Γ . These so-

called Dirichlet conditions or ‘boundary conditions of the first kind’ are not the

only possibility. An alternative is the Neumann condition

∂

∂n
u(x) = ϕ(x) on Γ. (3.16)

In physics this second boundary condition, as it is also called, occurs more fre-

quently than the Dirichlet condition. For example, if u is the velocity potential of a

gas, then ∂u/∂n = 0 means that the gas can only move tangentially at the boundary.

Remark 3.27. The Neumann boundary-value problem Lu=f in Ω and ∂u/∂n=ϕ
on Γ is not uniquely solvable if the differential operator L contains no absolute

term2. If a solution u does exist, then u+ c, with c any constant, is also a solution.

Proof. Without absolute term L only contains derivatives of first or higher order.

Therefore Lc = 0 holds for the constant function c. Since also ∂
∂nc = 0, c is a

solution of the homogeneous Neumann problem. Let u be the solution of the original

inhomogeneous problem. Then u+ c is again a solution.

2 This is the term a(x) in (1.18).
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In particular, Remark 3.27 applies to the Laplace operator. In general, non-

uniqueness of the solution implies that the problem is not solvable for all right-hand

sides. The next theorem describes the requirements for f and ϕ.

Theorem 3.28. Let Ω be a normal region. The Poisson equation−Δu = f with the

Neumann boundary condition (3.16) is only solvable if

∫

Γ

ϕ(ξ)dΓξ +

∫

Ω

f(x)dx = 0. (3.17)

If a solution u does exist, then u+ c, with c any constant, is also a solution.

Proof. Repeat the proof of Lemma 2.16 for −Δu = f .

Later, in Example 7.30, we shall show that the Neumann boundary-value problem

for the Poisson equation has a solution if and only if (3.17) is satisfied, and that two

solutions can differ only by a constant.

In the representation (3.4) both the values u(ξ), ξ ∈ Γ , and the normal derivative

∂u/∂n occur. The Green function of the first kind was chosen in such a way that

g(ξ,x) = 0 for ξ ∈ Γ . In the case of the second boundary conditions (3.16) one

makes the assumption that ∂γ(ξ,x)/∂nξ = c (c : constant), i.e.,

∂

∂nξ
Φ(ξ,x) = c− ∂

∂nξ
s(ξ,x)

for Φ = γ − s. Then Corollary 2.9 with u ≡ 1 and γ = s gives

∫

Γ

∂

∂nξ
Φ(ξ,x)dΓξ = cL+ 1 with L :=

∫

Γ

dΓ .

Since Φ must be harmonic (i.e., f := −ΔΦ = 0), from equation (3.17) we see that

cL + 1 = 0 is a necessary condition for the existence of Φ. Thus the condition on

the Green function of the second kind for the potential equation is

∂

∂nx
γ(ξ,x) = −1 /

∫

Γ

dΓ .

Thus the term
∫
Γ
u ∂γ/∂n dΓ in (3.4) becomes const ·

∫
Γ
udΓ. Since u is only

determined up to a constant (cf. Theorem 3.28), one can fix this constant with the

additional condition
∫
Γ
udΓ =0. This gives the following result, if we write g for γ:

u(x) =

∫

Ω

f(ξ) g(ξ,x) dξ +

∫

Γ

ϕ(ξ) g(ξ,x) dΓξ.

The Green function of the second kind for the ball KR(0) ⊂ R3 can be found in

Leis [189, page 79].
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3.6 The Integral Equation Method

In the representation (3.4) of the Poisson solution one may choose the singularity

function γ := s. If in addition one imposes the given Neumann data (3.16), one

obtains

u(x) = −
∫

Γ

k(x, ξ)u(ξ) dΓξ + g(x) for x ∈ Ω (3.18)

with the kernel function k(x, ξ) := ∂s(ξ,x)/∂nξ and the following function g:

g(x) := g1(x) + g2(x), g1(x) :=

∫

Γ

s(ξ,x)ϕ(ξ)dΓξ , g2(x) :=

∫

Ω

s(ξ,x)f(ξ)dξ .

The right-hand side in equation (3.18) with the unknown boundary value u(ξ),
ξ ∈ Γ, can be used as an ansatz solution:

Φ(x) = −
∫

Γ

k(x, ξ)u(ξ) dΓξ + g(x). (3.19)

The first term on the right-hand side of (3.19) is called the double-layer potential

(dipole potential); g1 is the single-layer potential, while g2 is a volume potential.

For each u ∈ C0(Γ ) the Φ in (3.19) is a solution of the Poisson equation

(3.1a) in Ω. However, Φ is also defined for an argument x in the exterior domain

Ω+ := Rn\Ω. A closer look at the kernel function k(x, ζ) shows that it is in fact

only weakly singular for the case of smooth boundaries Γ . Thus Φ is also defined

for x ∈ Γ . The function Φ which is now defined on all Rn is not continuous at

points of the boundary Γ . At x0 ∈ Γ there exists both an interior limit Φ−(x0) for

Ω ∋ x → x0 and an exterior limit Φ+(x0) for Ω+ ∋ x → x0. In addition we have

the third function value Φ(x0) of (3.19). Their connection is given by the following

jump discontinuity relation (cf. Hackbusch [136, Theorem 8.2.8]):

Φ+(x0)− Φ−(x0) = −u(x0) for x0 ∈ Γ, (3.20a)

Φ+(x0) + Φ−(x0) = 2Φ(x0) for x0 ∈ Γ, (3.20b)

In order that the ansatz (3.19) does indeed give the solution u in (3.18), the boundary

value Φ−, continued from the interior, must agree with the function u which is put

in the integral: Φ− = u. Now one can solve equation (3.20a,b) for Φ−. This gives

Φ−(x0) = Φ(x0) +
1
2u(x0). The equation Φ− = u thus leads to

u(x) = 2Φ(x) = −2
∫

Γ

k(x, ξ)u(ξ)dΓξ + 2g(x) for x ∈ Γ. (3.21)

Equation (3.21) is called a Fredholm integral equation of the second kind for

the unknown function u ∈ C0(Γ ). The original Neumann boundary-value problem

(3.1a), (3.16) and the integral equation (3.21) are equivalent in the following sense:
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(a) If u is the solution of the Neumann boundary-value problem, then the bound-

ary values, u(ζ), ζ ∈ Γ, satisfy the integral equation (3.21).

(b) If u ∈ C0(Γ ) is a solution of the integral equation (3.21), then the expression

(3.18) gives a solution of (3.1a) and (3.16) in the entire domain Ω.

The integral equation (3.21) is only one example of several possible formulations

by integral equations, which differ by the underlying kernel function k(x, ξ). Since

the kernel k is derived from the singularity function, this method is applicable to

all differential equation with known singularity function.

A further example of an integral equation formulation will be mentioned in §7.5.

The transformation of a boundary-value problem into an integral equation, and

the subsequent solution of the integral equation is referred to as the integral equation

method. It allows, for example, a new approach to existence statements, in that one

shows the solvability of (3.21).

The integral equation (3.21) can also be attacked numerically. As in the finite-

element method described in Chapter 8, one replaces u by ansatz functions of an

n-dimensional space Vn, e.g., by piecewise linear functions defined on a triangu-

lation of the surface Γ (decomposition of Γ into plane or spherical triangles). Re-

quiring equation (3.21) for all x0 corresponding to the n corners of the triangles,

we obtain the collocation method. Integration of equation (3.21) weighted by the

basis functions of Vn leads to the Galerkin method, which corresponds directly to

the discretisation procedure in §8. Both discretisation methods are called boundary-

element method (BEM).

Unlike the finite-element method in §8, the boundary-element method leads to

cumbersome integrals (surface integration, singular integrands) which nevertheless

can be treated by efficient numerical methods. Another difficulty is the fact that the

matrices produced by the boundary-element method are fully populated and require

special numerical methods (cf. Hackbusch [140, §10] and [142]).

One can find references to the integral equation method and the boundary ele-

ment method, e.g., in Sauter–Schwab [250], Hsiao–Wendland [157], Kreß [176],

Hackbusch [136, §§7-9], and Steinbach [272].



Chapter 4

Difference Methods for the Poisson Equation

Abstract The difference method replaces the derivatives by difference quotients.

Section 4.1 describes the difference method applied to the one-dimensional

Poisson equation −u′′ = f . This simple example is chosen to show the generation

of the discrete system of equations. The difference equations are complemented

by the Dirichlet boundary condition. The equations of the resulting linear system

correspond to the inner grid points, while the boundary data appear in the right–

hand side of the system.

The generalisation to two spatial dimensions in Section 4.2 leads to a regular grid

and the five-point discretisation of the Poisson equation. The corresponding linear

system is defined. Moreover, the notation of difference stars is explained.

Typical properties of the matrices of the discrete linear systems are described

in Section 4.3. M-matrices, matrix norms, and positive-definite matrices are intro-

duced. The property A−1 > 0 of M-matrices is the discrete analogue of the positive

sign of Green’s function. Another important property is the diagonal dominance. For

proving the criteria for M-Matrices we use the Gershgorin circles.

Section 4.4 is devoted to the properties of the matrix Lh corresponding to the

five-point discretisation of the Poisson equation. In particular, concrete norm esti-

mates of Lh and L−1
h are given. The maximum-minimum principle of the Laplace

equation has a discrete analogue. Also the representation of the Poisson solution

in Chapter 3 has discrete counterparts. For this purpose we introduce and analyse

the discrete Green function. The logarithmic singularity in the continuous case

corresponds to the upper bound O(log h) (h: step size) in the discrete case (cf.

Lemma 4.42).

The convergence of the discrete solution uh to the solution u of the Poisson equa-

tion is studied in Section 4.5. The typical proof uses that consistency and stability

implies convergence. The order of consistency can be increased by choosing differ-

ence schemes of higher order as discussed in Section 4.6.

The discretisation of the Neumann boundary condition is the subject of Section

4.7. In this case there are several discretisations. The corresponding matrix prop-

erties and the convergence behaviour are analysed. As in the continuous case the

solution of the discrete Neumann problem requires a side condition. Since floating-
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point errors may lead to a perturbation of the side condition, the influence of this

perturbation is studied. In the Neumann case the proof of stability is more cumber-

some. For this purpose, estimates of the discrete Green function and the discrete

singularity function are derived in §4.7.4.

The previous statements refer to the square Ω = (0, 1) × (0, 1). The generali-

sation to arbitrary domains is described in Section 4.8. Two discretisation schemes

are discussed: the Shortley–Weller method and linear interpolation close to the

boundary. In both cases convergence is analysed.

4.1 Introduction: The One-Dimensional Case

Before developing difference methods for the partial differential Poisson equation,

let us first recall the discretisation of ordinary differential equations. The equation

a(x)u′′(x) + b(x)u′(x) + c(x)u(x) = f(x)

can be supplemented with initial conditions u(x1) = u1, u′(x1) = u′1 or with

boundary conditions u(x1) = u1, u(x2) = u2. The ordinary initial value problems

correspond to the hyperbolic and parabolic initial value problems, while an ordinary

boundary-value problem may be viewed as an elliptic boundary-value problem in

one variable. In particular one can view

−u′′(x) = f(x) in x ∈ (0, 1) , (4.1a)

u(0) = ϕ0, u(1) = ϕ1, (4.1b)

as the one-dimensional Poisson equation −Δu = f in the domain Ω = (0, 1) with

Dirichlet conditions on the boundary Γ = {0, 1}.
Difference methods are characterised by the fact that derivatives are replaced

by difference quotients (divided differences), in the following called, for short,

‘differences’. The first derivative u′(x) can be approximated by several (so-called

‘first’) differences, for example, by

• the forward or right difference
(
∂+u

)
(x) := [u(x+ h)− u(x)] /h,

• the backward or left difference
(
∂−u

)
(x) := [u(x)− u(x− h)] /h

(right and left differences are also called one-sided differences),

• the symmetric difference
(
∂0u

)
(x) := [u(x+ h)− u(x− h)] / (2h) ,

where h > 0 is called the step size.
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An obvious second difference for u′′(x) is

(
∂−∂+u

)
(x) := [u(x+ h)− 2u(x) + u(x− h) ] /h2. (4.2)

One also calls ∂+, ∂−, ∂0, and ∂−∂+ difference operators. ∂−∂+ may be viewed

as the product ∂− ◦ ∂+ or as ∂+ ◦ ∂− , i.e., (∂+∂−)u(x) = ∂+(∂−u(x)).

Lemma 4.1. Let [x− h, x+ h] ⊂ Ω. Then

(
∂+u

)
(x) = u′(x) + hR with |R| ≤ 1

2
‖u‖C2(Ω) , if u ∈ C2(Ω),

(
∂0u

)
(x) = u′(x) + h2R with |R| ≤ 1

6
‖u‖C3(Ω) , if u ∈ C3(Ω),

(
∂−∂+u

)
(x) = u′′(x) + h2R with |R| ≤ 1

12
‖u‖C4(Ω) , if u ∈ C4(Ω). (4.3)

Proof. We give the proof only for (4.3). Inserting Taylor’s formula

u(x± h) = u(x)± hu′(x) + h2u′′(x)/2± h3u′′′(x)/6 + h4R4

with

R4 =
h−4

3!

∫ x±h

x

(x± h− ξ)3u′′′′(ξ) dξ =
1

4!
u′′′′(ξ ± ϑh) (4.4)

and ϑ ∈ (0, 1) into (4.2), the result is (4.3) because

R =
u′′′′(x+ ϑ1h)− u′′′′(x− ϑ2h)

24
.

Ω. . . . . . .. . . . . . . .. Ω
Ω

h

h

Fig. 4.1 Grid for h = 1/8.

We replace Ω = (0, 1) and Ω = [ 0, 1] by the

grids

Ωh = {h, 2h, . . . , (n− 1)h = 1− h} , (4.5)

Ωh = {0, h, 2h, . . . , 1− h, 1}

of step size h = 1/n (cf. Figure 4.1). For x ∈ Ωh, ∂−∂+u(x) only contains the

values of u at x, x ± h ∈ Ωh. Under the assumption that the solution u of (4.1a,b)

belongs to C4(Ω), (4.3) yields the equations

−∂−∂+u(x) = f(x) +O(h2) for x ∈ Ωh.

Neglecting the remainder term O(h2), we obtain

−∂−∂+uh(x) =
−uh(x−h) + 2uh(x)− uh(x+h)

h2
= f(x) (x ∈ Ωh). (4.6a)

These are n− 1 equations in n+ 1 unknowns {uh(x) : x ∈ Ωh}. The two missing

equations are supplied by boundary conditions (4.1b):
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uh(0) = ϕ0, uh(1) = ϕ1. (4.6b)

uh is a grid function defined on Ωh. Its restriction to Ωh yields the vector

uh =

⎡
⎢⎢⎢⎣

uh(h)
uh(2h)

...

uh(1− h)

⎤
⎥⎥⎥⎦ .

If in (4.6a) one eliminates the components uh(0) and uh(1) with the aid of equation

(4.6b), one gets the system of equations

Lh uh = qh (4.7a)

with

Lh = h−2

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

2 −1
−1 2 −1

−1 2 −1
. . .

. . .
. . .

−1 2 −1
−1 2

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, qh =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

f(h) + h−2ϕ0

f(2h)
f(3h)
...

f(1− 2h)
f(1− h) + h−2ϕ1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
. (4.7b)

Remark 4.2. Note that the vector qh contains the boundary values ϕ0 and ϕ1

together with values of f . uh can also be interpreted as the solution of the

difference equations −∂−∂+uh(x) = qh with homogeneous boundary values

uh(0) = uh(1) = 0.

4.2 The Five-Point Formula

x

y

points of 

points of 

Ωh

Γh

Fig. 4.2 Two-dimensional grid.

First we select the unit square

Ω = {(x, y) : 0 < x < 1, 0 < y < 1}

as the fundamental domain. More general do-

mains will be discussed in Section 4.8. In the

discretisation process Ω is replaced by the grid

Ωh =
{
(x, y) ∈ Ω : x

h ,
y
h ∈ Z

}
(4.8a)

for the equidistant step size h = 1/n (n ∈ N, cf. Figure 4.2). The discrete boundary

points form the set



4.2 The Five-Point Formula 47

Γh = {(x, y) ∈ Γ : x/h, y/h ∈ Z} . (4.8b)

As in (4.5) we set

Ωh = Ωh ∪ Γh =
{
(x, y) ∈ Ω : x/h, y/h ∈ Z

}
. (4.8c)

In the Poisson equation

−Δu = −uxx − uyy = f in Ω, (4.9a)

u = ϕ on Γ (4.9b)

the second derivatives uxx and uyy can each be replaced by the respective differ-

ences (4.3) in the x and y directions:

− (Δhu) (x, y) := −
(
∂−
x ∂

+
x + ∂−

y ∂
+
y

)
u(x, y) (4.10)

= h−2 [ 4u(x, y)− u(x− h, y)− u(x+ h, y)− u(x, y − h)− u(x, y + h) ] .

Since on the right-hand side of (4.10) the function u is evaluated at five points, Δh is

also called the five-point formula. The discretisation of the boundary-value problem

(4.9a,b) using Δh leads to the difference equations

−Δhuh(x) = f(x) for x ∈ Ωh, (4.11a)

uh(x) = ϕ(x) for x ∈ Γh. (4.11b)

Through (4.11a,b) one obtains one equation per grid point x = (x, y) ∈ Ωh, and

hence one equation per component of the grid function uh = (uh(x))x∈Ωh
. Except

in the one-dimensional case, there exists no natural arrangement of grid points, thus

one cannot immediately obtain a matrix representation as in (4.7b). The only natural

indexing of un is that through x ∈ Ωh or the pair (i, j) ∈ N2 with x = (x, y) =
(ih, jh). Let the matrix elements be given by

Lh,xξ := Lxξ :=

⎧
⎪⎨
⎪⎩

−h−2 if x ∈ Ωh, ξ ∈ Ωh, x− ξ =
(

0
±h

)
, or x− ξ =

[±h
0

]
,

4h−2 if x = ξ ∈ Ωh, (4.12)

0 otherwise.

For x = ξ, Lxx is a diagonal element; in the first case of (4.12) we say that x and

ξ are neighbours. If one eliminates the components uh(x), x ∈ Γh, with the aid of

equation (4.11b), then equation (4.11a) assumes the following form:

∑

ξ∈Ωh

Lxξ uh(ξ) = qh(x) for x ∈ Ωh, (4.13a)

where

qh := fh+ϕh with

⎧
⎨
⎩

fh(x) := f(x),

ϕh(x) := −
∑

ξ∈Γh

Lxξ uh(ξ) = −
∑

ξ∈Γh

Lxξ ϕ(ξ).
(4.13b)
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For the proof split the sum

−Δhuh(x) =
∑

ξ∈Ωh

Lxξuh(ξ)

into
∑

ξ∈Ωh
. . . and

∑
ξ∈Γh

. . . . The second partial sum is −ϕh in (4.13b) and

is moved to the right-hand side of the equation.

Remark 4.3. fh is the restriction of f to the grid Ωh. For all far-boundary points we

have ϕh(x) = 0; here x ∈ Ωh is said to be a far-boundary point if all neighbours

x±(0, h) and x±(h, 0) belong to Ωh. The other x ∈ Ωh are called near-boundary

points. In the case of homogeneous boundary values ϕ = 0 we have qh = fh.

The system of equations (4.13a) can be expressed in the form (4.7a):

Lhuh = qh,

where the matrix

Lh = (Lxξ)x,ξ∈Ωh
(4.14)

and the grid functions uh = (uh(x))x∈Ωh
and qh = (qh(x))x∈Ωh

are described

by their components (cf. (4.12), (4.13b)). Since the grid points of Ωh are not (or not

uniquely) ordered, we refer to the following notation.

Notation 4.4. Let I be a finite index set (not necessarily ordered). The vector space

RI consists of all I-tuples (uα)α∈I with uα ∈ R. Correspondingly RI×I is the

vector space of all matrices M = (Mαβ)α,β∈I . Note that most of the matrix prop-

erties (symmetry, positive definiteness, etc.) do not depend of the ordering of the

indices.

A possible linear enumeration of indices x ∈ Ωh is lexicographical ordering

(h, h), (2h, h), (3h, h), . . . (1− h, h),

(h, 2h), (2h, 2h), (3h, 2h), . . . (1− h, 2h),
...

(h, 1− h), (2h, 1− h), (3h, 1− h), . . . (1− h, 1− h).

(4.15)

Generally, the point x = (x1, . . . , xd) precedes the point y = (y1, . . . , yd) in lexi-

cographical order, if for some j ∈ {1, . . . , d} the conditions xi = yi (for all i > j)
and xj < yj hold. Each line in (4.15) corresponds to a so-called x-row in the grid

Ωh (cf. Figure 4.2). A vector uh whose (n − 1)2 components are enumerated in

the series (4.15) thus separates into n − 1 blocks (so-called x-blocks). The block

decomposition of the vectors generates a block decomposition of the matrix Lh,

which is given in (4.16).
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Exercise 4.5. (a) With the lexicographical numbering of grid points the matrix Lh

has the form

Lh = h−2

⎡
⎢⎢⎢⎢⎢⎣

T −I
−I T −I

. . .
. . .

. . .

−I T −I
−I T

⎤
⎥⎥⎥⎥⎥⎦
, T =

⎡
⎢⎢⎢⎢⎢⎣

4 −1
−1 4 −1

. . .
. . .

. . .

−1 4 −1
−1 4

⎤
⎥⎥⎥⎥⎥⎦
, (4.16)

where T is an (n− 1)× (n− 1) matrix and Lh contains (n− 1)2 blocks. I is the

(n− 1)× (n− 1) identity matrix.

(b) Let Ω be the rectangle Ω = (0, a)× (0, b) = {(x, y) : 0 < x < a, 0 < y < b}.
Let the step size h satisfy the conditions a = nh and b = mh. Show that the

discretisation (4.11a,b) in the corresponding grid Ωh leads to a matrix which also

has the form (4.16). But hereLh contains (m−1)2 blocks of the size (n−1)×(n−1).
Another frequently used arrangement is the chequer-board ordering (or red-

black ordering). The latter name corresponds to dividing the board pattern into ‘red’

and ‘black’ fields:
Ωr

h := {(x, y) : (x+ y) /h odd},
Ωb

h := {(x, y) : (x+ y) /h even}.
(4.17)

First one numbers the red squares (x, y) ∈ Ωr
h lexicographically, and then those of

Ωb
h. The partition (4.17) induces a partition of vectors into 2 blocks and a partition

of the matrix Lh into 2 · 2 = 4 blocks.

Exercise 4.6. With respect to the chequer-board ordering, the matrix Lh assumes

the form

Lh = h−2

4
. . . A

4

4

AT
. . .

4

, (4.18)

where, in general, A is a rectangular block matrix because for n even, Ωr
h and Ωb

h

contain a different number of points.

The complete (n−1)2× (n−1)2 matrix Lh in (4.16) or (4.18) is needed neither

for the theoretical investigation of the system of equations Lhuh = qh nor for its

numerical solution. All properties of Lh considered in the following are invariant

with respect to re-numbering of the grid points. Even though numerical methods

for the solution of Lhuh = qh implicitly use an arrangement of grid points (with

the exception of special algorithms for parallel computers), they never employ the

complete (n−1)2 × (n−1)2 matrix Lh. Every usable algorithm must take into

account that Lh is sparse, i.e., it has substantially more zero than nonzero elements.

In the following we again return to indexing by x ∈ Ωh.
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The difference operator Δh in (4.10) is also described by the ‘five-point star’

Δh = h−2

⎡
⎣

1
1 −4 1

1

⎤
⎦ . (4.19)

The general definition of a difference star (with variable coefficients) reads
⎡
⎢⎢⎢⎢⎢⎢⎣

...

c−1,1(x, y) c0,1(x, y) c1,1(x, y)
. . . c−1,0(x, y) c0,0(x, y) c1,0(x, y) . . .

c−1,−1(x, y) c0,−1(x, y) c1,−1(x, y)
...

⎤
⎥⎥⎥⎥⎥⎥⎦
uh(x, y) (4.20)

:=
∑

i,j
cij(x, y)uh(x+ ih, y + jh),

in which the zero coefficients have not been written out.

Attention. The star (4.19) does not represent a submatrix of Lh! The coefficients of

the star appear in each row of Lh (coefficients do not appear if (x+ ih, y+ jh) does

not belong to Ωh).

Remark 4.7. Note that the difference operator Dh := −Δh cannot be equated with

the matrix Lh since Δh does not contain information on the type or place of the

boundary conditions. The equations in Dhu = fh belong to x ∈ Ωh, but use values

of u on Ωh. After elimination of the Dirichlet boundary values u = ϕ, we obtain

the system Lhuh = qh with qh as in (4.13b).

4.3 M-matrices, Matrix Norms, Positive-Definite Matrices

The elements of the matrix A are denoted by aαβ (α, β ∈ I). Here A and the index

set I assume the places of Lh and Ωh. We denote the componentwise inequality by

A ≥ B, if aαβ ≥ bαβ for all α, β ∈ I,

and define analogously A ≤ B, A > B, A < B. The zero matrix is denoted by O.

Definition 4.8 (M-matrix). A is called an M-matrix if

aαα > 0 for all α, β ∈ I, aαβ ≤ 0 for all α �= β, (4.21a)

A nonsingular and A−1 ≥ O. (4.21b)

The inequalities (4.21a) can immediately be proved for Lh (cf. (4.12)). However

we still need criteria and auxiliary results to prove (4.21b).

Definition 4.9 (matrix graph). Let A be an I × I matrix. Its corresponding matrix

graph is the following subset of I × I:

G(A) := {(α, β) ∈ I × I : aαβ �= 0} .
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Matrix: A =

⎡
⎣
1 1 0
0 1 1
1 0 1

⎤
⎦ Graph:

ր 2

1 ↓
տ 3

(
1, 2, 3 : indices

−→ : direct connection

)

Fig. 4.3 Irreducible matrix A and corresponding matrix graph G(A).

The set G(A) represents a directed graph. The index α ∈ I is said to be directly

connected with β ∈ I if (α, β) ∈ G(A), i.e., aαβ �= 0 (cf. Figure 4.3). We say

that α ∈ I is connected with β ∈ I if there exists a connection (chain of direct

connections)

α = α0, α1, . . . , αk = β with (αi−1, αi) ∈ G(A) (1 ≤ i ≤ k). (4.22)

The pairs (α, β) in (4.22) form the set

G(A) := {(α, β) ∈ I × I : (α, β) satisfies (4.22)} .

Definition 4.10 (irreduzibel). A matrix A is said to be irreducible if every α ∈ I
is connected with every β ∈ I, i.e., G(A) = I × I .

In the case of the matrix A = Lh in (4.14) two indices x,y ∈ Ωh are directly

connected if and only if y = x or if y is a neighbour of x. Arbitrary x,y ∈ Ωh can

evidently be connected by a chain x = x(0),x(1), . . . ,x(k) = y of neighbouring

points. Thus Lh is irreducible.

Exercise 4.11. Prove the following: (a) The irreducibility of an I × I matrix does

not depend on the ordering of the index set I .

(b) Let #I ≥ 2. Prove that A is irreducible if and only if there is no ordering of

the indices such that the resulting matrix has the form A =

[
A11 A12

O A22

]
, where A11

and A22 are respectively square n1 × n1 and n2 × n2 matrices (n1 ≥ 1, n2 ≥ 1),

and A12 is an n1 × n2 submatrix.

The following considerations concern the enclosure of the eigenvalues of A, i.e.,

supersets of the spectrum

σ(A) := {λ ∈ C : λ is an eigenvalue of A} .

The important question as to whether A = Lh is nonsingular (i.e., 0 /∈ σ(A))
can be treated as a special case of Criterion 4.12. For a detailed discussion of

the following Gershgorin circles refer to Varga [295]. We use the usual notation

Kr(z) for the open circle {ζ ∈ C : |z − ζ| < r} around z ∈ C and Kr(z) :=
{ζ ∈ C : |z − ζ| ≤ r} for the closed circle. A special definition is used for r = 0 :

K0(z) = K0(z) := {z}.



52 4 Difference Methods for the Poisson Equation

Criterion 4.12 (Gershgorin [113]). (a) All eigenvalues of A lie in

⋃

α∈I

Krα(aαα) with rα =
∑

β∈I\{α}
|aαβ | .

(b) If A is irreducible, the eigenvalues even lie in

( ⋃

α∈I

Krα(aαα)

)
∪

( ⋂

α∈I

∂Krα(aαα)

)
.

Proof. (a) Let λ be an eigenvalue of A and u a corresponding eigenvector which,

without loss of generality, satisfies ‖u‖∞ = 1, where

‖u‖∞ := max{|uα| : α ∈ I} (4.23)

is the maximum norm. There exists (at least) one index γ ∈ I with |uγ | = 1.

Assertion 1. |uγ | = 1 implies

|λ− aγγ | ≤
∑

β∈I\{γ}
|aγβ | |uβ | ≤

∑

β∈I\{γ}
|aγβ | = rβ . (4.24)

From (4.24) follows λ ∈ Krγ (aγγ) and hence the statement (a). To prove the

assertion use the equation from Au = λu associated to the index γ:

λuγ =
∑

β∈I

aγβ uβ , i.e., (λ− aγγ)uγ =
∑

β∈I\{γ}
aγβ uβ .

From |uγ | = 1 follows

|λ− aγγ | = |(λ− aγγ)uγ | ≤
∣∣∣
∑

β 	=γ
aγβuβ

∣∣∣ . (4.25)

By taking the modulus into the sum and by using |uβ | ≤ ‖u‖∞ = 1, (4.24) follows.

(b) Let the matrix A be irreducible and let λ be an arbitrary eigenvalue of A
with associated eigenvector u which in turn is again normalised by ‖u‖∞ = 1.

The case λ ∈ ⋃
α∈IKrα(aαα) immediately leads to the statement. Therefore let

λ �∈ ⋃
α∈I Krα(aαα) be assumed.

Assertion 2. Let aγβ �= 0, i.e., γ is directly connected with β; then |uγ | = 1 and

|λ− aγγ | = rγ implies |uβ | = 1 and |λ− aββ | = rβ .

Part (a) proves the existence of a γ ∈ I with |uγ | = 1 and |λ− aγγ | ≤ rγ .

According to the assumption, |λ− aγγ | = rγ must hold so that Assertion 2 is

applicable to γ. Since A is irreducible, for any β ∈ I there exists a connection

(4.22) of γ with β : α0 = γ, α1, . . . , αk = β, aαi−1αi
�= 0. Assertion 2 shows

|uαi
| = 1 and |λ− aαiαi

| = rαi
for all i = 0, . . . , k ;
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in particular, λ ∈ ∂Krβ (aββ) for β = αk. Since β was chosen arbitrarily, it follows

that λ ∈ ⋂
∂Krα(aαα), and the statement is proved.

Proof of Assertion 2. Besides the inequality chain (4.25) there also holds

|λ− aγγ | = rγ , so that all the inequalities in (4.25) become equations. In particular
∑

β∈I\{γ}
|aγβ | |uβ | =

∑

β∈I\{γ}
|aγβ |

must hold. Since |uβ | ≤ ‖u‖∞ = 1, the identity |aγβ | |uβ | = |aγβ |must be satisfied

for each term. Hence aγβ �= 0 implies |uβ | = 1. Applying Assertion 1 to β yields

|λ− aββ | ≤ rβ . The assumption λ �∈ ⋃
α∈IKrα(aαα) proves |λ− aββ | = rβ .

Even if A is not irreducible, the statement of Criterion 4.12a may hold.

Exercise 4.13. Let Iγ := {β ∈ I : (γ, β) ∈ G(A)}. Prove that

σ(A) ⊂
⋃

γ∈I

{
Krγ (aγγ) ∪

⋂

β∈Iγ

∂Krβ (aββ)

}
.

Definition 4.14 (diagonal dominance). (a) A is said to be (strongly) diagonally

dominant if (4.26a) holds for all α ∈ I :
∑

β∈I\{α}
|aαβ | < |aαα| . (4.26a)

(b) A is said to be weakly diagonally dominant if
∑

β∈I\{α}
|aαβ | ≤ |aαα| for all α ∈ I. (4.26b)

(c) A is said to be irreducibly diagonally dominant if A is irreducible and weakly

diagonally dominant, and the inequality (4.26a) holds for at least one index α ∈ I.

Note that while an irreducible and diagonally dominant matrix is irreducibly

diagonally dominant, the reverse need not hold.

The matrix Lh from §4.2, while not diagonally dominant, is irreducibly diag-

onally dominant, for Lh is irreducible and satisfies (4.26b). At all near-boundary

points—i.e., those x ∈ Ωh which have a boundary point y ∈ Γh as a neighbour—

however, (4.26a) holds:
∑

β 	=α |aαβ | ≤ 3h−2 < 4h−2 = aαα.

The spectral radius ρ(A) of a matrix A is characterised by the eigenvalue that is

largest in modulus:

ρ(A) := max{|λ| : λ eigenvalue of A}. (4.27)

In the following we split A into

A = D −B, D := diag{aαα : α ∈ I}, (4.28a)

where D is the diagonal part of A:

dαα = aαα, dαβ = 0 for α �= β. (4.28b)



54 4 Difference Methods for the Poisson Equation

B := D −A is the off-diagonal part:

bαα = 0, bαβ = −aαβ for α �= β. (4.28c)

Criterion 4.15. Let (4.28a–c) hold. Sufficient conditions for

ρ(D−1B) < 1 (4.29)

are the diagonal dominance or the irreducible diagonal dominance of A.

Proof. (a) The coefficients of C := D−1B read

cαβ = −aαβ/aαα (α �= β), cαα = 0.

From the diagonal dominance (4.26a) follows that rα :=
∑

β 	=α |cαβ | < 1 for all

α ∈ I. By Gershgorin’s Criterion 4.12a all eigenvalues λ of C lie in

⋃

α∈I

Krα(cαα) =
⋃

α∈I

Krα(0),

so that |λ| ≤ max rα < 1 and hence ρ(C) = ρ(D−1B) < 1 follows.

(b) If A is irreducibly diagonally dominant then rβ ≤ 1 for all β ∈ I and

rα < 1 for at least one α. According to Criterion 4.12b all eigenvalues of C lie

in
⋃

β∈I Krβ (0) ∪ (
⋂

β∈I ∂Krβ (0)). This set lies in K1(0) if

⋂

β∈I

∂Krβ (0)) ⊂ K1(0).

At first let us assume that all rβ agree: rβ = r for all β. Since rα < 1 for some

α ∈ I , it follows that r < 1 and
⋂

β∈I ∂Krβ (0)) = ∂Kr(0) ⊂ K1(0). But if all rβ
are not equal then

⋂
β∈I ∂Krβ (0)) is empty. Thus in both cases λ ∈ K1(0) holds

and (4.29) is proved.

Exercise 4.16. (a) Weaken irreducible diagonal dominance as follows: Let A satisfy

the inequalities (4.26b) and for all γ ∈ I let a connection exist for an index α ∈ I
(i.e., (γ, α) ∈ G(A)) for which the strict inequality (4.26a) holds. Prove that even

under this assumption ρ(D−1B) < 1 holds. Hint. Use Exercise 4.13.

(b) Show: the geometric series S =
∑∞

ν=0 C
ν converges if and only if ρ(C) < 1.

Then the following holds: S = (I − C)−1. Hint. Represent C in the form QRQT

(Q a unitary, and R an upper triangular matrix) and show ‖Cν‖∞ ≤ const · [ρ(C)]ν .

(c) Let u be a vector. We define |u| as the vector (sic!) with the entries |u|α := |uα|.
For two vectors one writes v ≤ w if vα ≤ wα (α ∈ I). Show that:

1) AB ≥ O if A ≥ O and B ≥ O; AB > O if A > O and B > O;

2) AD > O if A > O and D ≥ O is a nonsingular diagonal matrix;

3) Av ≤ Aw if A ≥ O and v ≤ w; ‖v‖∞ ≤ ‖w‖∞ if 0 ≤ v ≤ w;

4) Au ≤ |Au| ≤ A |u| if A ≥ O.
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The importance of inequality (4.29) results from the next statement.

Lemma 4.17. Let A satisfy (4.21a). Let D and B be defined by (4.28a–c). A is an

M-matrix if and only if

ρ(D−1B) < 1.

Proof. (a) Let C := D−1B satisfy ρ(C) < 1. Then the geometric series

S :=

∞∑

ν=0

Cν

converges (cf. Exercise 4.16b). From D−1 ≥ O and B ≥ O one infers C ≥ O,

Cν ≥ O, and S ≥ O. Since I = S(I − C) = SD−1(D − B) = SD−1A, A has

the inverse A−1 = SD−1. D−1 ≥ O and S ≥ O result in A−1 ≥ O. From this

(4.21b) also results, i.e., A is an M-matrix.

(b) Let A be an M-matrix. For an eigenvalue λ of D−1B select an eigenvector

u �= 0. According to Exercise 4.16c we have

|λ| |u| = |λu| =
∣∣D−1Bu

∣∣ ≤ D−1B |u| .

Because A−1D ≥ O (cf. (4.21a,b)) we obtain −A−1DD−1B |u| ≤ −A−1D |λ||u|
so that

|u| = A−1 (D −B) |u| = A−1D
(
I −D−1B

)
|u| ≤ A−1D |u| −A−1D |λ| |u|

= (1− |λ|)A−1D |u|

follows. For |λ| ≥ 1 we would get the inequality |u| ≤ 0, i.e., u = 0 in contra-

diction to the assumption u �= 0. From this follows |λ| < 1 for every eigenvalue of

C = D−1B, thus ρ(D−1B) < 1.

Criterion 4.15 and Lemma 4.17 imply the next criterion.

Criterion 4.18. If a matrix A with the property (4.21a) is diagonally dominant or

irreducibly diagonally dominant, then A is an M-matrix.

Theorem 4.19. An irreducible M-matrix A has an elementwise positive inverse:

A−1 > O.

Proof. Let α, β ∈ I be selected arbitrarily. There exists a connection (4.22):

α = α0, α1, . . . , αk = β. Set C := D−1B. Since cαi−1αi > 0, it follows that

(Ck)αβ =
∑

γ1,...,γk−1∈I

cαγ1
cγ1γ2

· · · cγk−1β ≥ cαα1
cα1α2

· · · cαk−1β > 0 .

According to Lemma 4.17, ρ(C) < 1 holds, so that S :=
∑∞

ν=0 C
ν converges.

Since Sαβ ≥ (Ck)αβ > 0 and α, β ∈ I are arbitrary, S > O is proved. The

assertion results from A−1 = SD−1 > O (cf. proof of Lemma 4.17).

In the following we derive norm estimates for A−1.
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Definition 4.20. Let V be a linear space (vector space) over the field of real numbers

(K := R) or complex numbers (K := C). The functional ‖·‖ : V → [0,∞) is called

a norm in V if

‖u‖ = 0 only for 0 �= u ∈ V,

‖u+ v‖ ≤ ‖u‖+ ‖v‖ for all u, v ∈ V,

‖λu‖ = |λ| ‖u‖ for all λ ∈ K, u ∈ V.

For instance, for V = RI the maximum norm defined in (4.23) satisfies the norm

axioms.

If one views the elements u ∈ V as vectors, ‖·‖ is called a vector norm. But

the matrices also form a linear space. In the latter case one calls ‖·‖ a matrix norm.

A special class of matrix norms is the following one.

Definition 4.21 (associated matrix norm). Let V be the vector space with vector

norm ‖·‖. Then one calls

|||A ||| := sup{‖Au‖ / ‖u‖ : 0 �= u ∈ V } (4.30)

the matrix norm associated with the vector norm ‖·‖.
Exercise 4.22. Let ||| · ||| be defined by (4.30). Show that: (a) ||| · ||| is a norm;

(b) the following holds:

|||AB ||| ≤ |||A ||| |||B ||| (submultiplicativity), (4.31a)

|||I ||| = 1 (I: unit matrix),

‖Au‖ ≤ |||A ||| ‖u‖ for all u ∈ V,

|||A ||| ≥ ρ(A). (4.31b)

As usual, the associated matrix norm is denoted by the same symbol, i.e., we

again write ‖·‖ instead of ||| · ||| . If the vector norm ‖·‖xyz carries some subscript

“xyz”, ‖·‖xyz is also used for the associated matrix norm.

Example. The matrix norm associated with the maximum norm ‖·‖∞ (cf. (4.23))

is called the row-sum norm and is also denoted by ‖·‖∞. It has the explicit repre-

sentation

‖A‖∞ = max
α∈I

{∑
β∈I

|aαβ |
}
. (4.32)

Exercise 4.23. (a) Prove (4.32) and (b) ‖B‖∞ ≤ ‖C‖∞ for matrices O ≤ B ≤ C.

In the next theorem we denote by 1 the vector having only ones as components:

1α = 1 for all α ∈ I.

For the notation v ≤ w see Exercise 4.16c.

Theorem 4.24. Let A be an M-matrix and let a vector w exist with Aw ≥ 1. Then

‖A−1‖∞ ≤ ‖w‖∞.
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Proof. As in the proof of Lemma 4.17, let |u| be the vector with the components

|uα|. For each u we have |u| ≤ ‖u‖∞ 1 ≤ ‖u‖∞Aw. Since A−1 ≥ O, we

|A−1u| ≤ A−1|u| ≤ ‖u‖∞A−1Aw = ‖u‖∞ w

(cf. Exercise 4.16c) and ‖A−1u‖∞/ ‖u‖∞ ≤ ‖w‖∞. Definition 4.21 implies that

‖A−1‖∞ ≤ ‖w‖∞.

How to estimate with the aid of a majorising matrix is shown next.

Theorem 4.25. LetA andA′ be M-matrices withA′ ≥ A. Then the following holds:

O ≤ A′ −1 ≤ A−1 and
∥∥A′ −1

∥∥
∞ ≤ ‖A−1‖∞. (4.33)

Proof. A′−1 ≤ A−1 follows fromA−1−A′−1 = A−1(A′−A)A′−1 andA−1 ≥ O,

A′ −A ≥ O, A′−1 ≥ O. The remainder follows from Exercise 4.23b.

Exercise 4.26. Prove (4.33) under the following weaker assumptions: A is an M-

matrix, A′ satisfies (4.21a) and A′ ≥ A. Hint: Repeat the considerations from the

first part of the proof of Lemma 4.17 with the matrices D′ and B′ associated to A′.

Exercise 4.27. Let B be a principal submatrix of A, i.e., there exists a subset I ′ ⊂ I
such that B is given by the entries bαβ = aαβ (α, β ∈ I ′). Prove that if A is an

M-matrix, then so is B and

O ≤ (B−1)αβ ≤ (A−1)αβ for all α, β ∈ I ′.

Hint: Apply Exercise 4.26 to the following matrix A′: a′αβ = aαβ for α, β ∈ I ′,
a′αα = aαα for α ∈ I\I ′, and a′αβ = 0 otherwise.

Another well-known vector norm is the Euclidean norm

‖u‖2 :=

√
c
∑

α∈I
|uα|2 (4.34)

with fixed scaling constant c > 0. For example, the choice c = h2 in connection

with the grid functions from §4.2 results in the fact that c
∑

α∈I represents an

approximation to the integration
∫
Ω

. The matrix norm associated to ‖·‖2 is inde-

pendent of the factor c. It is called the spectral norm and is also denoted by ‖·‖2.

The name derives from the following characterisation.

Exercise 4.28. Prove:

(a) For symmetric matrices there holds ‖A‖2 = ρ(A) (cf. (4.27)).

(b) ‖A‖2 = ‖AT‖2.
(c) For each real matrix holds

‖A‖2 =
√
ρ(ATA) = [maximal eigenvalue of ATA ]1/2.

(d) For each matrix holds ‖A‖22 ≤ ‖A‖∞ ‖AT‖∞. Hint: (c) and (4.31b).
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For the proof in the exercise use the scalar product

〈u, v〉 = c
∑

α∈I

uαvα (4.35a)

(c as in (4.34)) and its properties

〈u, u〉 = ‖u‖22 , 〈Au, v〉 =
〈
u,ATv

〉
, |〈u, v〉| ≤ ‖u‖2 ‖v‖2 . (4.35b)

Here K = R is always used as field, i.e., all matrices and vectors are real. In the

case of K = C, vα in (4.35a) must be replaced by v̄α, and AT in (4.35b) becomes

AH. In Exercise 4.28 ‘symmetric’ must be replaced by ‘Hermitian’.

Definition 4.29 (positive definite). A matrix A is said to be positive definite if it is

symmetric and

〈Au, u〉 > 0 for all u �= 0.

Exercise 4.30. Prove: (a) A symmetric matrix is positive definite if and only if all

eigenvalues are positive.

(b) All principal submatrices of a positive-definite matrix are positive definite (note

the similarity to Exercise 4.27).

(c) The diagonal elements aαα of a positive-definite matrix are positive.

(d) A positive-definite matrix A has a unique positive-definite square root B =
A1/2, which has the property B2 = A.

(e) A is called positive semidefinite if 〈Au, u〉 ≥ 0 for all u. Then all principal sub-

matrices of A are positive semidefinite, aαα ≥ 0, and A1/2 is positive semidefinite.

A corollary to Exercise 4.30a is Lemma 4.31.

Lemma 4.31. A positive-definite matrix is nonsingular and has a positive-definite

inverse.

The property ‘A−1 is positive definite’ is neither necessary nor sufficient to

ensure the property ‘A−1≥O ’ of an M-matrix. In both cases, however, (irreducible)

diagonal dominance is a sufficient criterion (cf. Criterion 4.18).

Criterion 4.32. If a symmetric matrix with positive diagonal entries is diagonally

dominant or irreducibly diagonally dominant then it is positive definite.

Proof. Since rα < aαα, resp. rα ≤ aαα, the Gershgorin circles which occur in

Criterion 4.12 do not intersect the semi-axis (−∞, 0], so that all the eigenvalues

must be positive. By Exercise 4.30a then A is positive definite.

Lemma 4.33. Let λmin and λmax be respectively the smallest and largest eigen-

values of a positive-definite matrix A. Then there holds

‖A‖2 = λmax , ‖A−1‖2 = 1/λmin .

Proof. Exercise 4.28a shows that ‖A‖2 = ρ(A) and ‖A−1‖ = ρ(A−1). From

(4.27) then result ρ(A) = λmax and ρ(A−1) = 1/λmin, since λmin > 0.
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4.4 Properties of the Matrix Lh

Theorem 4.34. The matrix Lh (five-point formula) defined in (4.12) has the follow-

ing properties:

Lh is an M-matrix, (4.36a)

Lh is positive definite, (4.36b)

‖Lh‖∞ ≤ 8h−2, ‖L−1
h ‖∞ ≤ 1/8, (4.36c)

‖Lh‖2 ≤ 8h−2 cos2
(πh
2

)
< 8h−2, (4.36d)

‖L−1
h ‖2 ≤

1

8
h2 sin−2

(πh
2

)
=

1

2π2
+O(h2) ≤ 1

16
. (4.36e)

Proof. (a) In §4.3 we already noticed that Lh is irreducibly diagonally dominant

and satisfies the inequality (4.21a). By Criterion 4.18 then Lh is an M-matrix.

(b) Since Lh is symmetric and irreducibly diagonally dominant, (4.36b) follows

from Criterion 4.32.

(c) That ‖Lh‖ ≤ 8h−2 can be read from (4.12) and (4.32). To estimate L−1
h

one uses Theorem 4.24 with w(x, y) = x(1− x)/2. Then we have Lhw ≥ 1 (even

that (Lhw)(x, y) = 1 unless y = h and y = 1− h) and ‖w‖∞ ≤ w(1/2, y) = 1/8.

(d) The inequalities (4.36d,e) result from Lemma 4.33 and the next lemma.

Lemma 4.35. The (n− 1)2 eigenvectors of Lh are uνμ (1 < ν, μ < n− 1) :

uνμ(x, y) = sin(νπx) sin(μπy), (x, y) ∈ Ωh. (4.37a)

The corresponding eigenvalues are

λνμ = 4h−2

(
sin2(

νπh

2
) + sin2(

μπh

2
)

)
, 1 ≤ ν, μ ≤ n− 1. (4.37b)

Proof. Let Ω1D
h be the one-dimensional grid (4.5) and set uν(x) := sin(νπx). For

each x ∈ Ω1D
h there holds

∂−∂+uν(x) = h−2 [ sin(νπ(x− h)) + sin(νπ(x+ h))− 2 sin(νπx) ]

= 2h−2 sin(νπx) [cos(νπx)− 1]

since sin(νπ(x ± h)) = sin(νπx) cos(νπh) ± cos(νπx) sin(νπh). The identity

1− cos ξ = 2 sin2(ξ/2) then implies

−∂−∂+uν(x) = 4h−2 sin2(
νπh

2
)uν(x), x ∈ Ω1D

h . (4.37c)

Let L1D
h be the matrix (4.7b). Note that the difference (∂−∂+u)(h)—in contrast

to (L1D
h u)(h)—also involves the boundary value u(0); similarly (∂−∂+u)(1 − h)

depends on u(1). However, since u(0) = sin(0) = 0 and u(1) = sin(νπ) = 0
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we have L1D
h uν = −∂−∂+uν , and (4.37c) can be brought over:

L1D
h uν = 4h−2 sin2

(
νπh

2

)
uν , 1 ≤ ν ≤ n− 1. (4.37d)

The two-dimensional grid function uνμ in (4.37a) can be written as the (tensor)

product uν(x)uμ(y). Now we have that (Lhu
νμ)(x, y) is equal to the sum

uμ(y)(L1D
h uν)(x) + uν(x)(L1D

h uμ)(y), so that (4.37b) follows from (4.37d).

In the sequel we want to show the analogies between the properties of the Poisson

equation (4.9a,b) and the discrete five-point formula (4.11a,b).

The analogue of the mean-value property (2.13) is the equation

uh(x, y) =
1

4
[uh(x−h, y) + uh(x+h, y) + uh(x, y−h) + uh(x, y+h)] (4.38)

From (4.10) and (4.11a) with f = 0 we obtain the following result.

Remark 4.36. The solution uh of the discrete potential equation (4.11a) with f = 0
satisfies equation (4.38) at all grid points (x, y) ∈ Ωh.

As in the continuous case the mean-value property (4.38) implies the maximum-

minimum principle.

Remark 4.37. Let uh be a nonconstant solution of the discrete potential equation

(4.11a) with f = 0. The extrema max{uh(x) : x ∈ Ωh} and min{uh(x) : x ∈ Ωh}
are assumed not on Ωh but on Γh.

Proof. If uh were maximal in (x, y) ∈ Ωh, then because of equation (4.38), all

neighbouring points (x± h, y) and (x, y ± h) would have to carry the same values.

Since every pair of points can be linked by a chain of neighbouring points, it follows

that uh = const, in contradiction to the assumption.

The last proof indirectly uses the fact that Lh is irreducible. The irreducibility

of Lh corresponds to the assumption in Theorem 2.17 that Ω is a domain, i.e.,

connected.

The result of carrying over Theorems 2.27 and 3.2 reads as follows.

Theorem 4.38. (a) Let u1h and u2h be two solutions of (4.11a): −Δhu
i
h = f for

different boundary values uih = ϕi (i = 1, 2). Then the following holds:

‖u1h − u2h‖∞ ≤ max
x∈Γh

∣∣ϕ1(x)− ϕ2(x)
∣∣ , (4.39a)

u1h ≤ u2h in Ωh, if ϕ1 ≤ ϕ2 on Γh . (4.39b)

(b) A solution uh of −Δhuh = f ≥ 0 with boundary values uh = ϕ ≥ 0 satisfies

uh ≥ 0 everywhere in Ωh.
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Proof. (a) Let wh := u2h − u1h.

(a1) In the case that ϕ1 ≤ ϕ2 one has wh ≥ 0 on Γh and −Δhwh = 0. Remark

4.37 proves that wh = const ≥ 0 or wh > 0, and hence (4.39b).

(a2) Let M be the right-hand side of (4.39a). −M ≤ wh ≤M on Γh implies the

inequalities −M ≤ wh ≤M on Ωh, and hence (4.39a).

(b) f ≥ 0, ϕ ≥ 0 imply qh ≥ 0 in (4.13b). The M-matrix property (4.36a) yields

uh = L−1
h qh ≥ 0.

The discrete analogue of the Green function g(x, ξ) is h−2L−1
h . Let δξ be the

scaled unit vector

δξ(x) =

{
h−2 if x = ξ,
0 if x �= ξ,

(x, ξ ∈ Ωh). (4.40a)

The column of the matrix h−2L−1
h with index ξ ∈ Ωh is given by

gh(·, ξ) := L−1
h δξ (ξ ∈ Ωh). (4.40b)

For ξ ∈ Ωh fixed, gh(·, ξ) is a grid function defined onΩh. The domain of definition

is extended to Ωh ×Ωh :

ḡh(x, ξ) =

{
gh(x, ξ) if x, ξ ∈ Ωh,
0 if x ∈ Γh or ξ ∈ Γh (x, ξ ∈ Ωh).

The values gh(x, ξ) are entries of h−2L−1
h : gh(x, ξ) = h−2(L−1

h )xξ. The symme-

try of Lh implies the following statement.

Remark 4.39. ḡh(x, ξ) = ḡh(ξ,x) for all x, ξ ∈ Ωh (cf. (3.7)).

The representation (3.13) is recalled in the next remark.

Remark 4.40. The solution uh of the system of equations (4.11a) with boundary

values ϕ = 0 reads

uh(x) = h2
∑

ξ∈Ωh

ḡh(x, ξ)f(ξ) for x ∈ Ωh. (4.41)

Equation (4.41) is the componentwise representation of the equation uh =
L−1
h fh. The factor h2 compensates for h−2 in (4.40a). It was introduced so that

the summation h2
∑

in (4.41) approximates the integral
∫
Ω

.

The discrete Green function is positive also (cf. (3.8)).

Remark 4.41. 0 < gh(x, ξ) ≤ h−2/8 for x, ξ ∈ Ωh .

Proof. The upper bound follows from gh(x, ξ) ≤ ‖gh(·, ξ)‖∞ ≤ ‖L−1
h ‖∞ ‖δξ‖∞,

‖δξ‖∞ = h−2, and (4.36c). gh > 0 can be inferred from L−1
h > 0 (cf. Theorem

4.19).
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The bound gh(x, ξ) ≤ h−2

8 is too pessimistic and can be improved considerably.

Lemma 4.42. The discrete Green’s function gh in (4.40b) satisfies the estimate

0 < gh(x, ξ) ≤
log 2

4 log 3

⎛
⎝1−

log
(
|x− ξ|2 + h2/2

)

log 2

⎞
⎠ ≤ log 2

h

log 9
(4.42)

for all x, ξ ∈ Ωh. The upper bound O(|log h|) reflects the logarithmic singularity

of the singularity function s(x, ξ) = − log(|x− ξ|2)/(4π).

Proof. For the proof of inequality (4.42) define

sh(x, ξ) :=
log 2

4 log 3

⎛
⎝1−

log
(
|x− ξ|2 + h2/2

)

log 2

⎞
⎠ . (4.43a)

(a) First we want to show sh(x, ξ) ≥ 0 for all x ∈ Ωh, ξ ∈ Ωh. Since ξ ∈ Ωh,

we have |xi − ξi| ≤ 1 − h (i = 1, 2) and hence |x− ξ|2 ≤ 2 (1− h)
2
. Because

1/2 is the coarsest possible step size, h varies in (0, 1/2], so that

|x− ξ|2 + h2/2 ≤ 2 (1− h)
2
+

1

2
h2 < 2.

Therefore sh in (4.43a) satisfies

sh(x, ξ) >
log 2

4 log 3

(
1− log 2

log 2

)
= 0 for all x ∈ Ωh, ξ ∈ Ωh.

(b) Define uh(x) := sh(x, 0) for all x ∈ {(νh, μh) : ν, μ ∈ Z}. The five-point

formula applied to uh gives

−Δhuh =
1

4 log 3
Δh log

(
| · |2 + h2/2

)
. (4.43b)

Concerning the evaluation at the origin, note that log(|x|2 + h2

2 )|x=0 = log(h
2

2 )

and log(|x′|2+ h2

2 ) = log(h2+ h2

2 ) = log( 32h
2) = log 3+log h2

2 for all neighbours

x′ of x = 0. Therefore (4.43b) shows that

− (Δhuh) (0) =
h−2

4 log 3

(
4 log

(
3h2/2

)
− 4 log

(
h2/2

) )

= h−2 log
(
3h2/2

)
− log

(
h2/2

)

log 3
= h−2.

(c) The evaluation of −Δhuh in general grid points x = (x, y) yields
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−Δhuh(x) =
h−2

4 log 3

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

log
(
x2+(y+h)

2
+ h2

2

)
+ log

(
(x−h)2+y2+ h2

2

)

+ log
(
x2+(y−h)2+ h2

2

)
+ log

(
(x+h)

2
+y2+ h2

2

)

−4 log
(
x2 + y2 + h2

2

)

⎫
⎪⎪⎪⎬
⎪⎪⎪⎭

=
h−2

4 log 3
log

⎧
⎨
⎩

(
(x+ h)

2
+ y2 + h2

2

)
·
(
(x− h)

2
+ y2 + h2

2

)

·
(
x2 + (y + h)

2
+ h2

2

)
·
(
x2 + (y − h)

2
+ h2

2

)
⎫
⎬
⎭

(
x2 + y2 + h2

2

)4 .

For proving −Δhuh ≥ 0, one has to show that

(
(x+ h)

2
+ y2 +

h2

2

)(
(x− h)

2
+ y2 +

h2

2

)(
x2 + (y + h)

2
+
h2

2

)

·
(
x2 + (y − h)

2
+
h2

2

)
≥

(
x2 + y2 +

h2

2

)4

.

This inequality follows from the identity

(
(x+h)2+y2+ h2

2

)(
(x−h)2 + y2+ h2

2

)(
x2+(y+h)2 + h2

2

)(
x2+(y−h)2 + h2

2

)

−
(
x2 + y2 + h2

2

)4
= 5h8 + 4h6x2 + 4h6y2 + 16h4x2y2 ≥ 0.

(d) Since sh(x, ξ) = uh(x− ξ), the parts (b) and (c) show that

− (Δhsh(·, ξ)) (x) ≥ 0 and − (Δhsh(·,x)) (x) = h−2.

The grid function φξ := sh(·, ξ)− gh(·, ξ) satisfies

−Δhφξ(x) = −Δh [sh(·, ξ)− gh(·, ξ)] (x)
{

= h−2 − h−2 = 0 for x = ξ ∈ Ωh ,
≥ 0− 0 = 0 for x �= ξ ∈ Ωh .

According to part (a), the values at boundary points x ∈ Γh are

φξ(x) = sh(x, ξ)− gh(x, ξ) = sh(x, ξ) ≥ 0.

Theorem 4.38b implies φξ ≥ 0 in Ωh, hence gh(x, ξ) ≤ sh(x, ξ), proving the

inequality (4.42).

Let ϕh be defined as in (4.13b). The solution of the discrete potential equation

−Δhuh = 0 in Ωh, uh = ϕ on Γh

is given by uh := L−1
h ϕh (if one continues the grid function, at first only defined on

Ωh, through ϕ on Γh; cf. Remark 4.7). The representation with the aid of gh reads

uh(x) = h2
∑

ξ∈Ωh

gh(ξ,x)ϕh(ξ) (x ∈ Ωh).
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Since ϕh(x) vanishes at all interior points x, it suffices to extend the sum over the

near-boundary points. Summing over the boundary points neighboured to

Γ ′
h := {ξ ∈ Γh : ξ is not a corner point (0, 0) , (1, 0) , (0, 1) , (1, 1)}

instead of over the boundary points, then the definition of ϕh results

uh(x) = −h
∑

ξ∈Γ ′
h

∂−
n ḡh(ξ,x)ϕ(ξ) (x ∈ Ωh), (4.44)

where ∂−
n is the backward difference in the direction of the normal n:

∂−
n ḡh(ξ,x) = h−1 [ḡh(ξ,x)− ḡh(ξ − hn,x)]

(note that ḡh(ξ,x) = 0 for ξ ∈ Γ ′
h ⊂ Γh). The variable ξ−hn ranges over all

near-boundary points.

Remark 4.43. Equation (4.44) corresponds to the representation in Theorem 3.16.

The summation h
∑

ξ∈Γ ′
h

approximates the integral
∫
Γ

.

Finally, we want to take a closer look at the estimate for the solution uh = L−1
h qh

through
‖uh‖∞ ≤ ‖L−1

h ‖∞ ‖qh‖∞ ≤ ‖qh‖∞ /8

(cf. (4.36c)). According to (4.13b), qh = fh + ϕh contains the right-hand side

fh(x)=f(x) of the discrete Poisson equation and the boundary values ϕ(x),x∈Γh,
hidden in ϕh. The following theorem gives a bound in which these components are

separated.

Theorem 4.44. According to (4.13b), let qh = fh + ϕh be constructed from f and

ϕ. The discrete solution uh = L−1
h qh of the Poisson boundary-value problem can

be bounded by

‖uh‖∞ ≤ ‖L−1
h ‖∞ max

x∈Ωh

|f(x)|+ max
ξ∈Γ ′

h

|ϕ(ξ)| ≤ 1

8
max
x∈Ωh

|f(x)|+ max
ξ∈Γ ′

h

|ϕ(ξ)| .
(4.45)

Proof. Set u′h := L−1
h fh and u′′h := L−1

h ϕh. The estimate for the first term in

uh = u′h + u′′h results in the first term in (4.45). To bound u′′h use the inequality

(4.39a) with u1h = u′′h, ϕ1 = ϕ and u2h = 0, ϕ2 = 0.

The corresponding inequality

‖uh‖∞ ≤ C ‖f‖∞ + ‖ϕ‖∞
for the solution of the boundary-value problem (4.9a,b) has not been mentioned until

now, but will be proved in a more general context in §5.1.3.

The maximum norm ‖·‖∞ in (4.45) can be replaced by the Euclidean norms

‖uh‖2,Ωh
:=

√
h2

∑
x∈Ωh

|uh(x)|2, ‖ϕ‖2,Γ ′
h
:=

√
h2

∑
ξ∈Γ ′

h

|ϕ(ξ)|2.

Here, h2
∑

Ωh
and

∫
Ω
, h

∑
Γ ′
h

and
∫
Γ

correspond to each other.
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Theorem 4.45. Under the assumptions of Theorem 4.44 there holds

‖uh‖2,Ωh
≤ ‖L−1

h ‖2 ‖fh‖2,Ωh
+

1√
2
‖ϕ‖2,Γ ′

h
≤ 1

16
‖fh‖2,Ωh

+
1√
2
‖ϕ‖2,Γ ′

h
.

Proof. (a) It suffices to consider the case of the potential equation (i.e., f = 0).

Let the restriction of ϕ on Γ ′
h result in the grid function φh : φh(x) = ϕ(x) for

x ∈ Γ ′
h. Let the mapping φh → uh = L−1

h ϕh be given by the rectangular matrix

A: uh = Aφh. According to equation (4.44) the entries of A read

axξ = −h∂−
n ḡh(ξ,x) = gh(ξ − hn,x) = gh(x, ξ − hn) for x ∈ Ωh, ξ ∈ Γ ′

h.

Since A > O as stated in Remark 4.41, one obtains the row-sum norm ‖A‖∞ :=
maxx

∑
ξ axξ as ‖Aφh‖∞ for the choice φh(x) = 1 in all x ∈ Γ ′

h. The solution

vh = Aφh then reads vh = 1, so it follows that

‖A‖∞ = ‖Aφh‖∞ = ‖1‖∞ = 1.

(b) The column sums of A are s(ξ) :=
∑

x∈Ωh
axξ =

∑
x∈Ωh

gh(x, ξ − hn)

for ξ ∈ Γ ′
h. The grid function vh := h−2L−1

h 1 at the near-boundary points ξ− hn
has the values

s(ξ) = vh(ξ − hn) (ξ ∈ Γ ′
h, n normal direction),

as is implied by Remark 4.40. Let ξ = (ξ1, ξ2) ∈ Γ ′
h be a point of the left or right

boundary (i.e., ξ1 = 0 or 1). As mentioned in the proof of (4.36c), Lhwh ≥ 1 holds

for wh(x, y) := x(1 − x)/2. Since L−1
h ≥ O, then so is wh ≥ L−1

h 1 and hence

vh ≤ h−2wh. In particular we have the following estimate

s(ξ) = vh(ξ − hn) ≤ h−2wh(ξ − hn) = h−2h (1− h) /2 ≤ h−1/2

at the near-boundary point ξ − hn = (h, ξ2) or (1 − h, ξ2). For a point ξ from

the upper or from the lower boundary one obtains the same estimate if one uses

wh(x, y) := y(1 − y)/2. Since the column sums s(ξ) are the row sums of AT, we

have proved

‖AT‖∞ = max{s(ξ) : ξ ∈ Γ ′
h} ≤ h−1/2.

(c) We have ‖ATA‖2 = ρ(ATA) ≤ ‖ATA‖∞ ≤ ‖AT‖∞ ‖A‖∞ ≤ 1
2h (cf.

Exercise 4.28a, (4.31b), (4.31a)) so that the solution uh = L−1
h ϕh = Aφh satisfies

the following estimate

‖uh‖22,Ωh
= h2

∑
x∈Ωh

|uh(x)|2 = h2
∑

x∈Ωh

|(Aφh)(x)|2

= h2
∑

x∈Γ ′
h

φh(x)(A
TAφh)(x) ≤ h2

∥∥ATA
∥∥
2

∑
x∈Γ ′

h

φ2
h(x)

≤ h

2

∑
x∈Γ ′

h

φ2
h(x) =

1

2
‖φh‖22,Γ ′

h
.

Since ‖ϕ‖2,Γ ′
h
= ‖φh‖2,Γ ′

h
the assertion follows.



66 4 Difference Methods for the Poisson Equation

4.5 Convergence

Let Uh be the vector space of the grid functions on Ωh. The discrete solution

uh ∈ Uh and the continuous1 solution u ∈ C0(Ω) cannot be compared directly

because of the different domains of definition. In difference methods it is customary

to compare both functions on the grid Ωh. To this end one must map the solution u
by means of a restriction

u �→ Rhu ∈ Uh (u: continuous solution)

to Uh. In the following we choose Rh as restriction on Ωh:

(Rhu) (x) = u(x) for all x ∈ Ωh. (4.46)

The limit h→ 0 is made precise as follows. Let H ⊂ R+ be a subset with accumu-

lation point zero: 0 ∈ H . For example, the step sizes considered so far form the set

H = {1/n : n ∈ N}. For each h ∈ H let Uh be equipped with the norm ‖·‖h.

Definition 4.46 (convergence). The discrete solutions uh ∈ Uh converge (with

respect to the family of norms ‖·‖h , h ∈ H) to u if

‖uh −Rhu‖h → 0.

We have convergence of order k if

‖uh −Rhu‖h = O(hk).

The proof of convergence is usually carried out with the aid of the concepts

of ‘stability’ and ‘consistency’ (more details in Hackbusch [139]). Below we

consider inequalities as ‖uh −Rhu‖h ≤ . . . , which are called error estimates

since uh −Rhu is the discretisation error.

The discretisation {Lh : h ∈ H} is said to be stable with respect to ‖·‖∞ if

sup
h∈H

‖L−1
h ‖∞ <∞.

For the discretisation defined in §4.2, the stability has been proved in (4.36c) with

respect to the row-sum norm, and in (4.36d) with respect to the spectral norm.

The grid function fh in −Δhuh = fh is the restriction

fh = R̃hf

of f , where in (4.13b) R̃h was chosen as the restriction to Ωh:

(R̃hf)(x) = f(x) for all x ∈ Ωh. (4.47)

The notation R̃h indicates that a choice R̃h �= Rh is possible.

1 Here, ‘continuous’ is used as counterpart of ‘discrete’.
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We recall Remark 4.7: Dhuh = fh describes the discretisation of the differential

equation Lu= f. Together with the boundary condition u= ϕ on Γ, Dhuh = fh
and the system Lhuh = qh are equivalent; more precisely, the definition of qh
(cf. (4.13b)) gives Dhuh−fh = Lhuh−qh. In the following it is easier to esti-

mate Dhuh − fh since we can make use of the equivalents uh ↔ u and fh ↔ f.

The discretisation described by the triple (Dh, Rh, R̃h) is said to be consistent of

order k with respect to ‖·‖∞ (consistent with L) if

‖DhRhu− R̃hLu‖∞ ≤ Khk ‖u‖Ck+2(Ω) (4.48)

for all u ∈ Ck+2(Ω). Here K is independent of h and u.

Remark 4.47. Let Rh and R̃h be given by (4.46) and (4.47). The five-point formula

Δh is consistent of order 2: estimate (4.48) holds with k = 2 and K = 1/6.

Proof. The expansion (4.3) can be applied in the x and y directions and yields

ΔhRhu(x, y) = Δu(x, y) + h2(R4,x +R4,y) with |R4,x| , |R4,y| ≤
‖u‖C4(Ω)

12
.

(4.49)

The general concept for proving convergence is based on

LhRhu−qh = DhRhu−fh = DhRhu−R̃hf =
(
DhRh−R̃hL

)
u =: εconsistent(u)

and

Lh (uh −Rhu) = Lhuh − LhRhu = qh − LhRhu = −εconsistent(u).

Application of L−1
h yields

‖uh −Rhu‖ = ‖L−1
h εconsistent(u)‖ ≤ ‖L−1

h ‖‖εconsistent(u)‖

with respect to some norm ‖ · ‖ and the associated matrix norm. Here we used the

maximum and row-sum norm ‖ · ‖∞. An immediate consequence of this considera-

tion is the next theorem.

Theorem 4.48. Let the discretisation (Dh, Rh, R̃h) be consistent of order k. Let the

matrix Lh associated to the difference operator Dh be stable. Then the method is

convergent of order k if u ∈ Ck+2(Ω).

In the case of L = Δ, Dh = Δh and the norm ‖ · ‖∞, the values ‖L−1
h ‖∞ ≤ 1

8
(cf. (4.36c)) and K = 1

6 (cf. Remark 4.47) prove the following corollary.
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Corollary 4.49. Let the continuous solution of the boundary-value problem (4.9a,b)

belong to C4(Ω). Let uh be the discrete solution defined in (4.11a,b). Then the

convergence of uh to u is of second order:

‖uh −Rhu‖∞ ≤ h2

48
‖u‖C4(Ω) . (4.50)

The assumption u ∈ C4(Ω) can be weakened.

Corollary 4.50. Under the condition u ∈ C3,1(Ω) we also have

‖uh −Rhu‖∞ ≤ h2

48
‖u‖C3,1(Ω) .

Proof. The remainder term R4 in (4.4) may also be written as

R4 = h−4

∫ x±h

x

[u′′′(ξ)− u′′′(x)]
(x± h− ξ)2

2!
dξ .

The Lipschitz estimate |u′′′(ξ)−u′′′(x)| ≤ |ξ−x| ‖u‖C3,1(Ω) implies the estimate

R4 ≤ ‖u‖C3,1(Ω) /4! so that in (4.49), (4.48), and (4.50) the norm ‖u‖C4(Ω) can be

replaced by ‖u‖C3,1(Ω).

If, however, one further weakens u ∈ C3,1(Ω) to u ∈ Cs(Ω) , 2 < s < 4, one

obtains a weaker order of convergence.

Corollary 4.51. Under the condition u ∈ Cs(Ω), 2 < s < 4, uh converges of

order s− 2 :

‖uh −Rhu‖∞ ≤ Ksh
s−2 ‖u‖Cs(Ω) ,

where Ks=
1

2s(s−1) for 2 ≤ s < 3, K3=
1
24 and Ks=

2s−5

s(s−1)(s−2) for 3<s<4.

The proof results from ‖L−1
h ‖∞ ≤ 1

8 and the following consistency estimate.

Exercise 4.52. Show

‖ΔhRhu− R̃hΔu‖∞ ≤ 8Ksh
s−2 ‖u‖Cs(Ω) , 2 < s < 4,

with the above constant Ks.

Even though the proofs of convergence are simple, the results remain unsatisfac-

tory. As can be seen from Example 2.3, the continuous solution of the boundary-

value problem (4.9a,b) generally does not even satisfy u ∈ C2(Ω), although one

needs at least u ∈ Cs(Ω) with s > 2 in Corollary 4.51 for convergence. Stronger

results can be obtained by an analysis which will be discussed in §9.3. That errors of

the order of magnitude of §9.3 occur even under weaker conditions, is shown next.



Example 4.53. If one solves the difference equation (4.11a,b) for

−Δu = 1 in Ω = (0, 1)× (0, 1) and u = 0 on Γ,

one obtains at the centre x = y = 1
2 the values uh(

1
2 ,

1
2 ), which are shown in

the first column of Table 4.1. The exact solution u( 12 ,
1
2 ) = 0.0736713 . . . results

from a representation that one can find in Example 8.18. The quotients εh/ε2h of

the errors εh = u( 12 ,
1
2 ) − uh(

1
2 ,

1
2 ) approximate 1/4. This proves uh(

1
2 ,

1
2 ) =

u( 12 ,
1
2 )+O(h2), although u �∈ C2(Ω). At ( 12 ,

1
2 ) uh has furthermore the asymptotic

expansion

uh
(
1
2 ,

1
2

)
= u

(
1
2 ,

1
2

)
+ h2e

(
1
2 ,

1
2

)
+O(h4).

The error term e( 12 ,
1
2 ) independent of h, is eliminated by using the Richardson

extrapolation

uh,2h
(
1
2 ,

1
2

)
:=

1

3

[
4uh

(
1
2 ,

1
2

)
− u2h

(
1
2 ,

1
2

)]

(cf. Richardson–Gaunt [236]). The extrapolated values are already very accurate for

h = 1
16 (see the last column of Table 4.1).

The reason for this favourable behaviour is the inner regularity of the discrete

solution (cf. §9.3.6).

h uh(
1
2
, 1
2
) uh,2h(

1
2
, 1
2
) εh Quotient εh,2h Quotient

1/8 0.0727826 8.8910-4

1/16 0.07344576 0.0736668 2.2610-4 0.250 4.510-6

1/32 0.0736147373 0.07367106 5.6610-5 0.251 2.710-7 0.06

1/64 0.0736571855 0.07367133 1.4110-5 0.249

Table 4.1 Solution of Example 4.53; εh[,2h] :=
∣∣u(1

2
, 1
2
)− uh[,2h](

1
2
, 1
2
)
∣∣.

4.6 Discretisations of Higher Order

The five-point formula (4.19) is of second order. Even if the solution u belongs

to Cs(Ω) with s > 4, no better bound for ΔhRhu − RhΔu than O(h2) would

result. An obvious method for constructing difference methods of higher order is

the following. As an ansatz for the discretisation of the second derivative u′′ choose

(Dhuh) (x) = h−2
k∑

ν=−k

cνuh(x+ νh).

The Taylor expansion provides

(DhRhu) (x) =

2k∑

μ=0

aμh
μ−2u(μ)(x) +O(h2k−1), aμ =

1

μ!

k∑

ν=−k

cνν
k.

4.6 Discretisations of Higher Order 69
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The 2k + 1 equations a0 = a1 = a3 = a4 = . . . = a2k = 0 and a2 = 1 form

a linear system for the 2k + 1 unknown coefficients cν . For k = 1 one obtains the

usual difference formula (4.3); for k = 2 a difference of fourth order results:

h2 (Dhuh) (x) =−
1

12
[uh(x− 2h) + uh(x+ 2h)]

+
4

3
[uh(x− h) + uh(x+ h)]− 5

2
uh(x).

If one applies this approximation for u′′ to the x and y coordinates, one obtains for

−Δ the difference star

h−2

12

⎡
⎢⎢⎢⎢⎣

1
−16

1 −16 60 −16 1
−16
1

⎤
⎥⎥⎥⎥⎦

(4.51)

(cf. (4.20)). The difference scheme (4.51) is of fourth order, but presents difficulties

at points near the boundary. To set up the difference formula at (h, h) ∈ Ωh, for

example, one needs the values uh(−h, h) and uh(h,−h) outside Ωh (cf. Figure

4.4). One possibility would be to use scheme (4.51) only at points far from the

boundary and to use the five-point formula (4.19) at points near the boundary.

Another is the extrapolation from far-boundary points of Ωh.

compact nine−point formula

difference scheme (4.51)

Fig. 4.4 Difference scheme (4.51) and compact nine-point formula (4.52).

The above complications do not occur if one limits oneself to compact nine-point

formulae; by this one means difference methods (4.20) which are characterised by

cαβ �= 0 only for − 1 ≤ α, β ≤ 1

(cf. Figure 4.4). An ansatz with the nine free parameters cα,β (−1 ≤ α, β ≤ 1),
leads, however, to a negative result: there is no compact nine-point formula with

Dhu = −Δu + O(h3). In this sense the five-point formula is already optimal.

Nevertheless, nine-point schemes of fourth order can be obtained if one also selects

the right-hand side fh, of the system of equations (4.13a,b) in a suitable manner.

If one applies the compact nine-point scheme

Dh :=
h−2

6

⎡
⎣
−1 −4 −1
−4 20 −4
−1 −4 −1

⎤
⎦ (4.52)



to a sufficiently smooth u, the Taylor expansion results in

Dhu = −Δu− h2

12
Δ2u− h4

360

[
∂4

∂x4
+ 4

∂4

∂x2∂y2
+

∂4

∂y4

]
Δu+O(h6). (4.53)

Here it is crucial that the error term can be expressed by −Δu and hence by f . For

the special choice of the restriction R̃h via

fh = R̃hf :=
1

12

⎡
⎣

1
1 8 1

1

⎤
⎦ f,

i.e.,

fh(x, y) = (R̃hf)(x, y) (4.54)

:=
1

12
[f(x+h, y) + f(x−h, y) + f(x, y+h) + f(x, y−h) + 8f(x, y)]

one obtains the expansion

fh(x, y) = f(x, y) +
h2

12
Δf(x, y) +

h4

144

(
∂4f(x, y)

∂x4
+
∂4f(x, y)

∂y4

)
+O(h4),

(4.55)

which, because f = −Δu, agrees with (4.53) up to O(h4).

The matrix Lh of the system of equations which results after the elimination of

the boundary values uh(x) = ϕ(x) in x ∈ Γh, has the entries

Lxξ = h−2

⎧
⎪⎪⎪⎨
⎪⎪⎪⎩

20/6 if x = ξ,

−1/6 if x− ξ = (±h,±h) or x− ξ = (±h,∓h) ,
−4/6 if x− ξ = (±h, 0) or x− ξ = (0,±h) ,

0 otherwise.

(4.56)

The right-hand side of the system of equations Lhuh = qh is

qh := fh + ϕh, fh = R̃hf according to (4.54), ϕh :=
∑

ξ∈Γh

Lxξϕ(ξ). (4.57)

The discretisation (Dh, Rh, R̃h) with Dh from (4.52), Rh from (4.46), R̃h from

(4.54) is called the mehrstellen method (cf. Collatz [74, §V.2.5]).

Exercise 4.54. Let Dh and Lh be defined respectively by (4.52) and (4.56). Prove:

(a) Lh is an M-matrix;

(b) ‖L−1
h ‖∞ ≤ 1/8 (stability), ‖Lh‖∞ ≤ 20h−2/3.

Theorem 4.55 (convergence of the mehrstellen method). Let Ωh be defined as in

§4.2. Let uh be the solution provided by the mehrstellen method Lhuh = qh with Lh

from (4.56), and qh from (4.57). Let the solution u of the boundary-value problem

4.6 Discretisations of Higher Order 71
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(4.9a,b) belong to C6(Ω). Then the following error estimates hold in the respective

cases:

‖uh −Rhu‖∞ ≤ 7

2880
h4 ‖f‖C4(Ω) + o(h4) (4.58)

as well as

‖uh −Rhu‖∞ ≤ 1

360
h4 ‖u‖C6(Ω) + o(h4).

In the case of the potential equation, i.e., f = 0, we even have

‖uh −Rhu‖∞ ≤ Kh6 ‖u‖C8(Ω) , ‖uh −Rhu‖∞ ≤ Kh6 ‖u‖C7,1(Ω) ,

of u ∈ C8(Ω), resp. u ∈ C7,1(Ω).

Proof. Since f = −Δu, the combination of the h4 remainder terms in (4.53) and

(4.55) yield

h4
[

1

360

(
∂4

∂x4
+ 4

∂4

∂x2∂y2
+

∂4

∂y4

)
− 1

144

(
∂4

∂x4
+

∂4

∂y4

)]
f

=
h4

720

(
−3 ∂4

∂x4
+ 8

∂4

∂x2∂y2
− 3

∂4

∂y4

)
f

=
h4

720

(
3
∂6

∂x6
− 5

∂6

∂x4∂y2
− 5

∂6

∂x2∂y4
+ 3

∂6

∂y6

)
u.

The above error of consistency is to be multiplied by the stability constant

‖L−1
h ‖∞ ≤ 1/8 in Exercise 4.54b (cf. Theorem 4.48). Inequality (4.58) follows

from 3+8+3
720

1
8 = 7

2880 , resp. 3+5+5+3
720

1
8 = 1

360 . If f = 0 also the O(h4) term in

(4.53) vanishes.

4.7 The Discretisation of the Neumann Boundary-Value Problem

The Dirichlet boundary values u(x) = ϕ(x) were used directly in the difference

method; a discretisation was not necessary. A different situation arises for the Neu-

mann boundary-value problem

−Δu = f in Ω = (0, 1)× (0, 1) ,
∂u

∂n
= ϕ on Γ. (4.59)

The normal derivative, which reads explicitly

∂u

∂n
= −uy for x = (x1, 0) ∈ Γ,

∂u

∂n
= uy for x = (x1, 1) ∈ Γ,

∂u

∂n
= −ux for x = (0, x2) ∈ Γ,

∂u

∂n
= ux for x = (1, x2) ∈ Γ,

like the Laplace operator, must be replaced by a difference. We will investigate three

different discretisations.
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4.7.1 One-Sided Difference for ∂u/∂n

Diskretisierung

der Poisson−Gleichung

Diskretisierung

der Neumann−Bedingung

Fig. 4.5 Discretisation of the differential equa-

tion and the Neumann boundary condition.

The Poisson equation leads to the

(n− 1)2 = (1/h− 1)2 equations

(−Δhuh) (x) = f(x) (4.60a)

for all x ∈ Ωh, which require the values

of uh(x) for all x ∈ Ω
′
h, where

Ω
′
h := Ωh ∪ Γ ′

h, (4.60b)

Γ ′
h := Γh\{(0, 0), (0, 1), (1, 0), (1, 1)}.

To obtain a further 4(n − 1) equations for {uh(x) : x ∈ Γ ′
h}, we replace, at all

x ∈ Γ ′
h, the normal derivative ∂u/∂n = ϕ by the backward difference

(
∂−
n uh

)
(x) :=

1

h
[uh(x)− uh(x− hn)] = ϕ(x) for x ∈ Γ ′

h. (4.61)

If one inserts the corresponding normal directions n for the four sides of the square

one obtains

1
h [uh(x, 0)− uh(x, h)] = ϕ(x, 0)
1
h [uh(x, 1)− uh(x, 1− h)] = ϕ(x, 1)

}
for x = h, 2h, . . . , 1− h,

1
h [uh(0, y)− uh(h, y)] = ϕ(0, y)
1
h [uh(1, y)− uh(1− h, y)] = ϕ(1, y)

}
for y = h, 2h, . . . , 1− h.

Equations (4.60a) and (4.61) yield (n+ 1)2 − 4 equations for as many unknowns.

Exercise 4.56. After a rescaling of equations (4.61) to h−1∂−
n uh(x) = h−1ϕ(x),

x ∈ Γ ′
h, these equations, together with (4.60a), form a system Lhuh = qh. Show

that Lh is symmetric and satisfies (4.21a).

As in the Dirichlet problem the variables uh(x), x ∈ Γ ′
h, can be eliminated with

the aid of (4.61) in (4.60a). At the near-boundary point (h, y), for example, equation

(4.60a) becomes

1

h2
[3uh(h, y)− uh(h, y − h)− uh(h, y + h)− uh(2h, y)] = f(h, y) +

1

h
ϕ(0, y).

The star h−2
[
−1

−1
4

−1
−1

]
thus becomes h−2

[
−1

0
3

−1
−1

]
, h−2

[
−1

−1
3

−1
0

]
,

h−2
[
−1

0
3

−1
−1

]
, h−2

[
−1

−1
3
0
−1

]
near, respectively, the left, right, upper, and lower

boundaries. At the corner points one even has to replace two boundary values,

so that, for example, at (h, h) ∈ Ωh the star reads h−2
[
0
−1
2
0

−1

]
. Except for the
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special case h = 1
2 , one obtains for the (n− 1)2 values uh(x), x ∈ Ωh, the system

of equations

Lhuh = qh with (4.62a)

Lxx =

⎧
⎪⎨
⎪⎩

4/h2 if x ∈ Ωh is a far-boundary point,

2/h2 if x ∈ {(h, h) , (h, 1− h) , (1− h, h) , (1− h, 1− h)} ,
3/h2 otherwise,

Lxξ =

{
−1/h2 if x, ξ ∈ Ωh are neighbours,

0 otherwise for x �= ξ,

(4.62b)

qh = fh + ϕh with

{
fh(x) = (R̃hf)(x) := f(x),

ϕh(x) = −h
∑

ξ∈Γh
Lxξϕ(ξ).

(4.62c)

Remark 4.57. (a) Lh is symmetric and satisfies the sign condition (4.21a).

(b) With lexicographical arrangement of the grid points of Ωh, Lh has the form

Lh = h−2

⎡
⎢⎢⎢⎢⎢⎣

T − I −I
−I T −I

. . .
. . .

. . .

−I T −I
−I T − I

⎤
⎥⎥⎥⎥⎥⎦
, T =

⎡
⎢⎢⎢⎢⎢⎣

3 −1
−1 4 −1

. . .
. . .

. . .

−1 4 −1
−1 3

⎤
⎥⎥⎥⎥⎥⎦
.

The matrix Lh is singular because the system Lhuh = qh, like the continuous

boundary-value problem (4.59), is, in general, not solvable. The analogue of

Theorem 3.28 reads as follows.

Theorem 4.58. The system of equations (4.62a) is solvable if and only if

−h2
∑

x∈Ωh

f(x) = h
∑

x∈Γ ′
h

ϕ(x). (4.63)

Any two solutions u1h, u
2
h of (4.62a) can only differ by a constant:

u1h − u2h = c1, c ∈ R.

Proof. Evidently, Lh1 = 0 holds, i.e., 1 ∈ ker(Lh). Furthermore, Theorem 4.59

will then imply dim(ker(Lh)) = 1. This proves

ker(Lh) = {c1 : c ∈ R} (4.64)

and thus the second part of the assertion. (4.62a) is solvable if and only if the scalar

product 〈v, qh〉 vanishes for all v ∈ ker(LT

h) = range(Lh)
⊥. Because of LT

h = Lh

and (4.64)



4.7 The Discretisation of the Neumann Boundary-Value Problem 75

〈1, qh〉 = 0, i.e.,
∑

x∈Ωh

qh(x) = 0 (4.65)

is sufficient and necessary. According to Definition (4.62c), equations (4.63) and

(4.65) agree.

Let condition (4.63) be satisfied. System (4.62a) can be solved as follows. Select

an arbitrary x0 ∈ Ωh and normalise the solution uh (determined except for one

constant) by

uh(x0) = 0. (4.66)

Let ûh be the vector uh without the component uh(x0). Let L̂h be the principal

submatrix of Lh in which the row and column with index x0 have been left out. Let

q̂h be constructed likewise. Then

L̂hûh = q̂h (4.67)

is a system with (n− 1)2 − 1 equations and unknowns.

Theorem 4.59. The system of equations (4.67) is solvable; in particular, L̂h is a

symmetric M-matrix. Under condition (4.63), ûh = L̂−1
h q̂h, supplemented by (4.66),

yields the solution uh of system (4.62a).

Proof. (a) As a principal submatrix of Lh, L̂h is symmetric. In Ωh\{x0} any

two grid points can be connected by a chain of neighbouring points so that L̂h is

irreducible. For all x ∈ Ωh\{x0} there holds (4.26b); at neighbouring points of x0

we even have (4.26a), so that L̂h is irreducibly diagonally dominant. According to

Criterion 4.18, L̂h is an M-matrix, thus nonsingular.

(b) If uh is the solution of (4.62a), one can assume (4.66) without loss of

generality, so that uh restricted to Ωh\{x0} also solves equation (4.67) and has

to agree with the unique solution ûh.

As a corollary of Theorem 4.59 one obtains that rank(Lh) ≥ rank(L̂h) =
(n− 1)2 − 1, i.e., dim(ker(Lh)) = 1 and hence (4.64) holds.

Another possibility for the solution of equation (4.62a) is to pass to an extended

system of equations

L̄hūh = q̄h with (4.68a)

L̄h =

[
Lh 1

1T 0

]
, ūh =

[
uh
λ

]
, q̄h =

[
qh
σ

]
, (4.68b)

where σ can be prescribed arbitrarily.

Theorem 4.60. Equation (4.68a) is always solvable. If for the last component of the

solution ūh we have λ = 0, then condition (4.63) is satisfied and uh represents the

solution of system (4.62a) which is normalised by 1Tuh =
∑

x∈Ωh
uh(x) = σ.

However, if λ �= 0 holds one can interpret uh as solution of Lhuh = q̃h, where

q̃h = qh−λ1 belongs to f̃(x) := f(x)−λ and f̃ and ϕ satisfy condition (4.63).
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Proof. The vector 1 is linearly independent of the columns of Lh , so that

rank[Lh,1] = rank(Lh) + 1 = (n − 1)2. Likewise, (1T, 0) is linearly indepen-

dent of the rows of [Lh,1] so that rank(L̄h) = (n− 1)2+1, i.e., L̄h is nonsingular.

The other statements can be read from (4.68b).

Recommendation. One should either use equation (4.68a,b) or equation (4.67),

after first replacing qh by q̃h := qh − (1Tqh /1
T1)1.

As a justification of this recommendation note that the condition for solvability

of the continuous problem is
∫
Ω
fdx +

∫
Γ
ϕdΓ = 0 and that this does not at all

imply the discrete solvability condition (4.63). For smooth functions f and ϕ
equation (4.63) can be shown to hold up to a remainder of order O(h). Thus it is

generally unavoidable to replace fh and qh by fh−λ1 and qh−λ1 (λ = 1Tqh/1
T1).

In the case of equation (4.68a,b) this correction is carried out implicitly. If,

however, (4.67) is used without any correction, the resulting solution can be

interpreted as a solution of Lhuh = q̃h with q̃h(x) = qh(x) for x �= x0 and

q̃h(x0) := −∑
x 	=x0

qh(x). Here too, an implicit correction of qh is carried out,

with the difference that the correction is not distributed over all components as be-

fore, but is concentrated on qh(x0). If equation (4.63) is satisfied up to order O(h),
then qh(x0) and q̃h(x0) differ by O(h−1). Therefore the solution ûh of equation

(4.67) contains a singularity at the point x0.

Theorem 4.61 (convergence). Let u ∈ C3,1(Ω) be the solution of the Neumann

problem (4.59). Let ūh =
[
uh

λ

]
be the solution of equation (4.68a). Then there exists

a c ∈ R and constants C, C ′ independent of u and h such that

|λ| ≤ C ′h ‖u‖C0,1(Ω) ,

‖uh −Rhu− c1‖∞ ≤ C
[
h ‖u‖C1,1(Ω) + h2 ‖u‖C3,1(Ω)

]
.

(4.69)

Proof. (a) We have λ = 1Tqh/1
T1 = [h2

∑
Ωh

f(x) + h
∑

Γ ′
h
ϕ(x)]h−2(n− 1)2,

where the bracket [ . . . ] = O(h ‖u‖C0,1(Ω)) is the quadrature error
∫
Ω
fdx +∫

Γ
ϕdΓ = 0.

(b) According to Theorem 4.60, uh is the solution of Lhuh = q̃h := qh − λ1.

This corresponds to the difference equations

−Δhuh = f̃h := fh − λ1 in Ωh, ∂−
n uh = ϕ on Γ ′

h.

The difference wh := uh −Rhu satisfies

−Δhwh = −Δhuh +ΔhRhu = ΔhRhu+ fh − λ1 (4.70a)

= ΔhRhu− R̃hΔu− λ1 =: ch in Ωh,

∂−
n wh = ∂−

n uh−∂−
n Rhu = ϕ−∂−

n Rhu =
∂u

∂n
−∂−

n Rhu =: ψ on Γ ′
h. (4.70b)
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The errors of consistency are

‖ch‖∞ ≤ 1

6
h2 ‖u‖C3,1(Ω) (cf. Remark 4.47),

|ψ(x)| ≤ 1

2
h ‖u‖C1,1(Ω) + |λ| (cf. Lemma 4.1).

Since the solution wh exists, condition (4.63) is satisfied with ch and ψ:

h2
∑

Ωh

ch(x) + h
∑

Γ ′
h

ψ(x) = 0.

Then w̃h := wh − c1 with c = 1Twh/1
T1 is the solution of (4.70a,b) normalised

by 1Twh = 0. The application of the following Theorem 4.62 to equation (4.70a,b)

provides the inequality (4.69) (cf. Remark 4.47).

Theorem 4.62 (stability). Let condition (4.63) be satisfied. Let the solution uh of

(4.60a), (4.61) be normalised by 1Tuh = 0. Then there exist constants C1, C2

independent of u and h such that

‖uh‖∞ ≤ C1 max
x∈Ωh

|f(x)|+ C2 max
x∈Γ ′

h

|ϕ(x)| . (4.71)

The proof of this theorem, which corresponds to Theorem 4.44, will be supplied

in §4.7.4.

4.7.2 Symmetric Difference for ∂u/∂n

As can be seen from Theorem 4.61, the one-sided difference ∂−
n causes the error

term O(h). It seems obvious to replace ∂−
n by a symmetric difference. To this end

the five-point discretisation is set up at all points x ∈ Ωh = Ωh ∪ Γh (cf. (4.8c)):

−Δhuh = fh := R̃hf in Ωh, (4.72a)

where R̃h is the restriction to Ωh. The symmetric difference ∂0
n is defined by

(
∂0
nuh

)
(x) :=

1

2h
[uh(x+ hn)− uh(x− hn)] = ϕ(x) for x ∈ Γh. (4.72b)

Here, we assign two normal directions to the corner points, so that for each of the

corner points two equations of the form (4.72b) can be set up. In the corner x =
(0, 0) one has, for example, the normals n =

[
0
−1

]
, n =

[−1
0

]
. The corresponding

equations (4.72b) also contain different (!) values

ϕ(0+, 0) = lim
xց0

ϕ(x, 0) and ϕ(0, 0+) = lim
yց0

ϕ(0, y).
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For x ∈ Γh , the difference formula (4.72a) needs the values in points x + hn
outside of Ωh . These can be eliminated with the aid of (4.72b) so that a system of

equations Lhuh = qh remains for the (n+ 1)2 components uh(x), x ∈ Ωh.

Exercise 4.63. (a) If the grid points of Ωh are arranged in lexicographical order,

Lh has the form

Lh = h−2

⎡
⎢⎢⎢⎢⎢⎣

T −2I
−I T −I

. . .
. . .

. . .

−I T −I
−2I T

⎤
⎥⎥⎥⎥⎥⎦
, T =

⎡
⎢⎢⎢⎢⎢⎣

4 −2
−1 4 −1

. . .
. . .

. . .

−1 4 −1
−2 4

⎤
⎥⎥⎥⎥⎥⎦
.

(b) Lh is not symmetric, but DhLh with Dh = diag{d(x)d(y)}, d(0) = d(1) = 1
2

and d(·) ≡ 1 otherwise, is symmetric.

The analogue of Theorem 4.58 reads as follows.

Theorem 4.64. Equation (4.72a,b) is solvable if and only if 1TDhqh = 0 for Dh in

Exercise 4.63b. Any two solutions may differ by only a constant. The formulation of

1TDhqh = 0 with the aid of f and ϕ reads:

−h2
∑

(x,y)∈Ωh

d(x)d(y)f(x, y) = 2h
∑

(x,y)∈Γh

d(x)d(y)ϕ(x, y), (4.73)

where the term for the corner points occurs twice in the second sum, and both the

different limits for ϕ are taken into account.

Remark 4.65. The sums in (4.73) represent summed trapezoidal formulae2. Thus,

from
∫
Ω
fdx +

∫
Γ
ϕ dΓ = 0 follows equation (4.73), except for a remainder

O(h2 ‖u‖C1,1(Ω)).

Theorems 4.59 and 4.60 can be transferred without difficulty. Theorem 4.61

becomes the following convergence theorem.

Theorem 4.66. Let u ∈ C3,1(Ω) be a solution of (4.59). Let ūh =
[
uh

λ

]
be the

solution of Lhūh =
[
Dhqh

0

]
with L̄h =

[
DhLh

1T

1
0

]
. We have convergence of second

order:

|λ| ≤ C ′h2 ‖u‖C1,1(Ω) , ‖uh −Rhu− c1‖∞ ≤ Ch2 ‖u‖C3,1(Ω) . (4.74)

Proof. The proof is essentially the same as for Theorem 4.61. An additional

technical difficulty is the fact that the consistency error ΔhRhu−RhΔu must also

be determined in x ∈ Γh although u is only defined in Ω. Instead of treating the

difference equation and the boundary discretisation separately as in (4.70a,b) one

should directly analyse the equations Lhuh = qh from which the values uh(x+hn)
outside of Ω have already been eliminated.

2 See Stoer [274, §3.1].
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4.7.3 Symmetric Difference for ∂u/∂n on an Offset Grid

If we offset the above grid by h/2 in the x and y directions, we obtain the grid

Ωh :=

{
(x, y) ∈ Ω :

x

h
− 1

2
∈ Z and

y

h
− 1

2
∈ Z

}

in Figure 4.6. The near-boundary points of Ωh are at a distance h/2 from Γ . We set

Γh :=

{
(x, y) ∈ Γ :

x

h
− 1

2
∈ Z or

y

h
− 1

2
∈ Z

}

(cf. Figure 4.6). To each near-boundary point x − hn/2 (x ∈ Γh) corresponds an

outlying neighbour x+hn/2. The discretisation of the Neumann problem (4.59) is

−Δhuh(x) = f(x) in x ∈ Ωh,

h−1 [uh(x+ hn/2)− uh(x− hn/2)] = ϕ(x) for x ∈ Γh . (4.75)

Fig. 4.6 Offset grid,

•: grid point of Ωh,

o: outlying grid point,

×: boundary point in Γh.

The difference (4.75) is symmetric with respect

to the boundary point x and nevertheless agrees with

the backward difference ∂−
n at the grid point x+h

2n.

Remark 4.67. After eliminating the values

uh(x+ hn/2) for x ∈ Γh

we obtain a system of equations Lhuh = qh, where

Remark 4.57 is also valid for this matrix Lh. In con-

trast to §4.7.1, Lh is of size n2 × n2.

The Theorems 4.58, 4.59, 4.60, and 4.62 hold

analogously. Theorem 4.61 holds with the inequal-

ity (4.74) instead of (4.69).

4.7.4 Proof of the Stability Theorem 4.62

In the case of Dirichlet boundary values the stability statement of Theorem 4.44

follows immediately from the maximum principle and the bound for L−1
h . The

corresponding statement of Theorem 4.62 for Neumann boundary values, however,

cannot be proved that easily. In the literature one can only find weaker estimates

which on the right-hand side of equation (4.71) contain an additional factor |log h|.
However, this factor is not to be avoided if one uses equation (4.67), L̂hûh = q̂h,

without condition (4.63) being satisfied.



80 4 Difference Methods for the Poisson Equation

Let the discrete Green function (of the second kind) gh(x, ξ), x ∈ Ω
′
h, ξ ∈ Ωh,

be defined by

−Δhgh(x, ξ) = δ(x, ξ) :=

{
h−2 if x = ξ
0 if x �= ξ

}
−

{ 1
h(4−4h) if x ∈ Γ ′

h

0 if x ∈ Ωh

}
, (4.76a)

(
∂−
n gh

)
(x, ξ) = 0 for x ∈ Γ ′

h (4.76b)

where Δh and ∂−
n act on x. gh exists since

∑
x∈Ωh

δ(x, ξ) = 0 proves the solv-

ability condition (4.65). The sets Ωh, Ω
′
h, and Γ ′

h are defined in (4.60b).

Lemma 4.68. For arbitrary qh with 1Tqh = 0 (cf. (4.65)),

uh(x) := h2
∑

ξ∈Ωh

qh(ξ)gh(x, ξ) (4.77)

represents a solution of Lhuh = qh.

Proof. At far-boundary points x ∈ Ωh, (Lhuh)(x) = −Δhuh(x) = qh(x). In

near-boundary points x ∈ Ωh, from ∂−
n uh = 0 and (4.65), one has the identity

(Lhuh) (x) = (−Δhuh) (x) = qh(x)−
1/h

4− 4h

∑

ξ∈Ωh

qh(ξ) = qh(x).

Theorem 4.69. The equations (4.76a,b) determine gh up to a constant. The Green

function gh(x, ξ) can be so selected that

|gh(x, ξ)| ≤ C [ 1 + |log(|x− ξ|+ h)| ] for x, ξ ∈ Ωh. (4.78)

This inequality corresponds to the bound (4.42) in the Dirichlet case. Before

Theorem 4.69 is proved by Lemma 4.70, we want to show that Theorem 4.62

follows from it.

Proof of Theorem 4.62. Analogously to
∫
Ω
[ 1 + |log |x− ξ|| ] dx ≤ K1 and∫

Γ
[ 1 + |log |x− ξ|| ]dΓx ≤ K2 we obtain

h2
∑

ξ∈Ωh

[1 + |log(|x− ξ|+ h)|] ≤ K ′
1 , h

∑

x∈Γ ′
h

[1 + |log(|x− ξ|+ h)|] ≤ K ′
2 .

From (4.77), (4.78), and qh = fh + ϕh (cf. (4.62c)) thus follows the estimate

|uh(x)| ≤ K1 ‖fh‖∞ + hK2 ‖ϕh‖∞ ≤ K1 max
x∈Ωh

|f(x)| + 2K2 max
x∈Γ ′

h

|ϕ(x)|.

If ũh := uh − 1Tuh/1
T1 is the solution of Lhuh = qh normalised by 1Tũh = 0,

one can see that

‖ũh‖∞ ≤ 2 inf {‖uh − c1‖∞ : c ∈ R} ≤ 2 ‖ũh‖∞ ,

so that the inequality (4.69) and Theorem 4.62 are proved.
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It remains to prove Theorem 4.69. The construction of the function Gh postu-

lated in the next lemma will follow after its proof.

Lemma 4.70. Let e be one of the unit vectors
[
1
0

]
or

[
0
1

]
. Let ξ ∈ Ωh be such

that ξ + he ∈ Ωh also. For all these e and ξ let there exist a function Gh(x) =
Gh(x; ξ, e) with the properties

−ΔhGh(x) = h−2

{
1 if x = ξ

−1 if x = ξ + he
0 otherwise

}
in Ωh, (4.79a)

∂−
n Gh = 0 on Γ ′

h, (4.79b)

|Gh(x)| ≤ hC ′/ ( |x− ξ|+ h) , (4.79c)

where C ′ does not depend on e and ξ . Then Theorem 4.69 holds, and thus also

Theorem 4.62.

Proof. For ξ, ξ′ ∈ Ωh let gh(x, ξ, ξ
′) be defined as a solution of

∂−
n gh(·, ξ, ξ′) = 0 on Γ ′

h, −Δhgh(·, ξ, ξ′) = h−2

{
1 if x = ξ

−1 if x = ξ′

0 otherwise

}
in Ωh.

For ξ′ = ξ+he, gh(·, ξ, ξ′) agrees with Gh in Lemma 4.70. For arbitrary ξ, ξ′, one

finds a connection ξ = ξ0, ξ1, . . . , ξℓ = ξ′ with ξk+1 − ξk = ±hek, ek = (1, 0)

or (0, 1). Since gh(·, ξ, ξ′) =
∑ℓ

k=1 gh(·, ξk−1, ξk), (4.79c) implies the estimate

∣∣gh(x, ξ, ξ′)
∣∣ ≤ h

ℓ∑

k=1

C ′/
(
|x− ξk−1|+ h

)
.

Considering first the case x1 = ξ1 = ξ′1, x2 ≤ ξ2 < ξ′2 and applying

k2∑

k=k1

1

k
≤ const ·

(
1 + log(k2h)− log(k1h)

)
,

one obtains

∣∣gh(x, ξ, ξ′)
∣∣ ≤ C ′′ [1 + |log(|x− ξ|+ h)|+

∣∣log(
∣∣x− ξ′

∣∣+ h)
∣∣] .

In the general case, this bound also comes out, but one must choose the connection

ξk such that |x− ξk| ≥ min{|x− ξ| ,
∣∣x− ξ′

∣∣}. Since we know that

h
∑

ξ′∈Γ ′
h

∣∣log(
∣∣x− ξ′

∣∣+ h
∣∣) ≤ const

for all x ∈ Ωh, the new function

gh(x, ξ) :=
h

4− 4h

∑

ξ′∈Γ ′
h

gh(x, ξ, ξ
′)
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satisfies the inequality (4.78). Because
∑

Γ ′
h
1 = (4− 4h)/h the equations (4.76a,b)

are also satisfied, i.e., gh(x, ξ) is the Green function sought in Theorem 4.69.

We shall construct the function Gh, needed in Lemma 4.70 explicitly. The build-

ing block is the discrete singularity function sh(x, ξ) on the infinite grid Qh in R2:

Qh :=
{
(x, y) ∈ R2 : x/h, y/h ∈ Z

}
.

Lemma 4.71. The singularity function defined by sh(x, ξ) := σh(x− ξ) and

σh(x) :=
1

16π2

∫ π

−π

∫ π

−π

ei(x1η1+x2η2)/h − 1

sin2(η1/2) + sin2(η2/2)
dη1dη2

=
1

8π2

∫ π

−π

∫ π

−π

sin2((x1η1 + x2η2) / (2h))

sin2(η1/2) + sin2(η2/2)
dη1dη2

for all grid points x, ξ ∈ Qh has the property −Δhsh(x, ξ) = h−2 for x = ξ and

−Δhsh = 0 otherwise.

Proof. Let e(x,η) := exp(i(x1η1 + x2η2)/h). Note that

−Δh [ e(x,η)− 1 ] = 4h−2e(x,η)
[
sin2(η1/2) + sin2(η2/2)

]

and
∫ π

−π

∫ π

−π
e(x,η)dη =

{
4π2 for x = 0
0 for x �= 0

}
.

For multi-indices α = (α1, α2) ∈ N2 with α1, α2 ≥ 0 one defines the partial

difference operators of order |α| = α1 + α2 by

∂α =
(
∂+
x

)α1
(
∂+
y

)α2
.

Starting with the representation in Lemma 4.71, Thomée [285, Theorem 3.1] proves

the next inequality.

Lemma 4.72. |(∂ασh) (x)| ≤ C (|x|+ h)
−|α|

for all x ∈ Qh, |α| ≥ 1.

For the construction of the function Gh in Lemma 4.70 we select, without loss

of generality, e = (1, 0) and keep ξ ∈ Ωh with ξ + he ∈ Ωh. The function

G′
h(x) := h

(
∂−
x σh

)
(x− ξ) = σh(x− ξ)− σh(x− ξ − he)

satisfies the difference equation (4.79a) but not the boundary condition (4.79b). Let

the symmetrisation operators Sx and Sy be defined by

Sxuh(x, y) :=
uh(x, y) + uh(h− x, y)

2
, Syuh(x, y) :=

uh(x, y) + uh(x, h− y)

2

for (x, y) ∈ Qh. The function

G′′
h := 4SxSyG

′
h
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is symmetric with respect to the axes y = h
2 and x = h

2 . Thus we have (4.79b) on

the left and lower boundary:

∂−
n G

′′
h(0, y) = ∂−

n G
′′
h(x, 0) = 0. (4.80)

Furthermore, G′′
h satisfies condition (4.79a) just as G′

h does. For each β ∈ N2 we

define the operator Pβ by

(Pβuh) (x, y) =
1

4

[
uh(x+ β1L, y + β2L) + uh(x− β1L, y + β2L)

+uh(x+ β1L, y − β2L) + uh(x− β1L, y − β2L)

]
,

where L = 2− 2h, and set

Gβ
h(x) := (PβG

′′
h) (x)− (PβG

′′
h) (0).

Lemma 4.73. For β = (β1, β2) with ‖β‖∞ ≥ 2 there holds

∣∣∣∂αGβ
h(x)

∣∣∣ ≤ hK/ |β|3 for all |α| ≤ 2, x ∈ Ωh. (4.81)

Here, K is independent of the choice of the points ξ, ξ + he ∈ Ωh.

Proof. According to the definition we have

Gβ
h(0, 0) = 0. (4.82a)

The operator Pβ preserves the symmetry, i.e., uh = Sxuh implies Pβuh =

SxPβuh. Thus we have that Gβ
h = SxG

β
h = SyG

β
h and consequently

∂+
x G

β
h(0, 0) = ∂+

y G
β
h(0, 0) = 0. (4.82b)

Gβ
h(x) is the linear combination of h∂−

x σh(x̃) for different grid points x̃ with

|x̃|+ h ≥ K ′ |β| if x ∈ Ωh. According to Lemma 4.72,

∣∣∣∂αGβ
h(x)

∣∣∣ ≤ hCK ′′/ |β|3 for all |α| = 2, x ∈ Ωh, (4.82c)

so that (4.81) follows for |α| = 2. Let |α| = 1. ∂αGβ
h(x) can be written as

∂αGβ
h(0) +

ℓ∑

k=1

[
∂αGβ

h(x
k)− ∂αGβ

h(x
k−1)

]
with

{
x0 = 0, xℓ = x,
‖xk − xk−1‖∞ = h.

Each term has the form ±h∂γGβ
h with |γ| = 2 so that (4.82b,c) lead to the estimate

∣∣∂αGβ
h(x)

∣∣ ≤ 2hCK ′′/ |β|3 for |α| = 1, x ∈ Ωh. (4.82d)

Likewise one infers from (4.82a) and (4.82d) the inequality (4.81) for |α| = 0,

which proves Lemma 4.73.
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Since
∑

β∈Z2\(0,0) |β|
−3

<∞, the infinite sum

Gh(x) :=
∑

β∈Z2
Gβ

h(x) (4.83)

exists. Since −ΔhG
β
h(x) = 0 in Ωh for all β �= (0, 0), Gh also satisfies equation

(4.79a). As already mentioned in the proof of (4.82b), Gh = SxGh = SyGh holds

so that Gh also satisfies equation (4.80): ∂−
n Gh = 0 at the left and lower boundary.

The proof of ∂−
n Gh = 0 at the other boundaries requires the following statement.

Lemma 4.74. Gh is L-periodic: Gh(x, y) = Gh(x+ L, y) = Gh(x, y + L).

Proof. Let G′′
h(x + β1L, y + β2L) − G′′

h(β1L, β2L) be abbreviated to γβ(x, y).
Definition (4.83) says that3

Gh = lim
k→∞

∑

|β1|≤k

∑

|β2|≤k

γβ . (4.84a)

Now γβ can be written as a sum over the differences

h∂+
h G

′′
h(x+ β1L, β2L+ νh) from νh = 0 to νh = y

and h∂+
h G

′′
h(β1L+ νh, β2L) from νh = 0 to νh = x.

For |β1| ≥ 2 the distance between the arguments to ξ and ξ + he is always

≥(|β1|−1)L. Each term is thus, by Lemma 4.72, bounded byO( h2

|β1|−1)2 )=O(h
2

β2
1
).

As a sum of such terms then γβ can be estimated by

|γβ | ≤ O(h/β2
1) for |β1| ≥ 2. (4.84b)

We want now to show that the following equation (4.84c) also holds:

Gh = lim
k→∞

∑

|β1−1|≤k

∑

|β2−1|≤k

γβ = lim
k→∞

∑

1−k≤β1≤1+k

∑

|β2−1|≤k

γβ . (4.84c)

The sums (4.84a) and (4.84c) differ by

Dh :=
∑

|β2|≤k
[ γ(1+k,β2) − γ(−k,β2) ] .

The values β1 = 1 + k and −k appearing in the bracket satisfy |β1| ≥ 2 and

|β1| ≤ k + 1. The absolute value of the sum Dh is then bounded, from (4.84b), by∑
|β2|≤kO(h/k2) = (2k + 1)O(h/k2) = O(h/k), so that the limits of the double

sums in (4.84a) and (4.84c) are the same. Changing the variable β1 to β1 − 1 then

transforms (4.84c) into

Gh(x, y) = lim
k→∞

∑

−k≤β1,β2≤k

[
G′′

h(x+β1L+L, y+β2L)−G′′
h(β1L+L, β2L)

]
. (4.84d)

3 The partial sums
∑

|β1|≤k

∑
|β2|≤k Gβ

h(x) and
∑

|β1|≤k

∑
|β2|≤k γβ(x) are identical. Note

that the sum (4.83) is an absolutely convergent. In contrast
∑

γβ only converges conditionally.

(4.84a) describes the convergence of
∑

γβ for a special ordering of the terms. Because of that the

identity in (4.84c) is nontrivial.
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The first part of the identity

k∑

β1,β2=−k

[G′′
h(β1L, β2L)−G′′

h(β1L+ L, β2L)]

=
k∑

β2=−k

[G′′
h(−kL, β2L)−G′′

h(kL+ L, β2L)]

=

k∑

β2=−k

[G′′
h(h+ kL, β2L)−G′′

h(kL+ L, β2L)] (4.84e)

is elementary; the second results from the symmetry G′′
h = SxG

′′
h. As above, the

terms of the last sum can be bounded by O(h/k2) so that (4.84e) vanishes for

k →∞. Together with (4.84d) one obtains

Gh(x, y) = lim
k→∞

∑

−k≤β1,β2≤k

[G′′
h(x+ β1L+ L, y + β2L)−G′′

h(β1L, β2L)]

= lim
k→∞

∑

−k≤β1,β2≤k

γβ(x+ L, y) = Gh(x+ L, y).

The proof of Gh(x, y) = Gh(x, y + L) is analogous.

Proof of Theorem 4.69. Since L = 2 − 2h, the symmetry Gh = SxGh and the

periodicity yield

Gh(1, y) = Gh(h− 1, y) = Gh(h− 1 + L, y) = Gh(1− h, y),

i.e., ∂−
n Gh(1, y) = 0 on the upper boundary (1, y) ∈ Γ ′

h. Likewise we show that

∂−
n Gh(x, 1) = 0 on the right boundary. Thus (4.79b) is also proved. It remains to

show (4.79c):

|Gh(x)| ≤ hC/(|x− ξ|+ h) in Ωh.

The Gβ
h for ‖β‖∞ ≤ 1 are linear combinations of h∂−

x σh(x − ξ̃) for ξ̃ = ξ

and other ξ̃ �∈ Ωh, which are generated by Sx, Sy , and Pβ . For all ξ̃ there holds

|x− ξ̃| ≥ |x− ξ|, so that from Lemma 4.72 follows

∣∣∣Gβ
h(x)

∣∣∣ ≤ hC ′/(|x− ξ|+ h) for ‖β‖∞ ≤ 1, x ∈ Ωh.

On the other hand, Lemma 4.73 shows that

∣∣∣∣
∑

‖β‖∞≥2
Gβ

h(x)

∣∣∣∣ ≤ h
∑

‖β‖∞≥2

K

|β|3
= hK ′ ≤ hK ′′/(|x− ξ|+ h).

The assumptions of Lemma 4.70 are hence satisfied: Gh with (21a–c) exists. Thus

Theorems 4.69 and 4.62 are proved.
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4.8 Discretisation in an Arbitrary Domain

4.8.1 Shortley–Weller Approximation

hsh

Ωh

Ωh

Γh

near−boundary points of 

boundary points of 

far−boundary points of 

Fig. 4.7 Ωh and Γh.

Let the boundary-value problem

−Δu = f in Ω,

u = ϕ on Γ
(4.85)

be given for an arbitrary domain Ω. If

one places a square grid of step size h
over Ω one obtains

Ωh :=
{
(x, y) ∈ Ω : x

h ∈ Z, y
h ∈ Z

}

as the set of grid points. By contrast, the set Γh of boundary points must be defined

differently from the case of the square. The left neighbour point of (x, y) ∈ Ωh

reads (x − h, y). If the connecting segment {(x − ϑh, y) : ϑ ∈ (0, 1]} does not lie

completely in Ω, there exists a boundary point

(x− sh, y) ∈ Γ with

{
(x, y) ∈ Ωh, s ∈ (0, 1],

(x− ϑh, y) ∈ Ω for all ϑ ∈ [0, s),
(4.86a)

which now, instead of (x − h, y) is called the left neighbour point of (x, y) (cf.

Figure 4.7). Likewise the right, lower, and upper neighbour points can be boundary

points of the following form:

(x+ sh, y) ∈ Γ with

{
(x, y) ∈ Ωh, s ∈ (0, 1],

(x+ ϑh, y) ∈ Ω for all ϑ ∈ [0, s),
(4.86b)

(x, y − sh) ∈ Γ with

{
(x, y) ∈ Ωh, s ∈ (0, 1],

(x, y − ϑh) ∈ Ω for all ϑ ∈ [0, s),
(4.86c)

(x, y + sh) ∈ Γ with

{
(x, y) ∈ Ωh, s ∈ (0, 1],

(x, y + ϑh) ∈ Ω for all ϑ ∈ [0, s).
(4.86d)

We set

Γh := {boundary points which satisfy (4.86a–d)}

A grid point (x, y) ∈ Ωh, possessing a neighbour from Γh, is said to be a near-

boundary point. All other points of Ωh are said to be far-boundary points. As can

be seen in Figure 4.7, (x, y) may be a near-boundary point although (x± h, y) and

(x, y±h) belong to Ωh, (namely if Ω is not convex and not all connecting segments

lie completely in Ω).
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If one wishes to approximate the second derivative u′′(x) with the aid of the

values of u at x′ < x < x′′, one can use Newton’s divided differences:

u′′(x) = 2

[
u(x′′)− u(x)

x′′ − x
− u(x)− u(x′)

x− x′

]
/ (x′′ − x′) + Rem . (4.87)

Exercise 4.75. Show that (a) the Taylor expansion implies

|Rem| ≤ (x′′−x)
2
+(x−x′)

2

3(x′′−x′) ‖u‖C3([x′,x′′]) ≤
max{x′′−x,x−x′}

3 ‖u‖C3([x′,x′′]) (4.88)

for the remainder in equation (4.87) if u ∈ C3([x′, x′′]).

(b) In (4.88) one can replace the norm of C3([x′, x′′]) by that of C2,1([x′, x′′]).

(c) If x′′ = x + h and x′ = x − h the difference in (4.87) agrees with the usual

second difference ∂−∂+u(x).

To set up the difference equation for −Δu = f at (x, y) ∈ Ωh we use the four

neighbouring points

(x− sℓh, y) , (x+ srh, y) , (x, y − suh) , (x, y + soh) ∈ Ωh ∪ Γh,

as defined above with factors s∗ ∈ (0, 1] (⋆ ∈ {ℓ, r, u, o} for left, right, under, and

over). For far-boundary points s⋆ = 1 holds; for near-boundary points (x, y) at least

one neighbour lies on Γh and the corresponding distance s⋆h may be smaller than

h. Equation (4.87) with x′ = x− sℓh and x′′ = x+ srh provides an approximation

for uxx. Analogously one can replace uyy by a divided difference. One obtains the

difference scheme of Shortley and Weller [264]:

−Dhu(x, y) :=
1

h2

[(
2

sℓsr
+

2

suso

)
u(x, y) (4.89)

− 2

so (so + su)
u(x, y + soh)−

2

sℓ (sℓ + sr)
u(x− sℓh, y)

− 2

sr (sℓ + sr)
u(x+ srh, y)−

2

su (so + su)
u(x, y − suh)

]
.

Remark 4.76. If sℓ = sr = su = so = 1, Dh agrees with the standard five-point

formula Δh (cf. Exercise 4.75c).

The discrete boundary-value problem assumes the form

−Dhuh = fh := R̃hf on Ωh with (R̃hf)(x) := f(x), (4.90)

uh = ϕ on Γh .

The five coefficients on the right-hand side of equation (4.89) define the matrix

elements Lxξ for ξ = x and for the four neighbours ξ of x. Otherwise we set
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Lxξ = 0. The right-hand side of the system of equations

Lhuh = qh,

in which uh is interpreted as a grid function on Ωh (not Ωh ∪ Γh) is given by

qh = fh + ϕh, ϕh(x) := −
∑

ξ∈Γh

Lxξ ϕ(ξ).

Again, ϕh(x) = 0 holds for far-boundary points x ∈ Ωh.

Theorem 4.77. Let Ω be bounded and contained in a strip (x0, x0 + d) × R or

R× (y0, y0 + d) of width d. For the matrix Lh belonging to the Shortley–Weller

discretisation the following holds:

(a) Lh is generally not symmetric;

(b) Lh is M-matrix with

‖L−1
h ‖∞ ≤ d 2/8. (4.91)

Proof. (a) Let x = (x, y) ∈ Ωh be a near-boundary point with (x − sℓh, y) ∈ Γh,

but its neighbour x′ = (x+ h, y) ∈ Ωh be a far-boundary point. Then it holds that

Lxx′ = −2h−2

1+sℓ
�= −h−2 = Lx′x if sℓ < 1. Other than in Exercise 4.56, in general

no scaling can be found so that DhLh (Dh diagonal) becomes symmetric.

(b) Lh need not necessarily be irreducible and hence irreducibly diagonally

dominant. But the weaker condition in Exercise 4.16 is satisfied and proves the

M-matrix property.

(c) For the proof of (4.91) we use Theorem 4.24. If the domain Ω lies in the strip

(x0, x0 + d) × R we select wh(x, y) := Rhw, w := (x − x0)(x0 + d − x)/2.

The remainder in equation (4.87) contains only third derivatives that vanish for w.

Thus Dhwh agrees with Δw = −1:

−Dhuh = 1 in Ωh, wh ≥ 0 on Γh.

The corresponding system of equations reads Lhwh = qh := fh + ϕh with fh = 1

and qh ≥ 0. Thus we have Lhwh ≥ 1 and Theorem 4.24 proves ‖L−1
h ‖∞ ≤

‖wh‖∞ ≤ (d2 )
2/2 = d 2/8.

Exercise 4.78. Prove the analogue of the inequality (4.45):

‖uh‖∞ ≤
∥∥L−1

h

∥∥
∞ ‖fh‖∞ + max

ξ∈Γh

|ϕ(ξ)| ≤ d2

8
max
x∈Ωh

|f(x)|+ max
ξ∈Γh

|ϕ(ξ)| .

With (4.91) stability has been proved. The order of consistency however is only 1,

for at near-boundary points

ch := DhRhu− R̃hΔu

is of the order of magnitude O(h1). Here, Rh is the restriction to Ωh ∪ Γh. R̃h has

been defined in (4.90). We want to show that nevertheless there is convergence of
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order 2. The difference wh := uh−Rhu between the discrete solution uh=L−1
h qh

and the solution u ∈ C3,1(Ω) of (4.85) satisfies

−Dhwh = −Dhuh+DhRhu = R̃hf+DhRhu = DhRhu−R̃hΔu = ch in Ωh,

wh = 0 on Γh,

so that wh = L−1
h ch follows. ch can be written as cxh + cyh, where cxh (resp. cyh) is

the error of discretisation of the x difference (resp. y difference). In turn, cxh is split

into cxh = cx,1h + cx,2h :

cx,2h (x, y) :=

{
cxh(x, y), if sℓ = sr = 1
0 otherwise

}
, cx,1h := cxh − cx,2h .

Analogously one defines cy,1h and cy,2h and sets

c1h = cx,1h + cy,1h , c2h = cx,2h + cy,2h , wi
h := L−1

h cih (i = 1, 2) .

The errors c2h are described by (4.49):

‖w2
h‖∞ ≤

∥∥L−1
h

∥∥
∞ ‖c

2
h‖∞, ‖c2h‖∞ ≤ 1

6
h2 ‖u‖C3,1(Ω) . (4.93a)

With K := 1
3h

3 ‖u‖C2,1(Ω) define

vh = K1 in Ωh, vh = 0 on Γh, c̃h := Lhvh.

c̃h(x) = 0 holds for far-boundary points x ∈ Ωh; for near-boundary points x ∈ Ωh,
however, we have

c̃h(x) = K
∑

ξ∈Ωh

Lxξ = −K
∑

ξ∈Γh

Lxξ (x ∈ Ωh near the boundary) .

Consider, for example, the near-boundary case x = (x, y) ∈ Ωh with ξ =
(x− sℓh, y)∈Γh. According to Exercise (4.75a,b) the x difference has the error

|cx,1h (x)| ≤ h

3

s2r + s2ℓ
sr + sℓ

‖u‖C2,1(Ω) = h−2 s
2
r + s2ℓ
sr + sℓ

K ≤ K
2h−2

sℓ (sr + sℓ)
= −KLxξ.

The analogous estimate for cy,1h (x) gives
∣∣c1h(x)

∣∣ ≤ c̃h(x). Because c1h(x) =

c̃h(x)= 0 at far-boundary points x∈Ωh one has −c̃h≤ chh
1≤ c̃h. Since L−1

h ≥ 0
it follows that −vh ≤ w1

h ≤ vh, i.e.,

‖w1
h‖∞ ≤ K =

1

3
h3 ‖u‖C2,1(Ω) . (4.93b)

Equations (4.93a,b) together with w1
h+w2

h = wh = uh−Rhu prove the following

theorem.
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Theorem 4.79 (convergence of the Shortley–Weller method). Let Ω satisfy the

assumption of Theorem 4.77. The convergence for the Shortley–Weller method is of

second order if u ∈ C3,1(Ω):

‖uh −Rhuh‖∞ ≤ 1

3
h3 ‖u‖C2,1(Ω) + ‖L−1

h ‖∞
1

6
h2 ‖u‖C3,1(Ω)

≤
(
1

3
h3 +

d2

48
h2

)
‖u‖C3,1(Ω) . (4.94)

Exercise 4.80. Show that if one uses the Shortley–Weller discretisation for all near-

boundary points, but the mehrstellen method from Section 4.6 for all far-boundary

points, the convergence is of third order: ‖uh −Rhu‖∞ = O(h3).

Approximations of fourth order are described by van Linde [294].

4.8.2 Interpolation in Near-Boundary Points

Instead of discretising the Poisson equation at near-boundary points x ∈ Ωh by

a difference scheme, one could also try to determine uh(x) by interpolation from

the neighbouring points. If, for example, x = (x, y) ∈ Ωh is near the boundary,

(x− sℓh, y) ∈ Γh and (x+ srh, y) ∈ Ωh ∪ Γh, then linear interpolation yields

uh(x, y) = [sℓuh(x+ srh, y) + sruh(x− sℓh, y)] / (sr + sℓ) .

Thus, at the point x we set up the equation

(sr + sℓ)uh(x, y)− sℓuh(x+ srh, y)− sruh(x− sℓh, y) = 0. (4.95a)

Since ξ = (x−sℓh, y) should be a boundary point, one can replace uh(ξ) by ϕ(ξ).
If, however, (x, y+soh) or (x, y−suh) is a boundary point, we choose interpolation

in the y direction:

(su + so)uh(x, y)− suuh(x+ soh, y)− souh(x− suh, y) = 0. (4.95b)

At any far-boundary point x ∈ Ωh the five-point formula (4.10) is used:

− (Δhuh) (x) = fh(x) = R̃hf(x) = f(x) (x far-boundary point) . (4.95c)

Theorem 4.81. Let Ω satisfy the assumptions of Theorem 4.77. Let the discretisa-

tion be given by (4.95a–c) with the choice between (4.95a) and (4.95b) being made

in such a way that always (at least) one boundary point is used for the interpolation.

Let the system of equations resulting after the elimination of the boundary values

uh(ξ) = ϕ(ξ) (ξ ∈ Γh) be Lhuh = qh. Lh is an (in general unsymmetric) M-

matrix which satisfies the estimate (4.91). The discrete solutions uh converge with

the order 2 if u ∈ C3,1(Ω):

‖uh −Rhuh‖∞ ≤ h2 ‖u‖C1,1(Ω) +
1

6
h2‖L−1

h ‖∞ ‖u‖C3,1(Ω) .
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Proof. (i) The M-matrix property and (4.91) are proved as in Theorem 4.77.

(ii) Let x ∈ Ωh be a near-boundary point at which (4.95a) is used. The error of

interpolation is

c1h(x, y) := (sr + sℓ)Rhu(x, y)− sℓRhu(x+ srh, y)− srRhu(x− sℓh, y),
∣∣c1h(x, y)

∣∣ ≤ 1

2
srsℓ (sr + sℓ)h

2 ‖u‖C1,1(Ω) .

With this c1h and K := h2 ‖u‖C1,1(Ω) one can essentially just repeat the proof of

Theorem 4.79.

By rescaling and adding the equations (4.95a,b), one obtains

1

h2

{(
sr + sℓ
srsℓ

+
so + su
sosu

)
uh(x, y)−

1

sℓ
uh(x− sℓh, y) (4.96)

− 1

sr
uh(x+ srh, y)−

1

so
uh(x, y + soh)−

1

su
uh(x, y − suh)

}
= 0.

Using this device one can obtain a symmetric matrix Lh, even at arbitrary Ω.

Exercise 4.82. Show that the discretisation (4.95c), (4.96) leads to a symmetric

M-matrix. The estimate of convergence reads

‖uh −Rhuh‖∞ ≤ 2h2 ‖u‖C1,1(Ω) +
1

6
d2h2 ‖u‖C3,1(Ω) .

In (4.95a,b) linear interpolation was chosen because the values at the neigh-

bouring points were sufficient for it. Constant interpolation by

u(x, y) = uh(x− sℓh, y) = ϕ(x− sℓh, y) if (x, y) ∈ Ωh, (x− sℓh, y) ∈ Γh,

is less desirable since it only provides first-order convergence : ‖uh −Rhu‖∞ =
O(h). By contrast, interpolation of higher order is very applicable indeed (cf.

Pereyra—Proskurowski—Widlund [219]). However, it is described by an equation

which also contains points at an distance of≥ 2h. Higher boundary approximations

are in particular then necessary if one wants to apply extrapolation methods (cf.

Marchuk–Shaidurov [199, pages 162ff]).



Chapter 5

General Boundary-Value Problems

Abstract Section 5.1 introduces the general elliptic linear differential equation of

second order together with the Dirichlet boundary values. An important statement

is the maximum-minimum principle in §5.1.2. In §5.1.3 sufficient conditions for the

uniqueness of the solution and the continuous dependence on the data are proved.

The discretisation of the general differential equation in a square is described in

§5.1.4. Section 5.2 treats alternative boundary conditions replacing the Dirichlet

data. Examples are the Neumann condition, the conormal derivative and the Robin

boundary condition. Their discretisation (cf. §5.2.2) for general domains is rather

laborious. Section 5.3 discusses differential equations of higher order. In particular,

the biharmonic equation of fourth order is described in §5.3.1 followed by equations

of order 2m in §5.3.2. The discretisation of the biharmonic equation is in §5.3.3.

5.1 Dirichlet Boundary-Value Problems for Linear Differential
Equations

5.1.1 Posing the Problem

In Section 1.2 we have already formulated the general linear differential equation of

second order:

Lu = f in Ω with L =

n∑

i,j=1

aij(x)
∂2

∂xi∂xj
+

n∑

i=1

ai(x)
∂

∂xi
+ a(x). (5.1)

We mentioned that, without loss of generality, one can assume

aij(x) = aji(x) (1 ≤ i, j ≤ n, x ∈ Ω)

so that the matrix

A(x) = (aij(x))i,j=1,...,n (5.2)
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is symmetric. A differential operator apparently more general than (5.1) is

L =

n∑

i,j=1

[
aIij

∂2

∂xi∂xj
+

∂

∂xj
aIIij

∂

∂xi
+

∂2

∂xi∂xj
aIIIij

]
(5.3)

+

n∑

i=1

[
aIi

∂

∂xi
+

∂

∂xi
aIIi

]
+ a(x).

But since, for example,

∂

∂xj

(
aIIij

∂

∂xi
u
)
= aIIijuxixj

+
(
∂aIIij/∂xj

)
uxi

,

the operator (5.3) can be described in the form (5.1), provided that the coefficients

are sufficiently often differentiable. According to Definition 1.14, equation (5.1) is

elliptic in Ω if all eigenvalues of A(x) have the same sign. One can assume without

loss of generality that all eigenvalues are negative so that A(x) is negative definite

(cf. Exercise 4.30a). Thus, L is elliptic in Ω if

−
n∑

i,j=1

aij(x)ξiξj > 0 for all x ∈ Ω, 0 �= ξ ∈ Rn. (5.4a)

The choice of the negative sign corresponds to Footnote 1 on page 13. For any

x ∈ Ω there exists

c(x) := min

{
−

n∑

i,j=1

aij(x)ξiξj : |ξ| = 1

}

and it must be positive (c(x) is the smallest eigenvalue of A(x)). Hence one can

also write (5.4a) in the form (5.4b):

−
n∑

i,j=1

aij(x)ξiξj ≥ c(x) |ξ|2 , c(x) > 0 for all x ∈ Ω, 0 �= ξ ∈ Rn. (5.4b)

Definition 5.1. The equation (5.1), or the operator L, is defined to be uniformly

elliptic in Ω if

inf{c(x) : x ∈ Ω} > 0 ( c(x) from (5.4b) ) . (5.4c)

Exercise 5.2. Let L have continuous coefficients in the domain Ω and let it be

elliptic. Then in each compact set K ⊂ Ω , L is uniformly elliptic.

On Γ = ∂Ω we impose the following Dirichlet boundary-value condition:

u = ϕ on Γ . (5.5)
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Exercise 5.3. Let x �→ Φ(x) := x̂ := x0+Sx be an affine map of Ω onto Ω̂, where

S is a regular n×n matrix. Show that the operator L̂ of the transformed differential

equation has the same ellipticity properties and that the last coefficient in

L̂ =
n∑

i,j=1

âij(x̂)
∂2

∂x̂i∂x̂j
+

n∑

i=1

âi(x̂)
∂

∂x̂i
+ â(x̂)

satisfies â(Φ(x)) = a(x). Hint: Exercise 1.16.

5.1.2 Maximum Principle

In general, the maximum principle does not hold for the equation Lu = f , nor is

the solution of the boundary-value problem (5.1), (5.5) uniquely determined.

Example 5.4. Let Ω = (0, π)×(0, π), ϕ = 0, f = 0, L = −Δ − 2. Then both

u = 0 and u(x, y) = sin(x) sin(y) are solutions of the boundary-value problem.

The second solution assumes its maximum at the interior point (π/2, π/2) ∈ Ω.

In the above example the coefficient a(x) = −2 (cf. (5.1)) has the wrong sign.

As soon as a ≥ 0, we have the following statement due to Hopf [155].

Theorem 5.5 (maximum-minimum principle). Assume the coefficients of the

elliptic operator (5.1) are continuous in Ω. Let u ∈ C2(Ω) satisfy Lu = f and be

nonconstant. For any compact set K ⊂ Ω with a(x) ≥ 0 we have:

(a) if f ≥ 0 and u ≤ 0 in K, the minimum of u is taken on ∂K;

(b) if f ≤ 0 and u ≥ 0 in K, the maximum of u is taken on ∂K.

Proof. (i) It is sufficient to prove part (a), since (b) coincides with the statement (a)

for −u and −f .

(ii) Since K is compact, u takes a minimum in K. For an indirect proof assume

that the minimum of u is attained at an interior point x⋆ ∈ K\∂K and that

u(x⋆) < min
x∈∂K

u(x) ≤ 0. (5.6a)

Consequently we have uxi(x
⋆) = 0, and the Hessian matrix B := (uxixj (x

⋆))ni,j=1

is positive semidefinite (i.e., B = BT and 〈ξ, Bξ〉 ≥ 0 for all ξ ∈ Rn). Evaluation

of the differential equation at x⋆ yields

0 ≤ f(x⋆) = (Lu) (x⋆) =

n∑

i,j=1

aij(x
⋆)uxixj

(x⋆)

︸ ︷︷ ︸
≤0

+ a(x⋆)︸ ︷︷ ︸
≥0

u(x⋆)︸ ︷︷ ︸
≤0

≤ 0. (5.6b)

The inequality trace (A(x⋆)B) =
∑

i,j aij(x
⋆)uxixj

(x⋆) ≤ 0 (first sum on the

right-hand side) is the subject of Exercise 5.6c.
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First we replace the inequality f ≥ 0 by the stronger f > 0. Then inequality

(5.6b) yields the contradiction 0 < f(x⋆) = . . . ≤ 0.

(iii) It remains to study the case f ≥ 0. Without loss of generality, we may

assume thatK is contained in {x ∈ Rn : ‖x‖2 ≥ 1} (cf. Exercise 5.3). The function

q(x) := exp(−α‖x‖22) (α ∈ R) has the properties q(x) > 0 and

Lq(x) =

(
4α2

n∑

i,j=1

aij(x)xixj−2α

n∑

i=1

[
aii(x)+ai(x)xi

]
+a(x)

)
q(x). (5.6c)

Since the region K is compact, L is uniformly elliptic in K (cf. Exercise 5.2),

so that −∑n
i,j=1 aij(x)xixj ≥ c‖x‖22 with c > 0. Since ‖x‖2 ≥ 1 for x ∈ K,

we have −∑n
i,j=1 aij(x)xixj ≥ c > 0. For sufficiently large |α| , the quadratic

part 4α2
∑n

i,j=1 aij(x)xixj prevails, and the bracket in (5.6c) is negative. This

choice gives Lq < 0 in K. We set

v(x) := u(x)− β q(x) with β > 0.

v satisfies the differential equation Lv = g := f − β Lq and the condition v ≤ 0.
The inequalities Lq < 0, β > 0, and f ≥ 0 imply g > 0.

The inequalities in (5.6a) are also valid for v if β > 0 is chosen sufficiently

small. Hence v ≤ 0 and Lv = g > 0 hold in K, but the minimum of v is not

attained on ∂Kρ(x
⋆). This contradicts the result in part (ii), since the function f

there is now g > 0.

Exercise 5.6. The trace of a square matrix is defined by trace(A) :=
∑n

i=1 aii.
Prove that:

(a) trace(AB) = trace(BA) =
∑n

i,j=1 aijbji ;

(b) aii ≥ 0 and trace(A) ≥ 0, if A is positive semidefinite;

(c) trace(AB) ≥ 0 if A and B are positive semidefinite. Hint: B1/2AB1/2 is

positive semidefinite; cf. Exercise 4.30e.

The maximum-minimum principle in Theorem 2.13 (for the Laplace case) is

stronger, since an interior extremum implies that the solution u must be constant.

This is called the strong maximum-minimum principle.

Corollary 5.7. Under the conditions of Theorem 5.5 the strong maximum-minimum

principle holds: if the extremum is taken in the interior of K, u is constant in K.

Proof. Assume Lu = f ≥ 0 and u ≤ 0 in K. Let the minimum be assumed at the

interior point x⋆ ∈ K̊:

u(x⋆) = m := min{u(x) : x ∈ K}.

If the set

ω := {x ∈ K : u(x) > m}
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is empty, u = m in K follows. For an indirect proof assume ω �= ∅.

δ

δ/2
z

u(x)>m

u(z)=m

R

y=0

ω
δω

Fig. 5.1 Annulus Kδ\Kδ/2.

Since ω is open (relative to K), it cannot be a

subset of ∂K. Also ∂ω ⊂ ∂K is excluded since

otherwise ω = K in contradiction to x⋆ ∈ K̊ and

x⋆ /∈ ω. Hence there exists x′ ∈ ∂ω\∂K with

d := dist(x′, ∂K) > 0. Let y ∈ ω be a point in

the d/3 neighbourhood of x′. Obviously,

δ := dist(y, ∂ω) ≤ d/3 < 2d/3 ≤ dist(y, ∂K).

By construction of δ, the open ball Kδ := Kδ(y) satisfies

Kδ ⊂ ω, Kδ ⊂ K̊ (i.e., Kδ ∩ ∂K = ∅), Kδ ∩ (∂ω\∂K) �= ∅,

i.e., there exists z ∈ ∂Kδ ∩ ∂ω\∂K ⊂ K̊\ω. The definition of the sets implies

u(y) > m, u(z) = m.

Without loss of generality (after a suitable affine transformation, cf. Exercise 5.3)

the situation of Figure 5.1 can be assumed:

y = 0, z = δ e (e: unit vector in x1 direction).

Figure 5.1 shows the ball Kδ/2 := Kδ/2(y) ⊂ Kδ and the (open) annulus

R := Kδ\Kδ/2 . The boundary ∂R is the union of ∂Kδ/2 and ∂Kδ. Because of

∂Kδ/2 ⊂ ω we have

min{u(x) : x ∈ ∂Kδ/2} > m,

while u(x) ≥ m for all x ∈ ∂Kδ with the minimum u(z) = m at z ∈ ∂Kδ.

The function q used in the proof of Theorem 5.5 is marginally modified:

p(x) := exp(−α‖x‖22)− exp(−αδ2) with α>0 for
δ

2
≤‖x‖2≤δ (i.e., x ∈ R)

Still Lp ≥ 0 and p ≥ 0 hold in R for sufficiently large α > 0. Hence w := u − cp
with c ≥ 0 satisfies the sign conditions Lw =: g ≤ 0 and w ≤ 0. According to

Theorem 5.5, w as a function on R takes its minimum on ∂R = ∂Kδ/2 ∪ ∂Kδ .

For sufficiently small c > 0 we have

min{w(x) : x ∈ ∂Kδ/2} > m,

while p(x) = 0 on ∂Kδ leads to w|∂Kδ
= u|∂Kδ

and hence to

min{w(x) : x ∈ ∂Kδ} = min{u(x) : x ∈ ∂Kδ} = u(z) = w(z) = m.

In particular, the maximum-minimum principle w(x) ≥ m holds in R.



98 5 General Boundary-Value Problems

Sincew restricted toR has a minimum at a boundary point z, ∂
∂x1

w(z) ≤ 0 must

hold in the coordinate system of Figure 5.1. Inserting the definition w = u − cp
yields

∂u(z)

∂x1
≤ c

∂p(z)

∂x1
= −2 c δ α e−αδ2 < 0 .

On the other hand, z ∈ ∂Kδ ⊂ K̊ is a local minimum of u, so that
∂u(z)
∂x1

= 0
in contradiction to the previous inequality.

Corollary 5.8. If the coefficient a(x) of L (cf. (5.1)) vanishes in K, the require-

ments u ≤ 0 (for a minimum) or u ≥ 0 (for a maximum) are not needed in

Theorem 5.5 and Corollary 5.7.

Proof. The sign condition of u is solely needed to ensure the correct sign of the

product au. Obviously, this is also guaranteed by a = 0.

Remark 5.9. The continuity of the coefficients aij , ai, and a of L in Theorem

5.5 and Corollary 5.7 can be replaced by the assumption a > 0 in Ω or by the

stipulation: In every compact set K ⊂ Ω let aij , ai, and a be bounded and let L
be uniformly elliptic.

5.1.3 Uniqueness of the Solution and Continuous Dependence

Lemma 5.10. Let Ω be bounded, let the coefficients of L be continuous and let

(5.4a) be valid and a ≥ 0 in Ω. Let u1, u2 ∈ C2(Ω) ∩ C0(Ω) be solutions of the

boundary-value problems

Lui = fi in Ω, ui = ϕi on Γ (i = 1, 2). (5.7)

If f1 ≤ f2 in Ω and ϕ1 ≤ ϕ2 on Γ , then also u1 ≤ u2 in Ω.

Proof. The difference v = u2 − u1 satisfies the equations Lv = f2 − f1 ≥ 0
in Ω and v = ϕ2 − ϕ1 ≥ 0 on Γ . Let ω := {x ∈ Ω : v(x) < 0} . Obviously,

v(x) = 0 holds on ∂ω. Then Theorem 5.5 with K := ω leads to a contradiction.

Hence ω = ∅ follows, i.e., v ≥ 0 and u2 ≥ u1.

Theorem 5.11 (uniqueness). Under the conditions of Lemma 5.10 the solution

of the boundary-value problem Lu= f in Ω and u=ϕ on Γ is uniquely deter-

mined.

Proof. Let u1, u2 be two solutions. Lemma 5.10 with f1 = f2 = f , ϕ1 = ϕ2 = ϕ
shows that u1 ≤ u2 as well as u2 ≤ u1. Thus, u1 = u2.

The next theorem states that the solution depends Lipschitz-continuously on f
and ϕ.



5.1 Dirichlet Boundary-Value Problems for Linear Differential Equations 99

Theorem 5.12. Let L be uniformly elliptic in Ω. Under the conditions of Lemma

5.10 the following holds:

‖u1 − u2‖∞ ≤ ‖ϕ1 − ϕ2‖∞ +M ‖f1 − f2‖∞ (5.8)

for solutions u1, u2 of (5.7). In this inequality the number M depends only on

K := sup{|aij(x)| , |ai(x)| , |a(x)| : x ∈ Ω},

on the ellipticity constant defined by m := inf{c(x) : x ∈ Ω} > 0 (cf. (5.4c)) and

on the diameter of the domain Ω.

Proof. Let Ω ⊂ KR(z). For all x ∈ Ω we have z1 − R ≤ x1 ≤ z1 + R. We select

α ≥ 0 so that mα2 −K (α+ 1) ≥ 1 and we define

w(x) := ‖ϕ1 − ϕ2‖∞ +
(
e2Rα − eα(x1−z1+R)

)
‖f1 − f2‖∞ .

We compare w with the solution v := u1 − u2 of Lv = f1 − f2 in Ω, v = ϕ1 − ϕ2

on Γ. From the choice of KR(z) we have

w(x) ≥ v(x) for x ∈ Γ.

Furthermore, the selection made of α ensures:

(Lw) (x) = a(x) ‖ϕ1 − ϕ2‖∞︸ ︷︷ ︸
≥0

+
{
a e2Rα
︸ ︷︷ ︸

≥0

− eα(x1−z1+R)
︸ ︷︷ ︸ [

≥1

a11(x)︸ ︷︷ ︸
≤−m

α2 + a1(x)︸ ︷︷ ︸
≤K

α+ a(x)︸︷︷︸
≤K

]
}
‖f1 − f2‖∞

≥
{
mα2 −K (α+ 1)

}
‖f1 − f2‖∞ ≥ ‖f1 − f2‖∞

≥ f1(x)− f2(x) = (Lv) (x).

Using Lemma 5.10 with u1 = v, u2 = w, the result is v ≤ w in Ω, i.e.,

u1(x)− u2(x) = v(x) ≤ w(x) ≤ ‖w‖∞ ≤ ‖ϕ1 − ϕ2‖∞ +M ‖f1 − f2‖∞ ,

where M := e2Rα. Analogously one proves −w ≤ v so that (5.8) follows.

Exercise 5.13. (a) Let Ω be bounded; let the coefficients of L be continuous in Ω.

Now show that L is uniformly elliptic in Ω if and only if L is elliptic in Ω.

(b) Theorem 5.12 holds for the special case f1 = f2 without the assumption of

uniform ellipticity.

(c) Let a strip in Rn be described by Σ = {x ∈ Rn : 0 ≤ 〈η,x− x∗〉 ≤ δ} , where

x⋆ ∈ Rn is a boundary point of Σ, η ∈ Rn with |η| = 1 is a unit vector, and δ is

the strip width. Show that inequality (5.8) holds with M := eδα, if Ω ⊂ Σ and α
are as in the proof of Theorem 5.12.
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(d) Under the conditions of Theorem 5.12 show that

‖u‖∞ ≤ ‖ϕ‖∞ +M ‖f‖∞ .

Exercise 5.14. Let the coordinate transformation Φ : x ∈ Ω �→ ξ ∈ Ω′ and its

inverse Φ−1 : Ω′ → Ω be continuously differentiable. To the operator L (in the

x coordinates) let L′ correspond in the ξ coordinates. Show that if L satisfies the

conditions of Lemma 5.10, or of Theorem 5.12, then so does L′.

The right-hand side f and the boundary values ϕ are not the only parameters on

which the solution u depends. We next investigate how the solution depends on the

coefficients aij , ai, and a of the differential operator L.

Theorem 5.15. Let the coefficients of LI and LII be aIij , a
I
j , a

I resp. aIIij , a
II
j , a

II .

Let uI and uII be solutions of

LIuI = LIIuII = f in Ω, uI = uII = ϕ on Γ.

Let LI satisfy the conditions of Theorem 5.12 and let uII belong to C2(Ω). With M
from (5.8) we then have

‖uI − uII‖∞ ≤M

{
n∑

i,j=1

‖aIij − aIIij‖∞‖uII‖C2(Ω) (5.9)

+
n∑

i=1

‖aIi − aIIi ‖∞‖uII‖C1(Ω) + ‖aIi − aIIi ‖∞‖uII‖∞
}
.

If aIij = aIIij , the condition uII ∈ C1(Ω) ∩ C2(Ω) is sufficient; if also aIi = aIIi
then just uII ∈ C0(Ω) ∩ C2(Ω) will do.

Proof. Set f ′ := LIuII . Then ‖f ′ − f‖∞ = ‖(LI − LII)uII‖∞ can be bounded

by the bracket on the right-hand side of (5.9). Theorem 5.12 applied to LIuII = f ′

and LIuII = f implies ‖uI − uII‖∞ ≤M‖f ′ − f‖∞.

5.1.4 Difference Methods for the General Differential Equation of

Second Order

For notational reasons we limit ourselves to the two-dimensional case n = 2.

General domains Ω ∈ R2 require special discretisations at the boundary as

explained in Section 4.8. Here we only want to discuss the difference formulae at

interior points. Therefore it will suffice to base our comments on the unit square

Ω = (0, 1)× (0, 1).

Let L be given by (5.1). If one wishes to obtain a difference method of consis-

tency order 2, the following choice suggests itself, which will later be modified for

reasons of stability:
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a11(x, y)∂
+
x ∂

−
x + 2a12∂

0
x∂

0
y+ a22(x, y)∂

+
y ∂

−
y + a1(x, y)∂

0
x+ a2(x, y)∂

0
y+ a(x, y)

= h−2

⎡
⎣
−a12(x, y)/2 a22(x, y) a12(x, y)/2
a11(x, y) −2 [a11(x, y) + a22(x, y)] a11(x, y)
a12(x, y)/2 a22(x, y) −a12(x, y)/2

⎤
⎦ (5.10)

+
1

2
h−1

⎡
⎣

0 a2(x, y) 0
−a1(x, y) 0 a1(x, y)

0 −a2(x, y) 0

⎤
⎦+

⎡
⎣
0 0 0
0 a(x, y) 0
0 0 0

⎤
⎦ .

Remark 5.16. The difference method (5.10) is a nine-point scheme of consistency

order 2.

Let Lh be the matrix of the system of difference equations Ωh associated to

(5.10) (cf. Remark 4.7):

Lhuh = qh . (5.11)

The solvability of equation (5.11), for arbitrary qh, is equivalent to uniqueness. In

the continuous case, uniqueness was essentially given by the condition a ≥ 0 and

the ellipticity condition a11a22 > a212 (cf. Theorem 5.11). These conditions are in

general not sufficient to guarantee the solvability of equation (5.11). We thus replace

(5.10) with another discretisation.

Theorem 5.17. For the coefficients of L let (5.4a,b) hold, and assume that

|a12(x, y)| ≤ min{−a11(x, y),−a22(x, y)} (5.12)

and a(x, y) ≥ 0 in Ω. Then there exists for L a seven-point difference method of

consistency order 1 such that the associated matrixLh is an M-matrix. In particular,

the resulting equation (5.11) is solvable.

Note that Condition (5.12) follows from the ellipticity inequality (5.4a) only if

a11 = a22 < 0.

Proof. At the grid point (x, y) ∈ Ωh (cf. (4.8a)) we abbreviate the coefficients

aij(x, y), ai(x, y), and a(x, y) to aij , ai, and a. The principal part
∑

aij∂
2/∂xi∂xj

(x1 = x, x2 = y) is discretised by the following difference stars:

∂2

∂x21
: h−2

⎡
⎣

0
1 −2 1

0

⎤
⎦ ,

∂2

∂x22
: h−2

⎡
⎣

1
0 −2 0

1

⎤
⎦ ,

∂2

∂x1∂x2
:

⎧
⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

1
2h

−2

⎡
⎣

0 −1 1
−1 2 −1
1 −1 0

⎤
⎦ , if a12 ≤ 0,

1
2h

−2

⎡
⎣
−1 1 0
1 −2 1
0 1 −1

⎤
⎦ , if a12 ≥ 0.

(5.13)

For a12 ≤ 0, we thus obtain
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2∑

i,j=1

aij
∂2

∂x1∂x2
: h−2

⎡
⎣

0 a22 − a12 a12
a11 − a12 2 (a12 − a11 − a22) a11 − a12

a12 a22 − a12 0

⎤
⎦ .

Introducing a+12 := max{a12, 0} and a−12 := min{a12, 0}, we then get the seven-

point star for any sign of a12:

h−2

⎡
⎣

−a+12 a22 + |a12| a−12
a11 + |a12| 2 (− |a12| − a11 − a22) a11 + |a12|

a−12 a22 + |a12| −a+12

⎤
⎦ . (5.14)

Exercise 5.18. LetLh be the matrix belonging to the difference formula (5.14) (note

that the coefficients in (5.14) depend on the spatial coordinates). Assume (5.4a) and

(5.12) hold. Prove that Lh satisfies the conditions of Exercise 4.16a.

The first derivative terms ai∂/∂xi are replaced by the forward and backward

differences, respectively, ai∂
±
xi

if ai > 0 or ai ≤ 0:

2∑

i=1

ai
∂

∂xi
+ a : h−1

⎡
⎣

a−2
−a+1 |a1|+ |a2| a−1

−a+2

⎤
⎦+

⎡
⎣ a

⎤
⎦ , (5.15)

where a±i is defined in the same way as a±12. Because a ≥ 0, the diagonal element

is positive, the others nonpositive. If one adds these terms to (5.14), the resulting

matrix Lh satisfies the conditions of Exercise 4.16. Therefore Lh is an M-matrix.

It is easy to see that the difference formula (5.14) is of second order of consis-

tency; (5.15), however, contains the one-sided differences so that the total discreti-

sation is only of first order.

The condition (5.12) can be avoided if one allows larger difference stars, which

also contain the values u(x1 ± νh, x2 ± μh) for fixed ν, μ ∈ N (but in general

|ν| , |μ| > 1) (cf. Bramble–Hubbard [49]). Layton–Morley [185] point out that with

weaker conditions than (5.12) one may still obtain a matrix Lh, which, though not

an M-matrix, does have a positive inverse.

To obtain a method of consistency order 2, one must discretise
∑

ai∂/∂xi as

in (5.10). The following corollary shows that Lh is also an M-matrix when hai is

sufficiently small.

Corollary 5.19. In addition to the assumptions of Theorem 5.17 let the following

hold:

−aii > |a12|+
h

2
|ai| (i = 1, 2). (5.16)

Then the discretisation of ai
∂

∂xi
from (5.10) together with (5.14) leads to a seven-

point difference method of second order of consistency such that Lh is an M-

matrix.

Proof. Lh satisfies (4.21a) and is irreducibly diagonally dominant.
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Exercise 5.20. The condition −aii ≥ |a12|+ h |ai| /2 instead of (5.16) is not suffi-

cient. Construct a counterexample with a11 = a22 = 1, a12 = 0, h = 1/3, ai(x, y)
variable, and |ai| = 6 so that Lh is singular.

Considerably weaker conditions for the regularity of Lh than in Theorem 5.17

and Corollary 5.19 will be discussed in Section 9.3 (cf. Exercise 9.40, Corollary

11.38).

In general, Lh is not a symmetric matrix. Symmetry of Lh is to be expected only

if L is also symmetric: L = L′. Here the formally adjoint differential operator L′

which is associated to L in (5.3), is defined by

L′ =
n∑

i,j=1

[
aIIIij

∂2

∂xi∂xj
+

∂

∂xi
aIIij

∂

∂xj
+

∂2

∂xi∂xj
aIij

]
−

n∑

i=1

[
aIIi

∂

∂xi
+

∂

∂xi
aIi

]
+a.

(5.17)

It is easy to see that a symmetric operator can always be written in the form

L =

n∑

i,j=1

∂

∂xi
aij(x)

∂

∂xj
+ a(x), aij(x) = aji(x). (5.18)

A difference method for this is given for the case n = 2 and a12 = 0 by the five-

point star

h−2

⎡
⎢⎢⎣

0 a22(x, y +
h
2 ) 0

a11(x− h
2 , y)

{
−a11(x− h

2 , y)− a11(x+
h
2 , y)

−a22(x, y+ h
2 )− a22(x, y − h

2 )

}
a11(x+

h
2 , y)

0 a22(x, y − h
2 ) 0

⎤
⎥⎥⎦+

⎡
⎣
0 0 0
0 a 0
0 0 0

⎤
⎦.

(5.19)

Theorem 5.21. Let a11, a22 ∈ C2,1(Ω). The difference method (5.19) is consistent

of order 2. The associated matrix Lh is symmetric. If aii < 0 (ellipticity) and a ≥ 0,

then Lh is a positive-definite M-matrix.

Proof. (a) For the proof of consistency, expand

v(x+
h

2
) := a11(x+

h

2
, y) [u(x+ h, y) + u(x, y)] (y fixed)

around x+ h/2, and then expand v(x+ h/2)− v(x− h/2) around x.

(b) The symmetry results from Lxξ = Lξx for x, ξ ∈ Ωh.

(c) Lh is irreducibly diagonally dominant so that Criteria 4.18 and 4.32 are applica-

ble.

The mixed term ∂
∂xa12(x, y)

∂
∂y + ∂

∂ya12(x, y)
∂
∂x can be discretised by

h−2

2

⎡
⎣
−aA12 − aB12 aA12 + aC12 0
aB12 + aD12 −aC12 − aD12 − aE12 − aF12 aH12 + aF12

0 aE12 + aG12 −aH12 − aG12

⎤
⎦ , (5.20)
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where the upper index indicates the evaluation at x+ δh with δ specified below:

A B C D E F G H

δ (− 1
2 , 1) (−1, 12 ) (0, 12 ) (− 1

2 , 0) (0,− 1
2 ) (

1
2 , 0) (

1
2 ,−1) (1,− 1

2 )

Another way of writing (5.20) is:

1

2

[
∂+
y b(· −

h

2
, ·)∂−

x + ∂+
x b(·, · −

h

2
)∂−

y + ∂−
y b(·+

h

2
, ·)∂+

x + ∂−
x b(·, ·+

h

2
)∂+

y

]
,

where b := a12.

Exercise 5.22. (a) For the coefficients of L in (5.18) let the following hold: aij ∈
C1(Ω), a11 < 0, a22 < 0, a12 = a21 ≥ 0, a11 + a12 < 0, a22 + a12 < 0,

a ≥ 0. Show that the difference scheme which is described by (5.19) and (5.20) has

consistency order 2 and that for sufficiently small h the associated matrix Lh is a

symmetric, irreducibly diagonally dominant and positive-definite M-matrix.

(b) What is the suitable discretisation for the case a12 = a21 < 0?

Exercise 5.23. The difference formula from Theorem 5.17 for the operator L reads

a11∂
+
x ∂

−
x + a12(∂

+
x ∂

+
y + ∂−

x ∂
−
y ) + a22∂

+
y ∂

−
y + a1∂

+
x + a2∂

+
y + a,

when a12 ≤ 0, a1 ≤ 0, a2 ≤ 0. Let the associated matrix be Lh. Then prove that

the transposed matrix LT

h describes a difference method for the adjoint operator L′

and also possesses consistency order 1.

In general it is possible to show for regular difference methods that LT

h is a dis-

cretisation of L′. The role of regularity is demonstrated in the next example.

Example 5.24. Let Lu := −u′′ + au′ in Ω = (−1, 1) with a(x) ≤ 0 for x ≤ 0 and

a(x) ≥ 0 for x > 0. According to (5.15) au′ is discretised for x ≤ 0 by a(x)∂+u(x)
and for x > 0 by a(x)∂−u(x). Let the associated matrix be Lh = Lh,2 + Lh,1,

where Lh,2 and Lh,1 correspond to the terms −u′′ and au′ respectively. According

to the above,LT

h,1vh should be a discretisation of−(av)′. But the differencesLT

h,1vh
at x = 0 and x = h are

1
h [a(−h)vh(−h)− a(0)vh(0)− a(h)vh(h)] = − (av)

′ − 1
ha(0)vh(0) +O(h),

1
h [a(0)vh(0)− a(h)vh(h)− a(2h)vh(2h)] = − (av)

′
+ 1

ha(0)vh(0) +O(h),

thus they are not consistent. Nevertheless, LT

h is a possible discretisation of L′v =
−v′′ − (av)′, for it can be shown that the error vh − Rhv has order of magnitude

O(h).

To prove stability one has to show ‖L−1
h ‖∞ ≤ const. Obviously it is sufficient to

prove this inequality for sufficiently small h. In the proof of Theorem 5.12 we used

the fact that

Lw ≥ 1 in Ω, w ≥ 0 on Γ
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for

w(x) := exp(2Rα)− exp(α(x1 − z1 +R)).

Let Dhuh(x) be the difference equations from which Lhuh results after elimination

of the boundary values. We set wh := 2Rhw; i.e., wh(x) = 2w(x) for x ∈ Ωh.

The following holds:

Dhwh = 2
(
DhRh − R̃hL

)
w + 2R̃hLw ≥ 2 + 2

(
DhRh − R̃hL

)
w.

Each consistent difference method satisfies ‖(DhRh − R̃hL)w‖∞ → 0. For suffi-

ciently small h0 we thus have

Dhwh(x) ≥ 1 (x ∈ Ωh, h ≤ h0) .

This inequality agrees for far-boundary points x ∈ Ωh withLhwh(x) ≥ 1. For near-

boundary points x ∈ Ωh, Dhwh(x) also contains the sum
∑

ξ∈Γh
Lxξwh(ξ), which

is not contained in Lhwh(x). For the discretisations from Theorem 5.17, Corollary

5.19, Theorem 5.21, and Exercise 5.22, however, Lxξ ≤ 0 (x ∈ Ωh, ξ ∈ Γh) holds,

so that because wh ≥ 0 on Γh,

Lhwh ≥ Dhwh ≥ 1 (h ≤ h0)

holds for all grid points. Theorem 4.24 yields the next theorem.

Theorem 5.25. The discretisations described in Theorem 5.17, Corollary 5.19,

Theorem 5.21, and Exercise 5.22 are stable under the conditions posed there, i.e.,

‖L−1
h ‖∞ ≤ const for all h ∈ H = {1/n : n ∈ N}. According to Theorem 4.48 the

methods converge. The order of convergence agrees with the corresponding order

of consistency.

5.1.5 Green’s Function

The idea of representing the solution by the Green function can be repeated for the

general differential equation (5.1). The Green function (of the first kind) g(ξ,x) is

singular at ξ = x and satisfies

Lxg(ξ,x) = 0, L′
ξg(ξ,x) = 0 for x, ξ ∈ Ω, x �= ξ,

g(ξ,x) = 0 for x ∈ Γ or ξ ∈ Γ.

Here, L′ is the adjoint differential operator (5.17). If L �= L′, then g is no longer

symmetric: g(x, ξ) �= g(ξ,x). The singularity of g(ξ,x) at ξ = x is such that under

suitable conditions the solution of (5.1), (5.5) can be represented as

u(x) =

∫

Ω

g(ξ,x) f(ξ) dξ +

∫

Γ

ϕ(ξ)Bξg(ξ,x) dΓξ
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where

B = Bξ =

n∑

i,j=1

nj
∂

∂ξi
aij

is a so-called boundary differential operator (nj are the components of the normal

vector n = n(ξ), ξ ∈ Γ ) describing the conormal derivative. Only when the

principal part of L agrees with −Δ is B the normal derivative.

In the discrete case the inverse L−1
h again corresponds to the Green function

gh(·, ·).

5.2 General Boundary Conditions

5.2.1 Formulating the Boundary-Value Problem

Let the differential equation be given by (5.1). The Dirichlet boundary condition

(5.5) can be written in the form

Bu = ϕ on Γ (5.21a)

where B is the identity (to be precise: the trace on Γ ). In more general settings B
can be an operator — a so-called boundary differential operator — of order 1:

B =
n∑

i=1

bi(x)
∂

∂xi
+ b0(x) (x ∈ Γ ) . (5.21b)

Introducing the vector b(x) = (b1(x), . . . , bn(x))
T, we can write Bu in the form

Bu = 〈b(x),∇u(x)〉+ b0(x)u(x) or B = bT∇+ b0.

Example 5.26. (a) From b = 0, b0(x) �= 0 there results what is known as the

Dirichlet condition u = ϕ/b0 on Γ , also known as the boundary condition of the

first kind.

(b) The choice b = n, b0 = 0 characterises the Neumann condition, also called the

boundary condition of the second kind.

(c) Equation (5.21a) with 〈b,n〉 �= 0, b0 �= 0 is known as the boundary condition of

the third kind or the Robin boundary condition.1

Remark 5.27. The case 〈b,n〉 = 0 is excluded in general. For 〈b,n〉 = 0, bT∇ is

a tangential derivative. The boundary condition Bu = ϕ is then very similar to a

Dirichlet condition. The condition “u=ϕ on Γ ” implies “Bu = ϕ̃ := Bϕ on Γ ”.

1 Details about the eponym Victor Gustave Robin (1855–1897) can be found in Gustafson–Abe

[126, 127].
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Fig. 5.2 (a) Boundary-value problem with changing boundary

condition type, (b) Dirichlet problem in a disk with a cut.

The normal derivative

B = ∂/∂n (i.e., b = n)

is important in connection

with L = −Δ. For the

general operator L in (5.1)

the so-called conormal

derivative B with

b = An

(A as in (5.2)) is of greater

importance, as we will see

in Section 7.4.

Statements about existence and uniqueness of the solution always depend on

L and B. We have seen already that for L = −Δ, B = I (Dirichlet condi-

tion) uniqueness is guaranteed (cf. Theorem 3.2), while the problem associated to

L = −Δ, B = nT∇ = ∂/∂n is, in general, not solvable (cf. Theorem 3.28).

The coefficients of B depend on position. Of course, B(x) = 0, i.e., b(x) = 0
and b0(x) = 0, must not occur for any x ∈ Γ . But it is possible that b(x) = 0
(and b0 �= 0) in γ ⊂ Γ and b(x) �= 0 in Γ\γ. Then there is a Dirichlet condition

u = ϕ/b0 on the piece γ and a boundary condition of first order on the remain-

ing boundary piece Γ\γ. At the points of contact between γ and Γ\γ the solution

generally is not smooth (it has singularities in the derivatives).

Example 5.28. Let Ω be the upper semicircle around x = y = 0 with radius 1.

Let the differential equation and boundary conditions be given as in Figure 5.2a.

The boundary condition changes its order at x = y = 0. The solution in polar

coordinates reads: u =
√
r sin(ϕ/2) (cf. (2.3a)). Check that ux = O(1/

√
r) and

uy = O(1/
√
r).

Fig. 5.3 A domain symmetric

with respect to γ.

The same singularity as in Example 5.28 occurs

in the problem described in Figure 5.2b; the solu-

tion is also r1/2 sin(ϕ/2). This Dirichlet problem

and Example 5.28 are closely connected with each

other.

Example 5.29. Let Ω = Ω1 ∪ Ω2 ∪ γ with Ω1 ∩
Ω2 = ∅ be as in Figure 5.3: let the reflection of Ω1

in γ result in Ω2. If one seeks a solution of

Lu = f in Ω, Bu = ϕ on ∂Ω,

and if together with u the function ū reflected in γ is also a solution, one expects

u = ū. This solution then satisfies

Lu = f in Ω1, Bu = ϕ on ∂Ω1\γ, ∂u/∂n = 0 on γ.

2

1
γ

γ

Ω: ∆u=0

: du/dn=0 : u=0γ
1

1

Ω: ∆u=0

γ
γ

: u=0

: u=02

1

2

γ

Ω

Ω
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Exercise 5.30. (a) Let Ω be symmetric with respect to the x1-axis as in Figure 5.3.

Which conditions must the coefficients of L in (5.1) satisfy so that Lu = 0 implies

that also u−(x1, x2) := u(x1,−x2) is a solution of Lu = 0?

(b) Let the conditions of part (a) hold and assume that u is a solution of Lu = 0 with

Dirichlet values u = ϕ on Γ which satisfy the symmetry condition ϕ(x1, x2) =
ϕ(x1,−x2). Which conditions guarantee that u is symmetric?

γ γ
1 2

1
(x −h,y)2

1x 2x 

(x ,y)

Fig. 5.4 Discretisation for periodic

boundary conditions.

While the boundary condition Bu = ϕ on

∂Ω may be of physical origin, Example 5.29

shows that a Neumann condition may also have

a geometric basis. Another geometrically justi-

fied boundary condition is the following. Let Ω
be given as in Figure 5.4: γ1 and γ2 are parts of

Γ = ∂Ω with

γi = {(xi, y) : y1 ≤ y ≤ y2} (i = 1, 2).

Then, in addition to Bu = ϕ on Γ\(γ1 ∪ γ2), we can require the periodic boundary

condition

u (x1, y) = u (x2, y) , ux (x1, y) = ux (x2, y) for y1 ≤ y ≤ y2 (5.22)

on γ1 and γ2. The solution is periodically continuable in the x direction (with period

x2 − x1). The origin of periodic boundary conditions is discussed in Example 5.31.

Example 5.31. (a) Let Ω′ be an annulus which is described by the polar coordinates

r ∈ (r1, r2), ϕ ∈ [0, 2π).

Transformation of the differential equation to polar coordinates gives as the image

domain the rectangle Ω = (r1, r2) × (0, 2π). The original boundary conditions on

Ω′ become boundary conditions at the upper and lower boundaries while equation

(5.22) describes the periodicity of the angular variable x ∈ (0, 2π).

(b) Instead of on Ω′ ⊂ R2, one can also define a boundary-value problem on a part

of the 2-dimensional surface of a 3-dimensional body. If Ω′ lies, for example, on

the surface of the cylinder

{ξ ∈ R3 : ξ21 + ξ22 ≤ r2, ξ3 ∈ R},

the unfolding of Ω′ results in a domain Ω as in Figure 5.4. Here too, equation (5.22)

is justified by the fact that x plays the role of an angle variable.

(c) If one seeks solutions in the unbounded strip Ω′ = R× (y1, y2) one can instead

look for periodic solutions in Ω = (0, 2π) × (y1, y2) with the boundary condition

(5.22), since those (after periodic continuation) are also solutions of the original

problem. Solutions with periodic boundary conditions in the x and y directions can

even be continued onto Ω′ = R2.
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5.2.2 Difference Methods for General Boundary Conditions

The boundary conditions posing the least difficulties are the periodic boundary con-

ditions. Define Ωh as the set of grid points in Ω and on γ1 (but not on γ2; cf.

Figure 5.4). The difference equation at a grid point (x1, y) ∈ γ1 has a left neigh-

bour (x1 − h, y) outside Ω. Replace uh(x1 − h, y) in the difference equation by

uh(x2 − h, y). By doing so we have transferred the periodicity onto the difference

solution without explicitly discretising equation (5.22). Of course, the step size must

be chosen so that x2 − x1 is a multiple of h.

Exercise 5.32. For periodic boundary conditions the structure of the matrix Lh

changes. Let L = −Δ in the square Ω = (0, 1) × (0, 1). Assume Dirichlet

conditions for the upper and lower boundaries, and for the lateral boundaries the

periodicity condition (5.22). In analogy to (4.16) exhibit the form of the matrix Lh

for a lexicographical arrangement of the grid points.

y~
Γ

x

x y

x
x y(  ,  )y

(  +h,  +h)
g

(  +h,  )
(  +h,  )

outside inside

Fig. 5.5 Discretisation of Bu = ϕ;

g is the line b1(x− ξ) = b2(y − η).

In Section 4.7 we described the dis-

cretisation of the boundary condition

B = nT∇ = ∂/∂n; for the case that Ω is

a rectangle and Γ coincides with the grid.

In the same situation one can discretise

the general boundary condition (5.21a,b) as

follows. Let

(x̄, ȳ) ∈ Γh = Ωh ∩ Γ

be a grid point on Γ . The point of inter-

section (x+ h, ỹ) drawn in Figure 5.5 is given by

ỹ = y + h b2(x, y)/b1(x, y).

Note that b1 �= 0, since bT∇ is not to be a tangential derivative. For u ∈ C2(Ω)
the directional derivative bT∇u = 〈b,∇u〉 in (x, y) is approximated by

u(x, y)− u(x+ h, ỹ)√
h2 + δ2

=
(
bT∇u

)
(x, y)+O(h) = ϕ(x, y)−b0(x, y)u(x, y)+O(h),

(5.23a)

where δ = ỹ − y =
hb2(x, y)

b1(x, y)
. On the other hand, one obtains u(x + h, ỹ) under

the same conditions by interpolation up to order O(h2):

u(x+ h, ỹ) =
δ

h
u(x+ h, y + h) +

h− δ

h
u(x+ h, y) +O(h2). (5.23b)

The combination of (5.23a) and (5.23b) leads to the difference formula

(Bhuh) (x, y) := c0uh(x, y)− c1uh(x+ h, y)− c2uh(x+ h, y + h) = ϕ(x, y)
(5.23c)



110 5 General Boundary-Value Problems

with

c0 =
1

ρ
+ b0(x, y), c1 =

δ

hρ
, c2 =

h− δ

hρ
, ρ :=

√
h2 + δ2.

Lemma 5.33. Let Rh be the restriction to the grid points Ωh. For a function

u ∈ C2(Ω) one has

Bh(uh −Rhu)(x, y) = ϕ(x, y)−BhRhu(x, y) = O(h ‖u‖C2(Ω)),

i.e., the discretisation of the boundary condition has consistency order 1.

We assume that the difference equations

∑

ξ∈Ωh

Lxξuh(ξ) = fh(x)

(before the elimination of the values uh(ξ), ξ ∈ Γh) satisfy the inequalities

Lxξ ≤ 0 (x �= ξ) , Lxx ≥ −
∑

ξ 	=x

Lxξ

(
x ∈ Ωh, ξ ∈ Ωh

)
. (5.24a)

Here Lxx > 0 and Lxξ ≤ 0 correspond to the sign condition (4.21a). The second

inequality in (5.24a) agrees with (4.26b). The corresponding inequalities for (5.23c)

read:

c1 ≥ 0, c2 ≥ 0, c0 ≥ c1 + c2. (5.24b)

Let the difference equations in Ωh, and the boundary equations (5.23c) given for

(x, y) ∈ Γh be combined into Ahuh = gh. (5.24a,b) implies

axξ ≤ 0 (x, ξ ∈ Ωh), axx ≥ −
∑

ξ 	=x

axξ (x ∈ Ωh).

Therefore, Ah is an M-matrix if Ah is irreducible and (4.26a) holds for at least one

x ∈ Ωh.

The above considerations explain why the boundary discretisation should satisfy

the conditions (5.24b). (5.24b) holds for the case b0 = 0 if and only if b2/b1 ∈ [0, 1].
If b2/b1 ∈ [−1, 0], (5.24b) can be satisfied if one interpolates between y and y − h
(instead of y and y + h). If, however, |b2| > |b1|, i.e., if the tangential component

is greater, one could interpolate between (x + h, y) and (x + h, y ± kh), where

|b2/b1| ≤ k. For the case b2/b1 ≥ 1, however, it is more practical to interpolate at

the point (x̃, y + h) between (x, y + h) and (x + h, y + h). Generally one should

choose as interpolation point the point of intersection of the line with the dotted

straight line in Figure 5.5.

In the preceding discussion we started with the case Ω = (0, 1)× (0, 1). If Ω is

a general region, two discretisation techniques offer themselves (cf. Sections 4.8.1

and 4.8.2).
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Fig. 5.6 First boundary discretisation.

First option for discretisation.

Let Ωh and Γh be chosen as

in §4.8.1. At near-boundary points

the differential equation is approxi-

mated by a difference scheme which

in the case of L = −Δ corresponds

to the Shortley–Weller method. For

this one needs the values of uh at

the boundary points ξ ∈ Γh. As in

Figure 5.6 let

(x, y) = (x̂− sℓh, ŷ) ∈ Γh

be a boundary point. Again, we can set up an equation analogous to (5.23a–c).

In Figure 5.6 (x̂, ỹ) has the same position as (x+h, ỹ) in Figure 5.5. In general one

has to use the point of intersection of the line which is also presented by (x, y) +
tb (t ∈ R), and the dotted straight line in Figure 5.6.

Fig. 5.7 Second boundary discretisation.

Second option for discretisation.

Let Ωh be the grid Ωh, used above.

Now let Ωh consist of all interior

points of Ωh. For all (x, y) ∈ Ωh,

difference equations (with equidistant

step size) are declared which involve

{uh(ξ) : ξ ∈ Ωh}. For each point

(x̂, ŷ) ∈ Γh := Ωh\Ωh

a boundary discretisation must be

found (cf. Figure 5.7). Equation

(5.23a) can be set up with (x̂, ŷ) and

(x̂ + h, ỹ) instead of (x, y) and (x + h, ỹ). The arguments of the coefficients b1
and b2 are (x, y). This point results implicitly from

b2(x, y) (x− x̂) = b1(x, y) (y − ŷ) , (x, y) ∈ Γ. (5.25)

Remark 5.34. (a) At near-boundary points, the first discretisation requires a differ-

ence scheme for Lu = f with nonequidistant step sizes. The second discretisation

requires an approximation of the nonlinear problem (5.25). From a programming

viewpoint both procedures are undesirable because of the case distinctions.

(b) If the vector b from B approaches the tangential direction, both methods fail

since the straight line no longer intersects the dotted straight line from Figures 5.6

and 5.7. Here, the second discretisation fails earlier than the first one.

Another option for avoiding the difficulties described above consists in using

variational difference equations, at least near the boundary (cf. Remark 8.73).

(x,y)+t
Γ (x,y+h)

(x,y)

(x,y)
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^ ~

^

^

^ ^ 
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Γ
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~
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Occasionally it is also possible to simplify the boundary conditions by using

coordinate transformations. Let Bu = ϕ be prescribed on γ ⊂ Γ . If one finds a

transformation (x, y) ↔ (ξ, η) such that the equations ξ = 0 and b2xξ = b1yξ are

satisfied on γ, one obtains for the transformed problem

Bu ≡ σ
∂u

∂n
+ b0u = ϕ

on a vertical boundary piece (∂/∂n = −∂/∂ξ). The discretisation may be carried

out as described in Section 4.7.

The same reasoning as in the preceding sections proves stability and conver-

gence.

Remark 5.35. Let the difference method Dhuh = fh satisfy the conditions of

Theorem 5.25 so that

Dhw̃h ≥ 1 for w̃h := K1+ wh

(K > 0 is constant; wh is as in the proof of Theorem 5.25). Let the boundary

discretisation (5.23c) satisfy

c0 − c1 − c2 = b0(x) ≥ ε > 0 for all x ∈ Γh .

For sufficiently large K, one then obtains (Bhw̃h)(x) ≥ 1 for x ∈ Γh. Hence

it follows that Ahw̃h ≥ 1, where Ah is the M-matrix defined immediately after

equation (5.24b). Since

‖A−1
h ‖∞ ≤ const

(cf. Theorem 4.3.16), stability has been proved. The order of convergence is the

minimum of 1 (order of consistency of Bh; cf. Lemma 5.33) and the order of

consistency of Dhuh = fh.

In general it is not possible to approximate bT∇ by symmetric differences.

To construct a discretisation of Bu = ϕ with consistency order 2 despite this fact,

set:

Bhuh(x, y) := c0uh(x, y)−
3∑

i=1

ciuh(xi, yi) = g(x, y), (x, y) ∈ Γh,

where (xi, yi) are three points in Ωh. If, in order to remove the first two terms in

the Taylor expansion, one uses the differential equation Lu = f in (x, y) and the

tangential derivative of Bu = ϕ, one obtains a discretisation of order 2. For the

special case L = Δ, B = ∂/∂n+ b0, Bramble–Hubbard [50] proves that the three

points (xi, yi) may be chosen such that the inequalities ci ≥ 0, c0 ≥ c1 + c2 + c3
hold and guarantee stability. However, in general, the (xi, yi) do not lie in the direct

neighbourhood of (x, y) ∈ Γh. Nonetheless, the construction of the discretisation

seems to be too complicated to be recommended for practical purposes.
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5.3 Boundary Problems of Higher Order

5.3.1 The Biharmonic Differential Equation

In elastomechanics the free vibration of rods leads to (ordinary) differential equa-

tions of second order if longitudinal vibrations (= compression waves) or torsional

vibrations are involved. By contrast, transversal vibrations (= bending waves) result

in an equation of fourth order. Correspondingly, the bending vibration of a plate

leads to a partial differential equation of fourth order. This is the biharmonic equa-

tion (or plate equation)

Δ2u = f in Ω (5.26)

(Δ2 = ∂4/∂x4 + 2∂4/∂x2∂y2 + ∂4/∂y4). Here u describes the deflection of the

plate perpendicular to the surface. If the plate is firmly clamped at the edge, one

obtains the boundary conditions

u = ϕ1 and
∂u

∂n
= ϕ2 on Γ (5.27)

with ϕ1 = ϕ2 = 0. A biharmonic problem (5.26), (5.27) also results from a trans-

formation of the Stokes equations in Ω ⊂ R2 (cf. Remark 12.5).

The differential equation (5.26) may be combined with other boundary values

than (5.27). An example is:

u = ϕ1 and Δu = ϕ2 on Γ (5.28)

(simply supported plate). Other examples can be found in (7.30b,e).

Exercise 5.36. Show that if one solves the Poisson equations −Δv = f in Ω, v =
−ϕ2 on Γ and, subsequently, −Δu = v in Ω and u = ϕ1 on Γ , then u is the

solution of the boundary-value problem (5.26), (5.28). Why can Problem (5.26),

(5.27) not be handled likewise?

Remark 5.37. The solutions of Δ2u = 0 do not satisfy a maximum-minimum

principle (counterexample: u = x2 + y2 in Ω = KR(0)).

5.3.2 General Linear Differential Equations of Order 2m

The partial derivative Dα (α ∈ Nn
0 : multi-index) of order |α| = α1 + . . . + αn is

defined in (3.11b). A differential operator of order 2m has the form2

L =
∑

|α|≤2m

aα(x)D
α (x ∈ Ω) (5.29)

2 The notation
∑

|α|≤2m (or
∑

|α|=2m etc.) means the summation over all multiindices α ∈ Nd
0

with the indicated side condition.
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and defines the differential equation of order 2m:

Lu = f in Ω.

Ellipticity has been explained thus far only for equations of second order (cf. Defi-

nition 1.14).

Definition 5.38. The differential operator L (with real-valued coefficients aα) is

said to be elliptic (of order 2m) at x ∈ Ω if

∑

|α|=2m

aα(x)ξ
α �= 0 for all 0 �= ξ ∈ Rn. (5.30a)

Here, ξα is an abbreviation for the polynomial ξα1
1 ξα2

2 . . . ξαn
n of degree |α|. We

set P (x, ξ) :=
∑

|α|=2m aα(x)ξ
α. Evidently (5.30a) is equivalent to P (x, ξ) �= 0

for all ξ ∈ Rn with |ξ| = 1. For reasons of continuity either P (x, ξ) > 0
or P (x, ξ) < 0 must hold. Without loss of generality, we may assume that

P (x, ξ) > 0; otherwise we scale with the factor −1 (changing from Lu(x) = f(x)
to −Lu(x) = −f(x)). Since the set {ξ ∈ Rn : |ξ| = 1} is compact it follows that

c(x) := min{P (x, ξ) : |ξ| = 1} > 0 and this justifies the formulation of (5.30a) as

∑

|α|=2m

aα(x)ξ
α ≥ c(x) |ξ|2m for all ξ ∈ Rn with c(x) > 0. (5.30b)

Definition 5.39. The differential operator L is said to be uniformly elliptic in Ω if

inf{c(x) : x ∈ Ω} > 0 for c(x) from (5.30b).

Exercise 5.40. (a) Translate L from (5.1) into the notation of (5.29). What are the

coefficients aα for L = Δ2?

(b) Prove that the biharmonic operator Δ2 is uniformly elliptic.

(c) Let aα be real-valued. Why are there no elliptic operators L of odd order?

(d) If the coefficients aα are sufficiently smooth one can write L from (5.29) in the

form L =
∑

|α|≤m

∑
|β|≤m(−1)|β|Dβaαβ(x)D

α (cf. (5.1) and (5.3)).

For m = 1 (equation of order 2) we have used one boundary condition; for the

biharmonic equation (m = 2) two boundary conditions occur. In general one needs

m boundary conditions

(Bju)(x) :=
∑

|α|≤mj

bjα(x)D
αu(x) = ϕj(x) for x ∈ Γ, 1 ≤ j ≤ m,

with boundary differential operators Bj of order 0 ≤ mj < 2m.

Remark 5.41. The boundary operators Bj cannot be chosen arbitrarily, but must

be independent of each other (they must form a so-called normal system; cf. Lions–

Magenes [194, page 113] and Wloka [308, Definition 14.1]). In particular the orders

mj must differ pairwise.
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We have a Dirichlet boundary condition if

Bj = ∂j−1/∂nj−1 = (∂/∂n)j−1 for j = 1, . . . ,m (cf. (5.27)).

The representation of the solution using the Green function will not be discussed

at this point. However, it is remarkable that the Green function (and in particular the

singularity function) for L is continuous whenever 2m > n. For L = Δ2 in R2,

for example, the singularity function is 1
8π |x− y|2 log |x− y| (cf. Wloka [308,

Exercise 21.9]).

Theorem 2.29 raises the question regarding the continuous dependence of the so-

lution on variations of the domain Ω. The given result applies to differential equa-

tions of second order. Boundary-value problems of fourth order require a smoother

variation: a suitable metric must take into account the curvature of the boundary. In

the case of the (weaker) Hausdorff norm, the so-called Babuška paradox is a promi-

nent counterexample. Consider the biharmonic equation (5.26) with the boundary

condition u = Δu = 0 on the regular n-gon Ωn with corners on the unit circle

Ω. Obviously Ωn converges to Ω with respect to the Hausdorff norm. However, the

solutions un in Ωn do not converge to the solution u in Ω (cf. Babuška [14] and

Rannacher [231]).

5.3.3 Discretisation of the Biharmonic Differential Equation

The simplest difference formula for L = Δ2 is the 13-point difference method

Dh = Δ2
h = h−4

⎡
⎢⎢⎢⎢⎣

1
2 −8 2

1 −8 20 −8 1
2 −8 2

1

⎤
⎥⎥⎥⎥⎦
, (5.31)

which can be represented as the square of the five-point star Δh from (4.10). Let the

grid Ωh ⊂ Ω and the boundaries Γh ⊂ Γ , γh ⊂ R2\Ω be defined as in Figure 5.8

(• for inner grid points, o for outer points, × for boundary points). The difference

equation

Dhuh = fh in Ωh (5.32a)

requires the values of uh in Ωh := Ωh ∪ Γh ∪ γh. These are determined by the

boundary conditions

uh(x) = ϕ1(x) for x ∈ Γh, (5.32b)

∂0
nuh(x) :=

uh(x+ hn)− uh(x− hn)

2h
= ϕ2(x) for x ∈ Γh, x+ hn ∈ γh

(5.32c)
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(cf. (5.27)). Note that two (m = 2) boundary layers occur, Γh and γh, and that two

boundary conditions are given.3

Remark 5.42. If with the aid of (5.32b,c) one eliminates in equation (5.32a) the

unknowns {uh(ξ) : ξ ∈ Γh ∪ γh}, one obtains a system of equations Lhuh = qh
for {uh(ξ) : ξ ∈ Ωh}. Lh is not an M-matrix since the sign condition (4.21a) is

violated. But L−1
h also is in general not ≥ O (cf. (4.21b)).

Ω

Γ

γ

h

h

h

Fig. 5.8 Grid for the biharmonic equa-

tion in Ω = (0, 1)2.

Thus the methods of the proof in Chapter 4

cannot be used here. Instead we will prove the

analogue of Theorem 4.45.

Theorem 5.43. Let uh be the discrete solution

of the biharmonic equation in the square Ω =
(0, 1)×(0, 1) defined by (5.32a–c). The matrix

Lh described in Remark 5.42 is symmetric and

positive definite. It satisfies

‖Lh‖2 ≤ 64h−4, ‖L−1
h ‖2 ≤ 1

256 . (5.33a)

If ϕ1 = 0 on Γh (cf. (5.32b)), then uh can be

estimated by

‖uh‖Ωh
≤ 1

256
‖fh‖Ωh

+
h−1/2

16
√
2
|ϕ2|Γh

(5.33b)

where the norms are defined as follows:

‖uh‖Ωh
:=

√
h2

∑

x∈Ωh

|uh(x)|2, |ϕ|Γh
:=

√
h

∑

x∈Γh

|ϕ(x)|2. (5.33c)

Let the sum
∑

x∈Γh
in |·|Γh

contain the points of Γh without the corner points (cf.

Footnote 3).

Proof. We limit ourselves to the most important part, the inequality (5.33b). In the

infinite grid Qh := {(x, y) ∈ R2 : x/h, y/h ∈ N} we set

ūh(x) := uh(x) for x ∈ Ωh, ūh(x) := 0 for x ∈ Qh\Ωh.

After partial summation one obtains

∑

x∈Ωh

uh(x)fh(x) =
∑

x∈Qh

ūh(x)Δ
2
huh(x) =

∑

x∈Qh

Δhūh(x)Δhuh(x)

(First consider the identities

3 The definition of γh does not involve the outer neighbours of the four corner points. Alternatively,

one can add the corner points and require Equation (5.32c). As in Equation (4.72b) we assign to

the corner points two normal directions each. Correspondingly, to each corner point belong two

equations (5.32c).
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∑
v(x)∂+∂−u(x) = −

∑
(∂−v)(x)(∂−u)(x) =

∑
(∂+∂−v)(x)u(x)

in the one-dimensional case.) From the definition of ūh it follows that Δūh = 0 on

Qh\(Ωh ∪ Γh). On Γh one has uh = ūh = 0 and

ūh(x−hn)=uh(x−hn), ūh(x+hn)=0, uh(x+hn)=uh(x−hn)+2hϕ2(x)

for x ∈ Γh. If one sets ∂−
n uh(x) := [uh(x) − uh(x − hn)]/h = −uh(x − hn)/h

at x ∈ Γh, then

Δhūh(x) = −
1

h
∂−
n uh(x), Δhuh(x) = −

2

h
∂−
n uh(x) +

2

h
ϕ2(x) in x ∈ Γh

implies that

(uh, Lhuh)Ωh
= (uh, fh)Ωh

= ‖Δhuh‖2Ωh
+

2

h

∣∣∂−
n uh

∣∣2
Γh
− 2

h
(∂−

n uh, ϕ2)Γh
,

where (·, ·)Γh
and (·, ·)Ωh

are the scalar products belonging to the norms (5.33c).

According to

ab ≤ a2 + b2/4 (a, b ∈ R) (5.34)

one estimates

(∂−
n uh, ϕ2)Γh

≤
∣∣∂−

n uh
∣∣
Γh
|ϕ2|Γh

≤
∣∣∂−

n uh
∣∣2
Γh

+ |ϕ2|2Γh
/4.

Thus one obtains

‖Δhuh‖2Ωh
+ 2h−1

∣∣∂−
n uh

∣∣2
Γh
≤ (uh, fh)Ωh

+ 2h−1(∂−
n uh, ϕ2)Γh

(5.35)

≤ ‖uh‖Ωh
‖fh‖Ωh

+
2

h

∣∣∂−
n uh

∣∣2
Γh

+
1

2h
|ϕ2|2Γh

.

Theorem 4.45 shows that ‖uh‖Ωh
≤ ‖Δhuh‖Ωh

/16. Thus for ϕ2 = 0, (5.35)

implies ‖uh‖2Ωh
≤ 16−2 ‖Δhuh‖2Ωh

≤ 16−2 ‖uh‖Ωh
‖fh‖Ωh

, so that

‖uh‖Ωh
≤ 16−2 ‖fh‖Ωh

. (5.36a)

For fh = 0, (5.35) implies the inequality ‖Δhuh‖2Ωh
≤ (2h)−1 |ϕ2|2Γh

, therefore

‖uh‖Ωh
≤ 1

16
‖Δhuh‖Ωh

≤ 1

16
(2h)

−1/2 |ϕ2|Γh
. (5.36b)

In the general case we write uh as uIh+uIIh , where ϕI
2 = 0, ϕII

2 = ϕ2, f I
h = fh, and

f II
h = 0. ‖uh‖Ωh

≤ ‖uIh‖Ωh
+ ‖uIIh ‖Ωh

together with (5.36a,b) implies (5.33b).

Theorem 5.44 (convergence). Let the solution of the biharmonic boundary-value

problem (5.26), (5.27) in Ω = (0, 1)× (0, 1) satisfy u ∈ C5,1(Ω). Then the discrete

solution of equations (5.32a–c) is convergent (at least) of order 3
2 :
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‖uh −Rhu‖Ωh
≤ C1h

2 ‖u‖C5,1(Ω) + C2h
3/2 ‖u‖C2,1(Ω) , (5.37)

where Rh is the restriction to Ωh ∪ Γh.

Proof. The Taylor expansion shows that

ΔhRhu = Δu+
h2

4!
(uxxxx + uyyyy) + h4R, |R| ≤ 1

360
‖u‖C5,1(Ω) in Ωh.

(5.38)

Outside Ωh one can specify Rhu arbitrarily since these values do not appear in

(5.37). In γh we set

Rhu(x+hn) := u(x−hn)+2hϕ2(x)+
2h3

3!

∂3u(x)

∂n3
− 2h4

4!

∂4u(x)

∂n4
+
2h5

5!

∂5u(x)

∂n5

(x ∈ Γh). The choice is made so that (5.38) also holds for x ∈ Γh. Applying Δh to

ΔhRhu yields

Δ2
hRhu = DhRhu = R̃hΔ

2u+O(h2 ‖u‖C5,1(Ω)) in Ωh

(R̃h is the restriction to Ωh). The difference wh := uh − Rhu (defined in Ωh)

satisfies

Dhwh = Dhuh −DhRhu = R̃h

(
f −Δ2u

)
+O(h2 ‖u‖C5,1(Ω)) =: gh,

wh(x) = uh(x)− (Rhu)(x) = ϕ1(x)− u(x) = 0 for x ∈ Γh,

∂0
nwh(x) = ∂0

nuh(x)− ∂0
nRhu(x)

= ϕ2(x)−
[
ϕ2(x) +O(h2 ‖u‖C2,1(Ω))

]
=: ψh for x ∈ Γh.

If one sets gh = O(h2‖u‖C5,1(Ω)) and ψh = O(h2‖u‖C2,1(Ω)) instead of fh and

ϕ2 in Theorem 5.43 (note that ϕ1 = 0!) then (5.33b) implies assertion (5.37).

By using more complicated methods one can replace the factor h−1/2 in (5.37)

by C(ε)h−ε (ε > 0 arbitrary) so that the order of convergence is O(h2−ε), i.e.,

almost 2.

Remark 5.45. Inequality (5.33a) shows cond2(Lh) := ‖Lh‖2 ‖L−1
h ‖2 = O(h−4).

In general a difference method for a differential equation of order 2m leads to the

condition

cond2(Lh) = O(h−2m).

This indicates greater sensitivity to round-off errors at higher orders 2m (cf.

Quarteroni–Sacco–Saleri [230, §3.1]).

Difference methods for boundary-value problems of fourth order with variable

coefficients and general domains Ω are discussed in a paper by Zlámal [321]. There

too convergence of order O(h3/2) is shown. By contrast, O(h2)-convergence is

proved by Bramble [48] for the 13-point star (5.31) in a general domain Ω if the

boundary conditions are suitably discretised.



Chapter 6

Tools from Functional Analysis

Abstract Here we collect those definitions and statements which are needed in the

next chapters. Section 6.1 introduces the normed spaces, Banach and Hilbert spaces

as well as the operators as linear and bounded mappings between these spaces. In

most of the later applications these spaces will be function spaces, containing for

instance the solutions of the differential equations. It will turn out that the Sobolev

spaces from Section 6.2 are well suited for the solutions of boundary value prob-

lems. The Sobolev space Hk(Ω) and Hk
0 (Ω) for nonnegative integers k as well as

Hs(Ω) for real s ≥ 0 are introduced. The definition of the trace (restriction to the

boundary Γ ) will be essential in §6.2.5 for the interpretation of boundary values.

To this end the Sobolev spaces Hs(Γ ) of functions on the boundary Γ must be

defined (cf. Theorem 6.57). Sobolev’s Embedding Theorem 6.48 connects Sobolev

spaces and classical spaces. Section 6.3 introduces dual spaces and dual mappings.

Compactness properties are important for statements about the unique solvability.

Compact operators and the Riesz–Schauder theory are presented in Section 6.4.

The weak formulation a(u, v) = f(v) of the boundary-value problem is based on

bilinear forms described in Section 6.5. The inf-sup condition in Lemma 6.94 is a

necessary and sufficient criterion for the solvability of the weak formulation.

6.1 Banach Spaces and Hilbert Spaces

6.1.1 Normed Spaces

Let X be a linear space (alternative term: vector space) over K, where K = R or

K = C. In the following the normal case K = R is always intended. K = C occurs

for instance in connection with Fourier transforms.

The notion of a norm ‖·‖ : X → [0,∞) is explained in Definition 4.20. The

linear space X equipped with a norm ‖·‖ is called a normed space and is denoted
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by the pair (X, ‖·‖). Whenever it is clear which norm belongs to X , this norm is

called ‖·‖X and one writes X instead of (X, ‖·‖X).

Example 6.1. (a) The Euclidean norm |·| from (4.34) and the maximum norm (4.23)

are norms on Rn.

(b) The continuous functions on Ω form the (infinite-dimensional) space C0(Ω).
If Ω is bounded, all u ∈ C0(Ω) are bounded so that the supremum norm (2.21) is

defined and satisfies the norm axioms. If Ω is unbounded, the bounded, continuous

functions form a proper subset (C0(Ω), ‖·‖C0(Ω)) of C0(Ω). Instead of ‖ · ‖C0(Ω),

we use the traditional notation ‖·‖∞.

(c) The Hölder-continuous functions introduced in Definition 3.14 form the normed

space (Cs(Ω), ‖·‖Cs(Ω)).

The norm defines a topology on X: A ⊂ X is open if for all x ∈ A there exists

an ε > 0 so that the ball Kε(x) = {y ∈ X : ‖x− y‖ < ε} is contained in A.

We write

xn → x or x = lim
n→∞

xn, if ‖xn − x‖ → 0.

Example 6.2. Let fn, f ∈ C0(Ω). The limit process fn → f (with respect to ‖·‖∞)

denotes the uniform convergence known from analysis.

Exercise 6.3. The norm ‖·‖ : X → [0,∞) is continuous; in particular the reversed

triangle inequality holds:

∣∣∣ ‖x‖ − ‖y‖
∣∣∣ ≤ ‖x− y‖ for all x, y ∈ X. (6.1)

As Example 6.1a shows, several norms can be defined on X . Two norms ‖·‖ and

||| · ||| on X are said to be equivalent if there exists a number 0 < C <∞ such that

1

C
‖x‖ ≤ |||x||| ≤ C ‖x‖ for all x ∈ X. (6.2)

Exercise 6.4. Equivalent norms lead to the same topology on X .

6.1.2 Operators

Let X and Y be normed spaces with the norms ‖·‖X resp. ‖·‖Y . A linear mapping

T : X → Y is called an operator. If the operator norm

‖T‖Y←X := sup {‖Tx‖Y / ‖x‖X : 0 �= x ∈ X} (6.3)

is finite, T is said to be bounded (cf. (4.30)).



6.1 Banach Spaces and Hilbert Spaces 121

Exercise 6.5. (a) T is bounded if and only if it is continuous. (b) ‖·‖Y←X is a norm.

With the addition (T1 + T2)x = T1 x + T2 x and the scalar multiplication

λT , the bounded operators form a linear space which is denoted by L(X,Y ).
(L(X,Y ), ‖·‖Y←X) is a normed space. With the additional multiplication

(T1T2)x = T1(T2 x), L(X,X) even forms an algebra with unit I , since it is

bounded by ‖I‖X←X = 1. I always denotes the identity: Ix = x.

Exercise 6.6. Prove that

‖Tx‖Y ≤ ‖T‖Y←X ‖x‖X for all x ∈ X, T ∈ L(X,Y ).

If T1 ∈ L(Y, Z) and T2 ∈ L(X,Y ), then T1T2 ∈ L(X,Z) and

‖T1T2‖Z←X ≤ ‖T1‖Z←Y ‖T2‖Y←X .

We write Tn → T for T, Tn ∈ L(X,Y ) if ‖T − Tn‖Y←X → 0 (convergence

in the operator norm).

6.1.3 Banach Spaces

A sequence {xn ∈ X : n ≥ 1} is said to be Cauchy convergent, or is called a

Cauchy sequence, if

sup{‖xn − xm‖X : n,m ≥ k} → 0 for k →∞.

A space X is said to be complete if any Cauchy-convergent sequence converges to

an x ∈ X . A Banach space is a complete normed space.

Example 6.7. (a) Rn is complete, but Qn is not (Q: rational numbers).

(b) Let D ⊂ Rn. (C0(D), ‖·‖∞) is a Banach space..

(c) (Ck(D), ‖·‖Ck(D)) for k ∈ N and the Hölder spaces (Cs(D), ‖·‖Cs(D)) for

s > 0 as well as (Ck,1(D), ‖·‖Ck,1(D)) are complete, thus Banach spaces.

Proof of (b). If {un} is Cauchy convergent then there exists a limit u⋆(x) :=
limun(x) for all x ∈ D. Since un converges uniformly to u⋆, u⋆ must be con-

tinuous, i.e., u⋆ ∈ C0(D).

Denote by L∞(D) the set of functions that are bounded and locally integrable on

D. Here we do not distinguish between functions which agree almost everywhere.

In this case the supremum norm is defined by

‖u‖L∞(D) := inf
{
sup {|u(x)| : x ∈ D\A} : A set of measure zero

}
.

(L∞(D), ‖·‖L∞(D)) is a Banach space.
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Exercise 6.8. Let X be a normed space and Y a Banach space. Show that L(X,Y )
is a Banach space.

A set A is said to be dense in (X, ‖·‖X) if A ⊂ X and Ā = X , i.e., every x ∈ X
is the limit of a sequence an ∈ A. If (X, ‖·‖X) is a normed, but not complete, space,

one calls (X̃, ‖·‖X̃) the completion of X , if X is dense in X̃ and ‖x‖X̃ = ‖x‖X for

all x ∈ X . The completion is uniquely determined up to isomorphism, and can be

constructed via equivalence classes of Cauchy sequences.

Lemma 6.9. Let (X, ‖·‖X) be a normed linear space and subspace of a Banach

space (Y, ‖·‖Y ) with ‖x‖Y ≤ C ‖x‖X for all x ∈ X ⊂ Y . Then there exists a

completion X̃ of X in Y : X ⊂ X̃ ⊂ Y .

Proof. A Cauchy sequence in (X, ‖·‖X) is also a Cauchy sequence in (Y, ‖·‖Y ).

Frequently it is not easy to describe the image Tx of an operator T ∈ L(X,Y )
for all elements x of the Banach space X . The following theorem permits a

considerable simplification: It suffices to investigate T on a dense set X0 ⊂ X .

Theorem 6.10. Let X0 be a dense subspace (or just a dense subset) of the normed

space X . Let Y be a Banach space.

(a) An operator T0 ∈ L(X0, Y ) defined on X0 with ‖T0‖Y←X0
= sup

0 	=x∈X0

‖T0x‖Y

‖x‖X

has a unique continuation T ∈ L(X,Y ), i.e., Tx = T0x for all x ∈ X0.

(b) For xn → x (xn ∈ X0, x ∈ X) holds Tx = limn→∞ T0xn.

(c) ‖T‖Y←X = ‖T0‖Y←X0
.

Proof. For x ∈ X0, T is defined by Tx = T0x, while for x ∈ X\X0 there exists a

sequence

xn → x, xn ∈ X0 and Tx = lim
n→∞

Txn = lim
n→∞

T0xn.

It remains to show that limT0xn exists and is independent of the choice of the

sequence xn ∈ X0. Since ‖T0xn − T0xm‖Y ≤ ‖T0‖Y←X ‖xn − xm‖X , the

sequence T0xn is Cauchy convergent. Because of the completeness of Y there

exists y ∈ Y with T0xn → y. Similarly, for a second sequence x′n ∈ X0 with

x′n → x there exists for the same reason a y′ ∈ Y such that T0x
′
n → y′. Since

y′ − y = lim(T0x
′
n − T0xn) and

‖T0x
′
n − T0xn‖Y ≤ ‖T0(x

′
n − xn)‖Y ≤ ‖T0‖Y←X0

‖x′n − xn‖X → 0,

Tx is well defined by (b). ‖Tx‖Y / ‖x‖X = lim ‖T0xn‖Y / ‖xn‖X for xn → x,

xn ∈ X0 proves part (c).

Exercise 6.11. Let X0 be dense in (X, ‖·‖). Let ||| · ||| be a second norm on X0, that

is equivalent with ‖·‖ on X0. Show that the completion of X0 with respect to ||| · |||
results in (X, ||| · |||) and ‖·‖ and ||| · ||| are also equivalent on X .
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A corollary of the open mapping theorem (also called the theorem of Banach–

Schauder; cf. Yosida [312, §II.5]) is the following, important result.

Theorem 6.12. Let X , Y be Banach spaces. Let T ∈ L(X,Y ) be bijective.1 Then

T−1 ∈ L(Y,X) also holds.

Let X and Y be Banach spaces with X ⊂ Y . Obviously the inclusion denoted

by I : x ∈ X �→ x ∈ Y is a linear mapping. If it is bounded, i.e.,

I ∈ L(X,Y ), i.e., ‖x‖Y ≤ C ‖x‖X for all x ∈ X, (6.4)

then X is said to be continuously embedded in Y . If furthermore X is dense in

(Y, ‖·‖Y ), then X is said to be densely and continuously embedded in Y .

Exercise 6.13. Let X ⊂ Y ⊂ Z be Banach spaces. Show that if X is [densely and]

continuously embedded in Y and Y is [densely and] continuously embedded in Z,

then X is [densely and] continuously embedded in Z.

6.1.4 Hilbert Spaces

A mapping (·, ·) : X ×X → K (K = R or K = C) is called a scalar product on X
if

(x, x) > 0 for all 0 �= x ∈ X,
(λx+ y, z) = λ (x, z) + (y, z) for all λ ∈ K, x, y, z ∈ X,

(x, y) = (y, x) for all x, y ∈ X,
(6.5)

where λ̄ denotes the complex conjugate of λ ∈ C.

Exercise 6.14. Show that (a) ‖x‖ :=
√

(x, x) is a norm on X . For the proof use

(b) the Schwarz inequality:

|(x, y)| ≤ ‖x‖ ‖y‖ for all x, y ∈ X. (6.6)

Prove (6.6) without using (x, x) > 0 for x �= 0. Hint: consider ‖x− λy‖2 ≥ 0 for

‖x‖ = ‖y‖ = 1 and λ = 1
(y,x) , if (x, y) �= 0.

(c) (·, ·) : X ×X → K is continuous.

A Banach space (X, ‖·‖X) is called a Hilbert space if there exists a scalar product

(·, ·)X on X such that ‖x‖X =
√

(x, x)X for all x ∈ X .

x ∈ X and y ∈ X are said to be orthogonal (x⊥ y ) if (x, y)X = 0. If A ⊂ X
is a subset of the Hilbert space X then the orthogonal space

A⊥ := {x ∈ X : (x, a)X = 0 for all a ∈ A}
1 T ∈ L(X,Y ) is injective if T (x) = T (x′) implies x = x′. It is surjective if range(T ) = Y.
T is bijective if it is injective and surjective.
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defines a closed subspace of X (the closedness follows from Exercise 6.14c).

Lemma 6.15. Let U be a closed subspace of a Hilbert space X . Then X can be

decomposed into the direct sum X = U ⊕U⊥, i.e., any x ∈ X has a unique decom-

position x = u+ v with u ∈ U , v ∈ U⊥. Furthermore, ‖x‖2X = ‖u‖2X + ‖v‖2X .

Proof. (i)U∩U⊥ = {0} holds, since any u ∈ U∩U⊥ satisfies ‖u‖2 = (u, u) = 0
because u ∈ U⊥. We assume U �= X since otherwise the statement is trivial.

(ii) It remains to show U + U⊥ = X . We select an arbitrary 0 �= x ∈ X\U
and want to prove that x = u + u⊥ with u ∈ U and u⊥ ∈ U⊥. The distance δ :=
infu∈U ‖x− u‖ must be positive, since otherwise there exists a sequence uν ∈ U
with limuν = x, and x ∈ U follows from the closedness of U in contradiction to

the choice of x. Now we choose a sequence uν ∈ U with lim ‖x− uν‖ = δ > 0.
From ‖uμ − uν‖ = ‖(x− uν)− (x− uμ)‖ and the parallelogram identity

‖a+ b‖2 + ‖a− b‖2 = 2
(
‖a‖2 + ‖b‖2

)

we conclude that

‖uμ − uν‖2 = 2
(
‖x− uν‖2 + ‖x− uμ‖2

)
− 4‖x− 1

2 (uν + uμ)‖2

≤ 2
(
‖x− uν‖2 + ‖x− uμ‖2

)
− 4δ2,

since 1
2 (uν + uμ) ∈ U. Then ‖uμ − uν‖2 → 2(δ2 + δ2)− 4δ2 = 0 for ν, μ→∞,

i.e., {uν} is a Cauchy sequence. Since the Hilbert space is complete and U is closed,

δ = ‖x− u‖ follows for u := limuν ∈ U .

For an indirect proof assume that there is a v ∈ U with λ := (x − u, v) �= 0.

Then x− û with û := u+ λ
‖v‖2 v has the squared norm ‖x− û‖2 = δ2−λ2/ ‖v‖2

in contradiction to the minimality of δ. Hence (x − u, v) = 0 holds for all v ∈ U
and therefore x − u ∈ U⊥. Setting u⊥ := x − u,we have proved the unique

decomposition x = u+ u⊥.

Corollary 6.16. Let X be a Hilbert space.

(a) For any subspace U ⊂ X , (U⊥)⊥ = U is the closure of U.

(b) Let U be a closed subspace. The distance of x ∈ X to U is a minimum taken for

some u∗ ∈ U : infu∈U ‖x− u‖ = ‖x− u∗‖.

Proof. (a) U⊥ is closed. Hence X = U⊥ ⊕ (U⊥)⊥ holds as well as X = U ⊕U⊥.
(b) The decomposition x = u+ u⊥ yields u∗ := u.

Exercise 6.17. Let A be a subset of the Hilbert space X . Prove the equivalence of

the following two statements:

(a) A is dense in X;

(b) for any 0 �= x ∈ X there exists some a ∈ A with (a, x)X �= 0.
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6.2 Sobolev Spaces

In the following Ω is always an open subset of Rn.

6.2.1 L2(Ω)

L2(Ω) consists of all Lebesgue-measurable functions whose squares on Ω are

Lebesgue-integrable. Two functions u, v ∈ L2(Ω) are considered to be equal

(u = v) if u(x) = v(x) for almost all x ∈ Ω, i.e., for all x ∈ Ω\A, where

the exceptional set A has Lebesgue measure μ(A) = 0.

Theorem 6.18. L2(Ω) forms a Hilbert space with the scalar product

(u, v)0 :=

∫

Ω

u(x) v(x) dx for all u, v ∈ L2(Ω) (6.7)

and the norm

|u|0 := ‖u‖L2(Ω) :=

√∫

Ω

|u(x)|2 dx. (6.8)

Lemma 6.19. The spaces C∞(Ω) ∩ L2(Ω) and C∞
0 (Ω) are dense in L2(Ω). Here

C∞
0 (Ω) := {u ∈ C∞(Ω) : supp(u) ⊂⊂ Ω} . (6.9)

supp(u) := {x ∈ Ω : u(x) �= 0} denotes the support of u . The double inclusion

ω ⊂⊂ Ω

indicates that ω is compact and lies in the interior of Ω (i.e., ω ⊂ Ω is bounded

and dist(ω, ∂Ω) > 0).

Let Dα be the partial derivative operator (3.11b). In the following we need

so-called weak derivatives Dαu which are defined in a nonclassical way.

Definition 6.20. u ∈ L2(Ω) has a (weak) derivative2 v := Dαu ∈ L2(Ω) if for the

latter v ∈ L2(Ω) holds:

(w, v)0 = (−1)|α| (Dαw, u)0 for all w ∈ C∞
0 (Ω). (6.10)

Exercise 6.21. Show the following: (a) Let u have a weak derivativeDαu ∈ L2(Ω).
If the classical derivative Dαu exists in Ω′ ⊂ Ω , it coincides there (almost every-

where) with the weak one.

2 More generally, one can replace the basic set L2(Ω) by distributions.
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(b) If u has the weak derivative vα = Dαu ∈ L2(Ω), and if vα has the weak

derivative vα+β = Dβvα ∈ L2(Ω) then vα+β is also the weak Dα+β-derivative

of u; i.e., Dα+βu = Dβ(Dαu).

(c) Let Ω ⊂ Rn be bounded and 0 ∈ Ω. u(x) := |x|σ has weak first derivatives in

L2(Ω) if σ = 0 or 2σ + n > 2.

(d) For uν ∈ C∞(Ω) let uν → u ∈ L2(Ω) and Dαuν → v ∈ L2(Ω) in the L2(Ω)
norm. Then v = Dαu.

For later applications to finite elements we consider the next example.

Example 6.22. Let Ω =
N⋃
i=1

Ωi, where the bounded subdomains Ωi are disjoint

and have piecewise smooth boundaries. Let k ∈ N. A function u ∈ Ck−1(Ω) with

restrictions uΩi
∈ Ck(Ωi) (1 ≤ i ≤ N) has a (weak) k-th derivative vα = Dαu ∈

L2(Ω), |α| ≤ k, which coincides with the classical one in
⋃N

i=1Ωi.

Proof. (i) The (k − 1)-th derivatives vβ := Dβu ∈ C(Ω) exist as classical deriva-

tives. Hence the assertion need only be shown for k = 1 and applied to vβ .

(ii) Let Dα = ∂
∂xj

, w ∈ C∞
0 (Ω) and integrate by parts:

− (Dαw, u)0 = −
(
wxj

, u
)
0
= −

∫

Ω

wxj
udx = −

N∑

i=1

∫

Ωi

wxj
udx

=

N∑

i=1

[ ∫

Ωi

w uxj
dx−

∫

∂Ωi

w un
(i)
j dΓ

]
,

where n
(i)
j is the j-th components of the normal vector n(i) of Ωi. Note that we

have opposite normals n(i) = −n(k) at x ∈ ∂Ωi ∩ ∂Ωk (i �= k) . Therefore all

contributions in
N∑

i=1

∫

∂Ωi

w un
(i)
j dΓ

belonging to inner edges cancel. Moreover, boundary terms on ∂Ω vanish since

w = 0 on ∂Ω. Define vα ∈ L2(Ω) by vα = uxj
on all subdomains Ωi and

arbitrarily on the remaining set Ω\⋃Ωi of measure zero. Then

− (Dαw, u)0 =

N∑

i=1

∫

Ωi

wuxj
dx =

N∑

i=1

∫

Ωi

wvαdx =

∫

Ω

wvαdx = (w, vα)0 ,

proves that vα is the weak derivative Dαu.

The Schwarz inequality |(u, v)0| ≤ |u|0 |v|0 (cf. (6.6)) reads explicitly

∣∣∣∣
∫

Ω

u(x)v(x)dx

∣∣∣∣ ≤
√∫

Ω

|u(x)|2 dx
∫

Ω

|v(x)|2 dx . (6.11a)
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For v = 1 the result is

∣∣∣∣
∫

Ω

u(x)dx

∣∣∣∣ ≤
√
μ(Ω)

√∫

Ω

|u(x)|2 dx (μ(Ω) : measure of Ω) . (6.11b)

For a ∈ L∞(Ω) and u, v ∈ L2(Ω) one now has

∣∣∣∣
∫

Ω

a(x)u(x)v(x)dx

∣∣∣∣ ≤ ‖a‖L∞(Ω)‖u‖L2(Ω)‖v‖L2(Ω) = ‖a‖∞|u|0|v|0 . (6.11c)

6.2.2 Hk(Ω) and Hk
0
(Ω)

Let k ∈ N0. LetHk(Ω) ⊂ L2(Ω) be the set of all functions having weak derivatives

Dαu ∈ L2(Ω) for all |α| ≤ k:

Hk(Ω) =
{
u ∈ L2(Ω) : Dαu ∈ L2(Ω) for |α| ≤ k

}
.

The Sobolev space denoted here by Hk(Ω) is denoted by W k
2 (Ω) or W k,2(Ω) in

some other places.

Theorem 6.23. Hk(Ω) forms a Hilbert space with the scalar product

(u, v)k := (u, v)Hk(Ω) :=
∑

|α|≤k

(Dαu,Dαv)L2(Ω) (6.12)

and the (Sobolev) norm

|u|k := ‖u‖Hk(Ω) :=

√ ∑

|α|≤k

‖Dαu‖2L2(Ω). (6.13)

Exercise 6.24. Let Ω =
{
(x, y) ∈ R2 : x2 + y2 < 1

}
be the unit circle. Prove

that the function u(x, y) = log(log 2√
x2+y2

) belongs to H1(Ω), although it is

discontinuous.

Lemma 6.25. C∞(Ω) ∩Hk(Ω) lies densely in Hk(Ω).

Lemma 6.25, whose proof can be found, for example, in Wloka [308, Theorem

3.5] permits a second definition of the Sobolev space Hk(Ω). The precise meaning

of the ‘completion in L2(Ω)’ is explained in Lemma 6.9.

Remark 6.26. Let X0 := {u ∈ C∞(Ω) : |u|k < ∞}. The completion of X0 in

L2(Ω) with respect to norm (6.13) results in Hk(Ω).

Definition 6.27. The completion of C∞
0 (Ω) in L2(Ω) with respect to the norm

(6.13) is denoted by Hk
0 (Ω).
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Theorem 6.28. The Hilbert space Hk
0 (Ω) is a subspace of Hk(Ω) with the same

scalar product (6.12) and same norm (6.13). C∞
0 (Ω) is dense in Hk

0 (Ω). For k = 0
there holds

H0
0 (Ω) = H0(Ω) = L2(Ω). (6.14)

Proof. (i) C∞
0 (Ω) ⊂ X0 (cf. Remark 6.26) implies Hk

0 (Ω) ⊂ Hk(Ω) ⊂ L2(Ω).

(ii) According to the definition C∞
0 (Ω) is dense in Hk

0 (Ω).

(iii) For k = 0 the norms (6.8) and (6.13) coincide. Lemma 6.19 proves

H0
0 (Ω) = L2(Ω). Because of Hk

0 (Ω) ⊂ Hk(Ω) ⊂ L2(Ω) (k arbitrary) (6.14)

follows.

Lemma 6.29. For Ω bounded, ‖·‖Hk(Ω) and

|u|k,0 :=

√ ∑

|α|=k

‖Dαu‖2L2(Ω) (6.15)

are equivalent norms in Hk
0 (Ω).

Proof. (i) Evidently, | · |k,0 ≤ ‖·‖Hk(Ω).

(ii) Let u ∈ C∞
0 (Ω). For an α with |α| = k − 1 set v := Dαu ∈ C∞

0 (Ω).
Set u = v = 0 on Rn\Ω. There exists an R with Ω ⊂ KR(0). For each x ∈ Ω with

x1 ∈ [−R,R]; thus

|v(x)|2 =

∣∣∣∣∣∣

x1∫

−R

vx1
(ξ, x2, . . . , xn)dξ

∣∣∣∣∣∣

2

≤
(6.11b)

(x1 +R)

x1∫

−R

|vx1
(ξ, x2, . . . , xn)|2dξ

≤ 2R

R∫

−R

|vx1
(ξ, x2, . . . , xn)|2dξ.

Integration over x ∈ Ω yields |v|20 ≤ 4R2 |vx1 |20 ≤ 4R2 |u|2k,0, since vx1 is k-fold

derivative. Summation over all multi-indices α with |α| = k − 1 yields |u|2k−1,0 ≤
Ck−1 |u|2k,0. Now |u|2j−1,0 ≤ Cj−1 |u|2j,0 follows likewise for all 1 ≤ j ≤ k,

and thus |u|2j,0 ≤ CjCj+1 · · ·Ck−1 |u|2k,0. Since |u|2k =
∑k

j=0 |u|
2
j,0 ≤ C |u|2k,0,

for all u ∈ C∞
0 (Ω), the statement follows from Exercise 6.11.

cΩ = cΩ,k involved in the Poincaré–Friedrichs inequality ‖u‖L2(Ω) ≤ cΩ |u|k,0
is called the Poincaré–Friedrichs constant (cf. Rektorys [235, §18]).

Exercise 6.30. Show that (a) for bounded Ω and k ≥ 1, Hk(Ω) and Hk
0 (Ω) are

different. Hint: Consider the constant function u(x) = 1 and use Lemma 6.29.

(b) Lemma 6.29 holds even if Ω is bounded in one direction, i.e., if Ω lies on a strip

{x ∈ Rn : |xν | < R} (ν ∈ {1, . . . , n}) or more generally {x ∈ Rn : |(x, t)| < R}
for some t ∈ Rn with |t| = 1.
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Theorem 6.31. Let m ≥ 1. There exist constants C = C(m) and η(ε) = η(ε,m)
such that

|u|k ≤ C |u|k/mm |u|(m−k)/m
0 for all 0 ≤ k ≤ m, u ∈ Hm

0 (Ω), (6.16a)

|u|k ≤ ε |u|m + η(ε) |u|0 for all ε > 0, 0 ≤ k < m, u ∈ Hm
0 (Ω). (6.16b)

Proof. (i) Let α be a multi-index with |α| = 1. Partial integration yields

|Dαu|20 = (Dαu,Dαu)0 = −(D2αu, u)0 ≤ |D2αu|0 |u|0 ≤ |u|2 |u|0 .

Since also |u|20 ≤ |u|2 |u|0, we have |u|21 ≤ (n + 1) |u|2 |u|0. Replacing u by Dβu
with |β| = 1, it follows that

|u|2ℓ ≤ C̃ |u|ℓ+1 |u|ℓ−1 for all 0 ≤ ℓ < m, u ∈ Hm
0 (Ω). (6.16c)

(ii) Let u �= 0 be fixed. Set ηℓ := log |u|ℓ, ξℓ :=
ℓηm+(m−ℓ)η0

m , and ζℓ := ηℓ−ξℓ.
(6.16c) leads to 2ζℓ − ζℓ−1 − ζℓ+1 ≤ c̃ := log C̃, where ζ0 = ζm = 0. For

z = (ζ1, . . . , ζm−1)
T one obtains Az ≤ c̃1. Here A is the M-matrix (4.7b) for

h = 1. A−1 ≥ 0 proves that z ≤ c := c̃ A−11. ηℓ = ζℓ+ξℓ ≤ cℓ+ξℓ (1 ≤ ℓ < m)

implies |u|ℓ = exp(ηℓ) ≤ exp(cℓ + ζℓ), i.e., (6.16a) with C := exp(c̃ ‖A−11‖∞).

(iii) Elementary calculation shows that for each ε > 0, 0 ≤ Θ ≤ Θ0 < 1 there

exists an η(ε) = η(ε,Θ0) such that

aΘb1−Θ ≤ εa+ η(ε)b for all a, b ≥ 0. (6.16d)

Formula (6.16b) is a corollary of (6.16a,d).

By similar means, together with (5.34), one proves

(
Dαu,Dβu

)
0
≤ ε |u|2m +

1

4ε
|u|2k for

{
ε > 0, u ∈ Hm(Ω),
|α| ≤ m, |β| ≤ k ≤ m,

(6.16e)

(
Dαu,Dβu

)
0
≤ ε |u|2m + η(ε) |u|20 for

{
ε > 0, u ∈ Hm

0 (Ω),
|α| ≤ m, |β| < m.

(6.16f)

The following statement is of interest for unbounded domains Ω.

Remark 6.32. The set {u ∈ C∞(Ω) : supp(u) compact, |u|k < ∞} is dense in

Hk(Ω).

Proof. Let u ∈ Hk(Ω), ε > 0. According to Lemma 6.25 there exists a func-

tion uε ∈ C∞(Ω) with ‖u− uε‖Hk(Ω) ≤ ε/3. For sufficiently large R, one has

‖uε‖Hk(Ω\KR(0)) ≤ ε/3 and there exists a ∈ C∞(Rn) a(x) = 1 for |x| ≤ R

and a(x) = 0 for |x| ≥ 2R and ‖uε − auε‖Hk(Ω)∩K2R(0) ≤ ε
3 . Thus there exists

v = auε ∈ C∞
0 (Ω) with |u− v|k ≤ ε.

Since “supp(u) compact” already implies “supp(u) ⊂⊂ Rn” we obtain the

following corollary.
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Corollary 6.33. Hk
0 (R

n) = Hk(Rn) for all k ≥ 0.

The Leibniz rule for derivatives of products proves the following.

Theorem 6.34. ‖au‖Hk(Ω) ≤ Ck ‖a‖Ck(Ω) ‖u‖Hk(Ω) for all a ∈ Ck(Ω) and

u ∈ Hk(Ω).

Theorem 6.34 together with the substitution rule for volume integrals shows the

next theorem.

Theorem 6.35 (transformation theorem). Let T ∈ Cmax(k,1)(Ω) : Ω → Ω′ be

a bijective transformation with
∣∣det dT

dx

∣∣ ≥ δ > 0 in Ω. We write v = u ◦ T for

v(x) = u(T (x)). Then u ∈ Hk(Ω′) [u ∈ Hk
0 (Ω

′)] also implies u ◦ T ∈ Hk(Ω)
[u ◦ T ∈ Hk

0 (Ω)] and

‖u ◦ T‖Hk(Ω) ≤ Ck ‖T‖Ck(Ω) ‖u‖Hk(Ω) /
√
δ . (6.17)

6.2.3 Fourier Transformation and Hk(Rn)

For u ∈ C∞
0 (Rn) one defines the Fourier-transformed function û by

û(ξ) := (Fu) (ξ) := (2π)
−n/2

∫

Rn

e−i〈ξ,x〉u(x)dx (ξ ∈ Rn) . (6.18)

Note that û is described by a proper integral since the support of u is bounded.

Lemma 6.36. Let u ∈ C∞
0 (Rn). For R→∞

IR(u;y) := (2π)
−n

∫

|ξ|∞≤R

[ ∫

Rn

e−i〈ξ,x−y〉u(x)dx

]
dξ

converges uniformly to u(y) on supp(u). More precisely, IR(u;y) = u(y)+O( 1
R ).

Proof. It suffices to discuss the case n = 1 (by Fubini’s theorem). Integration with

respect to ξ results in

IR(u; y) =
1

π

∫

R

(x− y)−1 sin
(
R(x− y)

)
u(x) dx.

Then IR(1; y) =
1
π

∫
R
t−1 sin(t)dt = 1 for all R > 0. Since u ∈ C∞(R), then

also w(x, y) := u(x)−u(y)
x−y ∈ C∞(R2n). The estimates

w(x, y) = O
( 1

1 + |x− y|
)

and wx(x, y) = O(1/ [ 1 + |x− y| ]2)

hold uniformly for y ∈ supp(u). Partial integration yields
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IR(u(·)− u(y); y) = IR((· − y)w(·, y); y) = 1

π

∫

R

sin(R(x− y))w(x, y)dx

= − 1

πR

∫

R

cos(R(x− y))wx(x, y) dx = O(1/R).

The statement follows from IR(u; y) = u(y) IR(1; y) + IR(u(·) − u(y); y) =
u(y) +O( 1

R ).

Lemma 6.37. û ∈ L2(Rn) and |û|0 = |u|0 for all u ∈ C∞
0 (Rn).

Proof. Lemma 6.36 shows that

∫

|ξ|∞≤R

|û(ξ)|2 dξ = (2π)
−n

∫

|ξ|∞≤R

⎡
⎣

∫

Rn

e−i〈ξ,x〉u(x)dx

⎤
⎦

⎡
⎣

∫

Rn

ei〈ξ,y〉u(y)dy

⎤
⎦ dξ

=

∫

Rn

IR(u;y)u(y)dy

converges to
∫
Rn |u(y)|2 dy.

Lemma 6.38. The inverse Fourier transformation F−1û = u is defined for u ∈
C∞

0 (Rn) by

(F−1û)(x) :=
1

(2π)
n
2

∫

Rn

ei〈ξ,x〉û(ξ)dξ :=
1

(2π)
n
2

lim
R→∞

∫

|ξ|∞≤R

ei〈ξ,x〉û(ξ)dξ . (6.19)

Proof. 1

(2π)
n
2

∫
|ξ|∞≤R

ei〈ξ,x〉û(ξ)dξ= 1
(2π)n

∫
|ξ|∞≤R

∫
Rn

ei〈ξ,x−y〉u(y)dydξ=u(x)+O( 1
R )

follows from Lemma 6.36.

Theorem 6.39. (a) The mappings F ,F−1 ∈ L(L2(Rn), L2(Rn)) let the L2 norm

invariant: ‖F‖L2(R2)←L2(Rn) = ‖F−1‖L2(Rn)←L2(Rn) = 1.

(b) The scalar product satisfies (u, v)0 = (û, v̂)0 for all u, v ∈ L2(Rn).

Proof. (a) SinceC∞
0 (Rn) is dense inL2(Rn) (cf. Lemma 6.19),F can be continued

to F : L2(Rn) → L2(Rn) (cf. Theorem 6.10). The norm estimate follows from

Lemma 6.37. The roles of F and F−1 are interchangeable (cf. (6.18) and (6.19));

thus F−1 ∈ L(L2(Rn), L2(Rn)) also holds.

(b) (u, v)0 = 1
2

(
|u+ v|20− |u|

2
0− |v|

2
0

)
= 1

2

(
|û+ v̂|20− |û|

2
0− |v̂|

2
0

)
= (û, v̂)0

follows from Lemma 6.37.

Exercise 6.40. Prove that: (a) With ξα = ξα1
1 . . . ξαn

n , there holds

F(Dαu)(ξ) = i|α|ξαû(ξ) for u ∈ C∞
0 (Rn).

(b) There exists C = C(k) such that 1
C (1 + |ξ|2)k ≤ ∑

|α|≤k

|ξα|2 ≤ C(1 + |ξ|2)k
for all ξ ∈ Rn.
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Lemma 6.41. (a) |u|k =
∣∣∣
√∑

|α|≤k |ξα|
2
û(ξ)

∣∣∣
0

holds for all u ∈ Hk(Rn).

(b) A norm on Hk(Rn) equivalent to |·|k is

|u|∧k :=
∣∣(1 + |ξ|2)k/2û(ξ)

∣∣
0
. (6.20)

Proof. (a) It suffices to show the statement for u ∈ C∞
0 (Rn) (cf. Corollary 6.33,

Theorem 6.10):

|u|2k =
∑

|α|≤k

|Dαu|20 =
∑

|α|≤k

|FDαu|20 =
∑

|α|≤k

|ξαû(ξ)|20 =

∣∣∣∣∣∣

√ ∑

|α|≤k

|ξα|2û(ξ)

∣∣∣∣∣∣
0

.

(b) The statement follows from Exercise 6.40b.

Lemma 6.42. Let ∂h,j be the difference operator

∂h,ju(x) :=
1

h

[
u
(
x+

h

2
ej

)
− u

(
x− h

2
ej

)]
, h > 0, ej : j-th unit vector.

If u ∈ Hk(Rn) and |∂h,ju|k ≤ C for all h > 0, 1 ≤ j ≤ n, then u ∈ Hk+1(Rn)
holds. Conversely,

|∂h,ju|k ≤ |u|k+1 for all u ∈ Hk+1(Rn).

Proof. (a) ̂u(·+ δej) = exp(−iδξj)û(ξ) shows ∂̂h,ju(ξ) = 2i
h sin(ξj

h
2 )û(ξ).

Hence, since

4h−2 sin2
(
ξj

h
2

)
≥ ξ2j for h ≤ 1/ |ξ| ,

the inequality |∂̂h,ju|2 ≥ ξ2j |û|2 follows for |ξ| ≤ 1/h. Using (1 + |ξ|2)k+1 =

(1 + |ξ|2)k + (1 + |ξ|2)k |ξ|2 , summation over j and integration over ξ then gives

(
|u|∧k+1

)2
=

∫

Rn

(1 + |ξ|2)k+1 |û(ξ)|2 dξ

=

∫

Rn

(1 + |ξ|2)k |û(ξ)|2 dξ +

∫

Rn

(1 + |ξ|2)k |ξ|2 |û(ξ)|2 dξ

≤
[
|u|∧k

]2
+

∫

|ξ|≥1/h

(1 + |ξ|2)k |ξ|2 |û(ξ)|2 dξ +

∫

|ξ|≤1/h

(1 + |ξ|2)k
∣∣∣∂̂h,ju(ξ)

∣∣∣
2

dξ

≤
[
|u|∧k

]2
+

[
|∂h,ju|∧k

]2
+

∫

|ξ|≥1/h

. . . .

The integral over |ξ| ≥ 1/h vanishes for h→ 0 so that the statement follows.

(b) For the converse use (∂hju)(x) =
∫ 1/2

−1/2
uxj

(x+ thej)dt.
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6.2.4 Hs(Ω) for Real s ≥ 0

Let s ≥ 0. For Ω = Rn one can define the following scalar product (6.21a) and

the Sobolev norm (6.21b) for all u ∈ C∞
0 (Rn):

(u, v)
∧
s :=

∫

Rn

(1 + |ξ|2)s û(ξ) v̂(ξ) dξ, (6.21a)

|u|∧s := ‖(1 + |ξ|2)s/2 û(ξ)‖L2(Rn). (6.21b)

The completion in L2(Rn) also defines the Sobolev space Hs(Rn) for noninteger

order s. On the basis of Lemma 6.41b and Exercise 6.1.6.11 the newly defined space

Hs(Rn) for s ∈ N0 agrees with the Sobolev spaces used until this point.

Let Ω ⊂ Rn (it may also be a surface; cf. §7.5). The noninteger number s > 0
can be decomposed as s = k + λ with k ∈ N0 and 0 < λ < 1. We define

(u, v)s :=
∑

|α|≤k

⎡
⎣

∫

Ω

Dαu(x)Dαv(x)dx (6.22a)

+

∫∫

Ω×Ω

[Dαu(x)−Dαu(y)] [Dαv(x)−Dαv(y)]

|x− y|n+2λ
dxdy

⎤
⎦ ,

|u|s := ‖u‖Hs(Ω) :=
√
(u, u)s (s = k + λ, 0 < δ < 1) . (6.22b)

The norm |·|s is called the Sobolev–Slobodeckii norm. One can define the Hilbert

spaces Hs(Ω) and Hs
0(Ω) in the same way as in the case s = k ∈ N. The properties

of these spaces are summarised in the following theorem (cf. Adams [1], Wloka

[308, §3]).

Theorem 6.43. Let s ≥ 0. (a) For Ω = Rn the norms (6.21b) and (6.22b) are

equivalent, i.e., both norms define the same space Hs(Rn) = Hs
0(R

n).

(b) {u ∈ C∞(Ω) : supp(u) compact, |u|s <∞} is dense in Hs(Ω).

(c) C∞
0 (Ω) is dense in Hs

0(Ω).

(d) aDα(bu) ∈ Hs−|α|(Ω), if |α| ≤ s, u ∈ Hs(Ω), a ∈ Ct−|α|(Ω), b ∈ Ct(Ω),
where t = s ∈ N0 or t > s.

(e) Hs(Ω) ⊂ Ht(Ω), Hs
0(Ω) ⊂ Ht

0(Ω) for s ≥ t.

(f) In (6.16a,b) k and m can be noninteger real numbers.

(g) (6.17) holds with ‖T‖Ck(Ω) replaced by ‖T‖Ct(Ω) with t > k if k �∈ N.

Exercise 6.44. Check, using the norm (6.21b), as well as the Sobolev–Slobodeckii

norm (6.22b), that the characteristic function u(x) = 1 in [−1, 1], u(x) = 0 for

|x| > 1 belongs to Hs(R) if and only if 0 ≤ s < 1/2.
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6.2.5 Trace and Extension Theorems

The restriction of a function to a lower-dimensional manifold is called its trace on

this set.

The nature of boundary-value problems requires that one can form boundary

values u|Γ (i.e., the trace of u on Γ = ∂Ω) in a meaningful way. As can be seen

easily, a Hölder-continuous function u ∈ Cs(Ω) has a restriction u|Γ ∈ Cs(Γ ) if

only Γ is sufficiently smooth. But, from u ∈ Hs(Γ ) does not necessarily follow

u|Γ ∈ Hs(Γ ). Since the equality u = v on Hs(Ω) only means that u(x) = v(x)
almost everywhere in Ω, and Γ is a set of measure zero, u(x) �= v(x) may hold

everywhere on Γ . Also, the boundary value u(x) (x ∈ Γ ) cannot be defined by a

continuous extension either since, for example, u ∈ H1(Ω) need not be continuous

(cf. Exercise 6.21c).

The inverse problem for the definition of the trace u|Γ is extension: does there

exist, for a given boundary value ϕ on Γ , a function u ∈ Hs(Ω) such that ϕ and u
coincide on Γ ? If the answer is negative there exists no solution u ∈ Hs(Ω) to the

Dirichlet boundary-value problem.

First we study these problems on the half-space Rn
+ :

Ω = Rn
+ := {(x1, . . . , xn) ∈ Rn : xn > 0} with Γ =∂Ω=Rn−1×{0}. (6.23)

Functions u ∈ Hs(Rn
+) will first be continued to ū ∈ Hs(Rn), and then ū re-

stricted to Γ .

Theorem 6.45 (extension operator). Let s ≥ 0. There exists an extension operator

φs ∈ L(Hs(Rn
+), H

s(Rn)) such that for all u ∈ Hs(Rn
+) the extension ū = φsu

coincides with u on Rn
+, i.e., ū|Rn

+
= u.

Proof. For s = 0, set ū =
{
u on Rn

+

ū = 0 otherwise

}
. Since ‖ū‖L2(Rn) = ‖u‖L2(Rn

+), the

mapping defined by φ0u := ū is bounded: ‖φ0‖L2(Rn)←L2(Rn
+) = 1.

For s ≤ 1 define φsu = ū by reflection on Γ :

ū = u on Rn
+, ū(x1, . . . , xn−1,−xn) = ū(x1, . . . , xn−1, xn) for xn > 0 .

For s = 1 one obtains, e.g., |ū|1 =
√
2 |u|1 , i.e., φs ∈ L(Hs(Rn

+), H
s(Rn)).

For larger s one uses higher interpolation formulae for ū(. . . ,−xn) (cf. Exercise

9.16 and Wloka [308, page 101]).

In the following the restriction u|Γ is written in the form γu. At first, the operator

γ is defined only on C∞
0 (Rn):

γ : C∞
0 (Rn)→ C∞

0 (Γ ) ⊂ L2(Rn−1), (γu) (x) := u(x) for all x ∈ Γ . (6.24)

We write x = (x′, xn) with x′ = (x1, . . . , xn−1) ∈ Rn−1. The boundary Γ =
{(x′, 0) : x′ ∈ Rn−1} is identified with Rn−1: Hs(Γ ) = Hs(Rn−1).
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Theorem 6.46. Let s > 1
2 . Then the trace operator γ from (6.24) can be continued

to γ ∈ L(Hs(Rn), Hs− 1
2 (Rn−1)). Thus we have in particular

|γu|s− 1
2
≤ Cs |u|s for u ∈ Hs(Rn).

In the case n = 1, i.e., γu = u(0), we have |γu| ≤ Cs |u|s .

Proof. It suffices to show |γu|s−1/2 ≤ C ′
s |u|s for u ∈ C∞

0 (Rn) (cf. Theorems

6.10 and 6.43a). Let the Fourier transforms of u ∈ C∞
0 (Rn) and w := γu ∈

C∞
0 (Rn−1) be û = Fnu and ŵ = Fn−1w (Fk: k-dimensional Fourier transform).

Fn can be written as product F1 ◦Fn−1, where Fn−1 acts on x′ ∈ Rn−1 and F1 on

xn. Therefore Ŵ (·, xn) := Fn−1u(·, xn) has the properties û(ξ′, ·) = F1Ŵ (ξ′, ·)
and ŵ = Ŵ (·, 0). According to Lemma 6.38,

ŵ(ξ′) = Ŵ (ξ′, 0) = [F−1
1 û(ξ′, ·)]|xn=0

has the representation

ŵ(ξ′) = (2π)
−1/2

∫

Rn

û(ξ′, ξn) dξn for all ξ′ ∈ Rn−1. (6.25)

Since u ∈ Hs(Rn), Û(ξ′, ξn) := (1 +
∣∣ξ′

∣∣2 + ξ2n)
s
2 û(ξ′, ξn) lies in L2(Rn)

(cf. Lemma 6.41b). Inequality (6.11a) yields

2π
∣∣ŵ(ξ′)

∣∣2 =

∣∣∣∣
∫

Rn

û(ξ′, ξn)dξn

∣∣∣∣
2

≤
∫

Rn

(1 +
∣∣ξ′

∣∣2 + ξ2n)
−sdξn

∫

Rn

|Û(ξ′, ξn)|2dξn.

The first integral has the value Ks(1 + |ξ′|2) 1
2−s with Ks =

∫
R

dx
(1+x2)s < ∞,

since s > 1/2. The second is the square of V (ξ′) := ‖Û(ξ′, ·)‖L2(R) ∈ L2(Rn−1)

because ‖V ‖L2(Rn−1) = ‖Û‖L2(Rn) (Fubini’s theorem). Together we have:

(
1 +

∣∣ξ′
∣∣2
)s−1/2 ∣∣ŵ(ξ′)

∣∣2 ≤ Ks

2π
V (ξ′)2 for ξ′ ∈ Rn−1.

Integration over ξ′ ∈ Rn−1 results in

∫ s− 1
2

Rn−1

(
1 +

∣∣ξ′
∣∣2
) ∣∣ŵ(ξ′)

∣∣2 dξ′ ≤ Ks

2π
|V |20 =

Ks

2π
|Û |20

=
Ks

2π

∫

Rn

(
1 + |ξ|2

)s

|û(ξ)|2 dξ.

Thus |w|∧s−1/2 ≤ C ′
s |u|∧s is proved with C ′

s =
√
Ks/(2π) (cf. (6.21b)). If n = 1,

ŵ(ξ′) already represents γu = u(0), and the integration over ξ′ is not required.

Theorem 6.46 describes the restriction u(·, 0) = γu to xn = 0. Evidently,

similarly we have |u(·, xn)|s−1/2 ≤ Cs |u|s for any other xn ∈ R with the same
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constant Cs. The mapping xn �→ u(·, xn) is continuous [resp. Hölder- or Lipschitz-

continuous] in the following sense.

Theorem 6.47. For s > 1/2 the following statements hold:

lim
yn→xn

‖u (·, xn)− u (·, yn)‖
Hs− 1

2 (Rn−1)
=0 for all xn∈R, u∈Hs(Rn), (6.26)

‖u (·, xn)− u (·, yn)‖Hs−1/2(Rn−1) ≤ Ks,λ |xn − yn|λ ‖u‖Hs(Rn)

for u ∈ Hs(Rn), 0 ≤ λ < 1 (and for λ = 1 if s > 3/2) .

Proof. (i) Let uν ∈C∞
0 (Rn) be a sequence with uν→u∈Hs(Rn) and set ϕν(x) :=

‖uν(·, x)‖Hs−1/2(Rn−1). The function ϕν is continuous in R and converges

uniformly to ‖u(·, x)‖Hs−1/2(Rn−1) since |uν(·, x)− u(·, x)|s−1/2 ≤ Cs |uν − u|
for all x ∈ R. Thus (6.26) follows.

(ii) uε(·, xn) := u(·, xn + ε)− u(·, xn) has the Fourier transform

ûε(ξ) = ûε(ξ
′, ξn) = [ exp(iξnε)− 1 ] û(ξ),

so that |ûε(ξ)|2 = 4 sin2(ξn ε/2) |û(ξ)|2. As in the proof for Theorem 6.46 set

W (·, xn) := Fn−1uε(·, xn), ŵ = Ŵ (·, 0). The first integral in the estimate of

2π|ŵ(ξ′)|2 now reads

∫

Rn

(1 + |ξ′|2 + ξ2n)
−s sin2(ξn

ε
2 ) dξn = (1 + |ξ′|2) 1

2−s

∫

Rn

(
1 + t2

)−s
sin2(ηt)dt

with η = ε
2 (1 + |ξ′|2)1/2. Decomposing the last integral into subintegrals over

|t| ≤ 1/η and |t| ≥ 1/η shows

∫

R

(1 + t2)−s sin2(ηt)dt ≤ Cs,λη
2λ.

The remainder of the argument follows the same lines as in the proof of Theorem

6.46.

Up to this point we have obtained Hs(Rn) by completion of C∞
0 (Rn) in

L2(Rn). The next theorem shows that for sufficiently large s one can also com-

plete in C0(Rn) ∩ L2(Rn) so that Hs(Rn) contains only classical functions (i.e.,

continuous, Hölder-continuous, [Hölder] continuously differentiable functions) (cf.

Sobolev [266, §I.8]).

Theorem 6.48 (Sobolev’s embedding). Hs(Rn) ⊂ Ck(Rn) holds for k ∈ N0,

s > k + n
2 and Hs(Rn) ⊂ Ct(Rn) for 0 < t �∈ N, s ≥ t+ n

2 .

Proof. (i) Let s ≥ t + n/2, 0 < t < 1, u ∈ Hs(Rn). For given x,y ∈ Rn

we want to show |u(x)− u(y)| ≤ C |x− y|t with C independent of x,y. The

coordinates of the Rn can be rotated so that x = (x1, 0, . . . , 0), y = (y1, 0, . . . , 0).
An (n−1)-fold application of Theorem 6.46 to u(·), u(·, 0), u(·, 0, 0), etc., results
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in u(·, 0, 0, . . . , 0) ∈ Hs−(n−1)/2(R). Theorem 6.47 provides the desired estimate

with C = Ks−(n−1)/2,t |u(·, 0, . . . , 0)|s−(n−1)/2 ≤ C ′ |u|s; thus u ∈ Ct(Rn)

and ‖·‖Ct(Rn)≤C ‖·‖Hs(Rn) . Then u∈C0(Rn) follows from Ct(Rn)⊂C0(Rn).

(ii) Let s ≥ t + n/2, 1 < t < 2, u ∈ Hs(Rn). Part (a) is applicable to

Dαu ∈ Hs−1(Rn) (cf. Theorem 6.43d,e) with |α| ≤ 1 : Dαu ∈ Ct−1(Rn) for

|α| ≤ 1. Thus u ∈ Ct(Rn), etc.

We return to the statements of Theorems 6.45 and 6.46. For all u ∈ C∞
0 (Rn

+)
the restriction γu = u(·, 0) agrees with γφsu. Completion in Hs(Rn

+) yields

‖γ‖Hs−1/2(Rn−1)←Hs(Rn
+) ≤ ‖γ‖Hs−1/2(Rn−1)←Hs(Rn) ‖φs‖Hs(Rn)←Hs(Rn

+) .

This proves the following corollary.

Corollary 6.49. Let s > 1/2 . γ ∈ L(Hs(Rn
+), H

s−1/2(Rn−1)) holds for the

restriction γu := u(·, 0).

With the restriction to xn = 0 one evidently loses half an order of differentia-

bility. Conversely one gains half an order if one continues w ∈ Hs−1/2(Rn−1)
suitably in Rn.

Theorem 6.50. Let s > 1/2 and w ∈ Hs−1/2(Rn−1). There exists a function

u ∈ Hs(Rn) [or u ∈ Hs(Rn
+)] such that |u|s ≤ Cs |w|s−1/2 , and γu = w ,

i.e., w = u(·, 0) .

Proof. Let û = Fnu and ŵ = Fn−1w be the Fourier transforms. γu = w is

equivalent to (6.25). For

û(ξ) = û(ξ′, ξn) := ŵ(ξ′)
(1 + |ξ′|2)s−1/2

Ks(1 + |ξ′|2 + ξ2n)
s
, Ks =

∫

Rn

(
1 + t2

)−s
dt ,

one checks that (6.25) and |u|∧s = K
−1/2
s |w|∧s−1/2 hold. Restriction of u ∈ Hs(Rn)

to Rn
+ proves the parenthetical addition.

If one replaces Rn
+ with a general domain Ω ⊂ Rn, then Rn−1 ∼= Rn−1×{0} =

∂Rn
+ becomes Γ = ∂Ω, and the necessity arises of defining the Sobolev space

Hs(Γ ). We begin with the following definition.

Definition 6.51. Let 0 < t ∈ R ∪ {∞} [resp. k ∈ N0] . We write Ω ∈ Ct [resp.

Ω ∈ Ck,1], if for every x ∈ Γ := ∂Ω there exists a neighbourhood U ⊂ Rn such

that there exists a bijective mapping φ : U → K1(0) = {ξ ∈ Rn : |ξ| < 1} with

φ ∈ Ct(Ū), φ−1∈Ct(K1(0)) [φ ∈ Ck,1(Ū), φ−1∈Ck,1(K1(0)) ], (6.27a)

φ(U ∩ Γ ) = {ξ ∈ K1(0) : ξn = 0}, (6.27b)

φ(U ∩Ω) = {ξ ∈ K1(0) : ξn > 0}, (6.27c)

φ(U ∩ (Rn\Ω)) = {ξ ∈ K1(0) : ξn < 0}. (6.27d)
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Here K1(0) is a ball if |·| is the Euclidean norm. For the maximum norm |·|∞,

K1(0) is a cube. Likewise, K1(0) can be replaced by another ball KR(z) or any

cuboid (x′1, x
′′
2)× . . .× (x′n, x

′′
n).

U
0

U4
U3

U2

U1
Ω

Fig. 6.1 Covering neighbourhoods of Γ and Ω.

Example 6.52. Let Ω be the circle K1(0) ⊂ R2. A neighbourhood of x⋆ = (1, 0)
is U1 from Figure 6.1. The mapping x ∈ U1 �→ φ(x) := ξ ∈ (−1, 1) × (−1, 1)
with

x1 = (1− ξ2/2) cos(πξ1/2), x2 = (1− ξ2/2) sin(πξ1/2)

is bijective and satisfies (6.27a–d) with t = ∞. The same holds for any x ∈ Γ .

Thus Ω ∈ C∞.

Exercise 6.53. (a) The rectangle Ω = (x′1, x
′′
1)× (x′2, x

′′
2) and the L-shaped domain

from Example 2.4 are domains in C0,1, also called Lipschitz domains.

(b) The cut circle in Figure 5.2b does not belong to C0,1.

Lemma 6.54. Let Ω ∈ Ct [Ω ∈ Ck,1] be a bounded domain. Then there exists

N ∈ N, U i (0 ≤ i ≤ N), Ui, αi (1 ≤ i ≤ N) with

U i open, bounded (0 ≤ i ≤ N),
N⋃

i=0

U i ⊃ Ω, U0 ⊂⊂ Ω, (6.28a)

Ui := U i ∩ Γ (1 ≤ i ≤ N),
N⋃

i=0

Ui = Γ, (6.28b)

αi : Ui → αi(Ui) ⊂ Rn−1 bijective for all i = 1, . . . , N, (6.28c)

αi ◦ α−1
j ∈ Ct(αj(Ui ∩ Uj)) [resp. αi ◦ α−1

j ∈ Ck,1(αj(Ui ∩ Uj))]. (6.28d)

On U i (1 ≤ i ≤ N) are defined mappings φi with the properties (6.27a–d).

Proof. For every x ∈ Γ there exist U = U(x) and φ = φx according to Definition

6.51. Let αx be the restriction of φx to U(x) ∩ Γ . Let V i (i ∈ N) be the open sets

{x ∈ Ω : dist(x, Γ ) > 1/i} ⊂⊂ Ω. Let
⋃

x∈Γ U(x) ∪⋃
i V

i be an open covering

of the compact set Ω. Therefore there exists a finite covering through U i := U(xi)
(1 ≤ i ≤ N) and at most one V j which is denoted by U0. If one sets Ui := U i∩Γ ,

αi = αxi , and φi = φxi , the statements follow from (6.28a–d).
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A set of pairs {(Ui, αi) : 1≤ i≤N} fulfilling the conditions (6.28b–d) is called

a Ct- respectively Ck,1-coordinate system for Γ .

In Example 6.52 one has N = 4. The maps inverse to α1 and α4 are given by

α−1
1 (ξ1) = (cos πξ1

2 , sin πξ1
2 ) ∈ U1, α−1

4 (ξ1) = (cos (3+ξ1)π
2 , sin (3+ξ1)π

2 ) ∈ U4,

where in each case −1 < ξ1 < 1. On α1(U1 ∩ U4) one obtains α4(α
−1
1 (ξ1)) =

ξ1 + 1.

Lemma 6.55 (partition of unity). Let {U i : 0 ≤ i ≤ N} satisfy (6.28a). There

exist functions σi ∈ C∞
0 (Rn), 0 ≤ i ≤ N, with

supp(σi) ⊂ U i,

N∑

i=0

σ2
i (x) = 1 for all x ∈ Ω . (6.29)

The general construction of the σi can be found, for example, in Wloka [308,

§1.2]. In the special case of Figure 6.1 one may proceed as follows. Let σ(t) := 0
for |t| ≥ 1 and σ(t) := exp(1/(t2 − 1)) for t ∈ (−1, 1). Then σ ∈ C∞

0 (R) and

supp(σ) = [−1, 1]. In U i from Figure 6.1 one defines, for example,

ψ0(x) := σ
(

9
4 |x|

2
)
, ψ1(x) := σ(2r − 2)σ(2ϕ/π) for x = r

(
cosϕ

sinϕ

)
, etc.

Then the functions σi(x) := ψi(x)/
√∑

ψ2
i (x) satisfy (6.29).

A function u on Γ can be written in the form
∑

σ2
i u. Each term σ2

i u is

parametrisable over αi(Ui) ⊂ Rn−1 : (σ2
i u) ◦ α−1

i : αi(Ui) ⊂⊂ Rn−1 → R.
This enables the following definition.

Definition 6.56. Let Ω ∈ Ct [∈ Ck,1]. Assume (Ui, αi) and σi satisfy (6.28b–d)

and (6.29). Let s ≤ t ∈ N [s ≤ k + 1] or s < t �∈ N, t > 1. The Sobolev space

Hs(Γ ) is defined as the set of all functions u : Γ → R such that (σiu) ◦ α−1
i ∈

Hs
0(R

n−1) (1 ≤ i ≤ N ).

Theorem 6.57. (a) Hs(Γ ) is a Hilbert space with the scalar product

(u, v)s := (u, v)Hs(Γ ) :=

N∑

i=1

(
(σiu) ◦ α−1

i , (σiv) ◦ α−1
i

)
Hs(Rn−1)

.

(b) If {(Ũi, α̃i) : 1 ≤ i ≤ N} is another Ct- [Ck,1-] coordinate system of Γ and

{σ̃i} another partition of unity, then the space H̃s(Γ ) defined by this is equal to

Hs(Γ ) as a set. The norms of Hs(Γ ) and H̃s(Γ ) are equivalent.

Proof of (b). Use the transformation Theorem 6.35 [resp. 6.43g]. For Ω ∈ C0,1 we

refer to Wloka [308, Lemma 4.5].

The trace and extension theorems (Corollary 6.49 and Theorem 6.50) can be

extended to any domain with a sufficiently smooth boundary. γ now denotes the

restriction to Γ = ∂Ω : γu = u|Γ .
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Theorem 6.58. Let Ω ∈ Ct with 1/2 < s < t ∈ N or 1/2 < s < t [resp.

Ω ∈ Ck,1, 1/2 < s = k + 1 ∈ N ].

(a) The trace of u ∈ Hs(Ω) belongs to Hs−1/2(Γ ): γ ∈ L(Hs(Ω), Hs−1/2(Γ )).

(b) For each w ∈ Hs− 1
2 (Γ ) there exists an extension u ∈ Hs(Ω) with w = γu,

|u|s ≤ Cs |w|s− 1
2

.

(c) For each w∈Hs(Ω) there exists a continuation Ew∈Hs(Rn) with w=γEw:

E ∈ L(Hs(Ω), Hs(Rn)).

Proof. The proofs follow the same pattern. Let U i, Ui and φi, αi be as in Lemma

6.54. The term ui = σ2
i u from u =

∑
σ2
i u [resp. wi = σ2

iw] has its support in U i

[resp. Ui] and can be mapped via φi (resp. αi) onto Rn
+ [resp. Rn−1∼=Rn−1×{0}

= ∂Rn]. There Corollary 6.49 and Theorem 6.50 hold. The restriction to Rn−1

[resp. continuation to Rn
+ or Rn] can be mapped back again. The first statement of

the theorem is proved in detail as follows.

Let ui := σ2
i u and ũi := ui ◦ φ−1

i . By Theorems 6.35, 6.43g the function ũi
belongs to Hs(Rn

+). Thus the restriction γ+ũi := ui(·, 0) lies in Hs−1/2(Rn−1)
(cf. Corollary 6.49) and has αi(Ui) as support. Set wi := (γ+ũi) ◦ αi on Ui,

wi := 0 on Γ\Ui. According to Definition 6.56, w :=
∑

wi belongs to Hs−1/2(Γ ).
Since αi represents the restriction of φi on Ui one finds for all u ∈ Ct(Ω):

w =
∑

i

wi =
∑

i

γ+ũi(αi) =
∑

i

ũi(φi) =
∑

i

(
σ2
i u

)
= u on Γ.

Note that Ct(Ω) is dense in Hs(Ω). Since all the partial mappings are bounded,

one finds that |γu|s−1/2 = |w|s−1/2 ≤ Cs |u|s.

Remark 6.59. (a) Under the conditions of Theorem 6.58 and the additional con-

dition s > |α| + 1/2 there exists a restriction γDαu ∈ Hs−|α|−1/2(Γ ) of the

derivative Dαu of u ∈ Hs(Ω).

(b) For each u ∈ Hs
0(Ω) with s < ℓ+ 1/2 one has γDαu = 0 if |α| ≤ ℓ.

Theorem 6.60. For Ω ∈ C0,1 holds H1
0 (Ω) = {u ∈ H1(Ω) : u|Γ = 0}.

Proof. (a) u ∈ H1
0 (Ω) is the limit of uν ∈ C∞

0 (Ω), all of which satisfy uν |Γ = 0.

Since uν |Γ → u|Γ in H1/2(Γ ), it follows that u ∈ H1(Ω) and u|Γ = 0.

(b) Conversely, let u ∈ H1(Ω) and u|Γ = 0. The proof that u ∈ H1
0 (Ω) can

be divided up as follows:

(ba) By using the partition of unity over {U i : 0 ≤ i ≤ N} (cf. Lemma 6.55),

the statement reduces to the case Ω = Rn
+.

(bb) Without loss of generality one can assume n = 1: Ω = R+.

(bc) For each η > 0 there exists ϕη ∈ C∞(R+) with

ϕη(x) = 0 for x ≤ η

2
, ϕη(x) = 1 for x ≥ η,

∣∣ϕ′
η(x)

∣∣ ≤ 3

η
, 0 ≤ ϕη(x) ≤ 1.
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According to Remark 6.32, there exists a ũη ∈ C∞(R+) with finite support such

that |u− ũη|1 ≤ η. The function uη := ũη − (1 − ϕη) ũη(0) satisfies uη ∈
C∞(R+), uη(0) = 0, and supp(uη) is bounded. Since

|ũη(0)| = |ũη(0)− u(0)| ≤ O(|u− ũη|1) = O(η) (cf. Corollary 6.49)

and |1− ϕη|1 = O(η−1/2) , we have |uη − ũη|1 = O(η1/2) and therefore

|u− uη|1 → 0. Thus X := {v ∈ C∞(R+) : v(0) = 0, supp(v) ⊂⊂ R+} is

dense in {u ∈ H1(R+) : u(0) = 0}.
(bd) The statement would be proved if C∞

0 (R+) were also dense in X with

respect to |·|1. Let v ∈ X. Evidently, vη := ϕηv ∈ C∞
0 (R+) holds for all η > 0.

Set Θ(η) := ‖v′‖L2(0,η) and note that Θ(η)→ 0 for η → 0. Since v(x) = vη(x)
for x ≥ η, it remains to estimate ‖v − vη‖L2(0,η) and ‖v′ − v′η‖L2(0,η). Because of

v′η − v′ = ϕ′
ηv + (ϕη − 1)v′, one obtains

‖v′η − v′‖L2(0,η) ≤ ‖ϕ′
η‖L∞(0,η)‖v‖L2(0,η) + ‖ϕη − 1‖L∞(0,η)‖v′‖L2(0,η)

≤ 3
η‖v‖L2(0,η) +Θ(η).

Since |v(x)| ≤
∫ x

0
v′(ζ)dζ, (6.11b) implies the estimate |v(x)| ≤ √η Θ(η) for all

0 ≤ x ≤ η and hence ‖v‖L2(0,η) ≤ η Θ(η). Then the statement follows from

|v − vη|21 ≤ ‖v − vη‖2L2(0,η) + ‖v′ − v′η‖2L2(0,η) ≤ CΘ2(η)→ 0.

When Ω ∈ C1, the normal direction n exists at all boundary points. Analogously

to Theorem 6.60 one proves the following corollary.

Corollary 6.61. For Ω ∈ C1 and k ∈ N holds

Hk
0 (Ω) =

{
u ∈ Hk(Ω) : ∂ℓu/∂nℓ|Γ = 0 for all 0 ≤ ℓ ≤ k − 1

}

=
{
u ∈ Hk(Ω) : Dαu|Γ = 0 for all 0 ≤ |α| ≤ k − 1

}
.

Corollary 6.62. Set ωh := {x ∈ Ω : dist(x, ∂Ω) ≤ h} for s > 1
2 with s − 1

2 /∈ N
and h > 0. Then

‖u‖L2(ωh)
≤ Csh

s ‖u‖H1(Ω) for all u ∈ Hs
0(Ω).

Proof. Using the partition of unity, it is sufficient to show the statement for Rn
+.

This reduces to the case Ω = (0,∞). Since Cs−1/2(Ω) ⊂ Hs
0(Ω) (Theorem 6.48),

|u(x)| = |u(x)− u(0)| ≤ |x|s−1/2
holds for 1/2 < s < 3/2. Integration of

|u(x)|2 over [0, h] yields the desired result. For s > 3/2, treat first the derivatives

analogously.
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6.3 Dual Spaces

6.3.1 Dual Space of a Normed Space

Let X be a normed, linear space over R. As a dual space, X ′ denotes the space of

all bounded, linear mappings of X onto R:

X ′ = L(X,R).

According to Exercise 6.8, X ′ is a Banach space with the norm (dual norm)

‖x′‖X′ := ‖x′‖R←X = sup {|x′(x)| / ‖x‖X : 0 �= x ∈ X} . (6.30)

The elements x′ ∈ X ′ are called (linear) functionals on X . Instead of x′(x)
(application of x′ to x) one also writes 〈x, x′〉X×X′ or 〈x′, x〉X′×X , and calls

〈·, ·〉X×X′ the dual form on X ×X ′:

〈x, x′〉X×X′ = 〈x′, x〉X′×X = x′(x).

X ′′ denotes the dual space of the dual space X ′ and is called the bidual space. X
is called reflexive if X ′′ is isomorphic to X. The isomorphism Φ : X → X ′′ maps

x ∈ X into the functional ξx ∈ X ′ defined by ξx(ϕ) := ϕ(x) for all ϕ ∈ X ′.

Lemma 6.63. Let the Banach space X be embedded densely and continuously in

the Banach space Y . Then Y ′ is continuously embedded in X ′. If X is reflexive, the

embedding Y ′ ⊂ X ′ is also dense.

Proof. (i) Let y′ ∈ Y ′. Because X ⊂ Y, y′ is defined onX . The dense embedding

ensures that the restriction y′|X : X → R and the unrestricted form y′ : Y → R
can be identified. This identification allows to consider Y ′ as a subspace of X ′.

(ii) Since X is a dense subspace of Y , according to Theorem 6.10 and (6.4), for

each y′ ∈ Y ′ holds:

‖y′‖Y ′ = sup
0 	=x∈X

|y′(x)| / ‖x‖Y ≥
1

C
sup

0 	=x∈X
|y′(x)| / ‖x‖X =

1

C
‖y′‖X′ ,

i.e., Y ′ is embedded continuously in X ′.

(iii) Let Z ⊂ X ′ be the completion of Y ′ with respect to the topology of X ′.
For an indirect proof assume that Z � X ′. This implies the existence of some

0 �= ζ ∈ X ′ with ζ /∈ Z. The Hahn–Banach theorem (cf. Yosida [312, §IV.6])

proves the existence of a functional ξ ∈ X ′′ with ξ|Z = 0 and ξ(ζ) = 1. Since X
is reflexive, there is an x ∈ X with ξ = ξx, i.e., ξ(x′) = x′(x) for all x′ ∈ X ′.
Note that x �= 0 because of 1 = ξ(ζ) = ζ(x). By X ⊂ Y, also x ∈ Y holds.

There is some y′ ∈ Y ′ with y′(x) �= 0. This is a contradiction to ξ|Z = 0, since

ξ(y′) = y′(x) �= 0.
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To the transposed matrix in the finite-dimensional case corresponds the dual

mapping (or the dual operator).

Lemma 6.64. Let X and Y be normed and let T ∈ L(X,Y ). For each y′ ∈ Y ′

〈Tx, y′〉Y×Y ′ = 〈x, x′〉X×X′ for all x ∈ X (6.31)

defines a unique x′ ∈ X ′. The linear mapping y′ �→ x′ defines the dual operator

T ′ : Y ′ → X ′ with T ′y′ = x′.

T ′ ∈ L(Y ′, X ′) holds since it is bounded by

‖T ′‖X′←Y ′ = ‖T‖Y←X . (6.32)

Proof. (6.32) follows from the definitions of the norms:

‖T ′‖X′←Y ′ = sup
y′ 	=0

‖T ′y′‖X′

‖y′‖Y ′

= sup
x 	=0,y′ 	=0

|〈x, T ′y′〉X×X′ |
‖x‖X ‖y′‖Y ′

= sup
x 	=0,y′ 	=0

| 〈Tx, y′〉Y×Y ′ |
‖x‖X ‖y′‖Y ′

= sup
x′ 	=0

‖Tx‖Y
‖x‖X

= ‖T‖Y←X

and the fact that supx 	=0 supy′ 	=0 = supy′ 	=0 supx 	=0.

Example 6.65. Let Ω = (0, 1), X = (C0(Ω), ‖·‖∞), and x ∈ Ω. The mapping

δx : u ∈ C0(Ω) �→ u(x) ∈ R is a functional: δx ∈ C0(Ω)′ (the so-called

delta functional or Dirac function; cf. Dirac [87]). The Laplace operator Δ belongs

to L(C2(Ω), C0(Ω)). The dual mapping Δ′ ∈ L(C0(Ω)′, C2(Ω)′) is applicable to

δx: Δ′δx is characterised by (Δ′δx)u = Δu(x) for all u ∈ C2(Ω).

Exercise 6.66. Let S ∈ L(X,Y ) and T ∈ L(Y, Z). Show that (TS)′ = S′T ′.

Exercise 6.67. Show that if T ∈ L(X,Y ) is surjective, then T ′ is injective.

6.3.2 Adjoint Operators

Let X be a Hilbert space (over R). Every y ∈ X defines

fy(x) := (x, y)X

which is a linear functional fy ∈ X ′ with ‖fy‖X′ = ‖y‖X . The converse also holds

as the following theorem states (cf. Riesz–Sz.-Nagy [239, §II.30] or Yosida [312,

§III.6]).
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Theorem 6.68 (Riesz representation theorem). Let X be a Hilbert space and

f ∈ X ′. There exists a unique yf ∈ X such that

f(x) = (x, yf )X for all x ∈ X and ‖f‖X′ = ‖yf‖X .

Conclusion 6.69 (Riesz isomorphism). Let X be a Hilbert space. (a) There exists

a one-to-one correspondence (the Riesz isomorphism)

JX ∈ L(X,X ′) with JXy = fy , J
−1
X f = yf ,

that preserves the norm, i.e., ‖JX‖X′←X = ‖J−1
X ‖X←X′ = 1.

(b) X ′ is a Hilbert space with the scalar product (x′, y′)X′ = (J−1
X x′, J−1

X y′)X .

The dual norm ‖x′‖X′ from (6.30) agrees with the norm induced by
√
(x′, x′)X′ .

(c) One always identifies X with the bidual space X ′′ because x(x′) := x′(x).
From this follows

JX′ = J−1
X , JX = J ′

X and T ′′ = T for T ∈ L(X,Y ).

(d) Using the Riesz isomorphism, one can identify X and X ′: X = X ′, JX = I .

Let X, Y be Hilbert spaces and T ∈ L(X,Y ) . The mapping defined by

T ⋆ := J−1
X T ′JY ∈ L(Y,X) is called the operator adjoint to T and satisfies

(Tx, y)Y = (x, T ∗y)X for all x ∈ X, y ∈ Y, ‖T‖Y←X = ‖T ∗‖X←Y . (6.33)

The adjoint and the dual operator only coincide (i.e., T ⋆ = T ′) if X ′ is identified

with X and Y ′ with Y. T ∈ L(X,X) is said to be selfadjoint (or symmetric) if

T = T ⋆. T ∈ L(X,X) is called a projection if T 2 = T . It is an orthogonal

projection if furthermore T is selfadjoint.

Remark 6.70. Let X0 be a closed subspace of the Hilbert space X . An orthogonal

projection is given by Tx := y ∈ X0 with y being the minimiser in

‖x− y‖X := inf {‖x− η‖X : η ∈ X0} . (6.34)

If conversely T ∈ L(X,X) is an orthogonal projection with the range X0 :=
{Tx : x ∈ X} one has (6.34) for y = Tx. An orthogonal projection always has the

norm ‖T‖X←X ≤ 1.

Proof. (i) x can be decomposed uniquely into x = y + z (y ∈ X0, z ∈ X⊥
0 )

(cf. Lemma 6.15). y is the unique solution of (6.34). x ∈ X0 implies y = x, thus

T 2 = T . The analogous decomposition x′ = y′ + z′ shows

(x, T ⋆x′) = (Tx, x′) = (y, x′) = (y, y′ + z′) = (y, y′) = (y + z, y′) = (x, Tx′),

hence T = T ⋆.
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(ii) Let T be an orthogonal projection with range X0. Let x = y + z be split as

above. T 2 = T shows Ty = y. For each y′ ∈ X0 holds

(Tz, y′) = (z, T ⋆y′) = (z, Ty′) = (z, y′) = 0,

thus Tz ∈ X⊥
0 . Together with Tz ∈ X0 follows Tz=0 so that Tx=Ty+ Tz=y.

(iii) Tx = y and ‖x‖2X = ‖y‖2X + ‖z‖2x ≥ ‖y‖
2
X prove ‖T‖X←X ≤ 1.

Lemma 6.71. (a) Let V be a Hilbert space with closed subspace X � V. Hence

V is the direct sum X ⊕ X⊥. Then holds V ′ = X ′ ⊕ (X⊥)′, where all ϕ ∈ X ′

are extended on X⊥ by zero. Correspondingly, ψ ∈ (X⊥)′ is defined as the zero

mapping on X .

(b) The (differently defined) dual norms of X ′ and V ′ coincide for functionals in

X ′.

Proof. (i) Let φ ∈ V ′. The restriction of φ to X and Y := X⊥ defines functionals

in X ′ and Y ′, whose sum is φ. Hence V ′ ⊂ X ′ ⊕ Y ′.

(ii) Define the functionals ϕ ∈ X ′ and ψ ∈ Y ′ by zero on the respective

complementary space. Let v = x+ x⊥ ∈ V (x ∈ X, x⊥ ∈ X⊥). The inequalities

|(ϕ+ ψ) (v)| ≤
∣∣ϕ(x) + ψ(x⊥)

∣∣ ≤ ‖ϕ‖X′ ‖x‖V + ‖ψ‖Y ′ ‖x⊥‖V

≤
√
‖ϕ‖2X′+‖ψ‖2Y ′

√
‖x‖2V +‖x⊥‖2V ≤

√
‖ϕ‖2X′+‖ψ‖2Y ′ ‖x‖V ,

show that ϕ+ψ is bounded, i.e., ϕ+ψ ∈ V ′ and thus X ′⊕(X⊥)′ = X ′⊕Y ′ ⊂ V ′.

(iii) The dual norm of ϕ ∈ X ′ is ‖ϕ‖X′ = sup0 	=x∈X
|ϕ(x)|
‖x‖V

, while the func-

tional ϕ ∈ V ′ has the norm ‖ϕ‖V ′ = sup0 	=v∈V |ϕ(v)| / ‖v‖V . Taking the supre-

mum over a larger set, we get ‖ϕ‖X′ ≤ ‖ϕ‖V ′ . Decomposing of v into x + x⊥

with x ∈ X and x⊥ ∈ X⊥ and noting that ϕ(v) = ϕ(x), we obtain

‖ϕ‖V ′ = sup
x+x⊥ 	=0

x∈X, x⊥∈X⊥

|ϕ(x)|
‖x+ x⊥‖V

≤
‖x+x⊥‖V ≥‖x‖V

sup
0 	=x∈X

|ϕ(x)|
‖x‖V

= ‖ϕ‖X′ ,

so that also ‖ϕ‖X′ ≥ ‖ϕ‖V ′ is valid. This proves part (b).

6.3.3 Scales of Hilbert Spaces

We assume:

V ⊂ U are Hilbert spaces with a continuous and dense embedding. (6.35)

Lemma 6.72. Under assumption (6.35) U ′ is embedded continuously and densely

in V ′.
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Proof. The continuity of the embedding U ′ ⊂ V ′ is established in Lemma 6.63.

Since Hilbert spaces are reflexive, U ′ is also dense in V ′. A more elementary proof

uses Exercise 6.17 with A := U ′, X := V ′. Let 0 �= v′ ∈ V ′ be arbitrary and

u := J−1
V v′ ∈ V ⊂ U . According to the definition, u′ := JUu ∈ U ′ ⊂ V ′ is

characterised by u′(x) = (x, u)U for all x ∈ U . For x := u = J−1
V v′ ∈ V follows

(v′, u′)V ′ =
(
J−1
V v′, J−1

V u′
)
V
=

(
u, J−1

V u′
)
V
= u′(u) = (u, u)U > 0

and thus (v′, u′)V ′ �= 0. Therefore the statement in Exercise 6.17b applies.

According to Corollary 6.69d, U and U ′ can be identified. By this one obtains

the Gelfand triple

V ⊂ U ⊂ V ′ (V ⊂ U continuously and densely embedded). (6.36)

Conclusion 6.73. In a Gelfand triple (6.36) V and U are also continuously and

densely embedded in V ′.

Proof. For U ⊂ V ′ see Lemma 6.72, for V ⊂ V ′ see Exercise 6.13.

Attention. Likewise one could identify V with V ′ and one would obtain U ′ ⊂ V ′ =
V ⊂ U . But it is not possible to identifyU withU ′ and V with V ′ simultaneously. In

the first case one interprets x(y) = 〈y, x〉U×U ′ for x, y ∈ U as (y, x)U (in particular

for x, y ∈ V ⊂ U ), in the second case as (y, x)V .

Because U = U ′ the scalar product (x, y)U can also be written in the form

y(x) = 〈x, y〉U×U ′ . If x ∈ V , then y(x) = 〈x, y〉V×V ′ also holds. That means

that (x, y)U = 〈x, y〉V×V ′ for all x ∈ V , y ∈ U ⊂ V ′. Likewise one obtains

(x, y)U = 〈x, y〉V ′×V for all x ∈ U and y ∈ V . The dense and continuous

embedding U ⊂ V ′ proves the following remark.

Remark 6.74. Let V ⊂ U ⊂ V ′ be a Gelfand triple. The continuous extension of

the scalar product (·, ·)U to V × V ′ [V ′ × V ] results in the dual form 〈·, ·〉V×V ′

[〈·, ·〉V ′×V ]. Therefore the following notation is practical:

〈x, y〉V×V ′ = (x, y)U for

{
x ∈ V
y ∈ V ′

}
, 〈x, y〉V ′×V = (x, y)U for

{
x ∈ V ′

y ∈ V

}
.

In connection with Sobolev spaces one always chooses U := L2(Ω) so that the

embeddings read as follows:

Hs
0(Ω) ⊂ L2(Ω) ⊂ (Hs

0(Ω))
′

(s ≥ 0) , (6.37)

Hs(Ω) ⊂ L2(Ω) ⊂ (Hs(Ω))
′

(s ≥ 0) . (6.38)

Exercise 6.75. Show that (6.37) and (6.38) are Gelfand triples.
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The dual space of Hs
0(Ω) is also denoted by H−s(Ω) or H−s

0 (Ω):

H−s
0 (Ω) := H−s(Ω) := (Hs

0(Ω))
′

(s ≥ 0) .

The norm of H−s(Ω) according to (6.30) reads:

|u|−s := sup
{∣∣(u, v)L2(Ω)

∣∣ / |v|s : 0 �= v ∈ Hs
0(Ω)

}
,

where (u,v)L2(Ω) is the dual form on Hs
0(Ω)×H−s(Ω) (cf. Remark 6.74).

Remark 6.76. (a) Let Ω = Rn. The norm dual to |·|∧s ,

|u|∧−s := sup
0 	=v∈Hs(Rn)

|(u, v)0| / |v|∧s

is equivalent to | · |−s and has the representation (6.21b) with −s instead of s.

(b) The Fourier transform shows

Dα ∈ L(Hs(Rn), Hs−|α|(Rn)) for all s ∈ R.

(c) au ∈ Hs(Ω), if u ∈ Hs(Ω), a ∈ Ct(Ω), where t = |s| ∈ N0 or t > |s|.

6.4 Compact Operators

Definition 6.77. A subset K of a Banach space is said to be compact if each

sequence xi ∈ K (i ∈ N) contains a convergent subsequence xik with limit in K.

A subset K is relatively compact if the closure K is compact.

Another definition of compactness reads: Each open covering of K already

contains a finite covering of K. Both definitions are equivalent in metric spaces

(cf. Dieudonné [86, (3.16.1)]). There is also a definition of precompact sets. In

our Banach space setting also the terms ‘relatively compact’ and ‘precompact’ are

equivalent (cf. Dieudonné [86, (3.17.5)]).

Remark 6.78. (a) K ⊂ Rn is relatively compact [compact] if and only if K is

bounded [and closed].

(b) Let X be a Banach space. The unit ball {x ∈ X : ‖x‖ ≤ 1} is compact if and

only if dim(X) <∞.

Definition 6.79. Let X and Y be Banach spaces. The mapping T ∈ L(X,Y ) is

said to be compact if {Tx : x ∈ X, ‖x‖X ≤ 1}, the image of the unit ball in X ,

is relatively compact in Y .
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Exercise 6.80. When is the identity I ∈ L(X,X) compact?

The following statement is known as the Theorem of Arzelà [9] and Ascoli [10]

(cf. Yosida [312, §III.3]). We recall that a set F of functions is equicontinuous if

lim
δ→0

sup
x,x′∈X,‖x−x′‖≤δ,f∈F

|f(x)− f(x′)| = 0.

Theorem 6.81. Let D be compact. A family F ⊂ C(D) of uniformly bounded and

equicontinuous functions is relatively compact.

Lemma 6.82. Let X, Y, and Z be Banach spaces.

(a) Let one of the mappings T1 ∈ L(X,Y ) or T2 ∈ L(Y, Z) be compact. Then

T2 T1 ∈ L(X,Z) is also compact.

(b) T ∈ L(X,Y ) is compact if and only if T ′ ∈ L(Y ′, X ′) is compact.

Proof. (a) Let K1 := {x ∈ X : ‖x‖X ≤ 1}. If T1 is compact, i.e., T1(K1) is

relatively compact, then T2(T1(K1)) is also relatively compact and thus T2 T1 is

compact. If, however, T2 is compact, one proves the assertion as follows. Since

scaling does not change compactness, ‖T1‖Y←X ≤ 1 can be assumed without

loss of generality. Hence T1(K1) is a subset of the unit ball in Y and therefore

T2(T1(K1)) is relatively compact.

(b1) Let T ∈ L(X,Y ) be compact and set K ′
1 := {y′ ∈ Y ′ : ‖y‖Y ′ ≤ 1}.

A sequence in T ′(K ′
1) ⊂ X ′ is of the form T ′(y′j) with y′j ∈ K ′

1 . The image

Y1 := T (K1) ⊂ Y is a compact set. {y′j} is uniformly bounded in Y1 since

|y′j(y)| ≤ ‖y‖Y ≤ ‖T‖Y←X ,

and it is equicontinuous since |y′j(y1) − y′j(y2)| ≤ |y′j(y1 − y2)| ≤ ‖y1 − y2‖Y .

By Ascoli’s Theorem 6.81 there exists a convergent subsequence y′jk → y′ ∈ Y ′.
From

‖T ′(y′j − y′)‖X′ = sup
x∈K1

|(T ′(y′j − y′))(x)| = sup
x∈K1

|(y′j − y′)(Tx)|

≤ ‖y′j−y′‖Y ′ ‖T‖Y←X

we obtain T ′(y′jk)→ T ′(y′) in X ′. Hence T ′ ∈ L(Y ′, X ′) is compact.

(b2) If T ′ ∈ L(Y ′, X ′) is compact, part (b1) implies that T ′′ ∈ L(X ′′, Y ′′) is

compact, i.e., T ′′(K ′′
1 ) with K ′′

1 := {x ∈ X ′′ : ‖x‖X′′ ≤ 1} is relatively com-

pact. Since Y is isomorphically embedded in the bidual space Y ′′, also T (K1) is

relatively compact.

Exercise 6.83. Show that T ∈ L(X,Y ) is compact if dimX <∞ or dimY <∞.
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A special type of compact mapping is a compact embedding.

Definition 6.84. Let X ⊂ Y be a continuous embedding. X is said to be compactly

embedded in Y if the inclusion

I ∈ L(X,Y ), Ix = x

is compact.

Together with Definitions 6.77 and 6.79 one obtains: X ⊂ Y is compactly

embedded if every sequence xi ∈ X with ‖xi‖X ≤ 1 contains a subsequence

convergent in Y .

Example 6.85. Let Ω be bounded. Cs(Ω) ⊂ C0(Ω) is a compact embedding for

s > 0.

Proof. Functions ui ∈ Cs(Ω) with ‖ui‖Cs(Ω) ≤ 1 are equicontinuous and uni-

formly bounded. The assertion follows from Theorem 6.81.

Analogous results can be obtained for Sobolev spaces (cf. Adams [1, page 144],

Wloka [308, Theorems 7.8–7.10]).

Theorem 6.86. Let Ω ⊂ Rn be open and bounded.

(a) The embeddings Hs
0(Ω) ⊂ Ht

0(Ω) (s, t ∈ R, s > t) are compact.

(b) Further, let Ω ∈ C0,1. The embeddings Hk(Ω) ⊂ Hℓ(Ω) (k, ℓ ∈ N0, k > ℓ)
are compact.

(c) Let 0 ≤ t < s and Ω ∈ Cr (r > t, r > 1) or Ω ∈ Ck,1 (k + 1 > t). Then

the embedding Hs(Ω) ⊂ Ht(Ω) is compact.

Remark 6.87. In Theorem 6.86b one can replace Ω ∈ C0,1 by the uniform cone

property (cf. Wloka [308, Definition 2.3 and Theorem 7.2]). To ensure Ω ∈ C0,1

it is sufficient that the boundary ∂Ω is piecewise smooth and the inside angles of

possible corners are smaller than 2π.

Re-entrant corners (cf. Figure 2.1) are thus permitted while a cut domain (cf.

Figure 5.2b) is excluded.

In Section 6.5 the following situation will arise:

V ⊂ U ⊂ V ′ Gelfand triple, T ∈ L(V ′, V ). (6.39)

Because of the continuous embeddings, T also belongs to L(V ′, V ′), L(U,U),
L(V, V ), and L(U, V ).

Theorem 6.88. Let (6.39) hold. Let V ⊂ U be a compact embedding. Then T is

a compact operator in the spaces L(V ′, V ′), L(U,U), L(V, V ), L(V ′, U), and

L(U, V ).

Proof. As an example, let us do T ∈ L(U, V ). Since the inclusion I ∈ L(V,U) is

compact we see I ∈ L(U, V ′) is also compact (cf. Lemma 6.82b). T ∈ L(U, V ),
as the product T · I of the compact mapping I ∈ L(U, V ′) with T ∈ L(V ′, V ),
is compact (cf. Lemma 6.82a).
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The significance of compact operators T ∈ L(X,X) lies in the fact that the

equation

Tx− λx = y (x, y ∈ X, y given, x sought) (6.40)

has properties analogous to the finite-dimensional case. The following statement

goes back to Riesz [238].

Theorem 6.89 (Riesz–Schauder theory). Let T ∈ L(X,X) be compact, where

X is a Banach space.

(a) For each λ ∈ C\{0} one of the following alternatives holds:

(i) (T − λI)
−1 ∈ L(X,X) or (ii) λ is an eigenvalue.

In case (i) the equation Tx − λx = y has a unique solution x ∈ X for all y ∈ X .

In case (ii) there exists a finite-dimensional eigenspace

E(λ, T ) := ker(T − λI) �= {0}.

All x ∈ E(λ, T ) solve the eigenvalue problem Tx = λx.

(b) The spectrum σ(T ) of T consists by definition of all eigenvalues and, if not

T−1 ∈ L(X,X), λ = 0. There exist at most countably many eigenvalues which can

only accumulate at zero. Furthermore,

σ(T ) = σ(T ′) and dim(E(λ, T )) = dim(E(λ, T ′)) <∞.

(c) For λ ∈ σ(T )\{0} , Tx− Ax = y has at least one solution x ∈ X if and only

if 〈y, x′〉X×X′ = 0 for all x′ ∈ E(λ, T ′).

In Lemma 6.110 we need the following statement (lemma of G. Ehrling).

Lemma 6.90. Let X ⊂ Y ⊂ Z be continuously embedded Banach spaces and let

X ⊂ Y be compactly embedded. Then for every ε > 0 there exists a Cε such that

‖x‖Y ≤ ε ‖x‖X + Cε ‖x‖Z for all x ∈ X. (6.41)

Proof. Let ε > 0 be fixed. The negation of (6.41) reads: There exists xi ∈ X with

( ‖xi‖Y − ε ‖xi‖X ) / ‖xi‖Z →∞.

For yi := (ε ‖xi‖X)
−1

xi ∈ X we thus have (‖yi‖Y − 1) / ‖yi‖Z →∞. From this

one infers ‖yi‖Z → 0 and ‖yi‖Y > 1 for sufficiently large i. Since ‖yi‖X < 1/ε
and X ⊂ Y is a compact embedding, a subsequence yik converges to y∗ ∈ Y .

Now, ‖yi‖Y > 1 implies ‖y∗‖Y ≥ 1, i.e., y∗ �= 0. On the other hand, yik also

converges in Z to y∗ since Y ⊂ Z is continuously embedded. ‖yi‖Z → 0 gives the

contradiction sought: y∗ = 0.
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6.5 Bilinear Forms

In the following let us assume that V is a Hilbert space. The mapping

a(·, ·) : V × V → R

is called a bilinear form if

a(x+ λy, z) = a(x, z) + λa(y, z), a(x, y + λz) = a(x, y) + λa(x, z)

for all λ ∈ R, x, y, z ∈ V. In the complex case, λa(x, z) in the second equation is

to be replaced by λ̄a(x, z). Because of the antilinearity a(x, λy) = λ̄a(x, y) in the

second argument, a(·, ·) : V × V → C is called a sesquilinear form.

a(·, ·) is said to be continuous (or bounded) if there exists a CS such that

|a(x, y)| ≤ CS ‖x‖V ‖y‖V for all x, y ∈ V. (6.42)

Lemma 6.91. (a) To a continuous bilinear form one can assign a unique operator

A ∈ L(V, V ′) such that

a(x, y) = 〈Ax, y〉V ′×V for all x, y ∈ V.

The inequality (6.42) is equivalent to

‖A‖V ′←V ≤ CS .

CS := ‖A‖V ′←V is the smallest bound in (6.42).

(b) Let V1 and V2 be dense in V. Let a(·, ·) be defined on V1×V2 and satisfy (6.42)

with “x ∈ V1, y ∈ V2” instead of any “x, y ∈ V ”. Then a(·, ·) can be extended

uniquely to V × V so that (6.42) holds with the same CS for all x, y ∈ V .

Proof. (a) Let x ∈ V be fixed. ϕx(y) := a(x, y) defines a functional ϕx ∈ V ′ with

‖ϕx‖V ′ ≤ CS ‖x‖V . Since x �→ ϕx is a linear map, one sets Ax := ϕx for x ∈ V .

‖Ax‖V ′ ≤ CS ‖x‖V proves ‖A‖V ′←V ≤ CS . The definitions show

〈Ax, y〉V ′×V = 〈ϕx, y〉V ′×V = ϕx(y) = a(x, y).

Conversely, for each A ∈ L(V, V ′), a(x, y) := 〈Ax, y〉V ′×V is also a bilinear form

with
〈Ax, y〉V ′×V ≤ ‖Ax‖V ′ ‖y‖V ≤ ‖A‖V ′←V ‖x‖V ‖y‖V .

(b) According to Theorem 6.10, A is also uniquely determined if a(·, ·) is only

given on V1 × V2. Then 〈Ax, y〉V ′×V represents the continuous extension.

The proof shows

‖A‖V ′←V = sup {|a(x, y)| : x, y ∈ V, ‖x‖V = ‖y‖V = 1} .
A is called the operator that is associated to a(·, ·).

The bilinear form a⋆(·, ·) adjoint to a(·, ·) is given by

a⋆(x, y) := a(y, x) (x, y ∈ V ).
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The bilinear form is said to be symmetric if a⋆(x, y) = a(y, x). In the complex

case, a sesquilinear form is symmetric if

a⋆(x, y) = a(y, x).

Exercise 6.92. Show that (a) If A is associated to a(·, ·), then the adjoint operator

A′ belongs to a⋆(·, ·).
(b) If a(·, ·) is symmetric, then A = A′.

Remark 6.93. In the sequel we have to solve the problem

find u ∈ V with a(u, v) = f(v) for all v ∈ V,

where f ∈ V ′ is a functional. Using the associated operator A : V → V ′, we

rewrite this problem as a linear equation in the space V ′:

Au = f.

If the inverse A−1 ∈ L(V ′, V ) exists, the unique solution is given by u = A−1f .

Lemma 6.94 (inf-sup condition). Let A ∈ L(V, V ′) be the operator associated to

a continuous bilinear form a(·, ·). Then the following statements (i), (ii), (iii) are

equivalent:

(i) A−1 ∈ L(V ′, V ) exists.

(ii) ε, ε′ > 0 exist such that

inf
x∈V, ‖x‖V =1

sup
y∈V, ‖y‖V =1

|a(x, y)| = ε > 0, (6.43a)

inf
y∈V, ‖y‖V =1

sup
x∈V, ‖x‖V =1

|a(x, y)| = ε′ > 0, (6.43b)

(iii) the inequalities (6.43a) and (6.43c) hold:

sup
x∈V, ‖x‖V =1

|a(x, y)| > 0 for all 0 �= y ∈ V. (6.43c)

If one of the statements (i)–(iii) holds, then

ε = ε′ = 1/‖A−1‖V←V ′ (ε, ε′ from (6.43a,b)). (6.43d)

From (6.43a) follows

inf
x∈V, ‖x‖V =1

sup
y∈V, ‖y‖V =1

|a(x, y)| ≥ ε > 0. (6.43e)

Conversely, (6.43a) follows from (6.43e) with a possibly larger ε > 0. (6.43e) is

equivalent to
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sup
y∈V, ‖y‖V =1

|a(x, y)| ≥ ε ‖x‖V for all x ∈ V (6.43e′)

because (6.43e) is equal to (6.43e′) for all x ∈ V, ‖x‖V = 1. The scaling condition

‖x‖V = 1 can evidently be dropped. The left-hand side in (6.43e′) agrees with the

definition of the dual norm of Ax so that (6.43e) and (6.43e′) are also equivalent to

‖Ax‖V ′ ≥ ε ‖x‖V for all x ∈ V. (6.43e′′)

(6.43a,b) are also called the Babuška conditions3 or inf-sup conditions.

Proof of Lemma 6.94. (a) “(i) ⇒ (ii)”: Let A−1 ∈ L(V ′, V ) exist. Then (6.43a)

follows from

inf
x∈V

‖x‖V =1

sup
y∈V

‖y‖V =1

|a(x, y)| = inf
x∈V
x 	=0

sup
y∈V
y 	=0

|a(x, y)|
‖x‖V ‖y‖V

= inf
x∈V
x 	=0

sup
y∈V
y 	=0

|〈Ax, y〉V ′×V |
‖x‖V ‖y‖V

=
x=A−1x′

inf
x′∈V ′

x′ 	=0

sup
y∈V
y 	=0

∣∣〈AA−1x′, y〉V ′×V

∣∣
‖A−1x′‖V ‖y‖V

= inf
x′∈V ′

x′ 	=0

(
1

‖A−1x′‖V
sup
y∈V
y 	=0

|〈x′, y〉V ′×V |
‖y‖V

)

= inf
x′∈V ′

x′ 	=0

1

‖A−1x′‖V
‖x′‖V ′ = 1/ sup

x′∈V ′

x′ 	=0

∥∥A−1x′
∥∥
V

‖x′‖V ′

=
1

‖A−1‖V←V ′

=: ε,

which also gives the characterisation of ε in (6.43d). In the same way one shows

(6.43b) with ε′ = 1/‖A′−1‖V←V ′ . Because A′−1 = (A−1)′, (6.32), and V ′′ = V ,

it follows that ε = ε′.

(b) “(ii)⇒ (iii)”: (6.43c) is a weakening of (6.43b).

(c) “(iii)⇒ (i)”: ε > 0 in (6.43a) proves that A is injective. To get surjectivity, we

wish to show that the image W := {Ax : x ∈ V } ⊂ V ′ is closed. For a sequence

{wν} with ‖w⋆ − wν‖V ′ → 0 we must therefore show that w⋆ ∈ W. According to

the definition of W there exists xν ∈ V with Axν = wν . From (6.43a) one infers

via (6.43e) and (6.43e′′) (with x := xν−xμ) that ‖xν − xμ‖V ≤ ‖wν − wμ‖V ′ /ε.

Since {wν} is Cauchy convergent, this property carries over to {xν}. There

exists an x⋆ ∈ V with xν → x⋆ in V . The continuity of A ∈ L(V, V ′) proves

wν = Axν → Ax⋆ so that w⋆ = Ax⋆ ∈ W . According to Lemma 6.15 one can

decompose V ′ into W ⊕W⊥. If A were not surjective (thus W �= V ′), there would

exist w ∈ W⊥ with w �= 0. Then y := JV ′w = J−1
V w ∈ V would satisfy y �= 0

(cf. Theorem 6.68, Corollary 6.69). Since a(x, y)= 〈Ax, y〉V ′×V =(Ax,w)V ′ =0

3 The corresponding condition for saddle-point problems is also called Ladyženskaja–Babuška–

Brezzi condition (abbreviated by LBB condition). The corresponding papers are Ladyženskaja

[178] (1961), Babuška [15, Theorem 2.1] (1971), and Brezzi [53] (1974).
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for all x ∈ V , a contradiction to (6.43c) would result. Therefore,A is also surjective,

and Theorem 6.12 proves A−1 ∈ L(V ′, V ).

(d) Statement (6.43d) has already resulted from part (a) of the proof.

It will be shown that for interesting cases conditions (6.43a) and (6.43b) are

equivalent (cf. Lemma 6.109). A particularly simple case follows.

Exercise 6.95. Show that if dimV <∞, then (6.43a) implies the statement (6.43b)

with ε′ = ε and conversely.

Definition 6.96 (V-ellipticity). A bilinear form is said to be V-elliptic if it is

continuous on V ×V and there is a constant CE such that

a(x, x) ≥ CE ‖x‖2V for all x ∈ V with CE > 0. (6.44)

The letter “V ” in the notation “V-elliptic” is regarded as a text variable for some

Hilbert space. For instance, if V = H1
0 (Ω), the bilinear form is H1

0 (Ω)-elliptic.

In the complex case, (6.44) should be replaced by

|a(x, x)| ≥ CE ‖x‖2V for all x ∈ V with CE > 0. (6.44 ′)

Lemma 6.97 (Lax–Milgram [184]). V -ellipticity (6.44) implies (6.42) and the inf-

sup conditions (6.43a,b) with ε = ε′ ≥ CE > 0 and thus ‖A−1‖V←V ′ ≤ 1/CE .

Proof. Let x ∈ V , ‖x‖V = 1. sup{|a(x, y)| : y ∈ V, ‖y‖V = 1} ≥ |a(x, x)| ≥ CE

proves (6.43a) with ε ≥ CE . (6.43b) follows analogously. The continuity of a is

equivalent to (6.42) with a constant CS <∞.

Exercise 6.98. Show that: (a) If W ⊂ V is a Hilbert subspace with the norm equal

(or equivalent) to V , then a V-elliptic bilinear form is also W -elliptic.

(b) Let a(·, ·) : V × V → R be continuous. If a(x, x) ≥ CE ‖x‖2V for all x ∈ V0

where V0 is dense in V , then (6.44) follows with the same CE .

(c) Let a(·, ·) : V×V → R be continuous, symmetric, and positive (i.e., a(x, x) > 0
for all 0 �= x ∈ V ). Then (x, y)a := a (x, y) is a scalar product and

‖x‖a :=
√
a(x, x)

a norm. V-ellipticity (6.44) holds if and only if the norms ‖x‖a and ‖x‖V are

equivalent.

If a(·, ·) is symmetric, the conditions (6.43a) and (6.43b) coincide so that only

one of them is to be required. If, in addition, a(·, ·) is nonnegative, the statement of

Lemma 6.97 can be reversed.

Lemma 6.99. Let the bilinear form a(·, ·) : V ×V → R be continuous, symmetric,

nonnegative (i.e., a(x, x)≥0 for all x ∈ V ) and let (6.43a) be satisfied. Then a(·, ·)
is V-elliptic with the constant CE = ε2/CS (CS from (6.42) and ε from (6.43a)).
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Proof. According to Exercise 6.14b, also nonnegative, symmetric bilinear forms

satisfy the Schwarz inequality

|a(x, y)| ≤
√
a(x, x)

√
a(y, y).

Let ‖x‖V = ‖y‖V = 1. From (6.42) we infer

|a(x, y)| ≤
√
a(x, x)

√
CS .

Applying (6.43a), we obtain

ε = inf
‖ξ‖V =1

sup
‖y‖V =1

|a(ξ, y)| ≤ sup
‖y‖V =1

|a(x, y)| ≤
√
a(x, x)

√
CS .

Squaring the inequality gives a(x, x) ≥ ε2/CS for all x with ‖x‖V = 1. This is

equivalent to (6.44) with CE = ε2/CS .

Combining Lemmata 6.91, 6.94, 6.97 together with ‖A′−1‖V←V ′ =‖A−1‖V←V ′

(cf. Lemma 6.64) proves the next theorem.

Theorem 6.100. Let the bilinear form be V-elliptic [or satisfy (6.42), (6.43a,c)].

Then the corresponding operator A satisfies the conditions

A ∈ L(V, V ′), ‖A′‖V ′←V = ‖A‖V ′←V ≤ CS ,

A−1 ∈ L(V ′, V ), ‖A′−1‖V←V ′ = ‖A−1‖V←V ′ ≤ C ′

with CS from (6.42) and C ′ = 1/CE [resp. C ′ = 1/ε = 1/ε′] .

With the help of the bilinear form a(·, ·) and a functional f ∈ V ′ one can formu-

late the following variational problem:

find x ∈ V with a(x, y) = f(y) for all y ∈ V. (6.45)

According to Lemma 6.91 one can write (6.45) in the form

〈Ax− f, y〉V ′×V = 0 for all y ∈ V, i.e., Ax = f in V ′.

The equation Ax = f is solvable for f ∈ V ′ if and only if A−1 ∈ L(V ′, V ) (cf.

Remark 6.93). Hence one obtains the next statement.

Theorem 6.101. Let the bilinear form be continuous (cf. (6.42)) and satisfy the

stability condition (6.43a,c) [it is sufficient that a(·, ·) is V-elliptic]. Then problem

(6.45) has exactly one solution x := A−1f . This satisfies

‖x‖V ≤ C ‖f‖V ′ with C = 1/ε = 1/ε′ [resp. C = 1/CE ].

Corollary 6.102 (adjoint problem). Under the assumptions of Theorem 6.101 the

analogous statement holds with the same estimate for the adjoint variation problem

find x∗ ∈ V with a∗(x∗, y) = f(y) for all y ∈ V. (6.46)

Proof. ‖A−1‖V←V ′ = ‖A′−1‖V←V ′ (cf. Exercise 6.92a, Theorem 6.100).
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Exercise 6.103. Let a(·, ·) : V × V → R be continuous. Let V0 be dense in V.

Show that the solution x ∈ V of problem (6.45) is already uniquely determined by

a(x, y) = f(y) for all y ∈ V0.

The same holds for (6.46).

Problem (6.45) may be equivalent to a minimisation problem (often the physical

background is energy minimisation).

Theorem 6.104. Let a(·, ·) be V-elliptic and symmetric; furthermore, let f ∈ V ′.
Then

J(x) := a(x, x)− 2f(x) (x ∈ V ) (6.47)

assumes its unique minimum for the solution x of equation (6.45).

Proof. Let x be the solution of (6.45). For arbitrary z ∈ V set y := z − x. From

J(z) = J(x+ y) = a(x+ y, x+ y)− 2f(x+ y)

= a(x, x) + a(x, y) + a(y, x) + a(y, y)− 2f(x)− 2f(y)

=
symmetry

J(x) + a(y, y) + 2 [ a(x, y)− f(y)︸ ︷︷ ︸
=0, x is solution

] = J(x) + a(y, y)

≥ J(x) + CE ‖y‖2V = J(x) + CE ‖z − x‖2V
one can read J(z) > J(x) for all z �= x.

The term “V-elliptic” seems to indicate that to elliptic boundary-value prob-

lems correspond V-elliptic bilinear forms. In general this is not the case. Rather,

V-coercive forms will be assigned to the elliptic boundary-value problems. Their

definition necessitates the introduction of a Gelfand triple (cf. (6.36): V ⊂ U ⊂ V ′,
U = U ′, V ⊂ U continuously and densely embedded).

Definition 6.105 (V-coercivity). Let V ⊂ U ⊂ V ′ be a Gelfand triple. A bilinear

form a(·, ·) is said to be V-coercive4 if it is continuous and if there holds the so-

called Gårding inequality:

a(x, x) ≥ CE ‖x‖2V − CK ‖x‖2U for all x ∈ V with CK ∈ R, CE > 0. (6.48)

Obviously, V-coercivity and V-ellipticity differ by the termCK ‖x‖2U ,whereCK

may take any sign. It is essential that, because of V ⊂ U , the U -norm is weaker

than the V-norm.

4 Often the terms ‘V-elliptic’ and ‘V-coercive’ are used synonymously for the property (6.44). Here

we follow the notation in Lions–Magenes [194, Chap. 2, §9.1] and Wloka [308, Definition 17.4].
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Exercise 6.106. Set ã(x, y) := a(x, y) + CK(x, y)U with CK from (6.48). Show

the following:

(a) The coercivity condition (6.48) is equivalent to the V-ellipticity of ã.

(b) Let I : V → V ′ be the inclusion. If A ∈ L(V, V ′) is associated to a(·, ·), then

so is Ã := A+ CKI to ã(·, ·).

The results of Riesz–Schauder theory (Theorem 6.89) transfer to A as soon as

the embedding V ⊂ U is not only continuous but also compact.

Theorem 6.107. Let V ⊂ U ⊂ V ′ be a Gelfand triple with compact embedding

V ⊂ U . Let the bilinear form a(·, ·) be V-coercive with corresponding operator A.

Let I : V → V ′ be the inclusion.

(a) For each λ ∈ C one of the following alternatives holds:5

(i) (A− λI)−1 ∈ L(V ′, V ) and (A′ − λI)−1 ∈ L(V ′, V ) or

(ii) λ is an eigenvalue.

In case (i) Ax−λx = f and A′x∗−λx∗ = f are uniquely solvable for all f ∈ V ′,
i.e.,

a(x, y)− λ(x, y)U = f(y) and a⋆(x⋆, y)− λ(x⋆, y)U = f(y) for all y ∈ V.

In case (ii) there exist finite-dimensional eigenspaces E(λ) := ker(A− λI) �= {0}
and E′(λ) := ker(A′ − λI) �= {0} such that

Ax = λx for x ∈ E(λ), i.e., a(x, y) = λ · (x, y)U for all y ∈ V,

A′x∗ = λx∗ for x∗ ∈ E′(λ), i.e., a∗(x∗, y) = λ · (x∗, y)U for all y ∈ V.

(b) The spectrum σ(A) of A consists of at most countably many eigenvalues

which cannot accumulate in C. Furthermore σ(A) = σ(A′) and dimE(λ) =
dimE′(λ) <∞.

(c) For λ ∈ σ(A), Ax − λx = f ∈ V ′ has at least one solution x ∈ V if and only

f ⊥E′(λ), i.e., 〈f, x⋆〉V ′×V = (f, x⋆)U = 0 for all x⋆ ∈ E′(λ).

Proof. With V ⊂ U , V ⊂ V ′ is also a compact embedding, i.e., the inclusion

I : V → V ′ is compact. A+ CKI with CK from (6.48) satisfies

A+ CKI ∈ L(V, V ′) and (A+ CKI)
−1 ∈ L(V ′, V )

(cf. Exercise 6.106a). Lemma 6.82 shows that K := (A + CKI)
−1I : V → V is

compact. Hence the Riesz–Schauder theory is applicable to K − μI . Since

5 If a(·, ·) is a sesquilinear form, the dual operator A′ should be replaced by the adjoint A∗. In the

finite-dimensional case the transposed matrix becomes the Hermitian transposed. The eigenvalue

of the adjoint problem is λ̄.
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K − μI = −μ(I − 1
μK) = −μ(A+ CKI)

−1(A+ CKI − 1
μI)

= −μ(A+ CKI)
−1(A− λI) with λ = −CK + 1

μ ,

the statements of Theorem 6.89 transfer via K−μI to the shifted operator A−λI =
−μ−1(A+ CKI)(K − μI).

Remark 6.108. The spectrum σ(A) has measure zero so that under the conditions

of Theorem 6.107 the solvability of Ax − λx = f is guaranteed for almost all λ.

Problem (6.45) is solvable if not “accidentally” 0 ∈ σ(A).

Lemma 6.109. Under the conditions of Theorem 6.107 the inequalities (6.43a) and

(6.43b) are equivalent.

Proof. (6.43a) proves that A is injective, i.e., 0 �∈ σ(A). Theorem 6.107 shows

A−1 ∈ L(V ′, V ) so that (6.43b) follows from Lemma 6.94. Analogously, (6.43b)

implies (6.43a).

Evidently a(·, ·) remains V-coercive if one adds a multiple of (·, ·)U . A more

general statement is the following.

Lemma 6.110. Let a(·, ·) be V-coercive where V ⊂ U ⊂ V ′. Then a(·, ·) + b(·, ·)
is also V-coercive if the bilinear form b(·, ·) satisfies one of the following three

conditions:

(a) for every ε > 0 exists Cε such that

|b(x, x)| ≤ ε ‖x‖2V + Cε ‖x‖2U for all x ∈ V. (6.49a)

(b) Let the embeddings V ⊂ X and V ⊂ Y be continuous, with at least one of them

compact. Let the following hold:

|b(x, x)| ≤ CB ‖x‖X ‖x‖Y for all x ∈ V. (6.49b)

(c) Let the embeddings V ⊂ X , V ⊂ Y be continuous. Let (6.49b) hold. For ‖·‖X
or ‖·‖Y assume that for every ε > 0 there exists a C ′

ε such that

‖x‖X ≤ ε ‖x‖V +C ′
ε ‖x‖U or ‖x‖Y ≤ ε ‖x‖V +C ′

ε ‖x‖U (x ∈ V ) . (6.49c)

Proof. (a) Select ε = CE/2 in (6.49a) with CE from (6.48). Then a(·, ·) + b(·, ·)
satisfies the V-coercivity condition with CE/2 > 0 and CK + Cε instead of CE

and CK .

(b) Lemma 6.90 proves (6.49c).

(c) Let, e.g., the first inequality in (6.49c) hold. Since the embedding V ⊂ Y is

continuous, CY exists with ‖x‖Y ≤ CY ‖x‖V . Choose ε′ = ε
2CBCY

in (6.49c):

|b(x, x)| ≤
(6.49b,c)

CB (ε′ ‖x‖V + C ′
ε′ ‖x‖U )CY ‖x‖V ≤

(5.34)

ε

2
‖x‖2V +

1

2ε
K2 ‖x‖2U

with K := CBCY C
′
ε. Hence (6.49a) is shown.



Chapter 7

Variational Formulation

Abstract Techniques based on classical function spaces are less suited for prov-

ing the existence of a solution of a boundary-value problem. Section 7.1 introduces

another approach via a variational problem (Dirichlet’s principle). Combining the

variational formulation with the Sobolev spaces will be successful. In Section 7.2

the boundary-value problem of order 2m with homogeneous Dirichlet conditions

is transferred into the variational formulation in the space Hm
0 (Ω). Existence of

a solution in Hm
0 (Ω) follows in Theorem 7.8 from the Hm

0 (Ω)-ellipticity which

is discussed, e.g., in the Theorems 7.3 and 7.7. In Section 7.3 we consider in-

homogeneous Dirichlet boundary-value problems. The natural boundary condition

in Section 7.4 follows from variation in Hm(Ω) without any restrictions. In the

case of the Poisson equation one obtains the Neumann condition, in the general

case the conormal boundary derivative appears. We investigate how general bound-

ary conditions can be formulated as variational problem. Complications appearing

for differential equations of higher order are explained by taking the example of the

biharmonic equation.

7.1 Historical Remarks About the Dirichlet Principle

In the preceding chapters it was not possible to establish even for the Dirichlet prob-

lem of the potential equation (2.1a,b) whether, or under what conditions, a classical

solution u ∈ C2(Ω) ∩ C0(Ω) exists. Green [121] took the view that his Green’s

function, described in 1828, always exists and that it provides the solution explic-

itly. This is not the case. Lebesgue [188] proved in 1913 that for certain domains the

Green function does not exist.

Gauss (1840) and Kelvin (1847) offered a different line of reasoning (cf. [260,

§V.2.4]). The Dirichlet integral

J(u) :=

∫

Ω

|∇u|2 dx =

∫

Ω

n∑

i=1

u2xi
(x)dx (7.1)
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describes the energy in physics. With boundary values u = ϕ on Γ given, one seeks

to minimise J(u). Let u be the minimising function and v �= 0 any other function

with zero boundary values: v = 0 on Γ . Since u + λv also takes the described

boundary values, j(λ) := J(u + λv) as a function of λ ∈ R must be minimal at

λ = 0. Inserting u+ λv yields

j(λ) = J(u+ λv) = J(u) + 2λ I(u, v) + λ2J(v) with

I(u, v) :=

∫

Ω

〈∇u,∇v〉 dx =

∫

Ω

n∑

i=1

uxi
(x)vxi

(x)dx.

Since v �= 0 cannot be constant because it vanishes on the boundary, we have

j′′(0) = 2J(v) > 0, indicating a strict minimum at λ = 0. The necessary condi-

tion j′(0) = 0 for an extremum leads to the variational problem

a(u, v) ≡
∫

Ω

n∑

i=1

uxi(x)vxi(x)dx = 0 for all v with v = 0 on Γ. (7.2)

Green’s formula (2.6a) provides1 a(u, v) =
∫
Ω
v(−Δu)dx = 0 for all v with v = 0

on Γ so that −Δu = 0. Thus, like (7.2), the variation problem J(u) = min
is equivalent to the Dirichlet problem −Δu = 0 in Ω, u = ϕ on Γ .

The so-called Dirichlet principle2 states that J(u), since it is bounded from below

by J(u) ≥ 0, must take a minimum for some u. Existence of a minimum was

considered as evident needing no strict proof. According to the above considerations

this would ensure the existence of a solution of the Dirichlet problem.

In 1870, Weierstrass argued against this line of reasoning, stating that while

there may exist an infimum of J(u), it need not necessarily be taken by some u.
As a counterexample he showed that

J(u) :=

∫ 1

−1

x2(u′(x))2dx in {u ∈ C1([−1, 1]) : u(−1) = 0, u(1) = 1},

has no minimiser taking the value inf J(u) = 0.

Further, the following example due to Hadamard [148] shows that no finite

infimum of the Dirichlet integral need exist. Let r and ϕ be the polar coordinates in

the circle Ω = K1(0). The function

u(r, ϕ) =

∞∑

n=1

rn!n−2 sin(n!ϕ)

is harmonic in Ω and continuous in Ω but the integral J(u) does not exist.

For further remarks on the history of the calculus of variations we refer to

Blanchard–Brüning [40, §0] and Stein [270].

1 Here we assume that u allows integration by parts.
2 The name Dirichlet principle is introduced by Riemann.
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In the reasonings about the Dirichlet principle we have not exactly specified

the set of functions in which we want to find a minimiser. The above difficulties

disappear if one seeks the solutions in the more suitable Sobolev spaces instead

of in C2(Ω) ∩ C0(Ω). The result, however, will be a solution of (7.2) called the

weak solution. To obtain a classical solution u ∈ C2(Ω) ∩ C0(Ω) of the Laplace

problem, further conditions are to be satisfied (cf. Chapter 9).

7.2 Equations with Homogeneous Dirichlet Boundary
Conditions

In the following we investigate the elliptic equation

Lu = g in Ω (7.3a)

with the differential operator

L =
∑

|α|≤m

∑

|β|≤m

(−1)|β|Dβaαβ(x)D
α (7.3b)

of order 2m (cf. §5.3.2; Exercise 5.40d). The principal part of L is3

L0 = (−1)m
∑

|α|=|β|=m

Dβaαβ(x)D
α.

According to Definition 5.39, L is uniformly elliptic in Ω if there exists ε > 0
such that

∑

|α|=|β|=m

aαβ(x)ξ
α+β ≥ ε |ξ|2m for all x ∈ Ω and all ξ ∈ Rn. (7.4)

In the case that only aαβ ∈ L∞(Ω) is assumed, one needs to replace “for all x ∈ Ω”

by “for almost all x ∈ Ω”.

7.2.1 Dirichlet Boundary Condition

We assume the homogeneous Dirichlet boundary conditions

u = 0,
∂u

∂n
= 0,

(
∂

∂n

)2

u = 0, . . . ,

(
∂

∂n

)m−1

u = 0 on Γ, (7.5)

3 Dβaαβ(x)Dα describes the differential operator u �→ Dβ [aαβ(x)Dαu] . The expression

Dβaαβ(x)Dαu(x) always means Dβ [aαβ(x)Dαu(x)]. If we want to apply Dβ only to

aαβ(x), we write
[
Dβaαβ(x)

]
Dαu(x).
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which are only meaningful if Γ = ∂Ω is sufficiently smooth (otherwise the normal

direction n is not defined). Note that in the standard case m = 1 (an equation of

second order) condition (7.5) becomes u = 0.

Since with u = 0 on Γ the tangential derivatives also vanish, not only the k-th

normal derivatives (k ≤ m− 1) but all the derivatives of order ≤ m− 1 are equal

to zero:

Dαu = 0 on Γ for |α| ≤ m− 1. (7.5′)

Condition (7.5′) no longer requires the existence of a normal direction. According

to Corollary 6.61, (7.5′) can also be formulated as

u ∈ Hm
0 (Ω).

7.2.2 Weak Formulation

Let u ∈ C2m(Ω) ∩Hm
0 (Ω) be a classical solution4 of (7.3a) and (7.5). To derive

the variational formulation we take an arbitrary v ∈ C∞
0 (Ω) and consider

(Lu, v)0 =
∑

|α|≤m

∑

|β|≤m

(−1)|β|
∫

Ω

v(x)Dβaαβ(x)D
αu(x) dx.

Since v ∈ C∞
0 (Ω) , the integrand vanishes in the proximity of Γ so that one can

integrate by parts,

(−1)|β|
∫

Ω

v(x)Dβaαβ(x)D
αu(x) dx =

∫

Ω

aαβ(x) [D
αu(x)]

[
Dβv(x)

]
dx,

without boundary terms occurring. Thus we have found the variational formulation

∑

|α|≤m

∑

|β|≤m

∫

Ω

aαβ(x) [D
αu(x)]

[
Dβv(x)

]
dx =

∫

Ω

g(x) v(x) dx (7.6)

for all v ∈ C∞
0 (Ω)

since Lu = g.

If conversely u ∈ C2m(Ω) with boundary conditions (7.5) satisfies condition

(7.6), then the partial integration can be reversed and

∫

Ω

(g − Lu) v dx = 0 for all v ∈ C∞
0 (Ω)

4 The intersection with Hm
0 (Ω) is used to ensure the boundary condition (7.5) or (7.5′). If Ω is

unbounded, C2m(Ω) ∩ Hm(Ω) also implies that the squared derivatives of order ≤ m have a

finite integral.
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proves Lu = g. This means that a classical solution of the variational problem

(7.6) with boundary condition (7.5) is also a solution of the original boundary-value

problem. Hence the differential equation (7.3a,b) and the variational formulation

(7.6) are equivalent with respect to classical solutions. However, (7.6) may possess

a nonclassical (weak) solution u ∈ Hm
0 (Ω) for which the partial integration cannot

be reversed.

We introduce the bilinear form

a(u, v) :=
∑

|α|≤m

∑

|β|≤m

∫

Ω

aαβ(x) [D
αu(x)] [Dβv(x)] dx (7.7)

and the functional

f(v) :=

∫

Ω

g(x) v(x) dx . (7.8)

As remarked above, the boundary condition (7.5) for classical solutions u ∈
C2m(Ω) ∩ Hm(Ω) means that u ∈ Hm

0 (Ω). Thus the variational formulation or

weak formulation of the boundary-value problem (7.3a), (7.5) reads as follows: 5

find u ∈ Hm
0 (Ω) with a(u, v) = f(v) for all v ∈ C∞

0 (Ω). (7.9)

A solution of problem (7.9) which, according to the definition, lies in Hm
0 (Ω) but

not necessarily in C2m(Ω), is called a weak solution.

Exercise 7.1. (a) Let Ω be bounded. Show that any classical solution belonging to

u ∈ C2m(Ω) ∩ Cm(Ω) is also a weak solution.

(b) With the aid of Example 2.26 show that this statement becomes false for un-

bounded domains.

Theorem 7.2. Let aαβ ∈ L∞(Ω). The bilinear form defined by (7.7) is bounded on

Hm
0 (Ω)×Hm

0 (Ω).

Proof. Let u, v ∈ C∞
0 (Ω). The inequality (6.11c) yields

|a(u, v)| ≤
∑

|α|≤m

∑

|β|≤m

‖aαβ‖L∞(Ω) |Dαu|0
∣∣Dβv

∣∣
0
≤ const |u|m |v|m .

Since C∞
0 (Ω) is dense in Hm

0 (Ω) (cf. Theorem 6.28), a(·, ·) has an continuous

extension to Hm
0 (Ω) ×Hm

0 (Ω) and is bounded by the same constant (cf. Lemma

6.91b).

The function f(v) is also defined and bounded for v ∈ Hm
0 (Ω) if, for exam-

ple, g ∈ L2(Ω). According to Exercise 6.103, the variational formulation (7.9) is

equivalent to the following one:

5 In the complex case with a sesquilinear form a(·, ·), f(·) must be antilinear, i.e., f(·) is a linear

functional.



164 7 Variational Formulation

find u ∈ Hm
0 (Ω) with a(u, v) = f(v) for all v ∈ Hm

0 (Ω). (7.10)

One can regain the form Lu = f by applying Lemma 6.91. Let f ∈ H−m(Ω) =
(Hm

0 (Ω))′ and L ∈ L(Hm
0 (Ω), H−m(Ω)) be defined by

a(u, v) = 〈Lu, v〉H−m(Ω)×Hm
0 (Ω) and f(v) = 〈f, v〉H−m(Ω)×Hm

0 (Ω)

for all v ∈ Hm
0 (Ω). Equation (7.10) states that

Lu = f. (7.10′)

While (7.3a) represents an equation Lu = g in C0(Ω), (7.10′) is an equation in the

dual space H−m(Ω).

7.2.3 Hm
0
(Ω)-Ellipticity

Theorem 6.101 guarantees unique solvability of equation (7.10) if a(·, ·) is Hm
0 (Ω)-

elliptic. We first investigate the standard case m = 1 (equations of order 2m = 2).

Theorem 7.3. Let Ω be bounded, m = 1, aαβ ∈ L∞(Ω). Let L satisfy (7.4) (uni-

form ellipticity) and be equal to the principal partL0, i.e., aαβ = 0 for |α|+|β| ≤ 1.

Then the bilinear form a(·, ·) is H1
0 (Ω)-elliptic:

a(u, u) ≥ ε′ |u|21 for all u ∈ H1
0 (Ω), where ε′ > 0. (7.11)

Proof. Since |α| = |β| = 1 one can identify α and β according to Dα = ∂/∂xi,
Dβ = ∂/∂xj with indices i, j ∈ {1, . . . , n}. For fixed x ∈ Ω use (7.4) with

ξ = ∇u(x):
∑

|α|=|β|=1

aαβ(x) [D
αu(x)]

[
Dβu(x)

]
=

∑

|α|=|β|=1

aαβ(x)ξ
α+β

=

n∑

i,j=1

aij(x)ξiξj ≥
(7.4)

ε |ξ|2 = ε |∇u(x)|2 .

Integration over Ω yields a(u, u) ≥ ε
∫
Ω
|∇u|2 dx. Since

∫
Ω
|∇u|2 dx ≥ CΩ |u|21

(cf. Lemma 6.29), (7.11) follows with ε′ = εCΩ .

Corollary 7.4. The condition “Ω bounded” may be dropped if for α = β = 0 one

assumes a00(x) ≥ η > 0 (instead of a00 = 0 in Theorem 7.3).

Proof. Repeat the argument of the last proof: a(u, u) ≥
∫
Ω

(
ε |∇u|2+η |u|2

)
dx ≥

min{ε, η} |u|21 .
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Example 7.5. The bilinear form a(u, v) =
∫
Ω
[ 〈∇u,∇v〉+ u v ] dx of the Helm-

holtz equation −Δu+u = f in Ω coincides with the scalar product in H1
0 (Ω) and

H1(Ω). From this we conclude the following.

(a) The H1
0 (Ω)-ellipticity (Dirichlet boundary condition) as well as the H1(Ω)-

ellipticity (Neumann boundary condition) holds with the constant CE = 1 in (6.44).

(b) The operator A : V → V ′ from Lemma 6.91 in a(u, v) = 〈Au, v〉V ′×V for

V = H1
0 (Ω) or V = H1(Ω) is a symmetric, unbounded operator on U = L2 with

a dense domain.6 Hence A1/2 exists and belongs to L(V, U) as well as to L(U, V ′)
(cf. Lions–Magenes [194, page 10] or Kato [168, Chap. V, §3.11]).

(c) The H1(Ω)-norm can be written as ‖u‖H1(Ω) = ‖A1/2u‖L2(Ω). For |s| ≤ 1,

‖As · ‖L2(Ω) is equivalent to the norm ‖ · ‖Hs(Ω) (if s ≥ 0) and ‖ · ‖(Hs(Ω))′ (if

s ≤ 0).

Exercise 7.6. Let the assumptions of Theorem 7.3 or Corollary 7.4 be satisfied,

except for the fact that the coefficients aα0 and a0β (|α| = |β| = 1) of the first

derivatives may be arbitrary constants. Show that inequality (7.11) holds unchanged.

Theorem 7.3 cannot easily be extended to the case m > 1.

Theorem 7.7. Let the coefficients of the principal part be constants: aαβ = const
for |α| = |β| = m. Furthermore, assume that aαβ = 0 for 0 < |α|+|β| ≤ 2m−1
and a00(x) ≥ 0 for α = β = 0. Let L be uniformly elliptic (cf. (7.4)). Further let

either Ω be bounded or a00 ≥ η > 0. Then a(·, ·) is Hm
0 (Ω)-elliptic.

Proof. We continue u ∈ Hm
0 (Ω) through u = 0 onto Rn. Theorem 6.39 and

Exercise 6.40 show that

a(u, u)−
∫

Ω

a00 u
2 dx =

∑

|α|=|β|=m

∫

Ω

aαβ D
αuDβu dx

=
∑

|α|=|β|=m

aαβ

∫

Rn

Dαu(x)Dβu(x) dx =
∑

|α|=|β|=m

aαβ ·
(
Dαu,Dβu

)
0

=
∑

|α|=|β|=m

aαβ ·
(
D̂αu, D̂βu

)
0
=

∑

|α|=|β|=m

aαβ

∫

Rn

(iξ)
α
û(ξ) (iξ)

β
û(ξ) dξ

=

∫

Rn

⎡
⎣ ∑

|α|=|β|=m

aαβ ξ
α+β

⎤
⎦ |û(ξ)|2 dξ ≥

(7.4)
ε

∫

Rn

|ξ|2m |û(ξ)|2 dξ .

Let a00 ≥ η > 0. There exists an ε′ > 0, so that

ε |ξ|2m ≥ ε′
∑

|α|≤m

|ξα|2 − η for all ξ ∈ Rn.

6 The domain of A is {u ∈ U : Au ∈ U}.
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From this follows ε
∫
|ξ|2m |û(ξ)|2 dξ ≥ ε′ |u|2m − η |u|20 (cf. Lemma 6.41a) and

a(u, u) ≥ ε′ |u|2m . If Ω is bounded, use Lemma 6.29.

For real coefficients we can without loss of generality assume that the sum∑
|α|=|β|=m aαβ(x)ξ

α+β in (7.4) is positive. This is not expected in the case of

complex coefficients. The previous proof can be transferred if we assume that there

is a complex number θ with |θ| = 1 so that

ℜe

⎛
⎝θ

∑

|α|=|β|=m

aαβ(x) ξ
α+β

⎞
⎠ ≥ ε | ξ|2m for all x ∈ Ω .

Applying the proof of Theorem 7.3 to θ
∑

aαβ(x) [D
αu(x)] [Dβu(x)] yields

|a(u, u)| ≥ ℜe [θ a(u, u)] ≥ ε

∫

Ω

|∇u|2 dx .

This implies the V -ellipticity in the form (6.44 ′). Correspondingly, Theorem 7.7

can be transferred.

Having shown the Hm
0 (Ω)-ellipticity of the form a(·, ·), we are now able to

apply Theorem 6.101.

Theorem 7.8 (existence and uniqueness of weak solutions). If the bilinear form

a(·, ·) is Hm
0 (Ω)-elliptic then there exists a solution u ∈ Hm

0 (Ω) of problem (7.10)

which satisfies

|u|m ≤
1

CE
|f |−m (CE from (6.44)) . (7.12)

Since (7.12) holds for all f ∈ H−m(Ω) and u = L−1f (cf. (7.10′)), inequality

(7.12) is equivalent to

‖L−1‖Hm
0 (Ω)←H−m(Ω) ≤ C := 1/CE . (7.12′)

The variational problem (7.10) can be formulated as a minimisation problem.

Theorem 7.9. Let a(·, ·) be an Hm
0 (Ω)-elliptic and symmetric bilinear form. Then

(7.10) is equivalent to the minimisation problem

find u ∈ Hm
0 (Ω) such that J(u) ≤ J(v) for all v ∈ Hm

0 (Ω), (7.13)

where J(v) :=
1

2
a(v, v)− f(v).

Attention. If a(·, ·) is either not Hm
0 (Ω)-elliptic or not symmetric, problem (7.10)

remains meaningful although its solution does not minimise the functional J(u).
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Example 7.10. The Poisson equation −Δu = f in Ω, u = 0 on Γ , leads to the

bilinear form

a(u, v) =

∫

Ω

〈∇u(x),∇v(x)〉dx .

For a bounded domain Ω, a(·, ·) is H1
0 (Ω)-elliptic (cf. Theorem 7.3), so that for any

f ∈ H−1(Ω) there exists exactly one (weak) solution u ∈ H1
0 (Ω) of the Poisson

equation. This is also the solution of the minimisation problem

1

2

∫

Ω

|∇u|2 dx− f(u) = min .

7.2.4 Hm
0
(Ω)-Coercivity

A weaker condition than Hm
0 (Ω)-ellipticity is the Hm

0 (Ω)-coercivity from (6.48):

a(u, u) ≥ ε |u|2m − C |u|20 with ε > 0.

Theorem 7.11. Let m = 1, and let the coefficients aαβ ∈ L∞(Ω) satisfy condition

(7.4) of uniform ellipticity. Then a(·, ·) is H1
0 (Ω)-coercive.

Proof. We write L as L = LI + LII , with LI satisfying the conditions of Theorem

7.3, resp. Corollary 7.4 if Ω is not bounded, and LII containing only derivatives of

order ≤ 1. Then we can apply the following lemma.

Lemma 7.12. Let a(·, ·) = a′(·, ·) + a′′(·, ·) be decomposed such that a′(·, ·) is

Hm
0 (Ω)-elliptic, or perhaps only Hm

0 (Ω)-coercive, while

a′′(u, v) =
∑

|α|≤m, |β|≤m
|α|+|β|<2m

∫

Ω

aαβ(x) [D
αu(x)]

[
Dβv(x)

]
dx

with aαβ ∈ L∞(Ω) contains only derivatives of order |α| + |β| ≤ 2m − 1. Then

a(·, ·) is also Hm
0 (Ω)-coercive.

Proof. (6.49c) follows from (6.16b) with X = H
|α|
0 (Ω), Y = H

|β|
0 (Ω), V =

Hm
0 (Ω), and U = L2(Ω), so that Lemma 6.110c proves the assertion.

The generalisation of Theorem 7.11 to arbitrary m ≥ 1 requires stronger condi-

tions on the coefficients of the principal part.

Theorem 7.13 (Gårding [111]). Let L be uniformly elliptic (cf. (7.4)) and assume

aαβ ∈ L∞(Ω). Furthermore, let the coefficients aαβ with |α| = |β| = m be

uniformly continuous in Ω. Then a(·, ·) is Hm
0 (Ω)-coercive. If conversely

aαβ ∈ C(Ω) for |α| = |β| = m and aαβ ∈ L∞(Ω) otherwise,

then from the Hm
0 (Ω)-coercivity follows uniform ellipticity (7.4).
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Details of the proof can be found in Wloka [308, Theorem 19.2]. The proof given

there also holds for unbounded Ω, since the coefficients are uniformly continuous.

For the first part of the theorem one uses a partition of unity.

The significance of coercivity lies in the following statement.

Theorem 7.14. Let Ω be bounded and a(·, ·) be Hm
0 (Ω)-coercive. Then one of the

following alternatives holds:

(i) Problem (7.10) has exactly one (weak) solution u ∈ Hm
0 (Ω).

(ii) The kernels E = ker(L) and E⋆ = ker(L′) are k-dimensional for a k ∈ N, i.e.,

a(e, v) = 0 and a(v, e∗) = 0 for all e ∈ E, e∗ ∈ E∗, v ∈ Hm
0 (Ω).

Further, the eigenvalue problem

a(e, v) = λ (e, v)L2(Ω) for all v ∈ Hm
0 (Ω)

has countably many eigenvalues which do not accumulate in C .

Proof. Since for bounded Ω the embedding V := Hm
0 (Ω) ⊂ U := L2(Ω) is

compact (cf. Theorem 6.86b), Theorem 6.107 is applicable.

7.3 Inhomogeneous Dirichlet Boundary Conditions

Next, we consider the boundary-value problem

Lu = g in Ω, u = ϕ on Γ, (7.14)

where L is a differential operator of second order (i.e., m = 1). The corresponding

variational formulation of the boundary-value problem reads:

find u ∈ H1(Ω) with u = ϕ on Γ such that

a(u, v) = f(v) for all v ∈ H1
0 (Ω).

(7.15)

According to §6.2.5 the restriction u|Γ of u ∈ H1(Ω) on Γ is well defined

as a function in H1/2(Γ ). Thus “u = ϕ on Γ ” must be understood as the equality

u|Γ = ϕ in H1/2(Γ ). In contrast to the preceding section one uses a(·, ·) in (7.15)

as a bilinear form on H1(Ω)×H1
0 (Ω) . It is easy to see that a(·, ·) is well defined

and bounded on this product.

Remark 7.15. For the solvability of Problem (7.15) it is necessary that:

there exists a u0 ∈ H1(Ω) with u0|Γ = ϕ. (7.16)

If a function u0 with property (7.16) is known, a second characterisation of the weak

solution results:

Let u0 satisfy (7.16), find w ∈ H1
0 (Ω) such that (7.17a)

a(w, v) = f0(v) := f(v)− a(u0, v) for all v ∈ H1
0 (Ω). (7.17b)
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Remark 7.16. The variational problems (7.15) and (7.17a,b) are equivalent. If u0
and w are the solutions of (7.17a,b), then u = u0 + w is a solution of problem

(7.15). If u is a solution of (7.15), then, for example, u0 = u and w = 0 satisfy

problem (7.17a,b).

Exercise 7.17. Show that f0 ∈ H−1(Ω) for f0 from (7.17b) and

|f0|−1 ≤ |f |−1 + CS |u0|1 (7.18)

with CS from |a(u, v)| ≤ CS |u|1 |v|1 (cf. (6.42)).

Remark 7.18. The problem (7.14) and the variational formulation (7.15) have the

same classical solutions if such exist.

Proof. It suffices to assume v ∈ C∞
0 (Ω) in (7.15). Integration by parts can be

carried out as in Section 7.2 and proves the assertion.

Theorem 7.19 (existence and uniqueness). Let problem (7.10) (with homoge-

neous boundary values) be uniquely solvable for all f ∈ H−1(Ω). Then condition

(7.16) is sufficient, and necessary, for the unique solvability of problem (7.15).

Proof. If there exists a solution u ∈ H1(Ω) of (7.15) then (7.16) is satisfied. How-

ever, if (7.16) holds, one obtains via (7.17a,b) a unique solution since (7.17b) agrees

with (7.10).

Remark 7.20. Under the condition Ω ∈ C0,1 (Lipschitz domain), (7.16) is equiv-

alent to ϕ ∈ H1/2(Γ ).

Proof. If ϕ ∈ H1/2(Γ ), then Theorem 6.58 guarantees an extension u0 ∈ H1(Ω)
to Ω with u0|Γ = ϕ and

|u0|1 ≤ C |ϕ|1/2 . (7.19)

If conversely u0 satisfies Condition (7.16) then the same theorem shows that

ϕ ∈ H1/2(Γ ).

Let inequality (7.12′) hold in the case of homogeneous boundary-values. Equa-

tion (7.18) shows

|u|1 ≤ |u0|1 + |w|1 ≤ |u0|1 + ( |f |−1 + C ′ |u0|1 )/ε

for the solution of problem (7.17a,b). The estimate (7.19) proves the next theorem.

Theorem 7.21. Let Ω∈C0,1. Let the bilinear form be restricted to H1(Ω)×H1
0 (Ω)

and let it satisfy (7.12′). Then for every f ∈ H−1(Ω) and ϕ ∈ H1/2(Γ ) there exists

exactly one solution u ∈ H1(Ω) of problem (7.15) with

|u|1 ≤ C
[
|f |−1 + |ϕ|1/2

]
.

Exercise 7.22. Let a(·, ·) be symmetric and H1
0 (Ω)-elliptic. Show that problem

(7.15) is equivalent to the minimisation problem (cf. (7.1)):

find u ∈ H1(Ω) with u|Γ = ϕ such that J(u) = a(u, u)− 2f(u) is minimal.
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7.4 Natural Boundary Conditions

7.4.1 Variation in Hm(Ω)

The bilinear form a(·, ·) defined in (7.7) is also well defined on Hm(Ω)×Hm(Ω).
In analogy to Theorem 7.2.2 there holds the next statement.

Theorem 7.23. Assume aαβ ∈ L∞(Ω). The bilinear form defined by (7.7) is

bounded on Hm(Ω)×Hm(Ω):

|a(u, v)| ≤
∑

α,β

‖aαβ‖L∞(Ω) |u|m |v|m for all u, v ∈ Hm(Ω).

Now let f be a functional from (Hm(Ω))′. Equation (7.8) with g ∈ L2(Ω),
for example, describes such a functional; but (7.8) is only a special case of the

functional f subsequently defined in (7.20a), which we want to use as a foundation

in the following.

Exercise 7.24. Let Γ be sufficiently smooth and let g ∈ L2(Ω), ϕ ∈ L2(Γ ) hold.

Show that

f(v) :=

∫

Ω

g(x)v(x)dx+

∫

Γ

ϕ(x)v(x)dΓ
(
v ∈ H1(Ω)

)
(7.20a)

defines a functional in (H1(Ω))′ with ‖f‖(H1(Ω))′ ≤ C
[
‖g‖L2(Ω) + ‖ϕ‖L2(Γ )

]
.

This implies f ∈ (Hm(Ω))′ for all m ≥ 1. More precisely, the following also

holds:

‖f‖(H1(Ω))′ ≤ C
[
‖g‖(H1(Ω))′ + ‖ϕ‖H−1/2(Γ )

]
. (7.20b)

Frequently, variational problems of order 2m have the form:

find u ∈ Hm(Ω) such that a(u, v) = f(v) for all v ∈ Hm(Ω). (7.21)

In contrast to the condition u ∈ Hm
0 (Ω) from Section 7.2, u ∈ Hm(Ω) contains

no boundary condition. Nevertheless, Problem (7.21) has a unique solution if a(·, ·)
is Hm(Ω)-elliptic. For m = 1 this condition is easy to satisfy.

Theorem 7.25. Under the conditions of Theorem 7.3 or Corollary 7.4 a(·, ·) is

H1(Ω)-elliptic: a(u, u) ≥ ε |u|21 for all u ∈ H1(Ω). Problem (7.21) (with m = 1)

has exactly one solution which satisfies the estimate (7.22):

|u|1 ≤ 1
ε ‖f‖(H1(Ω))′ . (7.22)

Proof. The same as for Theorem 7.3 or Corollary 7.4, and Theorem 7.8.
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Corollary 7.26. (a) A unique solution which satisfies the estimate (7.22), also exists

if instead of H1(Ω)-ellipticity one assumes: a(·, ·) is H1(Ω)-coercive, Ω ∈ C0,1 is

bounded, λ = 0 is not an eigenvalue (i.e., a(u, v) = 0 for all v ∈ H1(Ω) implies

u = 0).

(b) The combination of inequalities (7.22) and (7.20b) results in

|u|1 ≤ C
[
‖g‖(H1(Ω))′ + ‖ϕ‖H−1/2(Γ )

]

for the solution of (7.21), if f is defined by (7.20a) with g∈(H1(Ω))′, ϕ∈H− 1
2 (Γ ).

Proof. (a) According to Theorem 6.86b, H1(Ω) is compactly embedded in L2(Ω)
so that the statement of Theorem 7.14 can be transferred. If λ = 0 is not an eigen-

value then L−1 ∈ L((H1(Ω))′, H1(Ω)) (cf. Theorem 6.89).

7.4.2 Conormal Boundary Condition

To find out which classical boundary-value problem corresponds to the variational

formulation (7.21), we assume that (7.21) has a classical solution u ∈ Hm(Ω) ∩
C2m(Ω). Further, v ∈ C∞(Ω) can be assumed also (cf. Lemma 6.91b). For reasons

of simplicity we limit ourselves to the case m = 1. Under the assumption aαβ ∈
C1(Ω) and under suitable conditions on Ω the following general Green formula is

applicable:

a(u, v) =

∫

Ω

⎡
⎣

n∑

i,j=1

aij uxi
vxj

+

n∑

i=1

a0i u vxi
+

n∑

i=1

ai0 uxi
v + a00uv

⎤
⎦ dx

(7.23)

=

∫

Ω

⎡
⎣−

n∑

i,j=1

(aijuxi
)xj
−

n∑

i=1

(a0iu)xi
+

n∑

i=1

ai0 uxi
+ a00 u

⎤
⎦ v dx

+

∫

Γ

⎡
⎣

n∑

i,j=1

nj aij uxi
+

n∑

i=1

ni a0i u

⎤
⎦ v dΓ.

Here, the ni are the components of the normal direction n = n(x), x ∈ Γ. We

define the boundary differential operator

B :=

n∑

i,j=1

nj aij
∂

∂xi
+

n∑

i=1

ni a0i , (7.24)

when L is described by (7.3b). Equation (7.23) becomes
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a(u, v) =

∫

Ω

v Lu dx+

∫

Γ

v Bu dΓ .

By the formulation of the problem, a(u, v) agrees with f(v) from (7.20a). If we

first choose v ∈ H1
0 (Ω) ⊂ H1(Ω) the boundary integrals drop out and we obtain

Lu = g as in Section 7.2. By this the identity a(u, v) = f(v) reduces to∫
Γ
vBudΓ =

∫
Γ
ϕvdΓ for all v ∈ H1(Ω). According to Theorem 6.58b, v|Γ runs

over the set H1/2(Γ ) if v runs over H1(Ω), so that we have
∫
Γ
ψ(Bu− ϕ)dΓ = 0

for all ψ = v|Γ ∈ H1/2(Γ ); thus Bu = ϕ. This proves the next theorem.

Theorem 7.27. Let Γ be sufficiently smooth. A classical solution of problem (7.21)

with f from (7.20a) is also the classical solution of the boundary-value problem

Lu = g in Ω, Bu = ϕ on Γ

and conversely.

The condition Bu = ϕ is called the natural boundary condition. This results

from the fact that in (7.21) (as distinct from (7.10)) the function u may assume

arbitrary boundary values. Note that the bilinear form determines L as well as B.

Exercise 7.28. Show that the bilinear form from Example 7.10 for −Δu = g has

as the natural boundary condition the Neumann condition ∂u/∂n = ϕ.

Theorem 7.29. Let Ω ∈ C0,1 be bounded and a(·, ·) be Hm(Ω)-coercive. Then the

statements of Theorem 7.14 hold with Hm(Ω) instead of Hm
0 (Ω).

Example 7.30. Let Ω ∈ C0,1 be a bounded domain. The bilinear form a(u, v) =∫
Ω
[〈∇u,∇v〉+ cuv] dx, associated to the Helmholtz equation

−Δu+ cu = f in Ω with c > 0, ∂u/∂n = ϕ on Γ

is H1(Ω)-elliptic since a(u, u) ≥ min(1, c) |u|21. For c = 0, however, a(·, ·) is

only H1(Ω)-coercive. As is known from Theorem 3.28, the Neumann boundary-

value problem for the Poisson equation (i.e., for c = 0) is not uniquely solvable.

According to alternative (ii) in Theorem 7.14, there exists a nontrivial eigenspace

E = ker(L). u ∈ E satisfies a(u, u) =
∫
Ω
〈∇u,∇u〉dx = 0, thus ∇u = 0.

Since Ω is connected, it follows that u(x) = const and therefore dimE = 1. Since

a(·, ·) is symmetric, E⋆ := ker(L′) coincides with E. According to Theorem 7.29,

the Neumann boundary-value problem a(u, v) = f(v) (v ∈ H1(Ω)) is solvable if

and only if f⊥E, i.e., f(1) = 0. Here, 1 is the function with constant value 1. If

f(v) =
∫
Ω
g(x)v(x)dx, the condition f(1) = 0 reads as

∫
Ω
gdx = 0. If, however,

f is given by (7.20a), the integrability condition reads f(1)=
∫
Ω
gdx+

∫
Γ
ϕdΓ =0

(this is equation (3.17), in which f should be replaced by g).

Remark 7.31. While the classical formulation of a boundary condition such

as ∂u
∂n = 0 requires conditions on the boundary Γ , the problem (7.21) can be

formulated for arbitrary measurable Ω.
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7.4.3 Oblique Boundary Condition

In the following, we proceed in the opposite direction: does there exist, for a

classically formulated boundary-value problem Lu = g in Ω, Bu = ϕ on Γ ,

with given L and B, a bilinear form a(·, ·) such that (7.21) is the corresponding

variational formulation? This would mean that the freely prescribed boundary

operator B represents the natural boundary condition.

For m = 1 the general form of the boundary operator reads

B =

n∑

i=1

bi(x)
∂

∂xi
+ b0(x) (x ∈ Γ ). (7.25)

With bT = (b1, . . . , bn) one can also write B = bT∇ + b0 (cf. (5.21b,b′)). Here

bT∇ is not allowed to be a tangential derivative (cf. Remark 5.27):

〈b(x),n(x)〉 �= 0 for all x ∈ Γ. (7.26)

Remark 7.32. Let m = 1. Let (7.26) hold. Let A(x) be the matrix A = (aij)
(cf. (5.2)). By passing from Bu = ϕ to the equivalent scaled equation σBu = σϕ
with

σ(x) = 〈n(x), A(x)n(x)〉 / 〈b(x),n(x)〉 ,

one can ensure that 〈n, σb〉 = 〈n, An〉. Thus in the following it is always assumed

that b already satisfies 〈n,b〉 = 〈n, An〉.

Proof. Because of (7.26) σ is well defined. For Bu = ϕ and σBu = σϕ to

be equivalent, σ �= 0 is required. This is guaranteed by the uniform ellipticity:

〈n, An〉 ≥ ε |n|2 = ε.

Theorem 7.33 (construction of the bilinear form). Let m = 1. Let L and B be

given by (7.3b) and (7.25), with b satisfying condition (7.26). Then there exists a

bilinear form a(·, ·) on H1(Ω)×H1(Ω) such that to the variational problem (7.21)

corresponds the classical formulation Lu = g in Ω, Bu = ϕ on Γ .

Proof. The bilinear form we seek is not uniquely determined . We shall give two

possibilities for its construction. First we discuss the absolute term in (7.25). On the

basis of Remark 7.32 we assume 〈n,b〉 = 〈n, An〉.
(i) Let the vector function β(x) := (β1(x), . . . , βn(x)) ∈ C1(Ω) be arbitrary.

The differential operator

L1 := −
n∑

i=1

∂

∂xi
βi +

n∑

i=1

βi
∂

∂xi
+

n∑

i=1

(βi)xi
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maps every u ∈ C1(Ω) into zero: L1u = 0 (use the product rule of differentiation).

Thus the operator L can be replaced by L + L1 without changing the boundary-

value problem. Let a(·, ·) be constructed according to (7.7) from the coefficients

of L+L1. Equation (7.24) shows that the boundary operator associated with a(·, ·)
has the absolute term

n∑

i=1

ni (a0i + βi) . (7.27)

If b0 = 0, the choice of βi = −a0i is successful. Otherwise, two other options are

available.

(ia) Select βi such that on Γ the following holds:

βi = b0ni − a0i on Γ .

Since |n| = 1, the term (7.27) then agrees with b0(x). The practical difficulty in

this method consists in the need to construct a smooth continuation on Ω of the

boundary values βi(x) , x ∈ Γ .

(ib) Set βi = −a0i and add a suitable boundary integral:

a(u, v) :=

∫

Γ

b0 u v dΓ (7.28)

+

∫

Ω

⎧
⎨
⎩

n∑

i,j=1

aijuxivxj +

n∑

i=1

(ai0 − a0i)uxiv +

[
a00 +

n∑

i=1

(a0i)xi

]
uv

⎫
⎬
⎭ dx.

The integration by parts described above shows that the boundary operator associ-

ated to (7.28) reads

B̃ =
n∑

i,j=1

nj aij
∂

∂xi
+ b0 . (7.29)

(ii) The operator (7.29) can be written in the form B̃ = b̃T∇+ b0 with b̃ = An.

Since 〈n, b̃〉 = 〈n, An〉 = 〈n,b〉 has been assumed already, d := b − b̃ is ortho-

gonal to n. To change b̃ to b there are again two options.

(iia) Define the n×n-matrix As on Γ by

As = dnT − ndT, i.e., asij = dinj − nidj .

This As(x) is skew-symmetric: AsT = −As. Continue As(x), which is at first only

defined on Γ , to a skew-symmetric matrix As ∈ C1(Ω). [Here we have the same

practical difficulty as in step (ia).] The entries of As define

L2 :=

n∑

i,j=1

[
− ∂

∂xj
asij

∂

∂xi
+ (asij)xj

∂

∂xi

]
.
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Again, L2u = 0 holds for all u ∈ C2(Ω), since

−
(
asijuxi

)
xj
−
(
asjiuxj

)
xi
+
(
asij

)
xj
uxi

+
(
asji

)
xi
uxj

= −asijuxixj
−asjiuxjxi

= 0.

Thus L can be replaced by L + L2 without changing the boundary-value problem.

The coefficients belonging to L+L2 result in a boundary operator B whose deriva-

tive terms read

n∑

i,j=1

nj(aij + asij)
∂

∂xi
= [ (A+As)n ]T∇.

By the construction of As we have

Asn = (dnT − ndT)n = d = b− b̃,

since 〈n,n〉 = 1 and 〈d,n〉 = 0. Since we also have An = b̃, the derivative term in

B gives bT∇ as desired. The transition L → L + L2 does not change the absolute

term in B, so that from (7.29) follows B = bT∇+ b0.

(iib) Let B = bT∇+ b0 be given (cf. (7.29)) such that d = b− b̃ is orthogonal

to n. From this the boundary operator

T := dT∇

is the derivative in a tangential direction if n = 2 [resp. in the tangent hyperplane

if n ≥ 3]. If f is sufficiently smooth then the restriction v|Γ of v ∈ H1(Ω) is an

element of H1/2(Γ ). By Remark 6.76a, one can show that

T ∈ L(H1/2(Γ ), H−1/2(Γ )).

Since T (u|Γ ) ∈ H−1/2(Γ ),
∫
Γ
ψ T (u|Γ ) dΓ is well defined for ψ ∈ H1/2(Γ ),

in particular, for ψ = v|Γ with v ∈ H1(Ω). Thus

b(u, v) :=

∫

Γ

(v|Γ )T (u|Γ ) dΓ

is a bilinear form bounded on H1(Ω)×H1(Ω) . We add b(·, ·) to a(·, ·) in (7.28).

Integration by parts yields the boundary operator

B̃+ T = b̃T∇+ b0+(b− b̃)T∇ = bT∇+ b0 = B.

Theorem 7.34. Let the bilinear form (7.7) be H1(Ω)-coercive (cf. Theorem 7.25).

Let its coefficients, as well as the boundary Γ , be sufficiently smooth (∈ C1). Then

the constructions of the preceding proof again result in an H1(Ω)-coercive form.

Proof. We go through the steps (ia) to (iib) of the proof of Theorem 7.33.
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(α) In step (ia) only terms of lower order are added so that Lemma 7.12 is appli-

cable. As for step (ib), see step (β2).

(β1) In step (iia) one adds

b(u, v) :=

∫

Ω

∑

i,j

[
asijuxivxj + (asij)xjvuxi

]
dx.

Here Lemma 7.12 is also applicable, since the skew symmetry of As results in

b(u, u) =

∫

Ω

∑
(asij)xj

uuxi
dx.

(β2) In the construction in step (iib) Lemma 7.12 is applicable analogously. This

is easiest to understand in the case n = 2. Let Γ be described by {(x1(s), x2(s)) :
0 ≤ s ≤ 1}. If x1, x2 ∈ C1([0, 1]) and x′i(0)=x′i(1), and if we have d ∈ C1(Γ )
for the d in T = dT∇, then b(·, ·) has the representation

b(u, v)=

∫ 1

0

v̄(s)τ(s)ū′(s)ds, where τ ∈ C1([0, 1]) and

{
ū(s)=u(x1(s), x2(s)),

v̄(s)=v(x1(s), x2(s)).

Thanks to periodicity, integration by parts yields in b(u, v) = −
∫ 1

0
(τ v̄)′ū ds with-

out boundary terms, so that

b(u, u) =
1

2

[∫ 1

0

ūτ ū′ds−
∫ 1

0

(τ ū)′ūds

]
= −1

2

∫ 1

0

τ ′ū2ds.

This implies

|b(u, u)| ≤ 1

2
‖τ‖C1([0,1]) ‖u|Γ ‖

2
L2(Γ ) ≤ C ‖τ‖C1([0,1]) ‖u‖

2
Hs(Ω)

for 1
2 < s < 1 (cf. Theorem 6.58a). Since |u|2s ≤ ε |u|21 − C |u|20, one can apply

Lemma 6.110c.

7.4.4 Boundary Conditions for m ≥ 2

The case m ≥ 2 has been excluded in this section (except for Theorem 7.23).

Boundary-value problems of order 2m require m boundary conditions Bju = ϕj

on Γ (j = 1, . . . ,m; cf. Section 5.3). For m ≥ 2 the proof of Hm(Ω)-coercivity

becomes more complicated. In order to carry over Theorem 7.13, one needs in

addition the condition of Agmon [3] (cf. Wloka [308, §19], Lions–Magenes [194,

page 210]).

The resulting complications can be seen with the aid of the biharmonic equation.
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Example 7.35. (a) To the variational problem: find u ∈ H2(Ω) with

a(u, v) :=
∫
Ω
ΔuΔvdx = f(v) :=

∫
Ω
g(x)v(x)dx

+
∫
Γ

(
ϕ1(x)

∂v(x)
∂n − ϕ2(x)v(x)

)
dΓ for all v ∈ H2(Ω)

(7.30a)

corresponds the classical formulation

Δ2u = g in Ω, Δu = ϕ1 and
∂

∂n
Δu = ϕ2 on Γ. (7.30b)

But the bilinear form a(·, ·) is not H2(Ω)-coercive.

(b) To the variational problem: find u ∈ H2(Ω) ∩H1
0 (Ω) with

a(u, v) = f(v) :=

∫

Ω

g(x)v(x)dx+

∫

Γ

ϕ
∂v

∂n
dΓ for all v ∈ H2(Ω)∩H1

0 (Ω)

(7.30c)

(a(·, ·) as in (7.30a)) corresponds the classical formulation

Δ2u = g in Ω, u = 0 and Δu = ϕ on Γ. (7.30d)

The bilinear form is H2(Ω) ∩H1
0 (Ω)-coercive.

(c) The boundary conditions in

Δ2u = g in Ω, u = 0 and
∂

∂n
Δu = ϕ on Γ. (7.30e)

are admissible. Nevertheless this boundary-value problem cannot be written in the

present form as a variational problem. A variational formulation for (7.30e) reads:

find u∈H2(Ω) ∩H1
0 (Ω) such that a(u, v)=f(v) for all v∈H2(Ω) with

∂v

∂n
=0

with f(v) :=
∫
Ω
gvdx +

∫
Γ
ϕvdΓ (a(·, ·) as in (7.30a)). But this does not agree

with the present concept since u and v belong to different spaces. A possible remedy

is mentioned in §8.9.1.

Proof. The equivalence of the variational and the classical formulation can be

shown via integration by parts:

a(u, v) =

∫

Ω

vΔ2udx+

∫

Γ

[
Δu

∂v

∂n
− ∂Δu

∂n
v

]
dΓ.

The noncoercivity in part (a) results as follows. Let Ω ⊂ Rn be bounded. For all

α ∈ R, uα(x1, . . . , xn) = sin(αx1) exp(αx2) lies in H2(Ω) and satisfies Δuα=0,

hence also a(uα, uα) = 0. If a(·, ·) were coercive, there would exist a C with

0 = a(uα, uα) ≥ ε |uα|2−C |uα|0 for all α, i.e., |uα|2 ≤ (C/ε) |uα|0. The contra-

diction results from |uα|2 ≥
∣∣∂2uα/∂x

2
1

∣∣
0
= α2 |uα|0 for sufficiently large α.
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7.4.5 Further Boundary Conditions

Natural and Dirichlet conditions can occur together. In Example 7.35b, u = 0 is

a Dirichlet condition and ∂Δu/∂n = ϕ a natural boundary condition. Even in the

case m = 1 both sorts of boundary conditions can occur.

Example 7.36. Let γ be a subset of Γ with positive boundary measure. The

boundary-value problem

−Δu = g in Ω, u = 0 on γ,
∂

∂n
u = ϕ on Γ\γ (7.31)

in the variational formulation reads as follows: find u ∈ H1
γ(Ω) such that

a(u, v) :=

∫

Ω

〈∇u,∇v〉 dx = f(v) :=

∫

Ω

g v dx+

∫

Γ\γ
ϕv dΓ for all v ∈ H1

γ(Ω),

where

H1
γ(Ω) := {u ∈ H1(Ω) : u = 0 on γ}.

Equation (7.31) is occasionally termed a Robin problem, mixed boundary-value

problem, or third boundary-value problem.

Exercise 7.37. Let a(u, v) :=
∫
Ω
[ 〈∇u,∇v〉 + auv ] dx with a(x) ≥ α > 0 on

V × V with

V := {u ∈ H1(Ω) : u constant on Γ}
be defined. Show that

(a) a(·, ·) is V-elliptic.

(b) The weak formulation: u ∈ V , a(u, v) =
∫
Ω
gvdx +

∫
Γ
ϕvdΓ for all v ∈ V

corresponds to the problem

−Δu+ au = g in Ω, u constant on Γ with

∫

Γ

∂u

∂n
dΓ =

∫

Γ

ϕ dΓ,

which is also called an Adler problem .7

Finally, we want to point out the difficulty of classically interpreting a weak

solution. In the variational formulation (7.21) the right-hand sides g and ϕ of the

differential equation and the boundary condition are combined in the functional

f . In the variational formulation the components g and ϕ are indistinguishable!

u ∈ H1(Ω) has first derivatives in L2(Ω), whose restrictions to Γ do not have

to make sense. That is why Bu cannot be defined in general; Bu = ϕ cannot

be viewed as an equality in the space H−1/2(Γ ) although ϕ ∈ H−1/2(Γ ) (cf.

Corollary 7.26b).

7 The physical example, as described by Walter [301, Kap. IV, §31.XVI], is a parabolic differential

equation for the heat conduction in a body embedded in a fluid of constant temperature. In [301]

one finds citations of Adler (1956, 1959).
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But even if there is a classical solution, the following paradox arises. Let u be

a classical solution of Lu = 0 in Ω, Bu = ϕ on Γ . According to (7.20a) define

fϕ ∈ (H1(Ω))′ by fϕ(v) :=
∫
Γ
ϕvdΓ . One may also view u as a solution of

Lu = fϕ in Ω, Bu = 0 on Γ . These equations may even be interpreted classically

in the following way: there exist fν ∈ C∞(Ω) (ν ∈ N) with fν → fϕ in (H1(Ω))′.
Let uν be the classical solution of Luν = fν , Buν = 0. Then uν converges in

H1(Ω) to the above-mentioned classical solution u.

Incorporating the boundary values Bu = ϕ in the differential equation Lu = fϕ,

corresponds to a modification of the discretised problem as used in Chapter 4. The

difference equations Dhuh = fh in Ωh and the boundary conditions uh = ϕ on

Γh resulted in the system of equations Lhuh = qh := fh + ϕh (cf. (4.13b)). If

one defines ūh by ūh = uh in Ωh, ūh = 0 on Γh, then ūh satisfies the equations

Dhūh = qh in Ωh, ūh = 0 on Γh. Just as the functional f cannot be uniquely

separated into g and ϕ, fh and ϕh cannot be reconstructed from qh. In contrast to

the discrete case, the separation of f into g and ϕ is possible, however, provided that

stronger conditions than g ∈ (H1(Ω))′ are imposed on g (for example, g ∈ L2(Ω)).

7.5 Pseudo-Differential Equations

In §3.6 the integral equation method is mentioned. Let Ω = Ω− be a bounded

domain (now called the interior domain) with the boundary Γ. ThenΩ+ := Rn\Ω−
is called the exterior domain, which is unbounded and has the same boundary Γ.
Since finite-element methods are less suited for unbounded domains (cf. Thatcher

[283]), the integral equation method is the method of choice. The Neumann problem

Δu = 0 in Ω± , ∂u/∂n = ϕ on Γ

can be solved in both the interior and exterior domains if
∫
Γ
ϕ dΓ = 0 (cf.

(3.17) with f = 0). As ansatz for u we take the double-layer potential u(x) =

−
∫
Γ

∂s(ξ,x)
∂nξ

g(ξ)dΓξ with a function g still to be determined and the singularity

function s in (2.4a). The characteristic equation for g is

∫

Γ

∂2s(x,y)

∂nx∂ny
g(y) dΓy = ϕ(x),

where the integral must be interpreted in the sense of Hadamard since the integrand

has a nonintegrable singularity. Integral equations with such integrands are called

hypersingular integral equations. Multiplying by a test function ψ and integration

over Γ gives

a(g, ψ) :=

∫

Γ

∫

Γ

∂2s(x,y)

∂nx∂ny
ψ(x) g(y) dΓy dΓx = ϕ(ψ) :=

∫

Γ

ϕψ dΓ.
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This is the variational formulation a(g, ψ) = ϕ(ψ). We omit the definition of

Hadamard integrals since we can turn it in an improper integral (cf. [136, §7.5]):

a(g, ψ) =
1

2

∫

Γ

∫

Γ

∂2s(x,y)

∂nx∂ny
[ψ(x)− ψ(y)] [g(x)− g(y)] dΓy dΓx. (7.32a)

Note that
∣∣∣∂

2s(x,y)
∂nx∂ny

∣∣∣ ≤ C |x− y|−n
(cf. (2.4a) and (9.26a)). Schwarz’ inequality

yields the estimate

|a(g, ψ)| ≤ C

2
|||g||| |||ψ||| with

|||f ||| :=
√√√√

∫∫

Γ×Γ

|f(x)− f(y)|2 |x− y|−n
dΓx dΓy .

|||f |||2 corresponds to the second term in (6.22a). Since Γ is an (n− 1)-dimensional

surface, the exponent n in |x− y|−n
should be interpreted as (n − 1) + 2λ with

λ = 1/2. Thus ||| · ||| is equivalent to the Sobolev norm ‖·‖H1/2(Γ ) restricted to the

subspace

H1/2(Γ )/R :=

{
f ∈ H1/2(Γ ) :

∫

Γ

f dΓ = 0

}
.

Hence,

a(·, ·) : V × V → R for V := H1/2(Γ )/R (7.32b)

is a bounded bilinear form on V × V .

The unique solvability of a(g, ψ) =
∫
Γ
ϕψ dΓ (ψ ∈ V ) follows from the next

statement.

Theorem 7.38. The bilinear form (7.32a,b) is V-elliptic.

Proof. Compare [136, Theorem 8.3.2] and Giroire–Nédélec [118].

According to Lemma 6.91, there is an operator A : H1/2(Γ )/R→H−1/2(Γ )/R
associated to a(·, ·). It behaves like a differential operator of first order. However,

while differential operators are local, i.e., supp(Dαf) ⊂ supp(f), A is a nonlocal

operator. Such mappings are called pseudo-differential operators.



Chapter 8

The Finite-Element Method

Abstract In Chapter 7 the variational formulation has been introduced to prove

the existence of a (weak) solution. Now it will turn out that the variational for-

mulation is extremely important for numerical purposes. It establishes a new, very

flexible discretisation method. After historical remarks in Section 8.1 we introduce

the Ritz–Galerkin method in Section 8.2. The basic principle is the replacement

of the function space V in the variational formulation by an N -dimensional space.

This leads to a system of N linear equations (§8.2.1). As described in §8.2.2, the

theory from Chapter 7 can be applied. In §8.2.3 two criteria, the inf-sup condition

and V-ellipticity are described which are sufficient for solvability. §8.2.4 con-

tains numerical examples. Error estimates are discussed in Section 8.3. The quasi-

optimality of the Ritz–Galerkin method proved in §8.3.1 shifts the discussion to

the approximation properties of the subspace (§8.3.2). The finite elements intro-

duced in Section 8.4 form a special finite-dimensional subspace offering many

practical advantages. The corresponding error estimates are given in Section 8.5.

Generalisations to differential equations of higher order and to non-polygonal do-

mains are investigated in Section 8.6. An important practical subject are a-posteriori

error estimates discussed in Section 8.7. When solving the arising system of linear

equations, the properties of the system matrix is of interest which are investigated

in Section 8.8. Several other topics are sketched in the final Section 8.9.

8.1 Historical Remarks

The finite-element method is based on two independent concepts: the variational

formulation involving a subspace and the special subspace of finite elements. The

variational principle was first applied to eigenvalue problems by Rayleigh1. In the

case of a symmetric and V-elliptic bilinear form the smallest eigenvalue λ and the

eigenvector u of Lu=λu in Ω and, e.g., u=0 on Γ can be obtained by minimising

1 In 1873 John William Strutt inherited the barony of the small town Rayleigh in Essex. Afterwards

he published under the name “John William Strutt, Baron Rayleigh”.
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the Rayleigh quotient a(u, u)/(u, u)L2(Ω) over 0 �= u ∈ V. Rayleigh [234] (1877)

minimised this quotient over certain subspaces.

On May 16, 1908, Walter Ritz presented the paper [241] to the mathematical-

physical class of the Göttingen Academy of Sciences and Humanities. A similar

article [242] of Ritz appeared shortly later in the Crelle journal. In both papers the

biharmonic problem (5.26) with homogeneous boundary values (5.27) (ϕ1=ϕ2=0)

is treated. The variational problem
∫
Ω
{ 12 (Δu)

2 − uf}dx is minimised over a sub-

space spanned by functions ψ1, . . . , ψm. Ritz generates the system of equations

and emphasises that the matrix coefficients can be defined by2 “purely numerical

quadrature: hence the practical implementation of these quadratures with given

accuracy poses no difficulties.” The linearly independent ansatz functions together

with their derivatives are required to be continuous and must satisfy the Dirichlet

conditions ψi = ∂ψi/∂n=0 on the boundary. Concerning their construction, Ritz

proposes the interpolation by a piecewise analytic function with support in a rectan-

gle ρ ⊂⊂ Ω. In [242, page 5] he emphasises in italic2 “that in different regions the

(ansatz functions) ψi may be given by different analytic3 functions respectively by

different expressions, provided that on the boundary between these regions certain

continuity conditions are fulfilled. Herein lies a great facilitation for applications

to experimental results.” Today, these lines remind us of finite elements. However,

Ritz still had a strong solution in mind; he required continuous derivatives up to

third order (cf. [241, page 241]), while a continuous first derivative is sufficient for

the weak formulation. He needed these assumptions for his proof of convergence.

Ritz also discusses the Poisson equation ([242, page 45]) and differential equations

with variable coefficients ([242, page 52]).

In the same papers Ritz also applied his method to the minimisation of the

Rayleigh quotient in order to compute the string vibration. In [242, §16] he gives

numerical results emphasising the “surprisingly good convergence”2, but could not

prove the convergence for the eigenvalue problem.4 His article [240] in the same

year treats the plate vibrations with explicit reference to Rayleigh. In this respect

the name Rayleigh–Ritz method applies. More historical details can be found, e.g.,

in Parlett [216], Gaul [112], and Leissa [190].

In 1915 Galerkin published the article [106]. There he approaches the prob-

lem Lu = f by the ansatz u =
∑

Anϕn and determines the coefficients An by∫
(Lu)ϕndx =

∫
fϕndx. In contrast to Ritz he can also treat nonsymmetric L

(cf. [106, (13)]). The functions ϕn he used are trigonometric functions and poly-

nomials. This explains the name Ritz–Galerkin method. In the Russian literature the

usual term is Bubnov–Galerkin method, since even earlier I.G. Bubnov5 [59] has

mentioned this method (cf. Afendikova [2]).

2 Translation of the original German text.
3 Here he considered polynomials and trigonometric functions.
4 Final remark in [242, page 61]: “In light of the presented example a physicist applying the new

computational method to cases with still missing theoretical convergence proof will not be worried

because of this deficiency.”
5 In 1913 Bubnov reported on a work of Timoshenko. Bubnov proposed orthogonal ansatz func-

tions (in particular trigonometric functions).



8.2 The Ritz–Galerkin Method 183

Finite elements in the explicit form of triangular elements have first been used

in 1851 by Schellbach [259] and 1943 by Courant6,7 [76]. But only about 1960

when powerful computers were available, this method was rediscovered in engi-

neering sciences (details in Stein [268] and Zienkiewicz [320]). The mathematical

error analysis started with Zlámal [322]. An early, but still actual standard refer-

ence for the finite-element method is the monograph of Ciarlet [67]. Although the

finite-element method has Russian roots (Galerkin, Bubnov), is was not promoted

in the Soviet Union. Instead – in particular due to Samarskii (cf. [248]) – the dif-

ference methods became the standard. Variational techniques were published, e.g.,

under a title as ‘variational difference method’ (cf. Oganesjan–Ruchovec [214]).

The connection between difference methods and variational problems was already

stated in Courant–Friedrichs–Lewy [77] (concerning the common history we refer

to Thomée [288]).

8.2 The Ritz–Galerkin Method

8.2.1 Basics

8.2.1.1 Subspace Discretisation

Suppose we have a boundary-value problem in its variational formulation as de-

scribed in Chapter 7:

find u ∈ V, so that a(u, v) = f(v) for all v ∈ V, (8.1)

where we are thinking, in particular, of V = Hm
0 (Ω) and V = H1(Ω) (cf. Sec-

tions 7.2 and 7.4). Of course, it is assumed that a(·, ·) is a bounded bilinear form

defined on V × V , and that f ∈ V ′:

|a(u, v)| ≤ CS ‖u‖V ‖v‖V for u, v ∈ V, f ∈ V ′. (8.2)

Difference methods arise through discretising the differential operators. Now

we wish to leave the differential operator hidden in a(·, ·) unchanged. The Ritz–

Galerkin discretisation consists in replacing the infinite-dimensional space V with

a finite-dimensional space8 VN :

VN ⊂ V with dimVN = N <∞. (8.3)

6 In 1922 Hurwitz and Courant [159, page 338] mention piecewise linear finite elements on a

triangulation as a theoretical example of a sequence approaching the minimiser in a footnote which,

however, disappeared in the second edition of the book.
7 See appendix of [76] on the pages 20–22. The figure on page 21 shows a triangulation.
8 The condition dimVN <∞ is necessary to obtain a practically solvable system of finitely many

equations. However, the following theory also holds for a family of infinite-dimensional subspaces

Vn ⊂ V. This fact will be used in the proof of Corollary 9.25.
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VN equipped with the norm ‖·‖V is still a Banach space. Since VN ⊂ V , both

a(u, v) and f(v) are defined for u, v ∈ VN . Thus we may pose the problem (8.4):

find uN ∈ VN , so that a(uN , v) = f(v) for all v ∈ VN . (8.4)

The transition from (8.1) to (8.4) characterises the Ritz–Galerkin or briefly

Galerkin discretisation. More precisely, (8.4) defines a conforming Galerkin dis-

cretisation, since VN is a subspace of V (cf. (8.3) and §8.9.2).

The solution uN of (8.4), if it exists, is called the Ritz–Galerkin solution

(belonging to VN ) of the boundary-value problem (8.1).

Remark 8.1. We have to distinguish two different scenarios:

(i) There is only one subspace VN and the associated problem (8.4).

(ii) Let N′ ⊂ N be an infinite subset.9 There is a sequence of Galerkin discretisa-

tions in VN for each N ∈ N′.

In case (i) we are interested in the solvability of (8.4) and an error estimate of

u− uN for the special dimension N.

In case (ii), the limit N → ∞ exists. For instance, solvability of (8.4) can be

required for N sufficiently large. Asymptotic statements about error estimates of

{u− uN : N ∈ N′} are of interest.

8.2.1.2 Generation of the System of Equations

Notation 8.2. The variables u, v, . . . denote functions, capitals L, . . . are operators.

Vectors u,v, . . . ∈ RN and matrices L,M, . . . ∈ RN×N are written in boldface.

To calculate a solution one needs a basis of VN . Let {b1, . . . , bN} be such a basis,

i.e.,

VN = span{b1, . . . , bN}. (8.5)

For each coefficient vector v = (v1, . . . , vN )T ∈ RN (CN also possible) we define

the mapping10

P : RN → VN ⊂ V, Pv =

N∑

i=1

vibi . (8.6)

Remark 8.3. P is an isomorphism between RN and VN . The inverse mapping

P−1 : VN → RN is thus well defined on VN .

9 In the case of the difference method in §4.2, N′ := {N = (n − 1)2 : n ∈ N} is the sequence

of possible dimensions.
10 The letter P abbreviates “prolongation” since in later applications the nodal values vi (associ-

ated at certain points xi) are extended to the function Pv ∈ VN .
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Lemma 8.4. Assuming (8.5) the problem (8.4) is equivalent to

find uN ∈ VN , so that a(uN, bi) = f(bi) for all i = 1, . . . , N. (8.7)

Proof. (i) “(8.7)⇒ (8.4)” Suppose that v =
∑N

i=1 vibi ∈ VN be arbitrary. Then

(8.7) and the linearity of a(uN , ·) and f give (8.4):

a(uN , v)− f(v) = a
(
uN ,

N∑

i=1

vibi

)
− f

( N∑

i=1

vibi

)
=

N∑

i=1

vi
[
a(uN , bi)− f(bi)

]

= 0.

(ii) “(8.4)⇒ (8.7)” Putting v = bi in (8.4) gives (8.7).

We now seek u ∈ RN so that uN = Pu represents the Galerkin solution. The

following theorem transforms the problem (8.4) [resp. (8.7)] into a system of linear

equations.

Theorem 8.5. Assume (8.5). The N ×N -matrix L = (Lij)
N
i,j=1 and the N -vector

f = (f1, . . . , fN )T are defined by

Lij := a(bj , bi) (i, j = 1, . . . , N) , (8.8a)

fi := f(bi) (i = 1, . . . , N) . (8.8b)

Then the problem (8.4) and the system

Lu = f (8.9)

are equivalent. If u is a solution of (8.9), then uN :=Pu solves the problem (8.4).

In the opposite direction, if uN is a solution of (8.4), then u := P−1uN is a

solution of (8.9) (cf. Remark 8.3). Otherwise, both problems are not solvable.

Proof. (8.4) is equivalent to (8.7). In (8.7) put uN = Pu =
∑

ujbj :

a(uN , bi) = a

( N∑

j=1

ujbj , bi

)
=

N∑

j=1

uj a(bj , bi) =

N∑

j=1

Lijuj = f(bi) = fi ,

and thus Lu = f . On the other hand the solution of Lu = f gives the solution

uN := Pu of a(uN , bi) = f(bi).

In engineering applications where the boundary-value problems arise from

continuum mechanics (cf. the first paragraph of §5.3.1), one calls L the stiffness

matrix. In the following we call this matrix the system matrix. The connections

between L and a(·, ·), on the one hand, and between f and f(·), on the other, are

clear from the next remark.
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Remark 8.6. If 〈u,v〉 := ∑
i ui vi is the usual scalar product, then

a(u, v) = 〈Lu,v〉 and f(v) = 〈f ,v〉

with u = Pu and v = Pv.

Proof. a(u, v) = a (Pu, Pv) = a (
∑

j ujbj ,
∑

i vibi) =
∑

i,j uj vi a(bj , bi) =∑
i,j

Lijujvi = 〈Lu,v〉 and f(v) = f(
∑
i

vibi) =
∑
i

vif(bi) =
∑
i

vifi = 〈f ,v〉.

A trivial consequence of Theorem 8.5 is the following.

Corollary 8.7. The Ritz-Galerkin discretisation (8.4) has a unique solution uN for

each f ∈V ′ exactly when the matrix L in (8.8a) is nonsingular.

8.2.2 Analysis of the Discrete Equation

The analysis in Chapter 7 of the solvability of the variational problem holds for any

Banach space V, also for finite-dimensional spaces. Therefore the statements in §7
hold also for VN instead of V . However the terms must be transferred correctly. In

§§8.2.2.1–3 we discuss the discrete spaces VN , UN , and V ′
N of the discrete Gelfand

triple. Sections 8.2.2.4–5 introduce the mapping P and the projection QN which

connect the abstract space VN with RN and the system (8.9). The operator LN from

§8.2.2.6 is important for the application of Lemma 6.94, and Lemma 8.12 explains

the relation between LN and the matrix L.

8.2.2.1 Spaces VN and UN

The variational problem (8.7) uses that a : V ×V → R is also well defined on

VN×VN . For clarification we denote the restriction of a(·, ·) to VN×VN by aN :

aN : VN × VN → R with aN (u, v) := a(u, v) for all u, v ∈ VN . (8.10)

The restriction of the norm ‖·‖V and of the scalar product (·, ·)V to VN defines the

Hilbert space (VN , (·, ·)V ).
Instead of the pivot space U in (6.36) we now have UN which is the same set

and vector space as VN (i.e., UN = VN ), but UN ⊂ U is equipped with the scalar

product (·, ·)U and the norm ‖·‖U .

The Gelfand triple V ⊂ U ⊂ V ′ in (6.36) is based on the continuous and dense

embedding V ⊂ U, the equivalent dual statement U ′ ⊂ V ′, and the identification

U = U ′. Correspondingly we identify UN with the dual space U ′
N of UN .
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8.2.2.2 Dual Space V ′

N

V ′
N coincides with VN = UN as a set and vector space. However, it needs a proof

that V ′
N can be equipped with the (restriction of the) norm of V ′. Lemma 6.63 states

that V ⊂ U implies U ′ ⊂ V ′. This statement does not hold for VN ⊂ V since the

embedding is not dense. In a certain sense the opposite is true: V ′
N ⊂ V ′, as shown

in Lemma 6.71. This lemma can be applied because finite-dimensional spaces are

closed. The ‖·‖V ′
N

-norm is defined by11

‖v‖V ′
N
:= max

{
|(v, u)U | / ‖u‖V : 0 �= u ∈ VN

}
for v ∈ V ′

N = VN . (8.11)

Lemma 6.71 yields the following statement.

Conclusion 8.8. ‖f‖V ′
N
= ‖f‖V ′ holds for f ∈ V ′

N . ‖·‖V ′
N

defines a seminorm12

on V ′ and satisfies ‖f‖V ′
N
≤ ‖f‖V ′ .

8.2.2.3 The Discrete Gelfand Triple

We summarise the above considerations. In the discrete case, the Gelfand triple

V ⊂ U ⊂ V ′ becomes VN ⊂ UN ⊂ V ′
N , where the spaces are the same as sets:

VN = UN = V ′
N .

However, the three spaces are equipped with different norms:

VN = (VN , ‖·‖V ) , UN = (UN , ‖·‖U ) , V ′
N =

(
V ′
N , ‖·‖V ′

N

)
.

8.2.2.4 Maps P and P ∗

The adjoint P ∗ is formed with respect to the (·, ·)U scalar product of U and to the

Euclidean scalar product 〈·, ·〉 of RN :

(u, Px)U = 〈P ∗u,x〉 for all x ∈ RN , u ∈ U (in particular, u ∈ UN ). (8.12)

Selecting x as the i-th unit vector, the characterisation of13 P ∗u ∈ RN follows

from the definition (8.6) of P :

y := P ∗u ∈ RN has the components yi = (u, bi)U

11 We recall that v(u) = (v, u)U .
12 A seminorm satisfies all norm axioms except the property ‖x‖ = 0 ⇒ x = 0.
13 Formally, we conclude from P : RN → UN that P ′ : U ′

N → (RN )′. We identify (RN )′

with RN . Occasionally, yT is written for elements of (RN )′; then 〈P∗u,x〉 becomes (P∗u)Tx.
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with bi in (8.5). The usual definition of (·, ·)U is yi=
∫
Ω
ubidx. Because of VN ⊂V ,

P : RN → VN may be considered as a map P : RN → V . Hence P ⋆ can be

extended to a map in L(V ′,RN ). From (8.8b) we obtain the following result.

Remark 8.9. P ∗ : V ′ → V ′
N defines the right-hand side f = P ∗f in (8.9).

8.2.2.5 Projection QN

Exercise 8.10. Show the following:

(a) The kernel of P ⋆ is V ⊥
N ⊂ U (V ⊥

N : orthogonal space relative to (·, ·)U ) . The

map P ⋆|VN
: VN → RN is an isomorphism.

(b) (P ∗)−1 = (P−1)∗.

Since P−1 : VN → RN exists (cf. Remark 8.3), we can define

Cp := ‖P−1‖RN←UN
= max

{
‖P−1u‖RN / ‖u‖U : 0 �= u ∈ VN

}
, (8.13)

where ‖·‖ = ‖·‖
RN is the Euclidean norm of RN .

Lemma 8.11. The matrix P ⋆P : RN → RN has an inverse whose spectral norm is

‖(P ⋆P )−1‖2 = C 2
P with CP defined in (8.13). The mapping

QN := P (P ⋆P )
−1
P ⋆ : U → U (8.14)

is the orthogonal projection onto UN = VN (with respect to ‖·‖U ). Besides

QN ∈ L(U,U) also QN ∈ L(V ′, V ) is valid.

Proof. (a) The matrix P ⋆P is symmetric. Hence,

‖(P ⋆P )−1‖2 = max
{ ∣∣〈(P ⋆P )−1x,x

〉∣∣ : ‖x‖
RN = 1

}
.

Using (P ∗)−1 = (P−1)∗ from Exercise 8.10b, we conclude that
〈
(P ⋆P )−1x,x

〉
=〈

P−1(P ⋆)−1x,x
〉

=
〈
(P ⋆)−1x, (P ⋆)−1x

〉
= ‖(P ⋆)−1x‖2 = ‖(P−1)∗x‖2.

Together we obtain ‖(P ⋆P )−1‖2 = ‖(P−1)∗‖2UN←RN . By (6.32) the latter norm

coincides with ‖P−1‖2
RN←UN

= C 2
p .

(b) Since

Q2
N = P (P ⋆P )

−1
P ⋆P (P ⋆P )

−1
P ⋆ = P (P ⋆P )

−1
P ⋆ = QN ,

QN is a projection. As QN = Q∗
N , it is an orthogonal projection. The image

space is range(QN ) = range(P ) = VN . Considered as mapping in L(U,U), QN

has the norm 1 as any nonvanishing orthogonal projection. Because of

P ⋆ ∈ L(V ′,RN ) (see above), (P ⋆P )
−1

: RN → RN and P : RN → V are

bounded so that QN ∈ L(V ′, V ).
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8.2.2.6 Operator LN

According to Lemma 6.91 the bilinear form aN (·, ·) : VN × VN → R in (8.10) is

associated with an operator

LN : VN → V ′
N so that aN (u, v) = (LNu, v)U for all u, v ∈ VN . (8.15)

Here we write (·, ·)U instead of 〈·, ·〉V ′
N×VN

(cf. Remark 6.74). This abstract

operator is important since the statements of Lemma 6.94 refer to L−1
N . The next

lemma illustrates the link between LN and the concrete system matrix L .

Lemma 8.12. Let LN ∈ L(VN , V
′
N ) be the operator corresponding to aN (·, ·) :

VN × VN → R , and L ∈ L(V, V ′) that for a(·, ·) : V × V → R. The following

relationships hold between the operators LN , L, and the system matrix L :

L = P ∗LP = P ∗LNP : V → V ′, (8.16)

LN = P ∗−1 LP−1 : VN → V ′
N ,

LN is the restriction of QNL and QNLQN to VN .

The first two equations correspond to the following commuting diagram:

V
L−→ V ′ (continuous level)

P ↑ ↓ P ∗

RN L−→ RN (map as matrix, discretisation level)

P ↓↑ P−1 P ∗ ↓↑ P ∗−1

VN
LN−→ V ′

N (abstract map, discretisation level)

Proof. (a) The identities

〈Lu,v〉 =
Remark 8.6

{
aN (Pu, Pv) = (LNPu, Pv)U = 〈P ∗LNPu,v〉
a(Pu, Pv) = (LP u, Pv)U = 〈P ∗LP u,v〉

for all u,v ∈ RN prove (8.16).

(b) Let u ∈ VN . Since the image of QNLu lies in V ′
N = UN , we have to prove

(LNu, v)U = (QNLu, v)U for all v ∈ UN . For this use (LNu, v)U = a(u, v)
and (QNLu, v)U =

QN=Q∗
N

(Lu,QNv)U =
v∈UN

(Lu, v)U = a(u, v).

By Remark 6.74 we can write (f, v)U for f(v). If v = Pv, it follows from (8.12)

that f(v) = (f, Pv)U = 〈P ⋆f,v〉. Using Remark 8.6 we then have

f = P ∗f

for the f in the right-hand side of equation (8.9) (cf. Exercise 8.10a).
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8.2.3 Solvability of the Discrete Problem

Below the statements and criteria on the solvability of the variational problem are

applied to the discrete case.

8.2.3.1 The inf-sup Condition

Since, according to (8.16), L−1 = P−1L−1
N (P ∗)−1, the discrete problem Lu = f

is solvable if and only if L−1
N exists. As stated in Lemma 6.94, the existence of

L−1
N is equivalent to the inf-sup conditions. Because of the finite dimension of VN ,

Exercise 6.95 simplifies the criteria. For better overview we repeat Lemma 6.94 in

consideration of Exercise 6.95.

Lemma 8.13 (inf-sup condition). Let LN ∈ L(VN , V
′
N ) be the operator corre-

sponding to the continuous bilinear form aN (·, ·). Then the statements (i) and (ii)

are equivalent:

(i) L−1
N ∈ L(V ′

N , VN ) exists;

(ii) there is εN > 0 so that

inf
x∈VN , ‖x‖V =1

sup
y∈VN , ‖y‖V =1

|aN (x, y)| = εN > 0 . (8.17a)

If one of the statements (i) or (ii) is valid, then

‖L−1
N ‖VN←V ′

N
= 1/εN . (8.17b)

The operator norm (8.17b) yields estimates with respect to the appropriate norms.

The following lemma uses Conclusion 8.8.

Lemma 8.14. Let (8.4) be the Ritz–Galerkin discretisation of (8.1). If the problem

is solvable then

‖uN‖V ≤ ‖L−1
N ‖VN←V ′

N
‖f‖V ′

N
≤ ‖L−1

N ‖VN←V ′
N
‖f‖V ′ . (8.18)

The solvability of the continuous and of the discrete problem are independent as

stated in the next remark and illustrated by Example 8.20.

Remark 8.15. The inf-sup condition (6.43a,b) of the continuous variational prob-

lem is neither sufficient nor necessary for the discrete inf-sup condition (8.17a).

But note the asymptotic statement in Theorem 8.29.



8.2 The Ritz–Galerkin Method 191

8.2.3.2 V-Ellipticity

In the case of a continuous variational problem the V-ellipticity guarantees its unique

solvability. The same condition is also sufficient in the discrete case.

Theorem 8.16. Assume (8.3). Suppose the bilinear form be V-elliptic:

a(u, u) ≥ CE ‖u‖2V for all u ∈ V with CE > 0.

Then also the Ritz–Galerkin discretisation is solvable for any subspace VN . The

estimate

‖L−1
N ‖VN←V ′

N
≤ 1

CE
(8.19)

is independent of N, and the Ritz–Galerkin solution uN ∈ VN satisfies (8.18).

Proof. Restricting a(u, u) ≥ CE ‖u‖2V to u ∈ VN does not change the constant

CE (cf. Exercise 6.98a). Theorem 6.100 yields ‖L−1
N ‖V ′

N←VN
≤ 1/CE .

Exercise 8.17. Show the following:

(a) If a(·, ·) is symmetric then so is L.

(b) If L is symmetric and V-elliptic then L is positive definite. Under the same

assumptions the Ritz-Galerkin solution uN solves the following minimisation

problem (cf. Theorem 6.104):

J(uN ) ≤ J(u) := a(u, u)− 2f(u) for all u ∈ VN .

8.2.3.3 V-Coercivity

The coercivity condition (6.48) holds for the Ritz–Galerkin discretisation with the

same constant. However, this condition loses its significance for finite-dimensional

spaces.14 Theorem 6.107 (λ = 0) states that either the problem is solvable or λ = 0
is an eigenvalue. For finite-dimensional spaces this statement is trivial since it is

always true.

In the case (ii) of Remark 8.1 there is an infinite sequence of subspaces {VN :
N → ∞}. In this case we shall show in Chapter 11 that under suitable condi-

tions the sequence of discrete eigenvalues converges to a continuous eigenvalue.

If the continuous problem is solvable (and therefore λ = 0 no eigenvalue), also the

discrete eigenvalues must be different from zero for sufficiently large N and the

discrete problems are solvable. The precise statement is in Theorem 8.29.

14 The conclusions from the coercivity condition (6.48) make use of the fact that ‖·‖U is a strictly

weaker norm than ‖·‖V , i.e., sup0 	=v∈V ‖v‖V / ‖v‖U = ∞. However, all finite-dimensional

spaces have equivalent norms (cf. Hackbusch [142, §B.1.2]).
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8.2.4 Examples

The following examples of low dimension will illustrate the Galerkin discretisation.

Example 8.18 (Dirichlet problem). The boundary-value problem is

−Δu = 1 in Ω = (0, 1)× (0, 1) , u = 0 on Γ.

The weak formulation is given by (8.1) with V = H1
0 (Ω),

f(v) =

∫ 1

0

∫ 1

0

v dxdy, a(u, v) =

∫

Ω

〈∇u,∇v〉 dx =

∫ 1

0

∫ 1

0

(uxvx + uyvy) dxdy.

The functions

b1(x, y) = sin(πx) sin(πy), b2(x, y) = sin(3πx) sin(πy),

b3(x, y) = sin(πx) sin(3πy), b4(x, y) = sin(3πx) sin(3πy)

fulfil the boundary conditions u = 0 on Γ and so belong to the space V = H1
0 (Ω).

They form a basis of VN = V4 := span{b1, . . . , b4} ⊂ V . The matrix elements

Lii = a(bi, bi) can be worked out to be L11 = π2/2, L22 = L33 = 5π2/2,
L44 = 9π2/2. In addition the chosen basis is a(·, ·)-orthogonal: Lij = 0 for i �= j,
so that the system matrix L is diagonal. Furthermore one may calculate the values

fi = f(bi) =
∫
Ω
bi(x, y)dxdy getting

f1 = 4/π2, f2 = f3 = 4/(3π2), f4 = 4/(9π2).

Hence u = L−1f has the components u1 =
8

π4
, u2 = u3 =

8

15π4
, u4 =

8

81π4
,

and the Ritz–Galerkin solution is then

uN (x, y) =
8

π4

[
sin(πx) sin(πy) +

1

15

(
sin(3πx) sin(πy) + sin(πx) sin(3πy)

)

+
1

81
sin(3πx) sin(3πy)

]
.

The Ritz–Galerkin solution and the exact solution evaluated at x = y = 1
2 are

uN
(
1

2
,
1

2

)
=

2848

405
π−4 = 0.072 191 4 . . . ,

u

(
1

2
,
1

2

)
=

∞∑

ν,μ=0

16

π4

(−1)ν+μ

(1 + 2ν) (1 + 2μ)
[
(1 + 2ν)

2
+ (1 + 2μ)

2
]

= 0.073 671 3 . . .
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Example 8.19 (natural boundary conditions). Let the boundary-value problem be

−Δu = π2 cos(πx) in Ω = (0, 1)× (0, 1) , ∂u/∂n = 0 on Γ .

The solution is given by u = cosπx + const. The weak formulation is in terms of

(8.1) with V = H1(Ω),

a(u, v) =

∫ 1

0

∫ 1

0

(uxvx + uyvy) dxdy, f(v) = π2

∫ 1

0

∫ 1

0

v(x, y) cos(πx)dxdy.

The boundary-value problem has a unique solution inW :={v ∈V :
∫
Ω
v dxdy=0}.

The basis functions b1(x, y) := x− 1
2 , b2(x, y) := (x− 1

2 )
3 are in W . The system

matrix L and the vector f are then

L =

[
1 1/4
1/4 9/80

]
, f =

[
−2

− 3
2 + 12

π2

]
, so that u = L−1f =

[
3− 60/π2

−20 + 240/π2

]
.

The solution is uN (x, y) = (3 − 60
π2 )(x − 1

2 ) − (20 − 240
π2 )(x − 1

2 )
3. The Ritz–

Galerkin solution satisfies the boundary condition ∂u/∂n = 0 and the differential

equation only approximately:

∂uN/∂n = 12− 120/π2 = −0.158 54 . . .
For x = 1/4 the approximation has the value uN (1/4, y) = −7/16+45/(4π2) =
0.702 36 . . . , whereas u(1/4, y) = cos π

4 = 0.707 1 . . . is the exact value.

In the following we shall consider the case in which a(·, ·) is no longer V-elliptic,

though it is V-coercive. That a(·, ·) is V-coercive guarantees that either problem

(8.1) is solvable or λ = 0 is an eigenvalue. Even if one assumes V-coercivity and

the solvability of the problem (8.1) one cannot deduce the solvability of the discrete

problem (8.4). In the next example, either the discrete or the continuous problem

are not solvable depending on the choice of the coefficient.

Example 8.20. (a) a(u, v) :=
∫ 1

0
(u′v′ − 10uv)dx is H1

0 (0, 1)-coercive and the

variational problem a(u, v) = f(v) :=
∫ 1

0
gvdx (v ∈ H1

0 (0, 1)) has a unique

solution. Let V N be spanned by b1(x) = x(1− x) ∈ V = H1
0 (0, 1) (i.e., N = 1).

Then the discrete problem (8.4) is not solvable since L = 0.

(b) The continuous problem a(u, v) :=
∫ 1

0
(u′v′ − π2uv)dx has no solution since

λ = π2 is an eigenvalue. Nevertheless, the discrete problem with V1 as in (a) is

solvable since L = 1
3 − 1

30π
2 �= 0.

The requirement (8.19) guarantees the existence of L−1, but it does not say

anything about its condition cond(L) = ‖L‖‖L−1‖, which is the deciding factor

for the sensitivity of the system of equations Lu = f . For example, choosing for

a(u, v) :=
∫ 1

0
u′v′dx the basis bi = xi (i = 1, . . . , N ) of monomials, one obtains

the very ill-conditioned matrix15 Lij = ij/(i + j − 1). The conditioning of L is

optimal (cond(L) = 1) is optimal if one chooses the basis to be a(·, ·)-orthogonal:

a(bi, bj) = δij , as is the case in Example 8.18, up to a scaling factor. More details

about the matrix condition will follow in §8.8.3.

15 Up to a scaling by a diagonal matrix, L is the Hilbert matrix. The huge norm of the inverse

follows from (L−1)ij = (−1)i+j i+j−1
i j

(
n+i−1
n−j

)(
n+j−1
n−i

)(
i+j−2
i−1

)2
.



194 8 The Finite-Element Method

8.3 Error Estimates

8.3.1 Quasi-Optimality

For difference methods the solution u and the grid function uh are defined on

different sets. The Ritz–Galerkin solution, uN , is, on the other hand, directly

comparable with u. One can measure the error due to discretisation with

‖u − uN‖V or with ‖u − uN‖U . First, we only use the V-norm. Error estimates

with respect to ‖·‖U will follow in §8.5.4.

Let u be the solution of (8.1): a(u, v) = f(v) for v ∈ V . Suppose—by chance

or because of a clever choice of VN—that u also belongs to VN ; then uN :=u also

satisfies (8.4). That means: The discretisation error is zero if u ∈ VN . The following

theorem, usually called the Lemma of Céa, shows: The ‘closer’ that u is to VN

the smaller is the discretisation error. The proof in Céa [65, Prop. 3.1, page 365]

treats the symmetric, V-elliptic case and gives the better factor
√
CS/εN in (8.20).

The general case is analysed by Birkhoff–Schulz–Varga [39, Theorem 13].

Theorem 8.21. Assume (8.2), (8.3), and (8.17a) hold. Let u ∈ V be a solution of

the problem (8.1), and let uN ∈ VN be the Ritz–Galerkin solution of (8.4). Then

the following estimate holds:

‖u− uN‖V ≤
(
1 +

CS

εN

)
inf

w∈VN

‖u− w‖V
{
CS from (8.2),

εN from (8.17a)
. (8.20)

Inequality (8.20) states that the discrete solution uN is quasi-optimal, since its

error coincides with the best possible approximation up to a factor. On the one hand,

this is a rather strong statement (since the error can only be improved by a factor),

on the other hand, the statement is also weak since the best-approximation error

infw∈VN
‖u − w‖V remains unknown. infw∈VN

‖u− w‖V is the distance of the

function u from VN and is abbreviated in the following by

d(u, VN ) := inf
w∈VN

‖u− w‖V . (8.21)

Proof of Theorem 8.21. If u satisfies a(u, v) = f(v) for all v ∈ V then it does in

particular for all v ∈ VN ⊂ V . Since we also have a(uN , v) = f(v) for v ∈ VN ,

we can form the difference:

a(u− uN , v) = 0 for all v ∈ VN . (8.22)

For arbitrary v, w ∈ VN with ‖v‖V = 1 we can therefore conclude

a(uN − w, v) = a
([
uN − u

]
+ [u− w] , v

)
= a (u− w, v)

and
∣∣a(uN − w, v)

∣∣ ≤ CS ‖u− w‖V ‖v‖V = CS ‖u− w‖V . (*)

From (8.17a) we then obtain

∥∥uN − w
∥∥
V
≤ 1

εN
sup

v∈VN , ‖v‖V =1

∣∣a(uN − w, v)
∣∣ ≤

(∗)

CS

εN
‖u− w‖V .
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The triangle inequality then gives

‖u− uN‖V ≤ ‖u− w‖V + ‖w − uN‖V ≤
(
1 +

CS

εN

)
‖u− w‖V .

Since w ∈ VN is arbitrary we deduce the assertion (8.20).

Remark 8.22. The property (8.22) is characteristic for the Galerkin method.

Often it is expressed as follows: The Galerkin error u − uN is orthogonal16 to

the subspace VN .

Note that in Theorem 8.21 the unique solvability of the problem (8.1) was not

assumed, but only the existence of at least one solution. In Theorem 8.24 the

(unique) existence of a solution of Lu = f will follow from suitable assumptions

on the discrete problems.

Since the underlying spaces are Hilbert (and not general Banach) spaces, the

infimum in (8.21) is taken as a minimum.

Remark 8.23. V ⊥
N := {v ∈ V : (v, w)V = 0 for all w ∈ VN} is the orthogonal

space of VN with respect to the (·, ·)V scalar product. Since VN is closed because

of dim(VN )<∞, we have V = VN ⊕ V ⊥
N (cf. Lemma 6.15). Let PVN

: V → VN

be the V -orthogonal projection onto VN . Then for all v ∈ V , v∗N := PVN
v ∈ VN

is the unique element with

d(v, VN ) = ‖v − v∗N‖V = ‖v⊥‖V ,

where v⊥ := (I − PVN
)v = PV ⊥

N
v is the orthogonal part.

8.3.2 Convergence of the Ritz–Galerkin Solutions

Speaking about convergence means that we have a sequence N → ∞ (N ∈ N′)
of dimensions with corresponding subspaces VN (see case (ii) in Remark 8.1).

For all N ∈ N′ assume the inf-sup condition (8.17a) with εN > 0. We require

in addition that this inequality is uniform: There is some ε > 0 so that

εN ≥ ε > 0 for all N ∈ N′. (8.23)

An equivalent statement is infN∈N′ εN > 0. Even lim supN∈N′ εN > 0 is suf-

ficient, since then one can select a subsequence N′′ ⊂ N′ with infN∈N′′ εN =
lim supN∈N′ εN .

If the discretisation error is supposed to converge to zero one makes use of

a sequence of subspaces VN ⊂ V that converge to V in the following pointwise

sense.

16 In the strict sense this is only correct if a(·, ·) defines a scalar product (cf. Exercise 6.98c).
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Theorem 8.24. (a) Let VN ⊂ V (N ∈ N′) be a sequence of subspaces with17

lim
N→∞

d(u, VN ) = 0 for all u ∈ V. (8.24a)

In addition assume (8.23) and (8.2) (continuity of the bilinear form). Then there

exists a unique solution u of the problem (8.1), and the Ritz–Galerkin solution uN

converges to u:
‖u− uN‖V → 0 for N →∞ .

Sufficient to ensure (8.24a) is

VN ⊂ VM ⊂ V for all N < M ∈ N′ and
⋃

N∈N′
VN dense in V. (8.24b)

Proof. (i) First we show that (8.24a) follows from (8.24b). The inclusion VN ⊂ VM

implies d(u, VM ) ≤ d(u, VN ) for N < M . Hence d(u, VN ) is monotonously

decreasing as N → ∞. To prove d(u, VN ) → 0 we have to show that for each

ε > 0 there exists an N such that d(u, VN ) ≤ ε. From the assumption (8.24b)

there is, for each u ∈ V and ε > 0, a w ∈ ⋃
N∈N′ VN with ‖u− w‖V ≤ ε.

Therefore we have w ∈ VN for an N ∈ N′. That d(u, VN ) ≤ ‖u− w‖V ≤ ε
then proves (8.24a).

(ii) Let Y := {Lv : v ∈ V } ⊂ V ′ be the image of the operator L : V → V ′

corresponding to a(·, ·). For each f ∈ Y ⊂ V ′ there is at least one solution u∈V
of a(u, ·) = f. Inequality (8.20) proves convergence:

‖u− uN‖V ≤
(
1 +

CS

εN

)
d(u, VN ) ≤

(
1 +

CS

ε

)
d(u, VN )→ 0.

Since the discrete solutions corresponding to f are unique, the convergence uN →
u proves the uniqueness of the solution u.

(iii) The discrete solutions are uniformly bounded: ‖uN‖V ≤ ‖f‖V ′ /εN ≤
‖f‖V ′ /ε. By part (ii) also the continuous solution u is bounded by ‖u‖V ≤
‖f‖V ′ /ε for all f ∈ Y . Thus the inverse L−1 : Y → V exists, is bounded

and therefore continuous. This prove that Y is closed.

(iv) It remains to show Y = V ′. Otherwise we can decompose the Hilbert space

V ′ into Y ⊕ Y ⊥ with Y ⊥ �= {0} (cf. Conclusion 6.69b). Select some f ∈ Y ⊥

with ‖f‖V ′ = 1. The Riesz isomorphism JV : V → V ′ from Conclusion 6.69

shows that
〈
·, J−1

V f
〉
V ′×V

= (·, f)V ′ . For vf := −J−1
V f ∈ V we obtain

f(vf ) = 〈f, vf 〉V ′×V = − (f, f)V ′ = −‖f‖2V ′ = −1 and

a(u, vf ) = 〈Lu, vf 〉V ′×V = − (Lu, f)V ′ =
Lu∈Y, f∈Y ⊥

0 for all u ∈ V.

Let uN ∈ VN be the Ritz–Galerkin solution to f . It is bounded by ‖uN‖V ≤
‖f‖V ′ /ε = 1/ε. Since VN ⊂ V, we have a(uN , vf ) = 0, i.e.,

17 More precisely, d(u, VN ) → 0 is only needed for the solution u. In the case of (8.24b), u must

lie in the closure of
⋃

N∈N′ VN . If V is not separable, (8.24a) cannot be valid. However, if the

solution belongs to a separable subspace V0 ⊂ V (e.g., with better smoothness properties), it is

sufficient to assume limN→∞ d(u, VN ) = 0 for all u ∈ V0.
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a(uN , vf )− f(vf ) = 1.

Decompose vf into vN+wN with vN ∈VN , w
N⊥VN (orthogonality with respect

to the V-scalar product) and d(vf , VN ) = ‖wN‖V (cf. Remark 8.23). From (8.24a)

we infer ‖wN‖V → 0. Since the discrete solution fulfils a(uN , vN )− f(vN ) = 0,

the contradiction follows from

1 = a(uN , vf )− f(vf ) = a(uN , vN )− f(vN ) + a(uN , wN )− f(wN )

= a(uN , wN )− f(wN )→ 0.

Hence Y ⊥ = {0} and Y = V ′ must be valid, i.e., for any f ∈ V ′ there exists a

unique solution u of problem (8.1).

The uniform inequality (8.23) follows immediately from V-ellipticity.

Corollary 8.25. The requirement (8.23) is satisfied with ε := CE > 0 if a(·, ·)
is V-elliptic with the constant CE > 0, i.e., a(u, u) ≥ CE ‖u‖2V .

8.3.3 Ritz Projection

Let QN be the orthogonal projection onto VN defined in (8.14). The factors L :
V → V ′, QN : V ′ → V ′

N = VN , and L−1
N : V ′

N = VN → VN ⊂ V can be

composed to give

SN := L−1
N QNL : V → VN ⊂ V. (8.25)

Exercise 8.26. Show there is also the representation

SN = P L−1P ∗L .

Lemma 8.27 (Ritz projection). SN is a projection onto VN and is called the Ritz

projection. It sends the solution u of the problem (8.1) to the Ritz-Galerkin solution

uN ∈ VN : uN = SNu. Assuming (8.2) and (8.17a) we have

‖SN‖V←V ≤ CS/εN (CS from (8.2), εN from (8.17a)). (8.26)

A definition of SN equivalent to that in (8.25) is

SNu ∈ VN and a(SNu, v) = a(u, v) for all v ∈ VN , u ∈ V. (8.27)

Proof. Since a(u, v) = 〈Lu, v〉V ′×V = (Lu, v)U = (Lu,QNv)U = (QNLu, v)U
for all v ∈ VN , it follows that SN u in (8.27) is the Ritz–Galerkin solution for the

right-hand side f := QNLu ∈ V ′, i.e., SNu = L−1
N QNLu. Conversely one may

argue similarly, and so show the equivalence of the definitions (8.25) and (8.27).

(8.27) shows that u ∈ VN leads to SNu = u. Thus S2
N = SN , i.e., SN is

a projection. Inequality (8.26) follows from ‖SNu‖V ≤ ‖QNLu‖V ′
N
/εN (cf. the

proof of (8.19)) and ‖QNLu‖V ′
N
= ‖Lu‖V ′

N
≤ ‖Lu‖V ′ ≤ CS ‖u‖V with CS from

(8.2) (cf. Conclusion 8.8).
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Remark 8.28. Let a(·, ·) be V-elliptic and symmetric. |||v|||V :=
√
a(v, v) is a

norm equivalent to ‖·‖V . The Ritz projection SN is, with respect to ||| · |||V , an

orthogonal projection onto VN . Thus, in particular, we have for N > 0

|||SN |||V←V = 1. (8.28)

Proof. The equivalence of ‖·‖V and ||| · |||V is stated in Exercise 6.98c. The scalar

product associated to ||| · |||V is a(·, ·), so that it is to be shown that a(SNv, w) =
a(v, SNw). (8.27) implies a(SNv, SNw) = a(v, SNw), since SNw ∈ VN . The

symmetry of a(·, ·) and exchanging v and w give

a(SNv, w) = a(w, SNv) = a(SNw, SNv) = a(SNv, SNw),

so that a(SNv, w) = a(v, SNw). (8.28) results from Remark 6.70.

Remark 8.28 shows once again that the Ritz–Galerkin solution uN = SNu is

the best approximation to u in VN in the sense of the norm ||| · |||V . This assertion is

equivalent to the minimisation problem J(uN ) ≤ J(v) for all v ∈ VN (cf. Exercise

8.17b).

The stability condition (8.23), εN ≥ ε > 0, may be difficult to prove, except for

V-elliptic bilinear forms. However, the following theorem shows that this condition

does hold for subspaces approximating V well enough. The proof of this will be

postponed to a supplement to Lemma 11.12 (page 335).

Theorem 8.29. Let the bilinear form a(·, ·) be V-coercive, where V ⊂ U ⊂ V ′

is a continuous, dense, and compact embedding. Let the continuous problem (8.1)

be solvable for all f ∈ V ′. Assume that (8.24a) holds for the subspaces VN ⊂ V
(N ∈ N′). For large enough N the stability condition (8.23) is then satisfied.18

8.3.4 Further Stability and Error Estimates

In the variational formulation (8.1) the right-hand side f and the bilinear form a
can be perturbed:

find ũN ∈ VN so that ã(ũN , vN ) = f̃(vN ) for all vN ∈ VN , (8.29)

where

ã(zN , vN ) = a(zN , vN ) + δa(zN , vN ),

f̃(vN ) = f(vN ) + δf(vN )
for all zN , vN ∈ VN .

It is sufficient that the perturbations δa and δf are defined on VN × VN and VN ,
respectively.

18 One may select a suitable subsequence N′′ ⊂ N so that (8.23) holds for all N ∈ N′′.



8.3 Error Estimates 199

The usual source of a perturbation is numerical quadrature: The integral
∫
Ω
fvdx

is replaced by a quadrature formula (cf. Exercise 8.34) based on point evaluations

of the integrand fv. Obviously this requires that fv be continuous. Since v ∈ V
for d ≥ 2 does not guarantee continuity (cf. Example 6.24), the perturbation δf
may be unbounded with respect to the norm ‖·‖−1. However, ansatz functions

vN ∈ VN have better smoothness properties. Correspondingly, the norm ‖·‖−1 must

be replaced by ‖·‖V ′
N

in (8.11). The treatment of δa is similar.

The following statement is called the first Lemma von Strang (cf. Strang [275]).

Theorem 8.30. Besides (8.2) and (8.3) assume that

δa : VN × VN → R and δf : VN → R

are continuous. Let ã = a + δa be VN -elliptic. Let u and uN be the (exact)

solutions of (8.1) and (8.4). Then the solution ũN of the perturbed problem (8.29)

satisfies

‖u− ũN‖V ≤ const
[
‖δf‖V ′

N
+ inf

zN∈VN

{
‖u− zN‖V + ‖δa(zN , ·)‖V ′

N

} ]
. (8.30)

Proof. For arbitrary zN , vN ∈ VN we have

ã(ũN − zN , vN ) = ã(ũN , vN )− a(zN , vN )− δa(zN , vN )

=
(8.29)

f̃(vN )− a(zN , vN )− δa(zN , vN )

= f̃(vN ) + a(u, vN )− f(vN )︸ ︷︷ ︸
=0 because of (8.1)

− a(zN , vN )− δa(zN , vN )

= δf(vN ) + a(u− zN , vN )− δa(zN , vN )

because of f̃ = f + δf. We estimate ũN − zN by

C̃E‖ũN − zN‖2V ≤ ã(ũN − zN , ũN − zN )

= δf(ũN − zN ) + a(ũN − zN , ũN − zN )− δa(zN , ũN − zN )

= ‖δf‖V ′
N
‖ũN − zN‖V + CS‖u− zN‖V ‖ũN − zN‖V

+ ‖δa(zN , ·)‖V ′
N
‖ũN − zN‖V .

Dividing both sides by ‖ũN − zN‖V gives

C̃E‖ũN − zN‖V ≤ ‖δf‖V ′
N
+ CS‖u− zN‖V + ‖δa(zN , ·)‖V ′

N
.

Since zN ∈ VN is arbitrary, (8.30) follows from ‖u − ũN‖V ≤ ‖u − zN‖V +
‖zN − ũN‖V and the previous inequality.
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8.4 Finite Elements

The finite-element method (abbreviated by FEM) is a special case of the Ritz–

Galerkin method. For an introduction we first treat the one-dimensional case.

8.4.1 Introduction: Linear Elements for Ω = (a, b)

As soon as the dimension N = dimVN becomes larger the essential disadvan-

tage of the general Ritz–Galerkin method becomes apparent. The matrix L is in

general fully populated, i.e., Lij �= 0 for all i, j = 1, . . . , N . Therefore one

needs N2 integrations to obtain the values of Lij = a(bj , bi) =
∫
Ω
. . ., whether

exactly or approximately. The final solution of the system of equations Lu = f

requires up to O(N3) operations. As soon as N is no longer small the general

Ritz–Galerkin method therefore turns out to be unusable.

A glance at the difference method shows that the matrices Lh which occur

there are sparse. Thus it is natural to wonder if it is possible to choose the ba-

sis {b1, . . . , bN} of VN so that the system matrix Lij = a(bj , bi) is also sparse.

The best situation would be that the bi were orthogonal with respect to a(·, ·):
a(bj , bi) = 0 for i �= j. However, such a basis can be found only for special

model problems such as the one in Example 8.18. Instead we shall base our further

considerations on the following remark.

Remark 8.31. Let the bilinear form a(·, ·) be given by (7.7). Let Bi be the interior

of the support supp(bi) of the basis function bi, i.e., Bi := supp(bi)\∂supp(bi).
A sufficient condition that ensures Lij = a(bj , bi) = 0 is Bi ∩Bj = ∅.
Proof. The integration a(bj , bi) =

∫
Ω
. . . can be restricted to Bi ∩Bj .

x1 x2 x3 x4

y

x0

1
(b)

(a)

(b)

0 x =b5a=x

Fig. 8.1 (a) Piecewise linear function,

(b) Basis functions corresponding to x1 and x4.

To be able to apply Remark 8.31 the

basis functions should have as small

supports as possible. In constructing

them in general one goes about it from

the desired goal: one defines partitions

of Ω into small pieces, the so-called

finite elements, from which the sup-

ports of bi are pieced together.

As an introduction let us investigate the one-dimensional boundary-value

problem

−u′′(x) = g(x) for a < x < b, u(a) = u(b) = 0. (8.31)

Assume we have a partition of the interval [a, b] given by a = x0 < x1 < . . . <
xN+1 = b. Denote the interval pieces by Ii := (xi−1, xi) (1 ≤ i ≤ N + 1).

For the subspace VN ⊂ H1
0 (a, b) let us choose the piecewise linear19 functions:

19 Although they are called linear functions, affine functions of the form y = a + bx are meant.

We shall follow the standard terminology and use ‘linear’ instead of ‘affine’.
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VN =
{
u∈C0([a, b]) : u|Ii linear for 1≤ i≤N + 1 and u(a)=u(b)=0

}
(8.32)

(cf. Figure 8.1). The continuity u ∈ C0([a, b]) is equivalent to continuity at the

nodes xi (1 ≤ i ≤ N ): u(xi + 0) = u(xi − 0).

Remark 8.32. Assume (8.32). (a) u ∈ VN is uniquely determined by its nodal

values u(xi) (1 ≤ i ≤ N ):

u(x) =
u(xi) (xi+1 − x) + u(xi+1) (x− xi)

xi+1 − xi
for x ∈ Ii+1, 0 ≤ i ≤ N,

where u(x0) = u(xN+1) = 0. From Theorem 6.60 we conclude that VN ⊂
H1

0 (a, b). The (weak) derivative u′ ∈ L2(a, b) is piecewise constant:

u′(x) = [u(xi+1)− u(xi) ] / [xi+1 − xi ] for x ∈ Ii+1, 0 ≤ i ≤ N.

The basis functions can be defined by

bi(x) =

⎧
⎨
⎩

(x− xi−1) / (xi − xi−1) for xi−1 < x ≤ xi
(xi+1 − x) / (xi+1 − xi) for xi < x < xi+1

0 otherwise

⎫
⎬
⎭ (1 ≤ i ≤ N)

(see Figure 8.1b). In the engineering sciences the basis functions are also called the

shape functions.

(b) One has the representation u =
∑N

i=1 u(xi) bi. The supports of the functions

bi are supp(bi) = Īi−1 ∪ Īi = [xi−1, xi+1]. The set Bi from Remark 8.31 is now

Bi = (xi−1, xi+1).

The weak formulation of the boundary-value problem (8.31) is a(u, v) = f(v)
with

a(u, v) :=

∫ b

a

u′v′dx, f(v) :=

∫ b

a

gvdx for u, v ∈ H1
0 (a, b).

By Remark 8.31 we have, for the matrix elements, Lij = 0 as soon as |i− j| ≥ 2,

since then Bi ∩Bj = ∅. For |i− j| ≤ 1 we obtain

Li,i−1 = a(bi−1, bi) =

∫ xi

xi−1

−1
xi − xi−1

1

xi − xi−1
dx =

−1
xi − xi−1

, (8.33a)

Li,i = a(bi, bi) =

∫ xi

xi−1

(xi − xi−1)
−2

dx+

∫ xi+1

xi

(xi+1 − xi)
−2

dx

=
1

xi − xi−1
+

1

xi+1 − xi
,

Li,i+1 = a(bi+1, bi) = Li+1,i =
−1

xi+1 − xi
.

The right-hand side f = (f1, . . . , fN )T is given by (8.33b):
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fi = f(bi) =

∫ xi+1

xi−1

gbidx =
1

xi − xi−1

∫ xi

xi−1

g(x) (x− xi−1) dx (8.33b)

+
1

xi+1 − xi

∫ xi+1

xi

g(x) (xi+1 − x) dx.

Remark 8.33. The system of equations Lu = f , given in (8.33a,b), is tridiagonal,

thus, in particular, sparse. For an equidistant partitioning xi := a + ih with

h := (b− a)/(N + 1) the coefficients are

Li,i±1 = −1/h, Lii = 2/h, fi = h

∫ 1

0

[ g(xi + th) + g(xi − th) ](1− t)dt.

If g ∈ C0(a, b), then by the intermediate value theorem fi = hg(xi + Θih),
|Θi| < 1. Therefore the system of equations Lu = f is, up to a scaling, identi-

cal with the difference equation Lhuh = fh in Section 4.1, if one defines fh by

fh(xi) := fi = g(xi +Θih) instead of fh(xi) = g(xi); then L = hLh, f = hfh.

This example shows that it is possible to find basis functions with small sup-

ports so that L is relatively easy to calculate. In addition, the similarity is apparent

between the resulting discretisation method and difference methods.

Finally, we consider the numerical evaluation of the integral (8.33b).

Exercise 8.34. Show that the Gaussian quadrature formula for
∫ xi+1

xi−1
gbidx with bi

as weight function and one support point is:

fi,GQuad :=
xi+1 − xi−1

2
g

(
xi+1 + xi + xi−1

3

)
.

What is the formula for a partition of equal intervals?

If one replaces the Dirichlet boundary conditions in (8.31) by the Neumann

condition then V = H1(a, b). The subspace VN ⊂ H1(a, b) results from (8.32)

after removal of the condition u(a) = u(b) = 0. In order that dimVN = N the

numbering has to be changed: The partition of (a, b) is given by a = x1 < x2 <
. . . < xN = b . The support of the basis functions b1 and bN consists of only one

interval.

Exercise 8.35. Let ∂u
∂n (a) = ϕa, ∂u

∂n (b) = ϕb , with a(·, ·) as before. Suppose the

partition of (a, b) is equidistant: xi = a + (i − 1)h, h = (b − a)/(N − 1). What

is the form of the equation Lu = f? Show that Lu = f has at least one solution if

∫ b

a

g(x)dx+ ϕa + ϕb = 0.

In §8.4.2–8.4.4 we discuss typical examples for finite-element functions in two

spatial dimensions. More can be found in Braess [45, Table 2 on page 66] and

Brenner–Scott [52, §3.2].
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8.4.2 Linear Elements for Ω ⊂ R2

t=12
N=10 (22)
t=30

N=5 (21)N=0 (8)
t=6

Fig. 8.2 Triangulation of Ω; t: number of triangles, N :

number of inner nodes (number of all nodes).

We shall assume:

Ω ⊂ R2 is a polygon. (8.34)

As shown in Figure 8.2 we

divide Ω into triangles (‘finite

elements’). The decomposi-

tion is called a triangulation.20

Definition 8.36. T := {T1, . . . , Tt} is called an admissible triangulation of Ω if

the following conditions are fulfilled:

Ti (1 ≤ i ≤ t) are open triangles, (8.35a)

Ti are disjoint, i.e., Ti ∩ Tj = ∅ for i �= j, (8.35b)
⋃t

i=1
T i = Ω , (8.35c)

for i �=j, T i ∩ T j is

⎧
⎪⎨
⎪⎩

(i) either empty, or

(ii) a common side of the elements Ti, Tj or

(iii) a common edge of the elements Ti, Tj .

(8.35d)

Remark 8.37. (a) The conditions (8.35a) and (8.35c) imply the polygonal shape of

Ω, i.e., the assumption (8.34).

(b) Figure 8.2 shows only admissible triangulations. An example of an inadmissible

triangulation would be, e.g., a square partitioned as follows: .

Let T be an admissible triangulation. The point x is called a node (of T ) if x

is a vertex of one of the T ∈ T . One distinguishes inner and boundary nodes,

according to whether x ∈ Ω or x ∈ ∂Ω. Let N be the total number of inner nodes.

We define VN as the subspace of the piecewise linear functions:

VN =

⎧
⎨
⎩u ∈ C0(Ω) :

u = 0 on ∂Ω, on each T ∈ T the function

u|T agrees with a linear function,

i.e., u(x, y) = aT,1 + aT,2x+ aT,3y on T.

⎫
⎬
⎭ (8.36)

Remark 8.32 can be applied to the two-dimensional case under consideration:

Remark 8.38. (a) It is true that VN ⊂ H1
0 (Ω).

(b) Each function u ∈ VN is uniquely determined by its node values u(xi) at the

inner nodes xi, 1 ≤ i ≤ N .

20 We will also use this term if other elements (quadrangles, tetrahedra, etc.) occur. A more general

term is ‘tessellation’.
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Proof. (a) Example 6.22 shows that VN ⊂ H1(Ω). Since u = 0 on ∂Ω, Theorem

6.60 proves that VN ⊂ H1
0 (Ω).

(b) Let x, x′, x′′ be the three vertices of T ∈ T . The linear function u(x, y) =
ai1+ai2x+ai3y is uniquely determined on T by the values u(x), u(x′), u(x′′).

The converse to Remark 8.38b is as follows.

Remark 8.39. Let xi (1 ≤ i ≤ N) be the inner nodes T . For arbitrary values ui
(1 ≤ i ≤ N) there exists exactly one u ∈ VN with u(xi) = ui . It may be written

as u =
∑N

i=1 ui bi , where the basis functions bi are characterised by

bi(x
i) = 1, bi(x

j) = 0 for all i �= j (1 ≤ i, j ≤ N). (8.37a)

If T ∈ T is a triangle with the vertices xi = (xi, yi) [xi as in (8.37a)] and

x′ = (x′, y′), x′′ = (x′′, y′′), then

bi(x, y) =
(x− x′)(y′′ − y′)− (y − y′)(x′′ − x′)
(xi − x′)(y′′ − y′)− (yi − y′)(x′′ − x′)

on T . (8.37b)

On all T ∈ T that do not have xi as a vertex, bi|T = 0.

Proof. Obviously, using (8.37b) we get a linear function defined on all T ∈ T ,

which satisfies (8.37a). In addition, (8.37a) forces continuity at all nodes. If the

vertices xj and xk are directly connected by the side of a triangle, then (8.37b)

provides the representation bi(x
j + s(xk − xj)) = sbi(x

k) + (1 − s)bi(x
j) with

s ∈ [0, 1] for both triangles that have this side in common. Thus bi is also con-

tinuous on the common edges, so that bi ∈ C0(Ω). Applying this consideration

to two boundary nodes x′,x′′ with bi(x
′) = bi(x

′′) = 0 we derive bi = 0 on ∂Ω.

Thus bi belongs to VN .

Remark 8.40. (a) The dimension of the subspace determined by (8.36) is the

number of inner nodes of T .

(b) The support of the basis function bi (belonging to the node xi) is

supp(bi) =
⋃{

T : T ∈ T has xi as a corner
}
.

(c) Let Bi be the interior of supp(bi). There holds Bi ∩ Bj = ∅ if and only if the

nodes xi �= xj are not directly connected by a side.

Conclusion 8.41. a(u, v) =
∫
Ω
〈∇u,∇v〉dx is the bilinear form associated to the

Poisson equation. The integrals Lij = a(bj , bi) =
∑

k

∫
Tk
〈∇bj ,∇bi〉dx are to be

taken over the following Tk ∈ T :

all Tk with xi as a vertex, if i = j,

all Tk with xi and xj as vertices, if i �= j.

We have Lij = 0, if xi and xj are not directly connected by the side of a triangle.
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Fig. 8.3 Piecewise linear basis functions for

the node (x0, y0). Left: triangles of the

support; right: sketch of the function.

We get an especially regular triangula-

tion when we first divide Ω into squares

with sides of length h, and then divide these

into two triangles ( ). The first and sec-

ond triangulations in Figure 8.2 are of this

sort. We call them ‘square-grid triangula-

tions’. The corresponding basis function is

depicted in Figure 8.3. Its support consists

of six triangles. One therefore expects that

the matrix L corresponds to a 7-point formula. For the Laplace operator, however,

one finds the well-known 5-point formula (4.19) from Section 4.2.

Exercise 8.42. Let T be a square-grid triangulation, and consider the bilinear form

a(u, v) =
∫
Ω
〈∇u,∇v〉dx. The basis functions are described by Figure 8.3. Show

that one has for the entries of the system matrix L

Lii = 4, Lij = −1, if xi − xj ∈ {(0, h) , (0,−h) , (h, 0) , (−h, 0)} ,

and Lij = 0 otherwise, i.e., L agrees with h2Lh from (4.16).

x1

x2

x3

x
(0,0)

(0,1)

T

η

ξ

Φ

Φ−1

y

T
~

(1,0)

Fig. 8.4 Reference triangle T .

Although L = h2Lh holds in the case

of the Poisson equation −Δu = g, the

finite-element discretisation and the differ-

ence method still do not coincide, since

h2fh has h2g(xi) as components and so

differs from fi =
∫
Ω
g bi dx.

The integration
∫
Ti
. . . dx over the trian-

gle Ti ∈ T seems at first difficult. However, for each i one can express
∫
Ti
. . . dx as

an integral over the reference triangle T in Figure 8.4. The details are given below.

Exercise 8.43. Let xi = (xi, yi) (i = 1, 2, 3) be the vertices of T̃ ∈ T , and let T
be the unit triangle in Figure 8.4 (left). Show:

(a) Φ : (ξ, η) �→ x1 + ξ
(
x2 − x1

)
+ η

(
x3 − x1

)
maps T onto T̃ .

(b) detΦ′(ξ, η) = (x2 − x1) (y3 − y1)− (y2 − y1) (x3 − x1) is a constant.

(c) The substitution rule gives

∫

T̃

v(x, y)dxdy =
∣∣ (x2−x1) (y3−y1)− (y2 − y1) (x3 − x1)

∣∣
∫

T

v(Φ (ξ, η)) dξdη .

In general one evaluates the integral
∫
T
. . . dξdη over the unit triangle numeri-

cally. Examples of integration formulae can be found in Schwarz [262, §2.4.3] and

Ciarlet [67, §4.1]. The necessary order of the quadrature formulae is discussed in

the same place by Ciarlet and by Witsch [307]. See also Scott [263].
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In contrast to the difference methods finite-element discretisation offers one the

possibility of changing the size of the triangles locally. The third triangulation in

Figure 8.2 contains triangles that become smaller as they are nearer to the intrud-

ing corner. This flexibility of the finite-element method is an essential advantage.

On the other hand, one does obtain systems of equations Lu = f with more com-

plex structures, since (a) u can no longer be stored in a two-dimensional array,

(b) L cannot be characterised by a star as in (4.20).

Remark 8.44. If one replaces the Dirichlet condition u = 0 on ∂Ω by natural

boundary conditions, then the following changes take place:

(a) N = dimVN is the number of all nodes (inner and boundary nodes).

(b) VN ⊂ H1(Ω) is given by (8.36) without the restriction “u = 0 on ∂Ω”.

(c) In Remarks 8.38–8.40 it should read “nodes” instead of “inner nodes”.

(d) The matrix elements Lij calculated in Exercise 8.42 are valid only for inner

nodes xi. For a Neumann boundary-value problem in the square Ω = (0, 1)×(0, 1),
L coincides with h2DhLh from Exercise 4.63b.

(e) In calculating fi = f(bi) with ϕ �= 0 in (7.20a) one has to take account of

possible boundary integrals over ∂Ω ∩ supp(bi), if supp(bi) ∩ ∂Ω �= ∅.

8.4.3 Bilinear Elements for Ω ⊂ R2

Fig. 8.5 Partition of Ω into paral-

lelograms.

The difference methods in a square grid suggest

partitioningΩ into squares of side h (cf. Figure 8.5,

left). If, more generally, one replaces the squares

by parallelograms one obtains partitions like those

in Figure 8.5. An admissible partition by parallelo-

grams is described by the conditions (8.35a–d),

if in (8.35a) the expression “triangle” is replaced

by “parallelogram”.

(0,1)

(0,0) (1,0)

Φ

Φ

y

x

(1,1)

P
~

−1

ξ

η

x

x

x

x

1

2

3

4

Fig. 8.6 Unit square as reference parallelogram for P̃ .

If one were to define the sub-

space VN by the condition that u
must be a linear function in each

parallelogram, then there would

be only three of the four ver-

tex values that could be arbitrar-

ily assigned. In the case of the

partition in Figure 8.5 (right) one

can see that the only piecewise linear function u with u = 0 on ∂Ω is the

null function. Thus in each parallelogram u must be a function that involves four

free parameters. We next consider the case of a rectangle parallel to the axes,

P = (x1, x2)× (y1, y4), and define a bilinear function on P by

u(x, y) := a1 + a2x+ a3y + a4xy in P . (8.38a)



8.4 Finite Elements 207

Then u is linear in each direction parallel to the axes—thus, in particular, along

the sides of the rectangle. For an arbitrary parallelogram P̃ such as in Figure 8.6,

the restriction of the function (8.38a) to the side of a parallelogram is in general a

quadratic function. Therefore one generalises the definition as follows. Let

Φ : (ξ, η) �→ x1 + ξ
(
x2 − x1

)
+ η

(
x4 − x1

)
∈ R2 (8.38b)

Fig. 8.7 A combination

of triangles and parallelo-

grams.

be the mapping taking the unit square (0, 1)× (0, 1) onto

the parallelogram P̃ (cf. Figure 8.6). A bilinear function is

defined on P̃ by

u(x, y) := v(Φ−1(x, y)), v(ξ, η) := α+βξ+γη+ δξη.

It is not necessary to calculate v(Φ−1(·, ·)) explicitly, since

all the integrations can be carried out over (0, 1) × (0, 1)
as the reference parallelogram (cf. Exercise 8.43).

If π = {P1, . . . , Pt} is an admissible partition into par-

allelograms one defines VN ⊂H1(Ω) [resp. VN ⊂H1
0 (Ω)]

by

VN =

{
u ∈ C0(Ω) :

on all P ∈ π , u coincides

with a bilinear function

}
(8.39a)

respectively

VN =

⎧
⎨
⎩u ∈ C0(Ω) :

u = 0 on Γ = ∂Ω,

on all P ∈ π , u coincides

with a bilinear function.

⎫
⎬
⎭ (8.39b)

Here N = dimVN is the number of nodes (case (8.39a)) [resp. inner nodes, case

(8.39b)]. A bilinear function on P ∈ π is linear along each side of P . Continuity

in the node points thus already implies continuity in Ω.

Remark 8.45. The Remarks 8.37a and 8.38–8.40 hold with appropriate changes.

Exercise 8.46. Let the bilinear form associated to−Δ be a(u, v)=
∫
Ω
〈∇u,∇v〉dx.

Assume Ω = (0, 1) × (0, 1) is divided into squares of side h as in Figure 8.5.

What are the basis functions characterised by (8.37a)? Show that the matrix L

coincides with the difference star 1
3

⎡
⎣
−1 −1 −1
−1 8 −1
−1 −1 −1

⎤
⎦ .

Remark 8.47. Triangle and parallelogram divisions can also be combined. A

polygonal domain Ω can be divided up into both triangles and parallelograms

(cf. Figure 8.7). In this case VN is defined as

{u ∈ C0(Ω) : u linear on the triangles, bilinear on the parallelograms}.



208 8 The Finite-Element Method

8.4.4 Quadratic Elements for Ω ⊂ R2

Let T be an admissible triangulation of a polygonal domain Ω. We wish to in-

crease the dimension of the finite-element subspace by allowing, instead of linear

functions, quadratics

u(x, y) = a1 + a2x+ a3y + a4x
2 + a5xy + a6y

2 on T ∈ T (8.40)

so that

VN = {u ∈ C0(Ω) : u = 0 on Γ = ∂Ω,

on each Ti ∈ T , u coincides with a quadratic function}.
(8.41)

Lemma 8.48. (a) Let x1, x2, x3 be the vertices of a triangle T ∈ T , while

x4, x5, x6 are the midpoints of the sides21 (cf. Figure 8.8a). Each function

quadratic on T is determined by the values
{
u(xj) : j = 1, . . . , 6

}
.

(b) The restriction of the function (8.40) to a side of T ∈ T gives a one-dimensional

quadratic function, which is uniquely determined by three of the nodes lying on this

side (e.g., u(x1), u(x4), u(x2) in Figure 8.8a).

(c) If u is quadratic on each T ∈ T and continuous at all nodes (i.e., vertices of

triangles and midpoints of sides), then u is continuous on Ω.

Proof. (a) The quadratic function can be obtained as the uniquely defined inter-

polating polynomial of the form (8.40). Part (b) is also elementary.

(c) Let T and T̂ be neighbouring triangles in Figure 8.8a. Since u|T and u|T̂
coincide on x1, x4, x2, by part (b) they represent the same quadratic function on

the common side of T and T̂ .

x1 x2

x4

x6

x3

x5

x7

x8 P

(b)
T̂

x4

x2

x5

x6

x1 x3

T

(a)

Fig. 8.8 Nodes for (a) a quadratic ansatz

on a triangle, (b) a quadratic ansatz of the

serendipity class on a parallelogram.

We call all [inner] vertices of triangles

and midpoints of sides [inner] nodes. By

Lemma 8.48a we can find for each inner

node xi a basis function bi which is quadratic

on each T ∈ T and satisfies (8.37a):

bi(x
i) = 1, bi(x

j) = 0 for j �= i.

By Lemma 8.48c bi belongs to VN . This

proves the next statement.

Remark 8.49. The number of inner nodes is the dimension of VN in (8.41). Each

u ∈ VN admits the expression u =
∑N

i=1 u(x
i) bi, where the basis function

belonging to the node xi is characterised by (8.37a).

21 Instead of the midpoints any other point on the interior of the side can be chosen. However, the

choice must be the same for both triangles attached to this side.
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In the sequel we wish to assume that, as in Figure 8.7, both triangles and parallel-

ograms are used in the partition. On the triangles the function u ∈ VN are quadratic.

The functions on the parallelograms P must satisfy the following conditions:

(α) u(x, y)|P must be uniquely determined by the values at the 4 vertices and 4

midpoints of the sides (cf. Figure 8.8b).

(β) The restriction to a side of P gives a (one-dimensional) quadratic function.

By condition (α) the ansatz must contain exactly 8 coefficients. The quadratic

(8.40) has only 6 coefficients, while the biquadratic

∑

0≤i,j≤2

aijξ
iηj

has one parameter too many. If one omits the term ξ2η2 in the biquadratic ansatz

one obtains for the unit square the function

v(ξ, η) := a1 + a2ξ + a3η + a4ξ
2 + a5ξη + a6η

2 + a7ξ
2η + a7ξη

2, (8.42)

the so-called quadratic ansatz of the serendipity class. The restrictions to the sides

ξ = 0, 1 [resp. η = 0, 1] give a quadratic function in η [resp. ξ]. The mapping Φ in

(8.38b) (cf. Figure 8.6a,b) yields the function

u(x, y) = v(Φ−1(x, y)),

defined on the parallelogram P , which still satisfies the conditions (α) and (β).

If one were to use the full biquadratic ansatz one would need one additional node

which one could choose as the barycentre of the parallelogram. Cubic ansatzes can

be carried out in the same way in triangles and parallelograms (cf. Schwarz [262]).

8.4.5 Elements for Ω ⊂ R3

In the three-dimensional case assume

Ω ⊂ R3 is a polyhedron.

The triangulation from §8.4.2 corresponds now to a division of Ω into tetrahedra.

It is called admissible, if (8.35a–d) hold in the appropriate sense: (8.35a) becomes

“Ti (1 ≤ i ≤ t) are open tetrahedra”; in (8.35d) it now should read “For i �= j,

T̄i ∩ T̄j is either empty, or a common vertex, side, or face of Ti and Tj”.

Each linear function a1 + a2x+ a3y + a4z is uniquely determined by its values

at the 4 vertices of the tetrahedron. As a basis for the space

VN =
{
u ∈ C0(Ω) : u = 0 on ∂Ω, u linear on each tetrahedron Ti (1 ≤ i ≤ t)

}
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one chooses bi with the property (8.37a): bi(x
i) = 1, bi(x

j) = 0 (j �= i). The

support of bi consists of all tetrahedra that share xi as a vertex. The dimension

N = dimVN is again the number of inner nodes (i.e., vertices of tetrahedra).

As in the two-dimensional case the linear ansatz may be replaced by a quadratic

one. Instead of a tetrahedron one can use a parallelepiped or a triangular prism with

corresponding ansatzes for the functions (cf. Schwarz [262, §2.7]).

8.4.6 Handling of Side Conditions

The space V which lies at the foundation of the whole matter may be a subspace of

a simply discretisable space W ⊃ V . A given function w ∈W belongs to V if cer-

tain side conditions are satisfied. Before we describe this situation in full generality,

two examples will be provided as illustrations.

Example 8.50. If one wishes to make the Neumann boundary-value problem

−Δu = g in Ω and ∂u
∂n = ϕ on Γ uniquely solvable by the addition of the side

condition
∫
Ω
u(x)dx=0, one can choose the space V to be

V =

{
u ∈ H1(Ω) :

∫

Ω

u(x)dx = 0

}
. (8.43a)

For a bounded domain Ω the bilinear form a(u, v) :=
∫
Ω
〈∇u,∇v〉dx is V-elliptic.

The weak formulation (8.1) with f(v) :=
∫
Ω
gvdx +

∫
Γ
ϕvdΓ corresponds to the

equation

−Δu = g, ∂u/∂n = ϕ,

if g and ϕ satisfy the integrability condition f(1) = 0 (cf. (3.17)). But even when

f(1) �= 0 there exists a weak solution of the corrected equation

−Δu = g̃, g̃(x) := g(x)−
[∫

Ω

g dx+

∫

Γ

ϕ dΓ

] / ∫

Ω

dx .

Example 8.51. The Adler problem of Exercise 7.37 uses

V =
{
u ∈ H1(Ω) : u constant on Γ

}
. (8.43b)

In both cases W = H1(Ω) is a proper superset of V. Let T be a triangulation

of Ω with Iin inner nodes and Ibd boundary nodes. Let Wh ⊂ W be the space of

linear triangular elements22 (cf. Remark 8.44). Its dimension is

Nh := dimWh = Iin + Ibd. (8.44a)

22 Here we use the (maximal) grid size h as index of Vh, Wh, and Mh, since the dimension N
differs in the cases with and without side condition.
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The basis functions {bi : 1 ≤ i ≤ Nh} ⊂ Wh will be described as usual by

bi(x
j) = δij (cf. (8.37a)). As the finite-element subspace of V we define Vh :=

Wh ∩ V , which is of smaller dimension. The difference Mh corresponds to the

number of side conditions:

Vh := Wh ∩ V, Mh := Nh − dimVh. (8.44b)

In the Examples 8.50 and 8.51 we have Mh=1, resp. Mh=Ibd− 1. The difficulty

in the numerical solution of the discrete problem (8.45),

find uh ∈ Vh with a(uh, v) = f(v) for all v ∈ Vh (8.45)

begins with the choice of a basis for Vh. It is not possible to use a subset of the

functions b1, . . . , bNh
. Thus, for example, in Example 8.50 no bi belongs to V ,

and thus also none to Vh, since
∫
Ω
bi dx > 0.

In principle, it is possible in the case of (8.43a) to construct as new basis functions

linear combinations bi := αbi1 + βbi2 ∈ Vh , which have again localised (but a bit

larger) supports. In the case of (8.43b) it is still relatively simple to find a practical

basis for Vh: The basis functions bi ∈ Wh which belong to inner nodes are also in

Vh, since bi ∈ H1
0 (Ω) ⊂ V . As further elements one uses b0 :=

∑′
bj , where

∑′

denotes the sum over all boundary nodes. In spite of this, even in this case, it would

simply be easier if one could work with the standard basis of Wh.

In order to treat the problem (8.45) with the aid of bi ∈Wh, we reintroduce the

notation wh =Pw (w∈RNh a coefficient vector, wh ∈ Wh, P from (8.6)). Each

v ∈ Vh ⊂ Wh can be written as Pv with v in V := {v ∈ RNh : Pv ∈ Vh} =
P−1Vh . Thus problem (8.45) is equivalent to:

find u ∈ V with a(Pu, Pv) = f(Pv) for all v ∈ V. (8.45′)

From (8.44a,b) we have dimV = dimVh = Nh −Mh = dimWh −Mh. The

spaces Vh and V are described by Mh linear conditions

V = ker(C) =
{
w ∈ RNh : Cw = 0

}
, (8.46)

where C= (cij) is the Mh×Nh matrix of the coefficients of the Mh linear side

conditions
Nh∑

j=1

cijwj = 0 (1 ≤ i ≤Mh) . (8.47)

In the case of Example 8.50 we have

Mh = 1, c1j =

∫

Ω

bj(x)dx (1 ≤ j ≤ Nh) .
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For Example 8.51 let x0, . . . ,xMh , with Mh = Ibd − 1, be the boundary nodes.

Then C can be defined as follows:

Mh=Ibd − 1, cii=1 (1 ≤ i ≤Mh) , ci,i+1=−1 (1 ≤ i < Mh) , cMh,0=−1

and cij = 0 otherwise.

The variation of v over V in problem (8.45′) can be replaced by the variation

of w over RNh , if one couples the conditions (8.47) by using Lagrange multipliers

λi (1 ≤ i ≤ Mh), which can be put together to form a vector λ = (λ1, . . . , λMh
).

The resulting formulation of the problem is:

find u ∈ RNh and λ ∈ RMh with Cu = 0 and (8.48a)

a(Pu, Pw) + 〈λ,Cw〉 = f(Pw) for all w ∈ RMh , (8.48b)

where 〈λ,µ〉 = ∑
λiμi is the scalar product in RMh .

Theorem 8.52. The problems (8.45) and (8.48a,b) are equivalent in the following

sense. If u, λ is a solution pair for (8.48a,b) then u is a solution of (8.45′) and

Pu is a solution of (8.45). Conversely, if uh = Pu is a solution of (8.45) then

there exists precisely one λ ∈ RMh such that u and λ solve (8.48a,b).

Before we prove this theorem, we give a matrix formulation which is equivalent

to (8.48a,b).

Remark 8.53. Let L and f be defined as in (8.8a,b). Further, suppose that B :=CT

with C from (8.46). Then (8.48a,b) is equivalent to the system of equations

[
L B

BT O

] [
u

λ

]
=

[
f

0

]
. (8.48′)

Proof. Lu+Bλ = f is equivalent to

a(Pu, Pw) + 〈λ,Cw〉 = 〈Lu,w〉+ 〈Bλ,w〉 = 〈f ,w〉 = f(Pw)

for all w ∈ RNh . Note BTu = 0 is the same as Cu = 0.

Proof of Theorem 8.52. (a) Assume a solution of (8.48a,b) is given in terms of u,λ.

Then Cu = 0 implies u ∈ V and uh := Pu ∈ Vh. Equation (8.48b) holds in

particular for all w ∈ V, so that (8.45′) follows since Cw = 0.

(b) (8.45′) implies f−Lu ∈V⊥. Since V⊥ = (ker(C))⊥ = (ker(BT))⊥ =
range(B), there exists a λ ∈ RMh with f − Lu = Bλ, so that (8.48′), and

thus (8.48a,b) are satisfied. For the Nh × Mh matrix B with rank Mh we have

ker(B) = {0}, so that the solution is unique.

Note that in the case of Example 8.50 the system of equations (8.48′) is essen-

tially identical to (4.68a,b).
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8.5 Error Estimates for Finite-Element Methods

In this section we shall restrict ourselves to the consideration of the linear elements

from §8.4.2 and therefore assume:

T is an admissible triangulation of Ω ⊂ R2, (8.49a)

VN is defined by (8.36), if V = H1
0 (Ω), (8.49b)

VN is as in Remark 8.44b, if V = H1(Ω). (8.49c)

8.5.1 Preparations

By Theorem 8.21 one has to determine d(u, VN ) = inf{|u− w|1 : w ∈ VN}.
To do this one begins by looking at the reference triangle T from Figure 8.4. The

right-hand side in (8.50) consists of values of u at the corners of T and the L2 norm

of the second partial derivatives.

Lemma 8.54. Let T = {(ξ, η) : ξ, η ≥ 0, ξ + η ≤ 1}. For all u ∈ H2(T ) there

holds

‖u‖2H2(T ) ≤ C
[
|u(0, 0)|2 + |u(1, 0)|2 + |u(0, 1)|2 +

∑

|α|=2

‖Dαu‖2L2(T )

]
. (8.50)

Proof. (i) First it has to be shown that the bilinear form

a(u, v) := u(0, 0)v(0, 0)+u(1, 0)v(1, 0)+u(0, 1)v(0, 1)+
∑

|α|=2

(Dαu,Dαv)L2(T )

is continuous on H2(T ) × H2(T ) and H2(T )-coercive. The continuity follows

from the continuous embedding H2(T ) ⊂ C0(T ), which implies |u(x)| ≤ Ĉ |u|2
for all x ∈ T (cf. Theorem 6.48). Thus we have

|a(u, v)| ≤ (1 + 3Ĉ) |u|2 |v|2 .

Since T ∈ C0,1, one may apply Theorem 6.86b: H2(T ) is compactly embedded in

H1(T ). By Lemma 6.90, there exists a constant C1/2 such that

|u|21 ≤
(

1
2 |u|2 + C1/2 |u|0

)2

≤ 1

2
|u|22 + 2C2

1/2 |u|20 for all u ∈ H2(T ). (*)

Since
∑

|α|=2 |Dαu|20 = |u|22 − |u|
2
1 , the estimate

a(u, u) ≥ |u|22 − |u|
2
1 ≥

(∗)

1

2
|u|22 − 2C2

1/2 |u|
2
0

shows that a(·, ·) is H2(T )-coercive.
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(ii) Since the embedding H2(T ) ⊂ L2(T ) is also compact one may apply

Theorem 6.107. The operator A ∈ L(H2(T ), H2(T )′) which is associated with

a(·, ·) either has an inverse A−1 ∈ L(H2(T )′, H2(T )) or has λ = 0 as an eigen-

value with an eigenfunction 0 �= e ∈ H2(T ). In the latter case e must, in particular,

satisfy the equation a(e, e) = 0. From this follows that Dαe = 0 for all |α| = 2,

so that e must be linear: e(x, y) = α + βx + γy. Furthermore, from a(e, e) = 0
one concludes that e(0, 0) = e(1, 0) = e(0, 1) = 0, so that e = 0 in contradiction

to what was just assumed. From Lemma 6.94 and Exercise 6.98c one may show the

H2(T )-ellipticity: a(u, u) ≥ CE |u|22 with

CE :=
1

(1 + 3Ĉ) ‖A−1‖2H2(T )←H2(T )′

> 0

and Ĉ from part (i). Thus we have assertion (8.50) with C := 1/CE .

Lemma 8.54 is tailored to the case of linear elements, since the right-hand side

in (8.50) vanishes for linear interpolants at (0, 0), (1, 0), (0, 1). The generalisation

to higher order elements is as follows : Let xi ∈ T (1 ≤ i ≤ q) be the nodes which

uniquely determine an interpolating polynomial of degree ≤ t− 1. Then the norms

‖u‖Ht(T ) and √√√√
q∑

i=1

|u(xi)|2 +
∑

|α|=t

‖Dαu‖2L2(T )

are equivalent.

The estimate (8.50) is also valid for other triangles T , but the constant C de-

pends on T . First we study the case of a scaled unit triangle. Note that derivatives

of different order scale differently. Therefore we do not estimate ‖u‖2H2(Th)
, but

‖Dβu‖2L2(T ) for |β| ≤ 2.

Lemma 8.55. Let h > 0 and Th := hT = {(x, y) : x, y ≥ 0, x + y ≤ h}. For

each u ∈ H2(Th) there holds with β ∈ N2
0, |β| ≤ 2 :

∥∥Dβu
∥∥2

L2(T )
≤ C

{
h2−2|β|

[
|u(0, 0)|2 + |u(1, 0)|2 + |u(0, 1)|2

]

+ h4−2|β| ∑

|α|=2

‖Dαu‖2L2(T )

}
. (8.51)

C is the constant in (8.50) and therefore independent of u, β, and h.

Proof. Let v(ξ, η) := u(ξh, ηh) ∈ H2(T ). The derivatives with respect to (x, y)

and to (ξ, η) = (x, y)/h are related by Dβ
x,y = h−|β|Dβ

ξ,η . For each |β| ≤ 2 the

substitution rule gives
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∥∥Dβu
∥∥2

L2(Th)
=

∫∫

Th

∣∣Dβ
x,yu

∣∣2 dxdy =

∫∫

T

∣∣h−|β|Dβ
ξ,ηv

∣∣2h2dξdη

= h2−2|β| ∥∥Dβv
∥∥2

L2(T )
≤ h2−2|β| ‖v‖2H2(T ) (**)

≤
Lemma 8.54

Ch2−2|β|

⎡
⎣|v(0, 0)|2 + |v(1, 0)|2 + |v(0, 1)|2 +

∑

|α|=2

‖Dαv‖2L2(T )

⎤
⎦ .

From v(0, 0) = u(0, 0), v(1, 0) = u(h, 0), v(0, 1) = u(0, h) and (**) with β := α
and |α| = 2 we obtain

‖Dα
ξ,ηv‖2L2(T )=h2‖Dα

x,yu‖2L2(Th)

and thus the assertion (8.51).

Lemma 8.56. Let T̃ be an arbitrary triangle with

side lengths ≤ hmax, interior angles ≥ α0 > 0. (8.52)

For each u ∈ H2(T̃ ) and |β| ≤ 2, there holds

∥∥Dβu
∥∥2

L2(T̃ )
≤ C(α0)

⎧
⎪⎨
⎪⎩
h2−2|β|
max

∑

x vertex
of T̃

|u(x)|2 + h4−2|β|
max

∑

|α|=2

‖Dαu‖2L2(T̃ )

⎫
⎪⎬
⎪⎭
,

(8.53)

where C(α0) depends only on α0 and not on u, β or h.

Proof. Let h≤hmax be one of the lengths of the sides of T̃ , while Th is the triangle

from Lemma 8.55. In a way similar to that in Exercise 8.43a, let Φ : Th → T̃ be

the linear transformation that maps Th onto T̃ . Then v(ξ, η) := u(Φ(ξ, η)) belongs

to H2(Th). Under the condition (8.52) we know that the determinant |detΦ| ∈
[1/K(α0),K(α0)] is bounded both above and below. From

‖Dβ
x,yu‖2L2(T̃ )

≤ C1(α0)
∑

|β′|=|β|
‖Dβ′

ξ,ηv‖2L2(Th)
,

(8.51) and ∑

|α|=2

‖Dα
ξ,ηv‖2L2(Th)

≤ C2(α0)
∑

|α|=2

‖Dα
x,yu‖2L2(T̃ )

,

there then follows (8.53).

From Lemma 8.56 follows Theorem 8.57 as the main result. In (8.54) we use

H2(Ω) ∩ V . For V = H1(Ω) this is H2(Ω), only if V = H1
0 (Ω) the space

H2(Ω) ∩H1
0 (Ω) carries additional zero boundary conditions.
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Theorem 8.57. Assume that conditions (8.49a–c) hold for T , VN , and V . Let

α0 > 0 be the smallest interior angle of all T ∈ T , while h is the maximum

length of the sides of all T ∈ T . Then

inf
v∈VN

‖u− v‖Hk(Ω) ≤ C ′(α0)h
2−k ‖u‖H2(Ω)

{
for k ∈ {0, 1, 2} and

all u ∈ H2(Ω) ∩ V. (8.54)

Proof. For a u ∈ H2(Ω) [resp. u ∈ H2(Ω) ∩H1
0 (Ω), if V =H1

0 (Ω)] one chooses

v :=
∑

i u(x
i)bi ∈ VN , i.e., v ∈ VN with v(xi) = u(xi) at the [inner] nodes xi.

Since w := u − v vanishes at the vertices of each Ti ∈ T and Dαw=Dαu for

|α| = 2 (because Dαv = 0 for all linear(!) functions v ∈ VN ), inequality (8.53)

implies the estimate

∥∥Dβw
∥∥2

L2(Ω)
=

∑

Ti∈T

∥∥Dβw
∥∥2

L2(Ti)
≤

(8.53)

∑

Ti∈T
C(α0)h

4−2|β| ∑

|α|=2

‖Dαu‖2L2(Ti)

= C(α0)h
4−2|β| ∑

|α|=2

‖Dαu‖2L2(Ω) ≤ C(α0)h
4−2|β| ‖u‖2H2(Ω) .

Summation over |β| ≤ k now proves the inequality (8.54).

The interpolation v(xi) = u(xi) in the proof above only makes sense for con-

tinuous functions. Since the Sobolev embedding H2(Ω) ⊂ C0(Ω) holds for the

(physically realistic) dimensions d ≤ 3 (cf. Theorem 6.48), the statement of Theo-

rem 8.57 can also be extended to piecewise linear functions on tetrahedra. However,

for inequality (8.54) in d ≥ 4 dimensions or a weaker norm than ‖·‖H2(Ω) on the

right-hand side of (8.54), one may apply the interpolation by the Clément opera-

tor (cf. Clément [72], Brezzi–Fortin [55, §III.2, Proposition 2.2], and Braess [45,

§II.6.9]).

8.5.2 Properties of Sequences of Finite-Element Spaces

8.5.2.1 Uniform Triangulations, Regular Triangulations, and K-Grids

For a discussion of the convergence of finite-element solutions one needs a sequence

of finite-element spaces. In the case of difference schemes the step size h is the

essential parameter which approaches zero. In the case of finite-element spaces the

dimension N is only a partial information. The smallest interior angle is another

important quantity.

Let {Tν : ν ∈ N} be a sequence of triangulations (here used in the true sense:

Tν contains triangles T ⊂Ω ⊂R2). The corresponding finite-element spaces VNν

are indexed by their dimension Nν →∞. For each T ∈ Tν let

ρT ,outer := inf{ρ : T ⊂ Kρ(x), ρ > 0, x ∈ R2}
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be the radius of the outer circle of T. Correspondingly let

ρT ,inner := sup{ρ : T ⊃ Kρ(x), ρ > 0, x ∈ R2}

be the radius of the inner circle. Further let hT be the longest side of T ∈ Tν ,

then hmax(Tν) is the longest side-length which occurs in Tν :

hT := diam(T ) and

{
hmax,ν := hmax(Tν) := max{hT : T ∈ Tν},
hmin,ν := hmin(Tν) := min{hT : T ∈ Tν}.

(8.55)

Obviously we have ρT ,inner ≤ hT ≤ ρT ,outer for all T ∈ Tν .
We define the following properties of the sequence {Tν}ν∈N

:

• {Tν}ν∈N
is called uniform, if sup{hmax,ν/hmin,ν : ν ∈ N} <∞.

• {Tν}ν∈N
is called shape regular (or, simply, regular) if

sup
{ρT ,outer

ρT ,inner
: T ∈ Tν , ν ∈ N

}
<∞.

• A triangulation T has the K-grid property for some K > 0, if the inequality

hmax,T1 ≤ Khmax,T2

holds for all pairs of neighboured triangles T1, T2 ∈ T (T1∩T2 �= ∅). A sequence

{Tν}ν∈N
satisfies theK-grid property, if all Tν areK-grids with the same constant

K. If {Tν}ν∈N
has the K-grid property for some K, we call it quasi-uniform.23

Remark 8.58. (a) A uniform triangulation has the K-grid property with K :=
sup{hmax,ν/hmin,ν : ν ∈ N}.
(b) A shape regular triangulation is quasi-uniform.24

In the case of a uniform sequence {Tν}ν∈N
all triangles T ∈ Tν have a diameter

deviating from hν only by a fixed factor C := sup{hmax,ν/hmin,ν : ν ∈ N}. Local

refinements as in Figure 8.2 (right) are only possible to a limited extent.

On the other hand, local refinements do not necessarily deteriorate the shape

regularity. In the right part of Figure 8.2 the inequality
ρT,outer

ρT,inner
≤ 2 is also valid after

further refinements. In §8.7.3.3 we discuss the connection between shape regularity

and K-grid property.

We can also characterise the shape regularity by the smallest inner angle αT of

the triangles T instead by the inner and outer circles: inf{αT : T ∈ Tν , ν ∈ N} >
0. The latter condition is used in (8.52).

23 In the local view, i.e., considering a triangle and a fixed number of neighbouring triangles, the

triangulation is uniform.
24 However, in the one-dimensional case of intervals instead of triangles, shape regularity always

holds, but does not imply the K-grid property and therefore not quasi-uniformity.
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The estimate in (8.54) uses the maximum grid size h. This approach is appro-

priate for uniform grids. However, in the quasi-uniform case with a large ratio

hmax/hmin the inequality (8.54) cannot express the better local behaviour of the

small elements. The estimates (8.56) use the individual size hT̃ of each triangle T̃ .
Instead enlarging hT̃ to hmax and then summing over all triangles, one can use hT̃ as

local factor and replace hs ‖u‖Ht(Ω) by ‖hsu‖Ht(Ω). If t≤1 let h be the piecewise

linear function whose value at a node x equals max{hT̃ : T̃ contains the vertex x}.
In the K-grid case we have ‖∇h‖∞ ≤ K. Estimates of the weighted expressions

hsu are, e.g., studied in Dahmen et al. [81].

8.5.2.2 Maximum Angle Condition

The condition “αT ≥ α0 > 0” in (8.52) is stronger than necessary. Since the sum

of all inner angles is π, (8.52) implies that inner angles are bounded below π − α0:

αT,max := maximum inner angle of T ≤ ᾱ ≤ π − α0 < π. (8.56)

The reverse implication is not true: The angles α1 = π/2, α2 = π/2 − ε, α3 = ε
of a flat, right-angled triangle satisfy (8.56) with αT,max = π/2 < π although

α3 can be arbitrarily small. A more detailed estimate of the transformations in

Lemma 8.56 shows that already the weaker maximum angle condition (8.56) is

sufficient to prove an estimate (8.54) in which C ′(α0) is replaced by a function

C(ᾱ) depending on ᾱ only (cf. Knabner–Angermann [172, §3.4.2]).

8.5.3 H1-Estimates for Linear Elements

Let hT be the longest side of T ∈ T according to (8.55). h := max{hT : T ∈ T }
is the longest side-length which occurs in T . The parameter h is the essential one

and will be used as an index in the sequel: T = Th.

When constructing the triangulations one must take care that the shape regularity

of Thν
is preserved while hν → 0. Strategies for the systematic construction of

quasi-uniform sequences will be discussed in §8.7.3.3.

Theorem 8.57 yields the following result for k = 1.

Theorem 8.59. Assume conditions (8.49a–c) hold for a sequence of quasi-uniform

triangulations Tν . Then there exists a constant C, such that for all h = hν and

Vh = Vhν there holds the following estimate:

inf
v∈Vh

|u− v|1 ≤ Ch |u|2 for all u ∈ H2(Ω) ∩ V. (8.54′)

Combining this theorem with Theorem 8.21 gives the next statement.
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Theorem 8.60. Assume conditions (8.49a–c) hold for a sequence of quasi-uniform

triangulations Tν . Let the bilinear form fulfil conditions (8.2) and (8.17a). Suppose

the constants εhν
> 0 from (8.17a) are bounded below by εhν

≥ ε > 0 (cf.

Corollary 8.25). Let problem (8.1) have the solution u ∈ H2(Ω)∩ V . Let uh ∈ Vh

be the finite-element solution. Then there exists a constant C, which does not depend

on u, h = hν , or ν, such that

∣∣uh − u
∣∣
1
≤ Ch |u|2 . (8.57)

Combining the Theorems 8.59 and 8.24 yields the following.

Theorem 8.61. Assume conditions (8.49a–c) hold for a sequence of quasi-uniform

triangulations Tν with hν → 0. Let the bilinear form fulfil (8.2) and (8.17a) with

εhν
≥ ε > 0. Then problem (8.1) has a unique solution u ∈ V , and the finite-

element solution uhν ∈ Vh converges to u:

∣∣uhν − u
∣∣
1
→ 0 (ν →∞).

Proof. Let u ∈ V and ε > 0 be arbitrary. Since H2(Ω) ∩ V is dense in V , there

exists uε ∈ H2(Ω) ∩ V with |u− uε|1 ≤ ε/2. From (8.54) and hν → 0 we see

there are ν and vε ∈ Vhν
with |uε − vε|1 ≤ ε/2; thus |u− vε|1 ≤ ε. This proves

(8.24a).

Theorem 8.61 proves convergence without restrictive conditions on u. On the

other hand the order of convergence O(h) in the estimate (8.57) requires the

assumption that the solution u ∈ V lies in H2(Ω). As will later become clear, this

assumption is hardly to be taken as fulfilled in every situation. A weaker assumption

is u ∈ V ∩Hs(Ω) with s ∈ (1, 2). The corresponding result is as follows.

Theorem 8.62. Assume that in the assumptions of Theorem 8.60 u ∈ V ∩H2(Ω)
is replaced by u ∈ V ∩Hs(Ω) with s ∈ [1, 2]. Let Ω be sufficiently smooth. Then

there holds ∣∣uh − u
∣∣
1
≤ Chs−1 |u|s . (8.58)

The proof uses a generalisation of Theorem 8.57 with k = 1.

Lemma 8.63. Under the assumptions of Theorem 8.57 and suitable conditions on

Ω, there holds

inf
v∈Vh

|u− v|1 ≤ C ′′(α0)h
s−1 ‖u‖Hs(Ω)

{
for all s ∈ [1, 2]
and u ∈ Hs(Ω) ∩ V. (8.59)

The proof is based on an interpolation argument that will not be further explained

here. Equation (8.59) holds for s = 2 (cf. (8.57)) and for s = 1, since inf |u− v|1 ≤
|u− 0|1 = |u|1. From this follows (8.59) for s ∈ (1, 2) with the norm |·|s of

the interpolating space [H1(Ω) ∩ V,H2(Ω) ∩ V ]s−1 (cf. Lions–Magenes [194]),

which under suitable assumptions on Ω coincides with Hs(Ω) ∩ V.
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For s=1 the right-hand side of (8.59) becomes const · |u|1. In fact the estimate

inf{|u− v|1 : v ∈ Vh} ≤ |u|1 is the best possible. To prove this, choose u⊥Vh

(orthogonal with respect to |·|1). On the other side s = 2 is the maximal value for

which the estimates (8.58) and (8.59) can hold. Evenu ∈ C∞(Ω) permits no better

order of approximation than O(h)!

The Ritz projections SN : V → VN introduced in (8.25) will now be written

Sh : V → Vh. The inequality (8.58) becomes

|u− Shu|1 / |u|s ≤ Chs−1

and this proves the Conclusion 8.64.

Conclusion 8.64. Assume conditions (8.49a–c) for T , Vh, and V . Let the bilinear

form fulfil (8.2) and (8.17a). The Ritz projection Sh satisfies the estimate

‖I − Sh‖H1(Ω)←H2(Ω)∩V ≤ Ch. (8.60)

Under the assumptions of Lemma 8.63 there holds

‖I − Sh‖H1(Ω)←Hs(Ω)∩V ≤ Chs−1 for all s ∈ [1, 2] . (8.60′)

8.5.4 L2 Estimates for Linear Elements

According to Theorem 8.60, O(h) is the optimal order of convergence. This result

seems to contradict the O(h2) convergence of the five-point formula (cf. Section

4.5), since the finite-element method with a particular triangulation is almost iden-

tical to the five-point formula (of. Exercise 8.42). The reason for this is that the

finite-element error uh − u is measured in the |·|1 norm. The estimate

inf{|u− v|0 : v ∈ Vh} ≤ Ch2|u|2

in Theorem 8.57 suggests the conjecture that the |·|0 norm of the error is of the

order O(h2): |u− uh|0 ≤ Ch2 |u|2. However, this statement is false without

further assumptions.

Up to this point only the existence of a weak solution u ∈ V (e.g., V = H1
0 (Ω)

or V = H1(Ω)) has been guaranteed. But in Theorem 8.60 we needed the stronger

assumption u ∈ H2(Ω) ∩ V . A similar regularity condition will also be imposed

on the adjoint problem to (8.1):

find u ∈ V with a⋆(u, v) = f(v) for all v ∈ V, (8.61)

which uses the adjoint bilinear form a⋆(u, v) := a(v, u). For f ∈ L2(Ω) ⊂ V ′,
the value f(v) becomes (f, v)L2(Ω). The H2 regularity condition is:
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For each f ∈ L2(Ω) the problem (8.61)

has a solution u ∈ H2(Ω) ∩ V with |u|2 ≤ CR |f |0 .
(8.62)

In Chapter 9 we shall see that this statement holds for sufficiently smooth domains.

The following statement is called the Lemma of Aubin–Nitsche and is inde-

pendently described in the articles of Aubin [11], Nitsche [212], and Oganesjan–

Ruchovets [213].

Theorem 8.65. Assume (8.62), (8.2), (8.17a) with εN = εh ≥ ε > 0, and

inf
v∈Vh

|u− v|1 ≤ C0h |u|2 for all u ∈ H2(Ω) ∩ V. (8.63)

Let problem (8.1) have the solution u ∈ V . Let uh ∈ Vh ⊂ V be the finite-element

solution. Then, with a constant C1 independent of u and h,

∣∣uh − u
∣∣
0
≤ C1h |u|1 . (8.64a)

If the solution u also belongs toH2(Ω)∩V , then there is a constantC2, independent

of u and h, such that ∣∣uh − u
∣∣
0
≤ C2h

2 |u|2 . (8.64b)

From Theorem 8.57, it is sufficient to ensure (8.63) that Vh be the space of finite

elements of an admissible and quasi-uniform triangulation.

Proof. For each e := uh − u ∈ L2(Ω) define w ∈ H2(Ω) ∩ V as the solution of

(8.61) for f := e:

a(v, w) = (e, v)L2(Ω) for all v ∈ V. (8.65a)

Corresponding to w there is, by (8.63), a wh ∈ Vh with

∣∣wh − w
∣∣
1
≤ C0h |w|2 ≤

(8.62)
C0CRh |e|0 . (8.65b)

Equation (8.22) is a(e, v) = 0 for all v ∈ Vh; therefore, in particular, we have

a(e, wh) = 0. (8.65c)

From (8.65a–c) we obtain

|e|20 = (e, e)L2(Ω) =
(8.65a)

a(e, w) =
(8.65c)

a(e, w − wh) ≤
(8.2)

CS |e|1
∣∣wh − w

∣∣
1

≤
(8.65b)

CS |e|1 C0CRh |e|0

and after division by |e|0:

|e|0 ≤ CSC0CRh |e|1 .
From (8.20) one deduces
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|e|1 =
∥∥uh − u

∥∥
V
≤

(
1 +

CS

εN

)
inf

v∈VN

‖u− v‖V ≤
(
1 +

CS

ε

)
‖u‖V

so that (8.64a) follows with C1 := CSC0CR(1 + CS/ε). If u ∈ H2(Ω) ∩ V,
one may use the inequality (8.57), |uh − u|1 ≤ Ch|u|2, and deduce (8.64b) with

C2 := CSC0CRC.

Corollary 8.66. The inequalities (8.64a) and (8.64b) are equivalent to the respective

properties (8.66) of the Ritz projection Sh:

‖I − Sh‖L2(Ω)←V ≤ C1h, ‖I − Sh‖L2(Ω)←H2(Ω)∩V ≤ C2h
2. (8.66)

The estimates (8.66) may also be proved directly. The definition of Ŝh and the

connection between Sh and Ŝh may be found in the next exercise.

Exercise 8.67. To a(·, ·) let the operator L : V → V ′, the Ritz projection Sh, and

the system matrix L be associated. Show:

(a) To the adjoint bilinear form a⋆(·, ·) belong the system matrix LT and the Ritz

projection

Ŝh = P
(
LT

)−1
P ∗L∗.

(b) There holds

Sh = L−1Ŝ∗
h L . (8.67)

Second proof of Theorem 8.65. Let

H2
⋆ (Ω) := {u ∈ H2(Ω) : u is a solution of (8.61) for an f ∈ L2(Ω)} ⊂ V }

be the range of L⋆−1 ∈ L(L2(Ω), H2(Ω)). Equip the space H2
⋆ (Ω) with the norm

|·|2. Since L−1 ∈ L(H2
⋆ (Ω)′, L2(Ω)) we have that L⋆−1 ∈ L(L2(Ω), H2

⋆ (Ω)) is

equivalent to L−1 ∈ L(H2
⋆ (Ω)′, L2(Ω)) (cf. Lemma 6.64), so that there is a Cα

with

‖L−1‖L2(Ω)←H2
⋆(Ω)′ ≤ Cα. (8.68a)

The assumptions (8.2) and (8.17a) of Theorem 8.65 can be brought over without

change of the constants to the adjoint problem, so that the statement of Theorem

8.21 can be written in the form ‖I − Ŝh‖V←H2
⋆(Ω) ≤ Cβh. For the adjoint operator

we have the estimate

‖(I − Ŝh)
∗‖H2

⋆(Ω)′←V ′ ≤ Cβh. (8.68b)

The basic assumption (8.2) may be written

‖L‖V ′←V ≤ CS . (8.68c)

From equation (8.67) one may read the expression

I − Sh = I − L−1Ŝ⋆
hL = L−1(I − Ŝ⋆

h)L = L−1(I − Ŝh)
⋆L.
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From (8.68a–c) one has

‖I − Sh‖L2(Ω)←V ≤ ‖L−1‖L2(Ω)←H2
⋆(Ω)′‖(I − Ŝh)

∗‖H2
⋆(Ω)′←V ′ ‖L‖V ′←V

≤ CαCβhCS . (8.68d)

Therefore we have proved the first inequality in (8.66) with C1 = CαCβCS . Since

Sh is a projection, so is I − Sh, so that

‖I − Sh‖L2(Ω)←H2(Ω)∩V = ‖ (I − Sh)
2 ‖L2(Ω)←H2(Ω)∩V

≤ ‖I − Sh‖L2(Ω)←V ‖I − Sh‖V←H2(Ω)∩V .

From the first inequality in (8.66) and (8.60) we deduce the second inequality in

(8.66).

The regularity condition (8.62) is weakened in the following theorem.

Theorem 8.68. Assume (8.2), and (8.17a) with εN = εh ≥ ε̃ > 0, and inequality

(8.59) for all 1 ≤ s ≤ 2. In the place of (8.62) we assume H2−t-regularity

for some t ∈ [0, 1]. If V = H1(Ω) then assume L⋆−1 ∈ L(Ht(Ω)′, H2−t(Ω));
if V = H1

0 (Ω), then assume L⋆−1 ∈ L(H−t(Ω), H2−t(Ω) ∩ V ). Then the finite-

element solution satisfies the inequality

∣∣uh − u
∣∣
t
≤ Ct,sh

s−t |u|s (0 ≤ t ≤ 1 ≤ s ≤ 2) . (8.69)

The Ritz projection satisfies

‖I − Sh‖Ht(Ω)←Hs(Ω)∩V ≤ Ct,sh
s−t (0 ≤ t ≤ 1 ≤ s ≤ 2) . (8.70)

Proof. For simplicity we only consider the case V = H1(Ω). In (8.68a–c) replace

L2(Ω) by Ht(Ω), and H2
⋆ (Ω)′ by H2−t

⋆ (Ω)′ with

H2−t
⋆ (Ω) := {u ∈ H2−t(Ω) : u is the solution to f ∈ Ht(Ω)′}.

Because of (8.60′), (8.68b) becomes [with s replaced by 2− t]

‖(I − Ŝh)
∗‖H2−t

⋆ (Ω)′←V ′ = ‖I − Sh‖V←H2−t
⋆ (Ω) ≤ Cβh

1−t.

As in (8.68d) one shows that ‖I − Sh‖Ht(Ω)←V ≤ Ch1−t. Combining this with

‖I−Sh‖V←Hs(Ω)∩V ≤Chs−1 (cf. (8.60′)) there follows (8.70), and thus (8.69).

For nonlinear boundary-value problems, estimates of the errors in terms of other

norms (e.g., L∞(Ω), Lp(Ω)) are of interest. For this we refer to Ciarlet [67, §3.3],

Schatz [253], and Schatz–Wahlbin [254, 255, 256].



224 8 The Finite-Element Method

8.6 Generalisations

8.6.1 Error Estimates for Other Elements

The estimates of the errors for linear functions on triangular elements proved in

Section 8.5 are also true for bilinear functions on parallelograms and for combi-

nations of both sorts of elements (cf. Figure 8.7). The proofs are along analogous

lines. Even for tetrahedral elements in a three-dimensional region Ω ⊂ R3 the same

results can be carried over. For the proof one notices that u ∈ H2(Ω) has well-

defined nodal values u(xi) even for Ω ⊂ R3, since 2 > n/2 (n = 3, dimension of

Ω; cf. Theorem 6.48).

For quadratic elements (cf. Section 8.4.4) one expects a correspondingly

improved order of convergence. In general one can show the following: If the

ansatz function is, in each T ∈ T , a polynomial of degree k ≥ 1 (i.e., u(x) =∑
|ν|≤k ανx

ν), then

d(u, Vh) := inf {|u− v|1 : v ∈ Vh} ≤ Chk |u|k+1 for all u ∈ Hk+1(Ω) ∩ V
(8.71)

(cf. Ciarlet [67, Theorem 3.2.1]). If one uses parallelograms as a basis and uses

ansatz functions that are polynomials of degree at least k, then (8.71) also holds.

For example, biquadratic elements and quadratic ansatz functions of the serendipity

class fulfil this requirement for k = 2. The result corresponding to Theorem 8.60

follows from Theorem 8.21.

Theorem 8.69. Let Vh fulfil (8.71), and let the bilinear form satisfy (8.2) and (8.17a)

with εN =: εh ≥ ε > 0. Assume problem (8.1) has a solution u ∈ V ∩Hk+1(Ω).
Then the finite-element solution uh ∈ Vh satisfies the inequality

∣∣uh − u
∣∣
1
≤ C hk |u|k+1 .

The Ritz projection satisfies ‖I − Sh‖V←Hk+1(Ω)∩V ≤ Chk.

The estimate (8.58) now holds for s ∈ [1, k] if u ∈ Hs(Ω) ∩ V . With suitable

regularity conditions, there are, as in Theorem 8.65, the error estimates

∣∣uh − u
∣∣
0
≤ Chk+1 |u|k+1 ,

∥∥uh − u
∥∥
Hk+1(Ω)′

≤ Ch2k |u|k+1 . (8.72)

For (8.72) one needs, for instance, Hk+1-regularity: For each f ∈ Hk−1(Ω) the

adjoint problem (8.61) has a solution u ∈ Hk+1(Ω).

Remark 8.70. Under suitable assumptions the inequality (8.69) holds for 1 − k ≤
t ≤ 1 ≤ s ≤ k + 1. For negative t the norm |·|t should be understood as the dual

norm of H−t(Ω).
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8.6.2 Finite Elements for Equations of Higher Order

8.6.2.1 Introduction: The One-Dimensional Biharmonic Equation

All the spaces of finite elements, Vh, constructed so far are useless for equations

of order 2m > 2, since Vh �⊂ Hm(Ω). According to Example 6.22, in order to

have Vh⊂H2(Ω) it is necessary that not only the function u but also its derivatives

uxi
(1 ≤ i ≤ n) change continuously between elements. The ansatz functions must

therefore be piecewise smooth and globally in C1(Ω).

As a model problem we introduce the one-dimensional biharmonic equation

u′′′′(x) = g(x) for 0 < x < 1, u(0) = u′(0) = u(1) = u′(1) = 0

which becomes in its weak formulation

a(u, v) = f(v) for all v ∈ H2
0 (0, 1), where

a(u, v) :=
1∫
0

u′′v′′dx, f(v) :=
1∫
0

gvdx.
(8.73)

(a) (b) (c)

Fig. 8.9 (a) B-spline, (b,c) Hermite basis functions.

Divide the interval Ω =
(0, 1) into equal subinter-

vals of length h. Piecewise

linear functions (cf. Fig-

ure 8.1) can be viewed as

linear spline functions, so that it is natural to define Vh as the space of cubic splines

(with u = u′ = 0 for x = 0 and x = 1) (cf. Stoer [274, §2.4] and Quarteroni et al.

[230, §8.7.1]). We can take as basis functions B-splines, whose supports in general

consist of four subintervals (cf. Figure 8.9a). Since cubic spline functions belong to

C2(0, 1), they are not just in H2
0 (0, 1), but even in H3(0, 1) ∩H2

0 (0, 1).

Simpler yet than working with spline functions is to use cubic Hermite inter-

polation:

Vh :=

{
u ∈ C1(0, 1) :

u is cubic on each subinterval,

u(0) = u′(0) = u(1) = u′(1) = 0

}
. (8.74)

To each of the inner nodes xj = jh there are two basis functions b1i and b2i with

b1i(xi) = 1, b′1i(xi) = 0, b2i(xi) = 0, b′2i(xi) = 1, bki(xj) = b′ki(xj) = 0 for

k = 1, 2, j �= i (cf. Figure 8.9b,c). The support consist of only two subintervals.

The expressions are

b1i(x) = (h− |x− xi|)2 (h+ 2 |x− xi|) /h3 for xi−1 ≤ x ≤ xi+1,

b2i(x) = (h− |x− xi|)2 (x− xi) /h
2 for xi−1 ≤ x ≤ xi+1,

b1i(x) = b2i(x) = 0 for x /∈ [xi−1, xi+1].
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Exercise 8.71. Let u1i and u2i (0 < i < 1/h) be the coefficients of the expression

uh =

1/h−1∑

i=1

[u1ib1i + u2ib2i] ∈ Vh.

Show that the coefficients of the finite-element solution of the problem (8.73) are

given by the equations

−12u1,i−1 + 24u1,i − 12u1,i+1

h3
+
−6u2,i−1 + 6u2,i+1

h2
= f1,i,

6u1,i−1 − 6u1,i+1

h2
+

2u2,i−1 + 8u2,i + 2u2,i+1

h
= f2,i

(8.75)

where f1i :=
∫ xi+1

xi−1
b1i g dx, f2i :=

∫ xi+1

xi−1
b2i g dx, xi = ih .

The system of equations (8.75) differs completely from the difference equations

(cf. §5.3.3), since in equation (8.75) there appear values u1i of the functions at the

nodes together with the values u2i of the derivatives at the nodes.

8.6.2.2 The Two-Dimensional Case

The ansatz (8.74) can be carried over to Ω ⊂ R2 if one starts with a partition into

rectangular elements (as, e.g., in the left part of Figure 8.5 on page 206). The ansatz

function is bicubic:

Vh :=

⎧
⎪⎨
⎪⎩
u ∈ C1(Ω) :

u = ∂u
∂n = 0 on Γ,

u =
3∑

ν,μ=0
ανμx

νyμ on each rectangle of the partition

⎫
⎪⎬
⎪⎭
.

At each inner node (corner x ∈ Ω of the rectangular elements) one may prescribe

the four values u, ux, uy , uxy. Consequently there are four unknowns and four

basis functions b1i(x, y), . . . , b4i(x, y) belonging to each node. The latter are prod-

ucts bji(x)bki(y) (j, k = 1, 2) of the one-dimensional basis functions described in

§8.6.2.1 (cf. Meis–Marcowitz [201, pages 312ff], Schwarz [262, §2.6.1]).

If one starts from a triangulation T , a fifth-order ansatz gives what is wanted:

u(x) =
∑

|ν|≤5 ανx
ν on T ∈ T . The number of degrees of freedom is 21 (the

number of ν ∈ N2
0 with |ν| ≤ 5). For the nodes one chooses the points x1, . . . ,x6 in

Figure 8.8a. At each vertex x1,x2,x3 one prescribes 6 values {Dμu(xj) : |μ| ≤ 2}.
The 3 remaining degrees of freedom result from giving the normal derivatives

∂u(xj)/∂n at the midpoints of the sides x4,x5,x6. Notice that if two neighbour-

ing triangles (T and T̂ in Figure 8.8a) have the same vertex values {Dμu(xj) :
|μ| ≤ 2, j = 1, 2} and the same normal derivative at x4, then both u and

∇u are continuous on the shared side, i.e., Vh ⊂ H2(Ω). According to whether
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V = H2
0 (Ω), V = H2(Ω) ∩H1

0 (Ω), or V = H2(Ω) one has to set u, or the first

derivatives, to be zero at the boundary nodes xi.

Remark 8.72. The finite-element space Vh ⊂ H2(Ω) described here can of course

be used for differential equations of the order 2m = 2.

8.6.2.3 Estimating Errors

Instead of (8.71) one obtains

inf {|u− v|m : v ∈ Vh} ≤ Chk+1−m |u|k+1 for all u ∈ Hk+1(Ω) ∩ V, (8.76)

where k ≥ m depends on the order of the polynomial ansatz (e.g., k = 3 for cubic

splines, cubic [resp. bicubic] Hermite interpolation). Herem = 2 for the biharmonic

equation. As in Theorem 8.69, there follows from (8.76) the error estimate

|uh − u|m ≤ Chk+1−m |u|k+1

for the finite-element solution uh ∈ Vh. Under suitable regularity assumptions one

gets

∣∣uh − u
∣∣
t
≤ Ct,sh

s−t |u|s (2m− k − 1 ≤ t ≤ m ≤ s ≤ k + 1) (8.77)

(cf. Remark 8.70). The maximal order of convergence 2(k − m) + 2 results for

s = k + 1, t = 2m − k − 1 and requires u ∈ Hk+1 (Ω) ∩ V . In addition each

solution of the adjoint problem (8.61) with f ∈ Hk+1−2m(Ω) must belong to

Hk+1(Ω).

8.6.3 Finite Elements for Non-Polygonal Regions

Since the union of triangles and parallelograms only generates polygonal regions

a polygonal shape was assumed in (8.34). The finite-element method is, however,

in no way restricted to just such regions. On the contrary finite elements can readily

be adapted to curved boundaries.

We discuss two approaches. The first one tries to exhaust Ω by usual finite ele-

ments. However, to obtain the usual error estimate, one has to use the isoparametric

elements.

Let V = H1(Ω) and let Ω be arbitrary. The triangulation T can be so chosen

that (8.35a,b,d) hold and the ‘outer’ triangles have two vertices on Γ = ∂Ω as in

Figure 8.10. In the convex case of Figure 8.10a one extends the linear functions

defined on T onto T̃ := T\B. In the case that the boundary is concave (see Figure

8.10b) one should replace T by T̃ := T\B. One copes correspondingly in the
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situation of Figure 8.10c. The nodes and the expressions for the basis functions

remain undisturbed by these changes. Ω is the union of the closures of all the inner

triangles Ti ∈ T and all modified triangles T̃ which lie on the boundary. All the

properties and results of Sections 8.4–8.5 extend to the new situation. The only

difficulty is of a practical sort: To calculate L and f one has to work out integrals

over the triangle T̃ which involves arcs.

B

Γ

Τ Τ

Γ

B

Γ

Τ

(a) (c)(b)

Fig. 8.10 Curved boundary.

Assume now V=H1
0 (Ω).

The previous construction

will not be a success, since

the extensions of the linear

functions to T̃ will not van-

ish on the boundary piece

Γ ∩∂T̃ . Thus Vh ⊂ H1
0 (Ω)

will not be satisfied. As long as the region Ω is convex, only the situation shown

in Figure 8.10a occurs, and uh may be extended to B ⊂ T̃ by uh = 0. In

the case of Figure 8.10b, one must set the values at the inner nodes to zero,

so that uh = 0 on T̃ = T\B, and in particular uh = 0 on Γ ∩ ∂(T\B).
All in all, what results is that the support of any uh ∈ Vh is in a polygonal

region inscribed in Ω. One interpretation is the following: In the boundary-

value problem, Ω should be replaced by an approximating region Ωh ⊂ Ω
(cf. Theorem 2.29). The finite-element solution described agrees with that which

would result from the smaller region. However, the error estimate in Theorem 8.57

only holds for the smaller region Ωh:

inf
v∈Vh

‖u− v‖H1(Ωh)
≤ Ch ‖u‖H2(Ω) .

Since v = 0 on Ω\Ωh, for any v ∈ Vh one should also estimate ‖u‖H1(Ω\Ωh)
.

Now Ω\Ωh is contained in a strip

Sδ = {x ∈ Ω : dist(x, Γ ) ≤ δ}

of width

δ := max{dist(x, Γ ) : x ∈ Ω\Ωh}.
For u ∈ H2(Ω) ∩H1

0 (Ω) one can estimate as follows:

inf
v∈Vh

‖u− v‖H1(Ω\Ωh)
= ‖u‖H1(Ω\Ωh)

≤ ‖u‖H1(Sδ)
≤ C

√
δ ‖u‖H2(Ω) .

If Ω\Ωh consists only of arc segments B as in Figure 8.10a (for instance,

in the case of a convex region), and if Ω ∈ C1,1, then δ = O(h2). From this

follows the estimate infv∈Vh
‖u− v‖H1(Ω) ≤ Ch1 ‖u‖H2(Ω), as for a polygonal

region. If, however, as in Figure 8.10b the whole triangle is part of Ω\Ωh, then

δ becomes O(h) and the approximation worsens to infv∈Vh
‖u− v‖H1(Ω) ≤

Ch1/2 ‖u‖H2(Ω) (cf. Strang–Fix [276, page 192]).



8.6 Generalisations 229

x1 x2

x3

x4

x5x6

T
~

T
~

T

Φ (b)(a)

Fig. 8.11 (a) Mapping of the reference triangle T to the curvilinear triangle T̃ ; (b) isoparametric

triangulation.

In order to adapt the triangular or parallelogram elements better to a curved

boundary one can use the technique of isoparametric finite elements. From Figure

8.4 (page 205) we see that the reference triangle T may be mapped into an arbitrary

triangle by an affine transformation Φ : (ξ, η) �→ x1+ξ(x2−x1)+η(x3−x1). The

linear [resp. in the case of §8.4.4, quadratic] function u(x) can be expressed as the

image, v(ξ, η) = u(Φ(ξ, η)), of a linear [resp. quadratic] function u(x) on T̃ . We

now replace the affine transformation of triangles Φ by a more general quadratic

mapping

Φ(ξ, η) :=

[
a1 + a2ξ + a3η + a4ξ

2 + a5ξη + a6η
2

a7 + a8ξ + a9η + a10ξ
2 + a11ξη + a12η

2

]
: T −→ T̃ ⊂ R2.

The image T̃ is a curvilinear triangle. The coefficients a1, . . . , a12 are uniquely

determined by the nodes x1, . . . ,x6 of T̃ which are the images of the vertices

and midpoints of the sides of the reference triangle T (cf. Figure 8.11a). The tri-

angulation T used so far can be replaced by a “triangulation” by triangles with

curved sides, if neighbouring elements have the same arcs as common bound-

aries and the midpoints also coincide. The ansatz functions on T̃ ∈ T̃ have the

form u(x) = v(Φ−1(x)), where v(ξ, η) is linear [resp. quadratic] in ξ and η. The

resulting finite-element space is the space of isoparametric linear [resp. quadratic]

elements (cf. Jung–Langer [164, §4.5.6], Knabner–Angermann [172, §3.8], Strang–

Fix [276, page 192], Ciarlet [67, §4.3], Schwarz [262, §2.4], Wahlbin [298],

Zienkiewicz [319]).

In general, there is no reason for using curvilinear triangles in the interior of Ω.

As in Figure 8.11b, one chooses ordinary triangles in the interior (i.e., the quadratic

transformation Φ is again taken to be linear). A boundary triangle, like T̃ in Figure

8.11b, is, on the other hand, defined as follows: x1 and x2 are the vertices of T̃
which lie on Γ . One chooses another boundary point x4 between x1 and x2 and

requires that the boundary ∂T̃ of the triangle cuts the boundary Γ of the region at

x1, x4, and x2.

Remark 8.73. Section 5.2.2 shows that, in the case of other than Dirichlet bound-

ary conditions, the construction of difference schemes is increasingly complicated.

Instead one may restrict the usual difference methods to the inner grid points,

and near the boundary discretise by using (e.g., isoparametric) finite elements.
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8.7 A-posteriori Error Estimates, Adaptivity

The following considerations are concerned with two different questions. First,

having computed a finite-element solution, one wants to guess the quality (accu-

racy) of this approximation. This question will be discussed in §8.7.1. Second, the

efficiency of the finite-element discretisation is of interest. This topic will be treated

in §8.7.2. It will turn out that both tasks are connected; at least one tries to obtain

efficiency with the help of a-posteriori error estimates.

8.7.1 A-posteriori Error Estimates

8.7.1.1 Criticism of the Previous Error Estimates

The previous error estimates for finite-element solutions (but also for the solutions

of the difference methods) are determined a priori, i.e., without considering the

information obtainable by the computed solution. These estimates are of the form

‖error‖ ≤ α(h) · |||u||| and describe the asymptotic behaviour as h tends to zero:

‖error‖ ≤ O(α(h)). Moreover, this inequality (even for fixed h) indicates how the

error depends on the smoothness of u expressed by the norm ||| · |||. Although these

are interesting statements, other questions remain open.

• Usually the error bound is only described qualitatively, i.e., constants remain

unknown. Therefore a concrete question like

does ‖error‖ ≤ 0.001 hold? (8.78)

cannot be answered. Even is the factor α(h) in ‖error‖ ≤ α(h) · |||u||| is known

quantitatively, the following problem remains.

• The factor |||u||| is unknown since it is the norm of a (at least before the

computation, i.e., a priori) unknown function.

Generally all estimates from above, even (8.78), may be far too pessimistic

(it would be unsatisfactory if we ensure that (8.78) holds, while ‖error‖ = 10−6

is the true value). Finally, there is the question concerning the

• choice of the norms.

The norms used above are chosen since then the estimates are easy to prove.

There are reasons why the Sobolev norms used so far are not optimal: The regularity

analysis in §9.2 will show that solutions of Lu = f (f smooth) are smoother in

the interior of the domain (distant from the boundary) than close to the boundary.

Therefore it would be appropriate to use norms of u which reflect this behaviour.
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One can go a step further and ask whether at all norms are the right tool. In many

applications one is not interested in the solution u as a function, but in certain point

values or in local mean values, etc. In these cases the general formulation uses a

(linear) functional φ(u). One wants to find the value φ(u) or a tuple of functionals

φi(u). Correspondingly, the errors φ(u − uh) or φi(u − uh) are of interest (cf.

Becker–Rannacher [34]).

8.7.1.2 Concept of A-posteriori Estimates

The term ‘a posteriori’ means that we study the error e := u − uh after the

computation of uh. In particular one can use the computed approximation uh to

get concrete information about the error.

A possible solution could be as follows. Let u be the solution of Lu = f (e.g.,

with zero Dirichlet condition) and uh the finite-element solution (with the same

Dirichlet condition). The error satisfies the boundary-value problem

Le = L(u− uh) = Lu− Luh = f − Luh =: r. (8.79)

The right-hand side r (called the defect or residual) belongs to the dual space

H−1(Ω). If we succeed in obtaining an estimate ‖r‖−1 ≤ ε with a concrete

value of ε, we can derive ‖e‖1 ≤ ‖L−1‖1←−1 ε. Assuming that the constant C
in ‖L−1‖1←−1 ≤ C is explicitly known, ‖e‖1 ≤ Cε is the desired error estimate

with a known bound on the right-hand side.

Unfortunately the above estimation of r by ‖r‖−1 ≤ ε is impossible in the strict

sense: ‖r‖−1 = supv∈H1
0 (Ω) | (r, v) |/ ‖v‖1 cannot be obtained with finite compu-

tational work. The simple attempt to restrict the test functions v ∈ H1
0 (Ω) to the

finite-element space Vh fails completely since r is perpendicular to Vh (cf. (8.22)).

Even the computation (or estimation) of the L2-norm of a right-hand side r by

finitely many data is impossible. Any estimate of ‖r‖−1 requires a-priori assump-

tions about f and the coefficients of L. However, there may be means25 to obtain

‖L−1‖1←−1 ≤ C.

The next section explains the direct estimate of ‖e‖1 via r .

8.7.1.3 Example of a Residual Based Error Estimator

Assume the model case

−Δu = f in Ω, u = 0 on Γ, (8.80)

so that the variational formulation is given by a(u, v) = f(v) (v ∈ V := H1
0 (Ω))

from Example 7.10. Let T be an admissible triangulation (cf. Definition 8.36).

25 The value ‖L−1‖1←−1 is the eigenvalue of a suitable eigenvalue problem. Its approximative

solution is not necessarily an upper bound, but also a good approximation of the right-hand side in

‖L−1‖1←−1 ≤ C is useful.
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We introduce the following notation: The three sides of the triangle T ∈ T form

the set E(T ), while the three vertices of T ∈ T define the vertex set N (T ).
Their unions lead to

E :=
⋃

T∈T
E(T ) , N :=

⋃

T∈T
N (T ) .

The parts belonging to the Dirichlet boundary is ED, its complement is EΩ :

ED := {E ∈ E : E ⊂ Γ} , EΩ := {E ∈ E : E ⊂ Ω} .

Each edge E ∈ E has two vertices as endpoints; they form the set N (E).

The sets of triangles neighboured to a triangle T ∈ T , to an edge E ∈ E , or to

a node x ∈ N , respectively, are denoted by

ωT :=
⋃

T ′:E(T )∩E(T ′)	=∅
T ′, ωE :=

⋃

T :E∈E(T )

T, ωx :=
⋃

T :x∈N (T )

T

ω
T

ω
E

Ε

T

Fig. 8.12 ωT and ωE .

(cf. Figure 8.12). To each edge E ∈ E we as-

sociate a normal direction nE (the sign can

be chosen arbitrarily; i.e., if T and T ′ share

the edge E ∈ E(T ) ∩ E(T ′), nE is the usual

outer normal direction of one of the trian-

gles). Since the derivativeϕ of a finite-element

function may be discontinuous across the

edges E ∈ EΩ , there are two one-sided limitsϕ(x ± tnE) for t ց 0 . Their

difference is denoted by the symbol [ · ] :

[ϕ]E (x) := lim
tց0

ϕ(x+ tnE)− lim
tց0

ϕ(x− tnE) for x ∈ E ∈ EΩ .

Subtracting a(uh, v) from both sides of the continuous equation a(u, v)=f(v),
we obtain

∫

Ω

〈∇
(
u− uh

)
,∇v〉dx =

∫

Ω

fvdx−
∫

Ω

〈∇uh,∇v〉dx for all v ∈ V =H1
0 (Ω).

(8.81)

The right-hand side represents the residual r in (8.79) via

r(v) :=

∫

Ω

fv dx−
∫

Ω

〈
∇uh,∇v

〉
dx.

Lemma 8.74. Let cΩ be the Poincaré–Friedrichs constant in ‖v‖L2(Ω) ≤ cΩ |v|1,0
for v ∈ H1

0 (Ω) (cf. Lemma 6.29). Then the discretisation error ‖u− uh‖H1(Ω) can

be bounded from both sides by r:
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‖r‖−1 ≤ ‖u− uh‖H1(Ω) ≤
(
1 + c2Ω

)
‖r‖−1 , (8.82)

‖r‖−1 = sup
v∈V=H1

0 (Ω)
‖v‖H1(Ω)=1

∣∣∣∣
∫

Ω

fv dx−
∫

Ω

〈
∇uh,∇v

〉
dx

∣∣∣∣ .

Proof. By assumption w ∈ H1
0 (Ω) satisfies ‖w‖L2(Ω) ≤ cΩ |w|1,0 so that

|w|21,0 ≤ ‖w‖2H1(Ω) ≤
(
1 + c2Ω

)
|w|21,0 . (8.83)

From |u−uh|1,0 = ‖∇
(
u− uh

)
‖L2(Ω) = sup

‖v‖H1(Ω)=1

∣∣∫
Ω

〈
∇

(
u− uh

)
,∇v

〉
dx

∣∣
we deduce

‖r‖−1 = sup
0 	=v∈H1

0 (Ω)

|r(v)|
‖v‖H1(Ω)

=
(8.81)

sup
0 	=v∈H1

0 (Ω)

∣∣∫
Ω

〈
∇

(
u− uh

)
,∇v

〉
dx

∣∣
‖v‖H1(Ω)

≤
(8.83)

sup
0 	=v∈H1

0 (Ω)

∣∣∫
Ω

〈
∇

(
u− uh

)
,∇v

〉
dx

∣∣
‖∇v‖L2(Ω)

= ‖∇
(
u− uh

)
‖L2(Ω) ≤ ‖u− uh‖H1(Ω)

as well as

‖u− uh‖H1(Ω) ≤
(8.83)

√
1 + c2Ω |u− uh|1,0

=
√
1 + c2Ω sup

0 	=v∈H1
0 (Ω)

∣∣∫
Ω

〈
∇

(
u− uh

)
,∇v

〉
dx

∣∣
‖∇v‖L2(Ω)

=
(8.81)

√
1 + c2Ω sup

0 	=v∈H1
0 (Ω)

|r(v)|
|v|1,0

≤
(8.83)

(
1 + c2Ω

)
sup

0 	=v∈H1
0 (Ω)

|r(v)|
‖v‖H1(Ω)

=
(
1 + c2Ω

)
‖r‖−1 .

Together the assertion follows.

In (8.82) we may integrate
∫
Ω
fvdx −

∫
Ω

〈
∇uh,∇v

〉
dx by parts. For each T

we have

∫

T

〈
∇uh,∇v

〉
dx = −

∫

T

(
Δuh

)
vdx−

∑

E∈E(T )

∫

E

∂uh

∂n
vdΓ for all v ∈ H1(T ).

Let v ∈ H1
0 (T ) be arbitrary. Summation over all T ∈ T yields
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∫

Ω

fvdx−
∫

Ω

〈
∇uh,∇v

〉
dx (8.84)

=
∑

T∈T

⎡
⎣
∫

T

(
f +Δuh

)
vdx+

∑

E∈EΩ(T )

∫

E

[〈
∇uh,nE

〉]
E
vdΓ

⎤
⎦

(note that both the scalar product
[〈
∇uh,nE

〉]
E

and the difference [ · ]E depend on

the sign of nE , so that the expression
[〈
∇uh,nE

〉]
E

is independent of the choice of

nE). The edges E ⊂ Γ do not appear in the last sum of (8.84) because of v|Γ = 0 .

In the case of piecewise finite elements we have Δuh = 0 on each T. In the

following estimate we replace f on each triangle by a constant function fT which

in the optimal case is chosen as the mean value

fT :=
1

area(T )

∫

T

f(x)dx (constant function on T ).

The local quantity

ηT :=

√√√√h2T ‖fT ‖
2
L2(T ) +

1

2

∑

E∈EΩ(T )

hE
∥∥ [〈∇uh,nE〉]E

∥∥2

L2(E)
(8.85)

with hT = diam(T ) and hE = length(E) will be crucial in the following.

Theorem 8.75. Let u be the solution of (8.80) and uh the finite-element solution

for piecewise linear elements of a triangulation T . Then there are constants c̄ and

c only depending on Ω and the shape regularity of the triangulation T such that

‖u− uh‖H1(Ω) ≤ c̄

√∑

T∈T
η2T +

∑

T∈T
h2T ‖f − fT ‖2L2(T ) (8.86a)

and ηT ≤ c

√
‖u− uh‖2H1(ωT ) +

∑

T ′⊂ωT

h2T ′ ‖f − fT ′‖2L2(T ′) . (8.86b)

Proof. We use the representation (8.84) of r(v) and the Galerkin equation

r(vh) = 0 for all vh ∈ Vh.
Inserting −Δuh = 0 we obtain for all vh ∈ Vh that

r(v) = r(v−vh) =
∑

T∈T

[∫

T

f
(
v−vh

)
dx−

∑

E∈EΩ(T )

∫

E

[〈
∇uh,nE

〉]
E

(
v−vh

)
dΓ

]
.

Choose vh as the Clément interpolant of v (see page 216). It follows that

∥∥v − vh
∥∥
L2(T )

≤ C1hT ‖u‖H1(ω̃T ),
∥∥v − vh

∥∥
L2(E)

≤ C2

√
hE‖u‖H1(ω̃E)



8.7 A-posteriori Error Estimates, Adaptivity 235

(see Clément [72]), where

ω̃T :=
⋃

T ′:N (T )∩N (T ′) 	=∅
T ′ ⊃ ωT and ω̃E :=

⋃

T ′:N (E)∩N (T ′) 	=∅
T ′ ⊃ ωE .

The constants C1, C2 only depend on the shape regularity (i.e., the smallest inner

angle). This yields the estimate

|r(v)| ≤ C1

∑

T∈T
hT ‖f‖L2(T ) ‖v‖H1(ω̃T )

+ C2

∑

E∈EΩ(T )

√
hE

∥∥[〈∇uh,nE

〉]
E

∥∥
L2(E)

‖v‖H1(ω̃E)

≤ C3‖v‖H1(Ω)

√∑

T∈T
h2T ‖f‖

2
L2(T ) +

∑

E∈EΩ(T )

hE ‖[〈∇uh,nE〉]E‖
2

L2(E)

for all v ∈ H1
0 (Ω), where the last line uses the Cauchy–Schwarz inequality. The

term ‖f‖2L2(T ) can be bounded by 2 ‖fT ‖2L2(T ) + 2 ‖f − fT ‖2L2(T ). Together with

(8.82) and (8.85) we prove the assertion (8.86a).

The second inequality (8.86b) uses a special choice of v. Details can be found in

Verfürth [297, pages 15–17].

Inequality (8.86a) offers an error estimate using essentially the local quantities

ηT . Here it is crucial that ηT can be determined a posteriori, i.e., after the compu-

tation of uh. It remains to discuss f − fT , whose bound ‖f − fT ‖L2(T ) must be

known a priori. Therefore one needs assumptions about f as discussed in §8.7.1.2.

The second inequality (8.86b) shows that ηT can be bounded from above by

the error ‖u− uh‖2H1(ωT ) +O(h2 ‖f − fT ‖2L2(ωT )) based on a somewhat enlarged

neighbourhood ωT ⊃ T . Summation of all η2T yields

∑

T∈T
η2T ≤ C

[
‖u− uh‖2H1(Ω) + osc2(T )

]
,

where

osc(T ) :=
√∑

T∈T
h2T ‖f − fT ‖2L2(T )

is called the oscillation term. Therefore the error estimator η :=
√∑

T∈T η2T and

the error ‖u− uh‖H1(Ω) are equivalent modulo osc(T ).
An error estimator η is called reliable if

‖u− uh‖H1(Ω) ≤ const · η +O(osc(T )).

To avoid an overestimation because of ‖u − uh‖H1(Ω) ≪ η one needs the reverse

inequality. An estimator η with the property
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η ≤ const · ‖u− uh‖H1(Ω) +O(osc(T ))

is called efficient. To answer a question as (8.78) the size of const in the above

inequalities should be known approximately. The optimal situation is characterised

by const = 1 in both inequalities or at least by ‖u− uh‖H1(Ω)/η → 1 as h→ 0.

In the latter case η is called asymptotically exact.

More about error estimators can be found in Verfürth [297]. We also refer to

Eriksson et al. [96], Großmann–Roos–Stynes [124, §4.7], and Knabner–Angermann

[172, §4.2], and Stein [269].

The reliability condition and the efficiency contain constants which usually are

unknown. Another approach avoiding unknown constants is described by Braess–

Schöberl [47] based on an idea of Prager–Synge [228]. Here one makes use of the

fact that the original minimisation problem (6.47) has the same solution as a dual

maximisation problem (see the example in §8.9.4).

At the end of §8.7.1.1 we mentioned the case of functionals instead of norms.

Error estimators for functionals φi(u−uh) are discussed in Becker–Rannacher [34]

and Giles–Süli [116].

8.7.2 Efficiency of the Finite-Element Method

8.7.2.1 Measuring the Quality of a Discretisation

In one way or another each (consistent and convergent) discretisation determines an

approximation uh of u. An obvious question is how to compare two discretisations.

Two different goals can serve as criterion: (a) smallest possible computational

cost (e.g., measured as run time of the computer program) or (b) smallest possible

error (measured by some norm). Since both goals are opposite, one has to combine

cost and accuracy. This leads us to two questions:

(i) Given some ε > 0. Which method yields an approximation ũ with ‖u− ũ‖ ≤
ε consuming the smallest computational cost?

(ii) Let uI and uII be the results of two methods with same computational cost.

Which approximation is more accurate?

Taking the computational cost as criterion leads us to a new difficulty, since the

computational cost refers to a certain algorithm which is not uniquely determined

by the discretisation method. The latter yields the system of equation which is to be

solved. For the solution there exist many methods which may require quite different

computational cost (cf. Hackbusch [142]). Since there are solvers whose cost is

proportional to the dimension N of the system, the remedy is using the dimension

N as a measure of the computational cost.26

26 This is a strong simplification. The computational cost depends not only on the dimension N , but

also on the structure (e.g., sparsity of the matrix). Another measure would be the amount of storage.
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8.7.2.2 Order of Consistency

Considering the above criterion (ii), we have to discuss ε = ε(N) as a function of

the dimension N. Piecewise linear finite elements lead to an error ε = O(h2) with

respect to the L2-norm. Assuming a uniform triangulation and the spatial dimension

n (Ω ⊂ Rn), we obtain h = O(N−1/n) so that ε = O(N−2/n). Using piecewise

polynomials27 of degree p, the error is ε = O(N−(p+1)/n). Here we assume that

u ∈ Hp+1(Ω) ∩ V (e.g., with V = H1
0 (Ω)). Then question (ii) can be answered

asymptotically (for large N ): methods of higher order of consistency are better than

those of lower order.

8.7.2.3 Choice of the Triangulation

Fixing the local polynomial degree p, the question remains how to choose the tri-

angulation T . Since the squared error ‖e‖2L2(Ω) (e := u − uh) is the sum of local

contributions ‖e‖2L2(T ) (T ∈ T ), one can apply the heuristic principle of error

equilibration: All error terms ‖e‖L2(T ) should be of comparable size. This princi-

ple will be applied in §8.7.3 as a constructive criterion for generating the adaptive

triangulation.

8.7.3 Adaptive Finite-Element Method

8.7.3.1 Posing the Problem

We use the goal (i) from §8.7.2.1: Given a desired error tolerance ε > 0 with

respect to some norm ‖·‖, the finite-element discretisation with the smallest possible

dimension N is sought satisfying the error bound ε.

8.7.3.2 Adaptive Grid Refinement

Let η(T ) be defined, e.g., by the error estimator in §8.7.1.3 which associates each

triangle of T with a local error. The heuristic expectation is that a grid refinement

Note that, for the same N, a difference method requires much less storage than a finite-element

method. Using N as measure is completely unrealistic for spatially high-dimensional problems

(vgl. Hackbusch [138, §16], [141]).
27 By numerical reasons one has to use suitable, e.g., orthogonal polynomial bases. Possible dif-

ficulties are demonstrated by the polynomials bν(x) = xν/ν (ν = 1, . . . , N ) for the one-

dimensional boundary-value problem u′′ = f in Ω = (0, 1), u(0) = 0, u′(1) = 0 (natural

boundary condition). The system matrix is the Hilbert matrix Aij = 1/ (i+ j − 1) which is an

example of an extremely large condition (cf. Maeß [198, S. 108] and Footnote 15 on page 193).
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in triangles T with a large value η(T ) reduces the total error better than a refine-

ment of triangles with smaller η(T ). According to the definition of efficiency, one

wants to reduce the error without increasing N too much. Therefore one chooses

the following subset of elements to be refined:

Step I : Let ϑ ∈ (0, 1) be fixed. Determine ηmax := max{η(T ) : T ∈ T } and

set Trefine := {T ∈ T : η(T ) ≥ ϑ ηmax} .
Step II : Refine all triangles in Trefine according to the method in §8.7.3.3.

Step III : Determine the solution uh and η(T ) for the new triangulation Tnew.
Step IV: If the a-posteriori error estimator indicates a sufficient accuracy accept

uh as result, otherwise repeat the process at Step I.

Step I is called the maximum marking strategy. If the estimator η(T ) is already

equilibrated, i.e., all η(T ) are of similar size, the full set Trefine = T may result

and the refinement is uniform. Otherwise, #Trefine ≪ #T may occur.

A variant of Step I is the bulk chasing marking or Dörfler marking (cf. Dörfler

[90]): Given some ϑ ∈ (0, 1), order η(T ) (T ∈ T ) by size and collect as many of

the largest contributions in Trefine such that Trefine ⊂ T is the subset of minimal

cardinality with the property

ϑ
∑

T∈T
η(T ) ≤

∑

T∈Trefine

η(T ).

The schemes described above determines for each T whether it should be refined

or not. Alternatively, one may decide how often a triangle is to be refined (cf. Bank–

Deotte [24]).

8.7.3.3 Techniques for Grid Refinement

The basic task reads as follows. Starting from a subset Tv of T one wants to create

a new triangulation Tnew which replaces all T ∈Tv by smaller elements, while the

changes of T should be minimal. The following remarks are to be considered.

(a) The more element are in T ∩Tnew the less new computations of matrix entries

are required.

(b) If hanging nodes are not allowed, the refinement of a triangle T ∈ Tv may

force a refinement of its neighbours.

(c) The shape regularity requires constructions which prevents too small inner

angles.

(d) If the K-grid property does not follow from the shape regularity, one has to

take care that K is not increasing.
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First we comment on (d). In the one-dimensional case, where the elements are

intervals, shape regularity does not apply. Figure 8.13 shows a sequence of refine-

ments in Ω = (0, 1) where all subintervals in (0, 1/4) should be refined. The first

refinement leads to a K-grid with K = 2. The second, quite local halving of the

subintervals in (0, 1/4) yields K =4, since the lengths of the neighbouring inter-

vals [3/16, 4/16] and [1/4, 1/2] form the ratio 4. To keep a K-grid with K = 2
one has to halve the interval [1/4, 1/2].

d)

a)

c)

b)

Fig. 8.13 K-grid with K=2, grid (c) is not accepted.

There is a simple sufficient criterion for controlling the shape regularity. If the

refinement produces only triangles that are congruent to the initial triangle, the inner

angles are not changed and in particular the minimal angle is constant. Therefore

the standard refinement (“type A”) is a partition of T ∈ Tv in four congruent

subtriangles of half side length (cf. Figure 8.14a).

(a) (b)

Fig. 8.14 (a) Type A: regular refinement of a triangle, (b) hanging node after a local refinement.

(a) (b)

Fig. 8.15 (a) Type B: refinement of a triangle by a median, (b) result of the refinement.
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A triangle T ∈ Tv with a neighbouring triangle T ′ ∈ T \Tv requires special

care (cf. Figure 8.14b), since a hanging node occurs if T is refined according to

type A but T ′ not (cf. §8.9.3). On the other hand, if also T ′ is refined according

to type A, the refinement spreads all over the domain and we obtain a uniform re-

finement. Therefore T ′ ∈ T \Tv is only refined according to type A if it has two

neighbours in Tv (see dashed triangle in Figure 8.15b). Otherwise the refinement

strategy of Bank [22] requires that T ′ is halved according to Figure 8.15a (refine-

ment of “type B”). This step may lead to a smaller inner angle. Therefore, in the

next step, the refinements of type B are undone.

Concerning alternative strategies we refer to Rivara [243, 244] and Knabner–

Angermann [172, §4.1].

Since the refinement strategy is derived from the heuristic principle of error

equilibration, one may ask whether a sequence of refined triangulations converges

and whether the convergence rate is optimal. This question is answered by Dörfler

[90] (see also Kreuzer–Siebert [177]; the maximum marking strategy is discussed,

e.g., by Diening–Kreuzer–Stevenson [85]). For three-dimensional problems with

domains containing edges an optimal order of convergence requires the use of

anisotropic refinements (cf. Apel–Nicaise [6]), hence regular refinements cannot

be optimal.

8.7.3.4 Adaptive Grid Coarsening

So far we have considered a triangulation which is too coarse and requires refine-

ment. However, there are also situations in which the starting triangulation has

too small triangles, i.e., the triangles are smaller than necessary. Similar to the

above refinement method one can try to determine a subset Tcoarse ⊂ T (e.g., via

η(T ) ≤ ηmin) and to coarsen the grid locally. In this case it is helpful if the pre-

vious refinement steps are stored in a tree structure: the subtriangles are the sons of

the unrefined triangle (father vertex). Then a refinement means that sons are added

to a leaf vertex while coarsening corresponds to an erasing of the sons. As for the

refinement one has to take care that no hanging nodes occur.

8.7.3.5 hp-Method

The previously discussed finite elements has been piecewise polynomials of a fixed

degree p, while the element size h is the variable quantity approaching zero. In the

hp approach we allow different polynomial degrees in different elements. In the

‘refinement step’ we may either refine the element as discussed above or increase

the (local) polynomial degree p. According to §8.7.2.2 an enlargement of p should

be advantageous at least if the solution is sufficiently smooth. Step II in §8.7.3.2 has

to be modified: one must decide for each triangle whether h or p or both should be

changed (cf. Melenk [204], Schwab [261], Giles–Süli [116, §9], Großmann–Roos–

Stynes [124, §4.9.4], Le Borne–Ovall [187], Bank–Deotte [24], and Canuto et al.

[62, 63]). The implementation of hp-finite elements becomes easier in combination

with DGFEM discussed in §8.9.10.2 (cf. Houston–Schwab–Süli [156]).
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8.8 Properties of the System Matrix

8.8.1 Connection of L and Lh

The properties of the matrix Lh have been carefully studied for difference schemes

since the solvability of the difference equations and the analysis of convergence

properties depend on them. In the case of finite-element discretisation we obtain

the corresponding assertions in another way. The factors that control the solvability

and convergence are the subspace Vh and the operator Lh : Vh → Vh, which is

associated to the bilinear form a(·, ·) : Vh× Vh → R and which was introduced as

LN in (8.15).

The system matrix (stiffness matrix) L, for a given Vh, depends on the basis

{b1, . . . , bNh
} chosen. Let

Nh := dim(Vh).

The isomorphism P : RNh → Vh defined in (8.6) maps the coefficient vector v to

Pv =
∑Nh

i=1 vibi ∈ Vh. For finite elements, in general, the coefficients coincide

with the nodal values: vi = (Pv)(xi), 1 ≤ i ≤ Nh. The connection between the

matrix L and the operator Lh : Vh → Vh is, according to Lemma 8.12,

L = P ∗Lh P, Lh = P ∗−1LP−1.

The definition of P ⋆ in (8.12), 〈P ⋆u, v〉 = (u, Pv)L2(Ω), also depends on the

choice of the scalar product 〈·, ·〉 in RNh . Let us choose here the usual

〈u,v〉 =
Nh∑

i=1

uivi . (8.87a)

In Exercise 8.17 we have already established the following properties of L:

If a(·, ·) is symmetric [and V-elliptic] then L is symmetric [and positive definite].

Notice that the difference methods do not always have these properties. For the

Poisson problem there is a symmetric form, but nonetheless the matrix Lh in

Section 4.8.1 is not symmetric (cf. Theorem 4.77).

8.8.2 Equivalent Norms and Mass Matrix

The condition cond(L) plays an important role in the solution of the equation

Lu = f . We would like to show that, under standard conditions, we have

cond(L) = O(h−2m) (cf. Remark 5.45). First we have to decide on the funda-

mental norm of RNh . Up to a scalar factor hn
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‖u‖h :=

√
hn

∑Nh

i=1
|ui|2 (n: dimension of Ω ⊂ Rn) (8.87b)

is the Euclidean norm coming from the scalar product (8.87a). The corresponding

matrix norm

‖L‖ := sup{‖Lv‖h / ‖v‖h : 0 �= v ∈ RNh}

is the usual spectral norm of L (it is independent of the scaling factor in ‖·‖h).

As an alternative to ‖·‖h let us introduce

‖u‖P := ‖Pu‖L2(Ω) for u ∈ RNh .

In some important cases ‖·‖P and ‖·‖h are equivalent (uniformly in h). As an

example consider the linear elements.

Theorem 8.76. Let {Th} be a sequence of shape-regular triangulations. Let Vh be

the space of linear elements defined in (8.36) with the usual basis (see (8.37a)).

Then there is a constant CP , which does not depend on h, such that

1

CP
‖u‖P ≤ ‖u‖h ≤ CP ‖u‖P . (8.88)

For various finite elements concrete bounds in inequality (8.88) are described by

Wathen [303]. The basis for the proof of Theorem 8.76 is the following statement.

Lemma 8.77. Let T = {(ξ, η) : ξ, η ≥ 0, ξ + η ≤ 1} be the unit triangle (see

Figure 8.4). If u is linear on T , then

1

24

[
u(0, 0)2 + u(1, 0)2 + u(0, 1)2

]

≤
∫∫

T

u(ξ, η)2dξdη ≤ 1

6

[
u(0, 0)2 + u(1, 0)2 + u(0, 1)2

]
.

Proof. From u(ξ, η) = u1 + (u2 − u1)ξ + (u3 − u1)η with u1 := u(0, 0), u2 :=
u(1, 0), u3 := u(0, 1) it follows that

∫∫

T

u(ξ, η)2dξdη =
1

24
[u1 u2 u3]

⎡
⎣
2 1 1
1 2 1
1 1 2

⎤
⎦

⎡
⎣
u1
u2
u3

⎤
⎦ .

The eigenvalues of the symmetric 3 × 3 matrix are λ1 = λ2 = 1 and λ3 = 4.

Therefore the right-hand side is ≥∑3
i=1 u

2
i /24 and ≤ 4

∑
u2i /24.

Proof of Theorem 8.76. Write ‖u‖2P as
∫
Ω
(Pu)2dx =

∑
Ti∈Th

∫
Ti
(Pu)2dx.

Let Φi : T → Ti be the linear maps from T to Ti as in Exercise 8.43a.

Let u1, u2, u3 be the values of u = Pu at the vertices of Ti. The inequality

0 < C1h
2 ≤ |detΦ′

i| ≤ C2h
2 and Lemma 8.77 imply
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C1h
2

24

(
u21 + u22 + u23

)
≤

∫

Ti

(Pu)2dx = |detΦ′
i|
∫∫

T

[(Pu)(Φi(ξ, η))]
2
dξdη

≤ C2h
2

6

(
u21 + u22 + u23

)
. (8.89)

By definition of a shape-regular triangulation all the angles of the triangles are

≥ α0 > 0. Each node belongs to at least Mmin triangles, and to at most Mmax ≤ 2π
α0

triangles. Since u1, u2, u3 are the components of the vector u, the summation in

equation (8.89) over all Ti ∈ Th gives

MminC1

24
‖u‖2h ≤ ‖u‖

2
P =

∑

Ti∈Th

∫

Ti

(Pu)2dx ≤ MmaxC2

6
‖u‖2h , (8.90)

so that inequality (8.88) holds with CP :=
√

max(MmaxC2/6, 24/(MminC1)).

The matrix

M := P ∗P, i.e., Mij =

∫

Ω

bi(x)bj(x)dx, (8.91)

is called the mass matrix when it occurs in engineering applications.

Exercise 8.78. Let Vh ⊂ H1
0 (Ω) be derived from the square-grid triangulation

(cf. Exercise 8.42). Show the following:

(a) (8.89) and (8.90) hold with C1 = C2 = 1 and Mmin = Mmax = 6 so that

1
2 ‖u‖h ≤ ‖u‖P ≤ ‖u‖h .

(b) The mass matrix yields the star h2

12

[
0
1
1

1
6
1

1
1
0

]
(cf. (4.20)).

Remark 8.79. (a) Inequality (8.88) is equivalent to

‖M‖ ≤ C2
Ph

n, ‖M−1‖ ≤ C2
Ph

−n.

(b) We have ‖u‖P ≤ ‖h−nM‖1/2 ‖u‖h , ‖u‖h ≤ ‖hnM−1‖1/2 ‖u‖P .

Proof. (i) The calculation ‖u‖2P =
∫
Ω
(Pu)2dx = (Pu, Pu)0 = 〈P ⋆Pu,u〉 =

〈Mu,u〉 ≤ ‖M‖ 〈u,u〉 = ‖M‖h−n ‖u‖2h proves the first inequality in (b). The

next one follows from

‖u‖2h = hn〈u,u〉 = hn〈M1/2u,M−1M1/2u〉
≤ ‖hnM−1‖〈M1/2u,M1/2u〉 = ‖hnM−1‖〈Mu, u〉 = ‖hnM−1‖ ‖u‖2P ,

since M is positive definite.

(ii) From h−n ‖M‖ ≤ C2
P and hn‖M−1‖ ≤ C2

P , using (b), we deduce the in-

equality (8.88). Conversely 〈Mu,u〉1/2 = ‖u‖P ≤ CP ‖u‖h = CPh
n/2〈u,u〉1/2

implies that h−n ‖M‖ ≤ C2, since M is positive definite (cf. Lemma 4.33).

Similarly, hn‖M−1‖ ≤ C2
P follows from ‖u‖h ≤ CP ‖u‖P .
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8.8.3 Inverse Estimate and Condition of L

The H1-norm cannot be bounded by the L2-norm since the supremum of
|u|1
|u|0 over

0 �= u ∈ V is infinite. However, in the case of a finite-dimensional space Vh, the

supremum Ch := sup{|u|1 / |u|0 : 0 �= u ∈ Vh} is finite. One says that Vh satisfies

the inverse estimate if Ch = O(h−1), that is,

|u|1 ≤ CI h
−1 |u|0 for all u ∈ Vh, (8.92)

where CI does not depend on h as h→ 0.

Theorem 8.80. Let {Th} be a sequence of shape-regular triangulations. Then the

space of finite elements introduced in (8.36) satisfies the inverse estimate.

Proof. As in Theorem 8.76, the proof follows by transforming the integrals∫
Ti
|Dα(Pu)|2 dx for Ti ∈ Th and |α| ≤ 1 into integrals over T . In addition we

have to transform D = Dx into Dξ,η (see the proof of Lemma 8.55).

Theorem 8.81. SupposeΩ ⊂ Rn. Assume that (8.2), (8.92), and ‖u‖P ≤ CP ‖u‖h
hold. Then we have

‖L‖ ≤ hn−2CSC
2
PC

2
I . (8.93)

Proof. Multiply the inequality

〈u,Lv〉 = a(Pu, Pv) ≤ CS |Pu|1 |Pv|1 ≤ CSC
2
Ih

−2 |Pu|0 |Pv|0
≤ CSC

2
Ih

−2C2
P ‖u‖h ‖v‖h

by hn and set u := Lv:

‖Lv‖2h = hn 〈Lv,Lv〉 ≤ CSC
2
Ih

n−2C2
P ‖Lv‖h ‖v‖h ,

and thus ‖Lv‖h ≤ CSC
2
Ih

−2C2
P ‖v‖h for all v, that is (8.93).

Theorem 8.82. Assume Ω ⊂ Rn. Let (8.17a) hold with εh ≥ ε > 0 and ‖·‖h ≤
CP ‖·‖P . Then there holds

‖L−1‖ ≤ C2
Ph

−n/ε. (8.94)

Proof. We know L−1 = P−1L−1
h P ⋆−1 and ‖L−1

h ‖Vh←V ′
h
≤ 1

εh
≤ 1

ε (cf. Section

8.2), so that

‖L−1f‖h ≤ CP ‖L−1f‖P = CP

∣∣PL−1f
∣∣
0
= CP

∣∣L−1
h P ⋆−1f

∣∣
0

≤ CP ‖L−1
h P ⋆−1f‖Vh

≤ (CP /ε)‖P ⋆−1f‖V ′
h
.

Since



8.8 Properties of the System Matrix 245

‖P ⋆−1f‖V ′
h
= sup

0 	=v∈Vh

∣∣(v, P ⋆−1f
)
0

∣∣ / |v|1 = sup
0 	=v∈Vh

∣∣〈P−1v, f
〉∣∣ / |v|1

= sup
v 	=0

|〈v, f〉| / |Pv|1 ≤
|Pv|1≥|Pv|0

sup
v 	=0

h−n ‖v‖h ‖f‖h / |Pv|0

≤ CP sup
v 	=0

h−n ‖v‖h ‖f‖h / ‖v‖h = CPh
−n ‖f‖h ,

we have that ‖L−1f‖h ≤ C2
Ph

−n ‖f‖h /ε for all f ; thus we conclude (8.94).

The next theorem is the combination of Theorems 8.81 and 8.82.

Theorem 8.83. Assume (8.2), (8.17a) with εh ≥ ε > 0, (8.88), m = 1, and (8.92).

Then we have

cond(L) ≤ h−2CSC
4
PC

2
I /ε .

The ideas involved in the proof can, in principle, be carried over to the case

2m > 2, i.e., to boundary-value problems of higher order. The inverse estimate

becomes

|u|m ≤ CIh
−m |u|0 for all u ∈ Vh.

In order that inequality (8.88) hold one must be careful in defining the norm ‖·‖h.

If all the components ui of u are nodal values (Pu)(xi) (as for instance is the case

for the spline ansatz for Vh ⊂ H2(Ω), then ‖·‖h can be defined as in (8.87b).

However as soon as the components ui of u involve derivatives (DαPu)(xi),
the u2i in (8.87b) must be replaced by (h|α|ui)2. For example, when the Hermite

functions of (8.74) are used then u has the components u1i and u2i (cf. Exercise

8.71), where u1i = (Pu)(xi) and u2i =
d
dx (Pu)(xi). The appropriate definition

of ‖·‖h is ‖u‖2h := hn
∑

i(u
2
1i + h2u22i) with n = 1, since (0, 1) ⊂ R1.

Exercise 8.84. Let V ⊂ U ⊂ V ′ be a Gelfand triple and assume Vh ⊂ V with

dim(Vh) <∞. Show that the inverse estimate

‖u‖V ≤ CIh
−m ‖u‖U for all u ∈ Vh

implies

‖u‖U ≤ CIh
−m ‖u‖V ′ and ‖u‖V ≤ C2

Ih
−2m ‖u‖V ′ for all u ∈ Vh .

The previous considerations require a uniform grid. A quasi-uniform grid en-

larges the condition, since ‖L‖ is determined by the minimal and ‖L−1‖ by the

maximal element size. Nevertheless, the result can be recovered by a suitable

scaling. First we introduce the dimension N = dimVh as actual parameter. In

the uniform case h is proportional to N−1/n, where n is the spatial dimension

(Ω ⊂ Rn). The condition O(h−2) in Theorem 8.83 corresponds to O(N2/n).
Bank–Scott [26] prove for quasi-uniform grids in dimension n ≥ 3 that a suit-

able scaling of the basis functions also gives cond(L) = O(N2/n) (for n = 2 an

additional logarithmic factor appears).
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8.8.4 Element Matrices

The element matrices, which we are going to define, allow the generation of the

system matrix L. Furthermore, the element matrices are useful for domain decom-

position methods.

Let T ∈ Th be an element with nodal points xT,1,xT,2, . . . ,xT,m ∈ T (the

number m of nodal points may depend on T , e.g., m = 3 for linear elements on

triangles). Let the integrands ϕΩ/Γ (bj , bi) in Lij = a(bj , bi) =
∫
Ω
ϕΩ(bj , bi)dx+∫

Γ
ϕΓ (bj , bi)dΓ be defined by (7.28). The integrals can be written as sums of

∫
T

for all T in the support of the integrand:

Lij =
∑

T∈Th

⎧
⎨
⎩

∫

T

ϕΩ(bj , bi) dx+

∫

Γ∩T

ϕΓ (bj , bi) dΓ

⎫
⎬
⎭ (1 ≤ i, j ≤ n) . (8.95)

The boundary integral only occurs if T ∈ Th touches the boundary.

In the following we assume that the nodal values of bi are the function values

bi(x
T,ν), 1 ≤ ν ≤ m (for more complicated finite-element ansatzes also derivatives

Dαbi(x
T,ν) or directional derivatives may appear). By definition of the support of

finite-element functions bi, supp(bi) ∩ T �= ∅ holds if and only if one of the nodal

values bi(x
T,ν) does not vanish. This explains the following procedure.

Let the space VT be the restriction of the finite-element functions from Vh to T
(e.g., consisting of linear functions in (8.36), bilinear ones in (8.39a,b), quadratic

ones in (8.40), or the serendipity functions in (8.42)). Interpolation at the nodal

points xT,ν must be unique (necessary: dimVT = m). For T ∈ Th and 1≤ν≤m
let φT

ν be the Lagrange basis function, i.e., φT
ν ∈ VT , φ

T
ν (x

T,μ) = δν,μ. Then the

basis functions bi of Vh satisfy

bi|T =
∑m

ν=1
bi(x

T,ν)φT
ν . (8.96)

For each T ∈ Th one defines the m×m matrix ET by the coefficients

ET,νμ =

∫

T

ϕΩ(φ
T
μ , φ

T
ν ) dx+

∫

Γ∩T

ϕΓ (φ
T
μ , φ

T
ν ) dΓ (1 ≤ ν, μ ≤ m) . (8.97)

The practical computation uses the map onto the unit element (cf. Exercise 8.43).

Note that the term
∫
Γ∩T

. . . vanishes for homogeneous Dirichlet boundary condition

and for Γ ∩ T = ∅.
Combining (8.96), (8.97), and the definition (8.95) of L, we obtain the represen-

tation

Lij =
∑

T∈Th

m∑

ν=1

m∑

μ=1

bi(x
T,ν) bj(x

T,μ)ET,νμ. (8.98)

In spite of the three-fold sum, the evaluation of (8.98) is cheap. The sum over T ∈Th
can be restricted to T ⊂ supp(bi) ∩ supp(bj). The ν- and μ-sums often reduce

to a single term since usually bi(x
T,ν) = 1 holds for only one point and vanishes

otherwise.28

28 Modifications may occur if hanging nodes are present (cf. §8.9.3).
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Remark 8.85. (a) Instead of using the matrix L for a matrix-vector multiplication

v ∈ Rn �→ Lv one can directly use the element matrices.

(b) The element matrices {ET : T ∈ Th} require more storage than L. The square-

grid triangulation of Ω = (0, 1)
2

(cf. Figure 8.2) consists of about 2N triangles.

Piecewise linear elements require m = 3 nodal points so that the element matrices

take 18N storage units while L needs 5N units (5 entries per row).

(c) While L can be computed from (ET )T∈Th
, one cannot regain the element entries

(ET )T∈Th
from L.

There are different reasons (e.g., the domain decomposition method, cf. [142,

§12]) why the domain Ω is described as the disjoint union of two (or more) sub-

domains Ω1 and Ω2 (cf. Figure 10.1 on page 312) and the corresponding system

matrices L1 and L2 are used. The latter are defined by replacing
∫
Ω

in the defi-

nition of the bilinear form by
∫
Ω1

and
∫
Ω2
. Under the tacit assumption that each

element T ∈ Th belongs to only one subdomain, L1 can be obtained from (8.98) by

replacing
∑

T∈Th
with

∑
T∈Th, T⊂Ω1

. According to Remark 8.85c it is impossible

to extract the matrices L1 and L2 from L .

8.8.5 Positivity, Maximum Principle

Assume that the maximum principle holds for the (continuous) differential equa-

tion. In the construction of difference methods one often tries to satisfy the sign

conditions (4.21a) to obtain the M-matrix property for the purpose of stability and

to ensure the (discrete) maximum principle. So far the signs of the finite-element

entries Lij have not been discussed. First there is a negative statement: the contin-

uous maximum principle does not necessarily imply the discrete one. In particular

the off-diagonal entries Lij (i �= j) may take the “wrong” sign.

’α

α’’

jx

ix

T’

T’’

Fig. 8.16 Angles α′ and α′′.

In the case of finite-element discretisation of

L = −Δ with piecewise linear elements one

can get the following statement. Let the indices

i, j belong to two neighboured corner points xi

and xj . The intersection of the supports of the

basis functions bi and bj consists of the two tri-

angles T ′ and T ′′ in Figure 8.16. Let α′ and α′′

be the angles in T ′ and T ′′ opposite to the side

xixj . Then the identity

Lij =

∫

T ′∪T ′′

〈∇bi,∇bj〉 dx = −1

2

sin (α′ + α′′)
sin (α′) sin (α′′)

,

is proved in Knabner–Angermann [172, §3.9]. Hence the desired sign condition

Lij ≤ 0 holds if and only if α′ + α′′ ≤ π. For triangles touching the boundary

additional conditions can be found in [172, page 173].
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8.9 Further Remarks

There are many more details and modifications of the finite-element method which

are not discussed here. In the following we mention some topics.

8.9.1 Mixed and Hybrid Finite-Element Methods

Although the name ‘mixed/hybrid finite elements’ suggests special finite elements

(i.e., a special choice of the subspace), this term denotes a particular reformulation

of the boundary-value problem.

The biharmonic equation Δ2u = f with Dirichlet conditions u = ∂u
∂n = 0

(cf. (5.26), (5.27)) has the variational formulation with a(u, v) =
∫
Ω
(Δu)(Δv)dx.

However, a conforming finite-element discretisation VN ⊂ H2
0 (Ω) requires ele-

ments which are continuously differentiable across the edges of triangles. Such

finite elements can be constructed, but their use is costly. On the other hand, the

equation of fourth order can be reformulated by two equations of second order. We

introduce the auxiliary variable v := −Δu. The system −Δv = f, −Δu = v
with u = ∂u

∂n = 0 on Γ has the variational form

a1(v, ϕ) :=

∫

Ω

〈∇v,∇ϕ〉 dx =

∫

Ω

fϕdx, a2(u, ψ) :=

∫

Ω

〈∇v,∇ψ〉 dx =

∫

Ω

vψdx

for u, ϕ ∈ H1
0 (Ω), v, ψ ∈ H1(Ω). Note that the arguments of a1 and a2 belong

to different spaces. We obtain a more familiar form after introducing the spaces

X := H1
0 (Ω)×H1(Ω) and x =

(
u
v

)
, y =

(
ϕ
ψ

)
∈ X :

c(x, y) = c
((

u
v

)
,
(
ϕ
ψ

))
:=

∫

Ω

{
〈∇v,∇ϕ〉+ 〈∇v,∇ψ〉 − vψ

}
dx

is a bilinear form on X × X. The system from above becomes c
((

u
v

)
,
(
ϕ
ψ

))
=∫

Ω
fϕdx. The conforming finite-element discretisation may use simple piecewise

linear elements. Concerning the analysis of the problem we refer to Ciarlet–Raviart

[71] and Monk [207]. The uniform treatment of the components u and v in the

mixed variational formulation cannot hide the fact that the reformulation does not

change the smoothness properties. From u ∈ H2
0 (Ω) we only obtain v ∈ L2(Ω).

If the extra smoothness v ∈ H1(Ω) does not hold, it cannot be the solution of the

new formulation.

Also the Poisson problem −Δu = f in Ω and u = g on Γ can be split. The

Laplace operator is the product Δ = div∇. As above we introduce a vector-valued

variable v := ∇u . The equation −Δu = f becomes − div v = f and ∇u = v.
The variation formulation is

c
((

u
v

)
,
(
ϕ
ψ

))
:=

∫

Ω

{
〈v, ψ〉+u divψ−(div v)ϕ

}
dx =

∫

Ω

fϕdx+

∫

Γ

g 〈ψ,n〉 dx

with v, ψ ∈ H(div) and u, ϕ ∈ L2(Ω) (cf. Raviart–Thomas [232, 233]), where

H(div) =
{
u ∈ [L2(Ω)]n : div u ∈ L2(Ω)

}
.
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In this case the ansatz for u may be discontinuous. In H(div) discontinuous func-

tions may have a continuous divergence. Concrete conforming finite-element func-

tions for H(div) and for the analogous space H(curl) are described by Nédélec

[208, 209].

The book of Brezzi–Fortin [55] is a standard literature for mixed finite elements.

Concerning the use of Raviart–Thomas elements for the Maxwell system we refer

to Hiptmair [153, 154].

The variational problems constructed above are saddle-point problems which are

more closely studied in Chapter 12.

8.9.2 Nonconforming Elements

Condition (8.3), Vh ⊂ V , characterises the conforming finite-element methods.

Discretisations based on Vh �⊂ V are called nonconforming. An example of a non-

conforming element is the following ‘Wilson rectangle’. We consider a partition

into rectangles Ri = (xi1, xi2)× (y1i, y2i) and define quadratic functions on Ri:

Vh := {u quadratic on each Ri, u continuous at all corners of Ri} .
Note that u ∈ Vh is only continuous at the nodal points (corners of Ri), but

may be discontinuous across the edges. Therefore these functions cannot belong

to H1(Ω) : Vh �⊂ V = H1(Ω). A possible basis for Vh is the following. For

each of the four nodes xj let bj be the basis function of the bilinear elements,

b
(1)
i (x, y) := (x2i−x)(y2i−y)

(x2i−x1i)(y2i−y1i)
(cf. §8.4.3). The ansatz chosen above has two more

degrees of freedom. Therefore for each rectangle Ri = (x1i, x2i) × (y1i, y2i) we

add the two basis functions

b
(5)
i (x, y) := (x− x1i) (x2i − x) , b

(6)
i (x, y) := (y − y1i) (y2i − y) ,

and extent these functions by zero outside of Ri. Since b
(5)
i and b

(6)
i vanish at all

four corners of Ri, the required continuity is ensured.

The first difficulty arising from nonconforming elements is the definition of the

system matrix L. It may happen that the definition by Lij = a(bj , bi) as in (8.8a)

does not make sense since a(·, ·) need not be defined for bj , bi �∈ V ! Therefore the

replacement of V by Vh must be go along with a replacement of a(·, ·) : V → V
by a bilinear form ah(·, ·) : Vh × Vh → R. Then we can set Lij := ah(bj , bi).
As a kind of consistency we require a(u, v) = ah(u, v) for all u, v ∈ V . Note that

the new bilinear form is dependent of Vh. In the case of Wilson’s rectangle and the

decomposition of Ω into rectangles Ri we define ah(·, ·) by

ah(u, v) :=
∑

|α|≤m

∑

|β|≤m

∑

i

∫

Ri

aαβ(x) [D
αu(x)] [Dβv(x)]dx

using the coefficients from a(·, ·) in (7.7), i.e., the integration
∫
Ω

is replaced by∑
i

∫
Ri

.
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Conforming finite-element discretisations always yield consistent discretisations.

In the case of nonconforming methods consistency is not guaranteed. Concerning

this problem and in particular the so-called ‘patch test’ we refer to Strang–Fix [276,

page 174], Ciarlet [67, §4.2], Stummel [278], Gladwell–Wait [119, pages 83–92],

Thomasset [284]. The next exercise shows that seemingly reasonable choices of Vh

may produce completely wrong discretisations.

Exercise 8.86. Let T be an admissible triangulation and define Vh := {u constant

on all T ∈ T }, where h is the longest side of the triangles. Prove the following:

(a) Vh �⊂ V := H1(Ω).
(b) inf{|u− v|0 : v ∈ Vh} ≤ h

π |u|1 for all u ∈ V looks promising, but does not

help concerning consistency.

(c) Let a(u, v) :=
∫
Ω
[〈∇u,∇v〉+uv] dx, ah(u, v) :=

∑
T∈T

∫
T
[〈∇u,∇v〉+ uv] dx.

What are the entries Lij = ah(bj , bi)?

Nonconforming elements are of particular interest for equations of higher order.

Conforming finite elements in V = H2(Ω) must be continuously differentiable

across the elements which requires complicated constructions. Any simplification

necessarily leads to Vh �⊂ V.
Exactly speaking, in the case of V = H1

0 (Ω), also the isoparametric finite

elements in Section 8.6.3 belong to the nonconforming methods since the elements

of Vh approximate zero on Γ but are not exactly zero, so that Vh �⊂ V = H1
0 (Ω).

However, still Vh ⊂ H1(Ω) holds so that the bilinear form a(·, ·) is well defined

and need not replaced by another bilinear form ah(·, ·).
The following statement about the error estimate of nonconforming methods is

called the second Lemma of Strang (cf. Strang [275]). Here, ah must be a continuous

bilinear form on Zh × Zh where Zh := V + Vh = {v + vh : v ∈ V, vh ∈ Vh}.

Theorem 8.87. Let the bilinear form ah be continuous, symmetric and positive

definite on Zh × Zh so that |||z|||h :=
√
ah(z, z) defines a norm on Zh . Let

uh ∈ Vh and u ∈ V be the respective solutions of ah(u
h, v) = fh(v) (v ∈ Vh)

and (8.1). Then there holds

|||u− uh|||h ≤ const

{
‖fh − ah(u, ·)‖V ′

N
+ inf

zh∈Vh

|||u− zh|||h
}
.

Proof. For all zh, vh ∈ Vh we have

ah(u
h − zh, vh) = ah(u− zh, vh) + ah(u

h, vh)− ah(u, v
h)

= ah(u− zh, vh) + fh(v
h)− ah(u, v

h).

Taking vh := uh − zh, we obtain

|||uh − zh|||2h = ah(u
h − zh, uh − zh)

= ah(u− zh, uh − zh) + fh(u
h − zh)− ah(u, u

h − zh)

≤ Ch|||u− zh|||h|||uh − zh|||h + ‖fh − ah(u, ·)‖V ′
N
|||uh − zh|||h,
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where Ch is the bound of ah. Division by |||uh − zh|||h yields the inequality

|||uh − zh|||h ≤ Ch|||u− zh|||h + ‖fh − ah(u, ·)‖V ′
N
. In

|||u−uh|||h ≤ |||u−zh|||h+|||zh−uh|||h ≤ (Ch + 1) |||u−zh|||h+‖fh−ah(u, ·)‖V ′
N

we use the triangle inequality and the previous estimate and prove the theorem.

8.9.3 Inadmissible Triangulations

We discuss inadmissible triangulations using the example of Figure 8.17. The shown

triangulation arises from a regular and admissible triangulation after refining the

middle triangles. The admissibility conditions (8.35a–d) are violated since T0 ∩ T1

is a side of T1, but not of T0. Another inadmissibility concerns the point P =
T0 ∩ T2 which is a vertex of T2, but not of T0. The points P,Q,R, S violating

the admissibility conditions are called ‘hanging nodes’. The other vertices xi in

Figure 8.17 are denoted by i = 1, . . . , 17.

T
0

T
1

T
2

T
3

1 2 3 4

5
6 7 8

9 10 11
12

13 14 15 16

17P

Q 

R

S

Fig. 8.17 Inadmissible triangulation.

The finite-element space (here without zero

boundary condition) can be defined by (8.36)

as before:

Vh =
{
u ∈ C0(Ω) : u|T linear on T ∈ Th

}
.

The difference between admissible and

inadmissible triangulations becomes obvious

when we ask for the dimension dimVh. Since,

in particular, u|T0
is linear, the nodal value

u(P ) is determined by u(x6) and u(x10):

u(P ) =
1

2

(
u(x6) + u(x10)

)
. (8.99)

Therefore, different from Remark 8.39, one

cannot prescribe arbitrary values of u at all nodes of the triangulation, but only

at the regular, i.e., non-hanging nodes x1, . . . ,x17. Correspondingly, the basis of

Vh is given by {b1, . . . , b17} ⊂ Vh, where bi(x
j) = δij (1 ≤ i, j ≤ 17). If one

computes the system matrix via the element matrices one has to note that the values

bi(x
T,ν) in (8.98) may have a value different from 0 or 1.

Remark 8.88. (a) Also for an inadmissible triangulation Th one can construct the

(conforming) finite-element space Vh. When defining the basis functions one has to

distinguish between the regular and the hanging nodes.

(b) In the case of a finite-element space Vh that do not require continuity between

elements29 (for example piecewise constant functions) one need not distinguish

between regular and the hanging nodes, i.e., in this case the admissibility condi-

tion can be omitted.

29 Piecewise constant elements often appear in finite-element discretisations of integral equations.

They may also be used for mixed formulations (see the second example in §8.9.1).
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x1

T
0

T
1

T2

T3

P Q

R

Fig. 8.18 Hanging nodes P, Q, R.

In the case of admissible triangu-

lations the support of a basis func-

tion is easy to characterise. Remark

8.40 states that the support of bi con-

sists of all triangles attached to xi.

This does not hold in the presence of

hanging nodes. Figure 8.18 shows a

part of a triangulation with hanging

nodes P,Q,R. The basis function b1
in the regular node x1 has the value

b1(P ) = 1/2 at P because of (8.99).
This induced the value b1(Q) = 1/4
at Q and b1(R) = 1/8 at R. Hence the support of b1 consists of the triangles

T0, T1, T2, T3 where the latter three triangles are only indirectly connected with

x1. Obviously, this fact makes the computation of the finite-element matrix more

complicated. A possible modification is the restriction to hanging nodes of first

degree, i.e., triangle T1 is not allowed to have a further hanging node Q (which

would be of degree two).

8.9.4 Trefftz’ Method

Theorem 6.104 states that for symmetric and V-elliptic bilinear forms the weak

formulation (8.1) of the boundary-value problem is equivalent to the minimisation

problem

find u ∈ V with J(u) := min{J(v) : v ∈ V } (8.100)

(see also Theorem 7.9 and Exercise 7.22). The maximisation problem

find w ∈W with K(w) := max{K(ŵ) : ŵ ∈W}
is called the dual (or complementary) variational problem of (8.100) if both have

the same solution u = w ∈ V ∩W .

For instance, the Poisson problem −Δu = f ∈ L2(Ω) in Ω, u = 0 on Γ ,

leads to

J(v) =

∫

Ω

|∇v|2 dx for v ∈ V := H1
0 (Ω).

A particular dual variational problem is due to Trefftz30 [292, 293]:

K(w) := −
∫

Ω

|∇w|2 dx for w ∈W := {v ∈ H1(Ω) : −Δv = f}

(cf. Velte [296, pages 91–101]). Note that the functions v∈V satisfy the boundary

condition v = 0 on Γ , whereas w ∈ W requires no boundary condition, but the

differential equation Lw = f .

30 An acknowledgement of Erich Trefftz is given by Stein [267].
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8.9.5 Finite-Element Methods for Singular Solutions

The previous error estimates as, e.g., (8.57) are based on the assumption u ∈
H2(Ω) ∩ V , which will be discussed more closely in Section 9.1. The following

example shows that this assumption may be wrong.

Example 8.89. (a) The Laplace equation Δu = 0 in the L-shaped domain Ω of

Example 2.4 has the solution31 u = r2/3 sin((2ϕ − π)/3) which only belongs to

Hs(Ω) with s < 1 + 2/3.

(b) The solution u = r1/2 sin(ϕ/2) of Example 5.28 only belongs to Hs(Ω) with

s < 3/2.

Consider again the L-shaped domain Ω and replace the Laplace equation by the

more general Poisson equation −Δu = f in Ω, u = 0 on Γ . Then one can show

that for f ∈ L2(Ω) the solution u can be split into

u = u0 + αχ(r) r2/3 sin
(
2ϕ−π

3

)
with u0 ∈ H2(Ω) ∩H1

0 (Ω) and α ∈ R

(cf. Strang–Fix [276, pages 257ff]). Here the radial function χ(r) ∈ C∞(Ω) is an

arbitrary cut-off function with χ(r) = 1 in 0 ≤ r ≤ 1
4 and χ(r) = 0 for r ≥ 1

2 ,

so that χ(r) r2/3 sin
(
2ϕ−π

3

)
∈ H1

0 (Ω) is guaranteed. See also Wahlbin [299].

In the cases described above the usual discretisation with linear elements but

without local refinement only yields |u − uh|1 = O(hs), s < 2/3. However,

if one enriches the space Vh by the function χ(r)r2/3 sin(. . .) or similar func-

tions, the approximation of u in Vh can be improved: d(u, Vh) = O(h), so that

|u − uh|1 = O(h). Concerning this approach we refer to Babuška–Rosenzweig

[20], Blum–Dobrowolski [41], as well as Gladwell–Wait [119, p. 119], Hackbusch

[132]. Zenger–Gietl [317] describe quite a different approach in the case of differ-

ence methods: The difference scheme is suitably modified only at the corner so that

the singular part of the solution is avoided. Egger–Rüde–Wohlmuth [94] describe

and analyse an analogous finite-element approach.

The standard approach are traditional finite elements together with local grid

refinement. If the location of the singularity is known, there are explicit construc-

tions of the refined triangulation. Otherwise one uses the technique from §8.7.3.3.

Concerning the error analysis we refer to Schatz–Wahlbin [255].

8.9.6 Hierarchical Bases

We illustrate the underlying idea by the one-dimensional case. Let Vh ⊂ H1
0 (0, 1)

be the space of piecewise linear functions and equidistant partition of the inter-

val Ω = (0, 1) in subintervals of length h (cf. (8.32)). For h = 1/2 we have

dim(V1/2) = 1 and b1 in Figure 8.19a is the only basis function. Obviously

V1/4 ⊂ V1/2 are nested spaces. As basis functions in V1/4 we take b1 ∈ V1/2

31 In general, a domain Ω ⊂ R2 with an inner angle ω ∈ (0, 2π) leads to a solution with a factor

rπ/ω. Such solutions belong to Hs(Ω) for all s < 1 + π/ω.
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and add the functions b2, b3 shown in Figure 8.19b. {b1, b2, b3} is a basis of

V1/4. Similarly we have V1/8 ⊂ V1/4. b1, b2, b3 are supplemented by b4, . . . , b7
(cf. Figure 8.19c) resulting in a basis of V1/8, the so-called hierarchical basis. In

contrast to the previously used basis functions the supports of bi need not be of

lengthO(h), e.g., supp(b1) = [0, 1]. Therefore the system matrix L is not as sparse

as usual. Nevertheless the choice of this basis has important advantages.

0 1 0 1

b2 b3b1 b4 b5 b6 b7

(a) h=1/2 (b) h=1/4

0 1/2

(c) h=1/8

1

Fig. 8.19 Hierarchical basis.

(i) The previously computed

matrix L = L(2h) corresponding

to V2h is a principal submatrix of

the system matrix L = L(h) cor-

responding to Vh, so that a (global

or local) grid refinement does not

require a new computation.

(ii) The condition cond(L) =
‖L‖ ‖L−1‖ of the system matrix is essentially smaller than in the standard case (e.g.,

cond(L) = O(log h) instead of O(h−2) in the two-dimensional case Ω ⊂ R2; cf.

Section 8.8).

(iii) For solving the system Lu = f there exist suitable iterations. More details

can be found in Yserentant [313], Bank–Dupont–Yserentant [25], Bank [23], and

Hackbusch [142, §12.9.4].

8.9.7 Superconvergence

In the case of difference methods the error is given by the grid function uh −Rhu
(uh: difference solution, u: continuous solution). That means that the error is only

defined at the grid points, whereas in the finite-element case the solution uh and the

error uh − u are defined in the complete domain Ω.

In principle the grid function uh could be extended to a function uh defined in

Ω by interpolating the values uh(x
i) (xi: grid point of Ωh) by piecewise linear or

bilinear finite elements: uh := Puh (P defined in (8.6)). Then the error uh − u
contains an additional interpolation error u− PRhu :

uh − u = Puh − u = P (uh −Rhu)− (u− PRhu).

If the interpolation error is at least as small as uh − Rhu, one obtains the same

convergence behaviour; otherwise Puh − u converges slower than uh −Rhu.

Vice versa, in the finite-element case one can ask whether there is a better con-

vergence behaviour at the nodal values uh = {uh(xi) : 1 ≤ i ≤ Nh} or for suitable

mean values. If there is a better behaviour, this is called the superconvergence. This

also applies to difference quotients of the nodal values if these are more precise than

|Dαuh − Dαu|0 ≤ |uh − u|1 (|α| = 1). For this topic we refer to Wahlbin [300]

and, e.g., Lesaint–Zlámal [191], Zlámal [324, 323], Bramble–Schatz [51], Thomée

[286], Louis [197], Großmann–Roos–Stynes [124, §4.9.3]. Some error estimators

are based on superconvergence results for gradients (cf. Verfürth [297, pages 36ff]).

Occasionally, the error estimate (8.77) for a negative t is also called superconver-

gence, since the estimate is by a factor h−t better than the statement for t = 0 .
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8.9.8 Mortar Finite Elements

8.9.8.1 Introduction

Ω
ΩΓ12

1

2

Fig. 8.20 Non-matching triangu-

lations in two subdomains.

So far we assumed that the whole domain Ω is

covered by one connected finite-element grid satis-

fying the admissibility condition (8.35a–d). Even in

the case of hanging nodes there are still common

nodal point. Figure 8.20 shows a domain Ω split

into two subdomains Ω1 and Ω2. The common

interior boundary is denoted by Γ12 := Ω1 ∩ Ω2.

In both subdomains the triangulations T1 and T2
are constructed independently so that non-matching

grids result. Since Ti are assumed to be admissi-

ble triangulations of Ωi it follows from (8.35c) that⋃
T∈Ti

T = Ωi (here we assume that Ωi is a polygon). Hence Γ12 lies in the union

of the edges of T ∈ Ti for both i = 1 and i = 2. Hence both T1 and T2 cover

Γ12, but there is no connection between the vertices Ti (i = 1, 2) lying on Γ12.

There may be several reasons to give up a global, admissible triangulation:

• Ω1 and Ω2 are modelled and discretised independently before—in a later step of

the construction—the pieces are jointed together.

• Ω1 and Ω2 are subdomains whose data are associated to different processors.

Possible grid refinements of a global, admissible triangulation would need commu-

nication which is avoided in the case of non-matching grids.

• In the case of instationary problems the domain Ω may change in time. For in-

stance, the subdomain Ω2 may move vertically while Ω1 is fixed. To get a global,

admissible triangulation one has to reconstruct a new grid in each time step and to

transfer the data. These complications vanish if admissibility is required only locally

in Ω1 and Ω2 (cf. Flemisch–Melenk–Wohlmuth [101]).

• Contact problems are characterised by two domains which in a certain way get

into contact and form a common boundary (example: a sphere on an elastic body

under gravitational force). We refer, e.g., to Hüeber–Wohlmuth [158].

To simplify the notation, consider the Poisson equation −Δu = f in Ω ⊂ R2

with Dirichlet condition u = 0 on ∂Ω. This boundary-value problem in Ω
is equivalent to the corresponding Poisson problems −Δu(i) = f |Ωi

in Ωi,
u(i)|∂Ωi\Γ12

= 0 (i = 1, 2) together with the matching conditions

u(1)|Γ12 = u(2)|Γ12 and ∂u(1)/∂n|Γ12 = ∂u(2)/∂n|Γ12 .

Then u(i) = u|Ωi
(i = 1, 2) are the restrictions of the global solution u to Ωi.

On the finite-element level the matching conditions are expressed by a further

variational formulation described below.
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8.9.8.2 Variational Formulation in the Continuous Case

Set

X :={v∈L2(Ω) : v|Ωi
∈H1(Ωi), i=1, 2, v|∂Ω=0}, M=(H

1
2 (Γ12))

′.

Functions v ∈ X have two different boundary values on Γ12. The restriction

v(1) :=v|Ω1
belongs toH1(Ω1) and defines the boundary value v(1)|Γ12

∈H 1
2 (Γ12).

Similarly there is the boundary value v(2)|Γ12
∈ H1/2(Γ12) of v(2) := v|Ω2

.

The jump

[v] := v(1)|Γ12 − v(2)|Γ12 ∈ H1/2(Γ12)

appears in the second of the following bilinear forms:

a(u, v) :=
2∑

i=1

∫
Ωi
〈∇u(x),∇v(x)〉 dx, for u, v ∈ X,

b(v, μ) := (μ, [v])L2(Γ12) = 〈μ, [v]〉(H 1
2 (Γ12))′×H

1
2 (Γ12)

for v ∈ X, μ ∈M.

We are looking for the pair (u, λ) ∈ X ×M with

a(u, v) + b(v, λ) = (f, v)L2(Ω) for all v ∈ X,

b(u, μ) = 0 for all μ ∈M.
(8.101)

Assuming u ∈ H2(Ω) ∩H1
0 (Ω), integration by parts applied to the first part of

(8.101) yields

−
∫

Ω

v Δu dx+

∫

Γ12

(
v(1)

∂u(1)

∂n
− v(2)

∂u(2)

∂n
+ [v]λ

)
dΓ =

∫

Ω

f v dx

(u(i) is defined by the restriction u|Ωi
; n is the normal direction of Ω1). Variation

over v ∈ H1
0 (Ω) ⊂ X yields −Δu = f in Ω . The remaining Γ12 integral gives

0 =

∫

Γ12

(
v(1)

∂u(1)

∂n
− v(2)

∂u(2)

∂n
+

(
v(1) − v(2)

)
λ

)
dΓ

=

∫

Γ12

{
v(1)

(
∂u(1)

∂n
− ∂u(2)

∂n

)
+

(
v(1) − v(2)

)(
∂u(2)

∂n
+ λ

)}
dΓ.

Choosing v(1) and v(2) independently, we conclude that

∂u(1)

∂n
=

∂u(2)

∂n
and λ = −∂u

(2)

∂n
on Γ12.

The second part in (8.101) gives [u] = 0, i.e., u(1) = u(2) on Γ12 .
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8.9.8.3 Discrete Variational Formulation

Let Xh be the subspace of X, so that uh|Ωi
(uh ∈ Xh) is the usual finite-element

space of piecewise linear elements on the triangulation Ti .

Let T12 be the restriction of the triangulation T1 on Γ12. The one-dimensional

grid T12 consists of edges E ∩ Γ12 (E: edge of T ∈ T1) and all vertices of T1
lying on Γ12. The discrete space Mh consists of all piecewise linear functions on

T12 vanishing at the endpoints of Γ12. (Note that the construction is not symmetric:

T21 as restriction of T2 on Γ12 yields another grid on Γ12).

The variational formulation (8.101) with Xh, Mh instead of X, M defines the

discrete problem.

8.9.8.4 Generalisation

The simple Poisson equation can be replaced by general differential equations and

more other boundary conditions. In particular a decomposition of Ω in k > 2
subdomains is possible as require in the domain decomposition method. We

refer to Bernardi–Maday–Patera [37], Wohlmuth [309], Kim–Lazarov–Pasciak–

Vassilevski [171], and Großmann–Roos–Stynes [124, pp. 567–569]. Concerning

the stability of the method see, e.g., Braess–Dahmen [46] and Dahmen–Faermann–

Graham–Hackbusch–Sauter [81].

8.9.9 Composite Finite Elements

One of the advantages of the finite-element method is the fact that the triangula-

tion can be adapted to the domain Ω (or at least to a polygonal approximation of

the domain; cf. §8.6.3). However, a problem arises if the boundary contains small

geometric details. Here we can consider two different cases. Let Ω be a domain of

genus zero, so that ∂Ω is connected. Nevertheless, ∂Ω may be of tortuous shape

like the coast line of an ocean. A second case is a domain with many small holes

like a sieve. In the latter case, ∂Ω consists of many larger and smaller pieces.

To resolve the geometry we need very small finite elements close to the boundary.

Let hgeom be the size of these finite elements resolving the shape of the boundary.

Inside of Ω there is an element size hε which is necessary to obtain an error of about

ε. A conflict occurs if hgeom≪ hε since then the dimension of the finite-element

problem is by far larger than for a smooth simple domain Ω. The additional degrees

of freedom do not improve the accuracy.

The approach of the composite finite elements proposed by Hackbusch–Sauter

[144, 145, 146, 147] avoids the unnecessary degrees of freedom. The method uses

basis functions of size hε which are built by finite elements up to size hgeom. This

allows an accurate approximation of the boundary, but does not create a higher
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dimension of the composite finite-element space. The latter fact is in particular help-

ful for the solution of the linear system.

Fig. 8.21 Basis functions of the composite

finite-element method.

The upper Figure 8.21 shows a basis

function satisfying homogeneous Dirich-

let boundary conditions on the fine grid.

The correspondingH1-basis function is de-

picted below. For further details we re-

fer to Sauter–Warnke [251, 252], Peterseim

[220], Peterseim–Sauter [221, 222, 223],

Preusser et al. [229].

A generalisation for handling geomet-

ric details in the domain (complicated co-

efficients, interior boundaries) is the adap-

tive local basis (AL basis) method (cf.

Grasedyck–Greff–Sauter [120], Weymuth–

Sauter [305]). The approximation of small

details (e.g., oscillatory behaviour of the

coefficients) within a coarser grid is called

homogenisation. Here ‘coarser’ means that

the finite element size is (much) larger than

the size of the details. Such problems are called ‘two-scale’ (or multiscale) prob-

lems. In the irregular case one still needs a fine grid to describe the details. In a

second step one tries to construct special coarse-grid finite elements. A very elegant

approach in this direction with simple error estimates is described by Kornhuber–

Yserentant [175], Kornhuber–Peterseim–Yserentant [174].

The approach described in Hackbusch [140, §12] is an approximate solution

based of the original fine-grid data.

8.9.10 Related Discretisations

Besides the standard Galerkin method there are further variants which are briefly

mentioned below.

8.9.10.1 Galerkin Method for the Least-Squares Formulation

The standard Galerkin discretisation minimises the energy norm if the problem is

symmetric and V -elliptic. In the least-squares case one starts from Lu − f = 0
where u is restricted to an ansatz space VN (e.g., with VN ⊂ H1

0 (Ω)), and tries to

minimise the residual:

minimise ‖Lu− f‖L2(Ω) over all u ∈ VN

(cf. Bochev–Gunzburger [44] and Roos–Stynes–Tobiska [246, page 249]).
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8.9.10.2 Discontinuous Galerkin Method

Standard finite-element functions are continuous. Also in the case of nonconforming

elements continuity holds in a restricted sense. Elements which are completely dis-

continuous across the edges are more flexible and lead to the discontinuous Galerkin

finite element method (DGFEM). In the meantime this variant is very popular.

We refer to the proceedings Cockburn–Karniadakis–Shu [73] and the monographs

Dolejšı́–Feistauer [88], Rivière [245], Di Pietro–Ern [84], Kanschat [166], Roos–

Stynes–Tobiska [246, page 255], and Brenner–Scott [52, §10.5].

8.9.10.3 Petrov–Galerkin and Finite-Volume Methods

The Petrov–Galerkin method is characterised by different subspaces for the test and

ansatz functions:

find uN ∈ VN so that a(uN , w) = f(w) for all w ∈WN .

An obvious connection of the ansatz space VN and the test space WN is

dimVN = dimWN .

In particular in the case of unsymmetric bilinear forms there may be reasons to

choose both spaces differently. This approach is due to Georgij Ivanovič Petrov

[224] (1940, cf. [28]). Note that this discretisation is only reasonable if it is stable.

Also the bilinear form a(·, ·) of the original problem can be generalised to a

bilinear form on V ×W with different spaces V �= W (then the right-hand side

must satisfy f ∈ W ′). For finite-dimensional subspaces VN ⊂ V and WN ⊂ W
the stability is equivalent to the inf-sup condition

inf
u∈VN ,‖u‖V =1

sup
w∈WN ,‖w‖W=1

|a(u,w)| ≥ εN > 0.

In the following we consider a space W containing characteristic functions. Let

ω ⊂ Ω be a subset of Ω and consider the differential operator Lu = div a(x)∇u.
Integration by parts yields

∫

ω

wLu dx =

∫

∂ω

a(x)w(x)
∂u

∂n
dΓ −

∫

ω

a(x) 〈∇w,∇u〉 dx .

Choose w(x) as the characteristic function of ω, i.e., w=1 on ω and w=0 outside:

∫

∂ω

a(x)
∂u

∂n
dΓ =

∫

ω

f dx for all ω ∈ TfV ,

where the set TfV of finite volumes is still to be defined (traditionally even in the

two-dimensional case ω is called the volume).
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Let VN be the usual space of piecewise linear elements on triangles of a trian-

gulation T . The dimension N = dimVN is given by the number of vertices of T .

According to dimVN = dimWN we choose a dual grid TfV which for each vertex

x ∈ T contains a ‘finite volume’ ωx (in general, this is a polygon; cf. Süli [279],

Knabner–Angermann [172, §6 and §9.3] and Großmann–Roos–Stynes [124, §2.5]).

If Ω ⊂ R2, the term ‘box method’ is a synonym for ‘finite-volume method’.

For differential operators L = − div a(x)∇ consisting of the principal part

only and under suitable assumption on the coefficient a, the box method and the

standard Galerkin method with piecewise linear elements have identical system

matrices (cf. Hackbusch [133]).

8.9.11 Sparse Grids

Since the physical space is three-dimensional, the standard problems are boundary-

value problems in two or three spatial variables. However, there are also applications

in higher dimensions d > 3. Then we confront the following problem. The accuracy

of a discretisation depends on the grid size h which typically is O(hκ) (κ: consis-

tency order). Let Ω ⊂ Rd be a domain discretised by a (finite element) grid of size

h with N nodal points. Since N is proportional to h−d, the discretisation error as

a function of N becomes εd(N) = O(N−κ/d). As a consequence, for fixed N,
εd(N) tends to O(1) as d → ∞. Vice versa, fixing ε, the problem size N must

increase exponentially as O(ε−d/κ). This difficulty is often termed as the ‘curse of

dimensionality’ (cf. Bellman [35, page 94]).

The following sparse-grid approach avoids the exponential behaviour N =
O(ε−d/κ). We illustrate this method for the d-dimensional cube Ω = (0, 1)d.
By obvious reasons, the pictures refer to d = 2.

Fig. 8.22 All grids generated by the hier-

archical basis

The bilinear finite elements explained in

§8.4.3 can immediately be generalised to the

d-dimensional case.

Let

bi(x) = max

{
1− x− ih

h
, 0

}

be the one-dimensional piecewise linear

basis function for the regular grid

0 < h < 2h < . . . < 1− h < 1

(h = 1/n). Note that bi(jh) = δij . The

support of bi is

[(i− 1)h, (i+ 1)h] ∩ [0, 1].
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The d-linear basis functions on Ω = (0, 1)d are the products

Bi1i2...id(x1, x2, . . . , xd) := bi1(x1) · bi2(x2) · . . . · bid(xd) (8.102)

corresponding to the nodal point xi1i2...id = (i1h, i2h, . . . , idh) . Since 0 ≤ iν ≤ n

(or 1 ≤ iν ≤ n − 1 for homogeneous Dirichlet values), we have N := (n+ 1)
d

(respectively (n− 1)
d
) grid points.

Now we recall the hierarchical basis in Section 8.9.6. Assume that n = 2L and

introduce the step sizes hℓ=2−ℓ. On level32 ℓ > 0 we introduce the basis functions

b
(ℓ)
i (x) = max{1 − x−ihℓ

hℓ
, 0} for odd i = 1, 3, . . . , 2ℓ − 1. The hierarchical basis

{b(ℓ)i : 0 < ℓ = L, 1 ≤ i ≤ 2ℓ − 1, i odd} spans the same space as the standard

basis {bi : 1 ≤ i ≤ n}. As in (8.102) we can form the products

Bℓ1ℓ2...ℓd
i1i2...id

(x1, x2, . . . , xd) := bℓ1i1 (x1) · b
ℓ2
i2
(x2) · . . . · bℓdid (xd)

and the span of all Bℓ1ℓ2...ℓd
i1i2...id

(iν odd) coincides with the span of all Bi1i2...id . The

support of Bℓ1ℓ2...ℓd
i1i2...id

is anisotropic: Ω ∩×L
ν=1[(iν − 1)hℓν , (iν + 1)hℓν ].

Figure 8.22 indicates the situation for d = 2. Combining the bases {b(ℓ
′)

i } and

{b(ℓ
′′)

i } depicted at the top and at the left side of Figure 8.22 yields the corresponding

grid with
(
2ℓ

′ − 1
)(

2ℓ
′′ − 1

)
≈ 2ℓ

′+ℓ′′ nodal points. The grids with large ℓ′ + ℓ′′

are the costly ones. However, it turns out that the costly grids are not necessary for

obtaining the standard accuracy.

Fig. 8.23 Grids used in the sparse-grid

method

The sparse-grid approximation uses the

finite-element space spanned by allBℓ1ℓ2...ℓd
i1i2...id

with

ℓ1 + ℓ2 + . . .+ ℓd ≤ L+ d− 1 (8.103)

as depicted in Figure 8.23. The analysis pre-

sented in Bungartz–Griebel [60] shows that

the grids omitted in Figure 8.23 yield contri-

butions that can be neglected (a shorter de-

scription is given by Garcke [109]).

We have to assume that the function u
has bounded second mixed derivatives, i.e.,

‖Dαu‖L2(Ω) must be bounded for all multi-

indices α with |αj | ≤ 2 (instead of the usual

inequality α1 + . . . + αd ≤ d). Then the finite-element space VL spanned by

32 On level ℓ = 0 the basis functions are b
(0)
i for i = 0 and i = 1, if inhomogeous boundary

values are needed. In the homogeous case, there are no basis function at level 0.
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Bℓ1ℓ2...ℓd
i1i2...id

with (8.103) leads to the solution uL with the error estimate33

‖u− uL‖L2(Ω) ≤ O(h2LL
d−1) = O(h2L |log hL|d−1

)

(cf. [60, Theorem 3.8], [109, Theorem 1]). This is the standard estimate of the full

grid except the logarithmic factor. On the other hand the dimension of the sparse-

grid space is

dim(VL) = O(h−1
L |log hL|d−1

)

(cf. [60, Lemma 3.6], [109, Lemma 6]). Up to the logarithmic factor, this is the

dimension of the space of piecewise linear functions in one spatial dimension.

The sparse-grid method is introduced by Zenger [316] in 1991. It is also called

hyperbolic cross method or Smolyak method (cf. Smolyak [265]).

33 In [60, 109] these estimates are proved for the interpolation error. Therefore they are also an

estimate of the finite-element method. The error estimate with respect to the H1 seminorm holds

without logarithmic factor; cf. [60, Theorem 3.8].



Chapter 9

Regularity

Abstract The previous results can only guarantee the existence of weak solutions,

i.e., in the case of m = 1 only first derivatives in L2(Ω) can be proven. In the

beginning we also asked for second derivatives satisfying the equation Lu = f in

the classical sense. Also the error estimate in §8.5 has shown that an error of size

O(hk) requires a solution in H1+k(Ω). Therefore the crucial question is, under

what conditions the weak solution also belongs to Sobolev spaces of higher order

(cf. Section 9.1). Section 9.2 characterises a specific property of elliptic solutions:

In the interior of the domain the solution is smoother than close to the boundary.

In the case of analytic coefficients the solution is also analytic in the interior and

the bounds of the (higher) derivatives improve with the distance from the boundary.

This behaviour also holds for the singularity and Green’s function. In Section 9.3 the

regularity properties of solutions of difference schemes is studied. When compar-

ing the error estimates for difference methods in §4.5 with those for finite-element

estimates in §8.5 one observes that the latter require much weaker smoothness of

the solution. However, one gets similar estimate for difference methods if one uses

suitable discrete regularity properties (cf. §9.3.3). Unfortunately, the proof of these

properties is rather technical, much more involved, and inflexible compared with the

finite-element case.

9.1 Solutions of the Boundary-Value Problem in Hs(Ω), s>m

In §9.1.2 we start the analysis with the case of Ω = Rn and prove that the solution

is smooth if the coefficients of the differential operator are sufficiently smooth. The

next case considered in §9.1.3 is the half-space Ω = Rn
+. Here a boundary Γ = ∂Ω

occurs, and the essential tool of the analysis is the continuous extension of functions

from Rn
+ to Rn. The last step leads to a general bounded domain Ω (cf. §9.1.4). As

soon as the domain and the coefficients of the differential equation are sufficiently

smooth, also the solution is so. Special results hold for convex domains as discussed

in §9.1.5.

263© Springer-Verlag GmbH Germany 2017 

W. Hackbusch, Elliptic Differential Equations, Springer Series  

in Computational Mathematics 18, DOI 10.1007/978-3-662-54961-2_9



264 9 Regularity

9.1.1 The Regularity Problem

The weak formulation of a boundary-value problem

Lu = g in Ω, Bu = ϕ on Γ (2m: order of the differential operator L) (9.1)

as

u ∈ V, a(u, v) = f(v) for all v ∈ V (9.2)

was, in Chapter 7, the basis upon which we were able to answer the questions of

existence and uniqueness of the solution. Here, by existence of a solution we under-

stand the existence of a weak solution u ∈ V.

The error estimates in Section 8.5 made it clear that the statement u ∈ V is not

enough. Under this assumption we can show ‖uh − u‖V → 0, but the convergence

may be arbitrarily slow. The more interesting quantitative estimate ‖uh − u‖V =
O(h) as in, for example, Theorem 8.60 for V = H1

0 (Ω) or V = H1(Ω), requires

the assumption u ∈ H2(Ω) ∩ V . The assertion u ∈ H2(Ω) or, more generally

u ∈ Hs(Ω), is a statement of regularity, i.e., a statement about the smoothness

of the solution, which will be examined in greater detail in this section. If s − n
2

is sufficiently large, Sobolev’s embedding Theorem 6.48 proves that the solution

is smooth in the sense of classical function spaces. In particular, for s − n
2 > 2m

the solution u is a classical solution of the boundary-value problems.

The regularity proofs in the following sections are very technical. To make

the proof ideas clearer, let us sketch the proof of inequality (9.4) below for the

Helmholtz equation −Δu+ u = f in Ω ⊂ R2, u = 0 on Γ .

Step 1: Ω = R2. Since the bilinear form a(u, v) =
∫
Ω
〈∇u,∇v〉dx +

∫
Ω
uvdx is

H1(R2)-elliptic, (9.4) holds for s = m = 1: |u|1 ≤ C ′
1 |f |−1. This is the start

of an induction proof of (9.4) for s = 1, 2, 3, . . . . First we want to prove (9.4) for

s = 2. To this end we take the derivative of the differential equation with respect

to x, the component in x = (x, y):

−Δux + ux = fx.

If f ∈ H0(Ω), then fx ∈ H−1(Ω) and the equation−Δv+v = fx, by the induction

assumption, has a unique solution v ∈ H1(Ω) with |v|1 ≤ C ′
1 |fx|−1 ≤ C ′

1 |f |0.

If one sets up this inequality for v = ux, and likewise for v = uy , the result is

|u|2 ≤ |u|1 + |ux|1 + |uy|1 ≤ 3C ′
1 |f |0. Thus, (9.4) has been shown for s = 2.

The further induction steps for s = 3, 4, . . . are analogous.

Step 2: Ω = R2
+ := R× (0,∞). As in the previous case, we can obtain the estimate

|ux|1 ≤ C ′
1 |f |0, since ux also satisfies −Δux + ux = fx and the (tangentially

differentiated) boundary condition ux = 0 on Γ . This is not the case for uy .

But ux ∈ H1(R2
+) implies uxx ∈ H0(R2

+) and uxy ∈ H0(R2
+). We would

have u ∈ Hs(R2
+) if we could also show uyy ∈ H0(R2

+). This property, however,

results from the differential equation, uyy = Δu−uxx = u− f −uxx ∈ H0(R2
+).
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Step 3: Let Ω be arbitrary, but sufficiently smooth. As in Section 6.1, Ω is

decomposed into (overlapping) pieces Ωi which can be mapped into R2 or R2
+.

Correspondingly one splits the solution u into
∑

χiu (χi is a partition of unity).

Then the arguments from steps 1 and 2 prove inequalities for |χiu|2 which together

result in (9.4).

Note that only a sketch of the proof was given. Some of the steps of the proof are

incomplete. For example, might not the equation−Δux+ux = fx have a solution1

ux ∈ L2(R2), which does not belong to H1(R2) and hence does not coincide with

the solution v ∈ H1(R2) of −Δv + v = fx?

In the following, always let s ≥ m. The boundary-value problem (9.2) with

V = H1
0 (Ω) is said to be Hs-regular if each solution u ∈ H1

0 (Ω) of problem (9.2)

with f ∈ Hs−2m(Ω) belongs to Hs(Ω) ∩H1
0 (Ω) and satisfies the estimate

|u|s ≤ Cs

[
|f |s−2m + |u|m

]
. (9.3)

If L is the operator associated with a(·, ·), then it is also said that L is Hs-regular.

Remark 9.1. Let m be defined as in (9.1). (a) Hm-regularity always holds.

(b) Let the variational problem (9.2) have a unique solution u ∈ Hm
0 (Ω) with

|u|m≤ C0|f |−m for all f ∈H−m(Ω). If the boundary-value problem is Hs-regular,

then the weak solution of (9.2) with f ∈ Hs−2m(Ω) satisfies the inequality

|u|s ≤ C ′
s |f |s−m . (9.4)

(c) Let L be the operator associated with a(·, ·). Inequality (9.4) is equivalent to

L−1 ∈ L(Hs−2m(Ω), Hs(Ω)) and the following statement:

‖L−1‖Hs(Ω)←Hs−2m(Ω) ≤ C ′
s .

Proof. (a) (9.3) holds with Cm = 1 for all u ∈ Hm(Ω) because |u|s = |u|m.

(b) In (9.3) estimate |u|m by C0 |f |−m and use the fact that because of s ≥ m
the embedding Hs−2m(Ω) ⊂ H−m(Ω) is continuous, i.e., |f |−m ≤ C ′ |f |s−2m.

Thus we obtain (9.4) with C ′
s = Cs(1 + C0C

′).

The following remark shows that a perturbation of a(·, ·) by a smooth term of

order < 2m does not change the Hs-regularity.

Remark 9.2. Let m ≤ s and m, s ∈ N. Let the operator L be Ht-regular for all

t ∈ {m,m+ 1, . . . , s}. Let δL be an operator of order ≤ 2m− 1, i.e.,

δL ∈ L(Hr(Ω) ∩Hm
0 (Ω), Hr+1−2m(Ω)) for all r ∈ {m,m+ 1, . . . , s− 1}.

Then L + δL is also Ht-regular for t = m,m + 1, . . . , s. The assumption on δL
holds in particular if δL belongs to the bilinear form a′′(·, ·) in Lemma 7.12 and

its coefficients aαβ are sufficiently smooth: for example, aαβ ∈ Cmax{0,s−2m+|β|}.

1 Compare Lions–Magenes [194, Chap. 2, §6] for very weak solutions.
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Proof. We start the proof by induction with s = m since for s = m the statement

follows from Remark 9.1a. Assume the assertion for s−1. Let u be the weak solution

of (L+ δL)u = f ∈ Hs−2m(Ω), hence also the solution of Lu = f̃ := f − δLu.

By induction the inequality |u|s−1 ≤ C ′
s−1[ |f |s−2m−1 + |u|m ] already holds and

shows that

|f̃ |s−2m ≤ |f |s−2m + ‖δL‖s−2m←s−1 |u|s−1 ≤ C ′′
s−1[ |f |s−2m + |u|m ].

Because of the Hs-regularity of L, the solution u belongs to Hs(Ω) and satisfies

|u|s ≤ C ′
s[ |f̃ |s−2m + |u|m ]. Together these inequalities result in statement (9.4).

9.1.2 Regularity Theorems for Ω = Rn

The domain Ω = Rn is distinguished by the fact that it has no boundary, and

hence no boundary conditions either. Furthermore, the shifted version v(· + δ) of

v ∈ Hs(Rn) again belongs to Hs(Rn). The proof of the following theorem will be

given on page 270.

Theorem 9.3 (regularity theorem). Let m ∈ N , Ω = Rn. Let the bilinear form

a(u, v) :=
∑

|α|≤m

∑

|β|≤m

∫

Ω

aαβ(x) [D
αu(x)] [Dβv(x)] dx (9.5)

be Hm(Rn)-coercive. For some k ∈ N let the following hold:

Dγaαβ ∈ L∞(Ω) for all α, β, γ with |γ| ≤ max{0, k + |β| −m}. (9.6)

Then every weak solution u ∈ Hm(Rn) of the problem

a(u, v) = (f, v)0 for all v ∈ Hm(Rn) (9.7)

with f ∈ H−m+k(Rn) belongs to Hm+k(Rn) and satisfies the estimate

|u|m+k ≤ Ck

[
|f |−m+k + |u|m

]
. (9.8)

Corollary 9.4. Instead of inequality (9.8) one can also write

|u|m+k ≤ Ck,k−1

[
|f |−m+k + |u|m+k−1

]
. (9.8′)

Proof. (a) (9.8)⇒ (9.8′) follows from |u|m ≤ |u|m+k−1 because k ≥ 1.

(b) If Theorem 9.3 holds for k, then also for 1, ..., k− 1 instead of k. Combining

the inequalities (9.8′) for k, k − 1, . . . , 1 , we obtain

|u|m+k ≤ Ck,k−1

{
|f |−m+k + |u|m+k−1

}
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≤ Ck,k−1

{
|f |−m+k + Ck−1,k−2

[
|f |−m+k−1 + |u|m+k−1

]}

≤ . . . ≤ C ′
k∑

ℓ=0

|f |−m+k−ℓ + C ′′ |u|m

and thus (9.8) since |f |−m+k−ℓ ≤ |f |−m+k for ℓ ≥ 0.

Lemma 9.5. Let a(·, ·) be the bilinear form (9.5) with coefficients aαβ satisfying

(9.6). Let ℓ ∈ {0, . . . , k} and let u ∈ Hm+ℓ(Rn) be chosen fixed.

(a) Then F := a(u, ·) is a functional in H−m+ℓ(Rn) bounded by

|F (v)| = |a(u, v)| ≤ C |u|m+ℓ |v|m−ℓ .

(b) a0(u, v) :=
∑

|α|+|β|<2m

∫
Ω
aαβD

αuDβv dx — this is the bilinear form a
without principal part — satisfies the stronger inequality

|a0(u, v)| ≤ C0 |u|m+ℓ |v|m−ℓ−1 .

(c) Let Dγ , |γ| = 1, be a first derivative. Define a bilinear form bγ(·, ·) and a

functional bγ(u, ·) by bγ(u, v) := a(Dγu, v) + a(u,Dγv). It satisfies

|bγ(u, v)| ≤ C |u|m+ℓ |v|m−ℓ .

Proof. (a) Let b(u, v) :=
∫
Rn aαβ(D

αu)(Dβv)dx be one of the terms in a(u, v).

Let u ∈ Hm+ℓ(Rn). We distinguish the following three cases (a1–a3).

(a1) Let |β| ≤ m− ℓ. Obviously

|b(u, v)| ≤ ‖aαβ‖∞|u||α||v||β| ≤
|α|≤m+ℓ

‖aαβ‖∞|u|m+ℓ|v|m−ℓ

holds. It remains to discuss the case m− |β| < ℓ, i.e., m− |β|+ 1 ≤ ℓ.

(a2) Let m− |β|+ 1 ≤ ℓ ≤ min{m, k}. Let γ ≤ β be a multi-index of length

|γ| = |β| −m+ ℓ ∈ [ 1, |β| ]. Integration by parts gives

b(u, v) = (−1)|γ|
∫

Rn

[Dγ (aαβD
αu)]

[
Dβ−γv

]
dx . (*)

By assumption (9.6) the derivatives of aαβ are bounded so that

|b(u, v)| ≤ C|u||α+γ||v||β−γ| ≤ C|u|m+ℓ|v|m−ℓ.

(a3) Let ℓ > m. Equation (*) with γ := β shows that

b(u, v) = (−1)|β|
∫

Rn

[
Dβ(aαβD

αu)
]
v dx = (g, v)0 with

g := (−1)|β|Dβ(aαβD
αu) ∈ Hm+ℓ−|α|−|β|(Rn).

Since |α| ≤ m and ℓ > m ≥ |β| , it follows that m + ℓ − |α| − |β| ≥ ℓ − m,
so that b can be estimated by |b(u, v)| ≤ |g|−m+ℓ |v|m−ℓ . Together with
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|g|−m+ℓ ≤
∣∣Dβ(aαβD

αu)
∣∣
−m+ℓ

≤ C |u||α|+|β|−m+ℓ ≤
|α|+|β|≤2m

C |u|m+ℓ

also in this case |b(u, v)| ≤ C|u|m+ℓ|v|m−ℓ is proved. Summation over all α, β
yields the desired result |a(u, v)| ≤ C|u|m+ℓ|v|m−ℓ.

(b) Let, e.g., |α| ≤ m and |β| ≤ m − 1 for b(u, v) :=
∫
Rn aαβ [D

αu]
[
Dβv

]
dx.

If |β| ≤ m − ℓ − 1, |b(u, v)| ≤ C0|u|m+ℓ|v|m−ℓ−1 is immediate. If m − |β| ≤
ℓ ≤ m − 1, we apply |β| − m + ℓ + 1 ∈ [ 1, |β| ] partial integrations and obtain

|b(u, v)|≤C|u|m+ℓ|v|m−ℓ because |α|+ |β|+1−m+ ℓ ≤ 2m−m+ ℓ = m+ ℓ.
The case |α| ≤ m− 1 and |β| ≤ m is left to the reader.

(c) Let bαβ(u, v) :=
∫
Rn aαβD

αuDβvdx be a term of the bilinear form a(u, v).
Integration by parts shows

bαβ,γ(u, v) = −
∫

Rn

(Dγaαβ) (D
αu)

(
Dβv

)
dx

for bαβ,γ(u, v) := bαβ(D
γu, v) + bαβ(u,D

γv)

since |γ| = 1. Summation over α, β and analogous considerations as in part (i)

prove |bγ(u, v)| ≤ C|u|m+ℓ|v|m−ℓ.

Concerning the smoothness of the coefficients we observe that the bilinear form

bγ(·, ·) contains the coefficients aαβ,γ := Dγaαβ which fulfil (9.6) for k − 1
instead of k.

In Theorem 9.3 we only assume that a(·, ·) is Hm(Rn)-coercive. Therefore a

solution (e.g., an eigenfunction) may not be unique. Uniqueness is guaranteed, e.g.,

by Hm(Rn)-ellipticity, which is discussed in part (b) of the next lemma.

Lemma 9.6. Assume (9.5) and (9.6). Let aH be the principal part:

aH(u, v) :=
∑

|α|,|β|=m

∫

Rn

aαβ [D
αu]

[
Dβv

]
dx.

(a) If Theorem 9.3 holds for aH(·, ·) and k = 1, then also for the general bilinear

form (9.5) and k = 1.

(b) Without loss of generality, we may replace a(·, ·) in Theorem 9.3 by

aΛ(u, v) = a(u, v) + Λ

∫

Rn

u v dx

with Λ ∈ R. Theorem 9.3 with Hm(Rn)-ellipticity instead of Hm(Rn)-coercivity is

equivalent to the original form of Theorem 9.3. In part (a) aH(u, v) can be replaced

by aH(u, v) + Λ · (u, v)0 .

Proof. (b) Let a(·, ·) be a Hm(Rn)-coercive bilinear form with the constant CK in

(6.48). Then aΛ(·, ·) for Λ ≥ CK is an Hm(Rn)-elliptic form. Let Theorem 9.3

hold for aΛ(·, ·) and let u be a weak solution of (9.7): a(u, v) = (f, v)0 . Because

of the Hm(Rn)-ellipticity u is the unique solution of

aΛ(u, v) = FΛ(v) := (f + Λu, v)0 .
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Because of the inequality |FΛ(v)| ≤ |f |−m+k||v|m−k + |Λ| |u|−m+k|v|m−k ≤[
|f |−m+k| + |Λ| |u|−m+k

]
|v|m−k , FΛ also belongs to H−m+k(Rn). The

assumption of Theorem 9.3 for aΛ(·, ·) implies the regularity inequality (9.8′)
in the form |u|m+k ≤ Ck,k−1

[
|FΛ|−m+k + |u|m+k−1

]
. Using the inequality

|FΛ|−m+k ≤ |f |−m+k|+ |Λ| |u|−m+k , we obtain

|u|m+k ≤ Ck,k−1

[
|f |−m+k|+ |Λ| |u|−m+k + |u|m+k−1

]

≤ C ′
k,k−1

[
|f |−m+k|+ |u|m+k−1

]

since |u|−m+k ≤ |u|m+k−1 . This proves the assertion of Theorem 9.3 for a(·, ·).
The replacement of a(·, ·) by aH(·, ·) shows that also in part (a) we may add

Λ·(u, v)0 without loss of generality.

(a) Let Theorem 9.3 hold for aH(·, ·) and k = 1, where according to part (b)

aH(·, ·) is assumed to be Hm(Rn)-elliptic. Let a0 := a − aH be the lower-order

part. A solution u ∈ Hm(Rn) of aH(u, v) = (f, v)0 is the unique solution of

aH(u, v) = FH(v) := (f, v)0 + a0(u, v) for all v ∈ Hm(Rn).

Lemma 9.5b with ℓ = 0 applied to a0 together with | (f, v)0 | ≤ |f |−m+1||v|m−1

yields

|FH(v)| ≤
[
|f |−m+1|+ C0|u|m

]
|v|m−1

and thus FΛ ∈ H−m+1(Rn) for Λ = 0. Using

|u|m+1 ≤ C1

[
|FH |−m+1 + |u|m

]
≤ C1 [ |f |−m+1|+ C0|u|m + |u|m ]

≤ C ′
1

[
|f |−m+1|+ |u|m

]
,

we have proved (9.8) with k = 1 for a(·, ·) instead of aH(·, ·).
Lemma 9.7. Assume (9.5) and (9.6). If (9.8) holds for some ℓ ∈ {1, . . . , k − 1}
instead of k, so also for ℓ+ 1.

Proof. Let u be the solution of (9.7). By assumption, u ∈ Hm+ℓ(Rn) holds with

the estimate |u|m+ℓ ≤ Cℓ

[
|f |−m+ℓ + |u|m

]
. Let Dγ , |γ| = 1 , be a first deriva-

tive and let bγ be the bilinear form from Lemma 9.5. Obviously w := Dγu is the

solution of

a(w, v) = a(Dγu, v) = −a(u,Dγv)+ bγ(u, v) = (f,Dγv)0+ bγ(u, v) =: Fγ(v).

Since | (f,Dγv)0 | ≤ |f |−m+k|Dγv|m−k ≤ |f |−m+k|v|m−k+1 ≤ |f |−m+k|v|m−ℓ

and |bγ(u, v)| ≤ C|u|m+ℓ|v|m−ℓ, we conclude that

Fγ ∈ H−m+ℓ(Rn) with |Fγ |−m+ℓ ≤ |f |−m+k + C|u|m+ℓ .

Theorem 9.3 with ℓ and Fγ instead of k and f shows that w ∈ Hm+ℓ(Rn) and

|w|m+ℓ ≤ Cℓ

[
|Fγ |−m+ℓ + |w|m

]
≤ Cℓ [ |f |−m+k + C|u|m+ℓ + |Dγu|m ]

≤ Cℓ [ |f |−m+k + C ′|u|m+ℓ ] .
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Since the multi-index γ with |γ| = 1 in w := Dγu is arbitrary, we obtain u ∈
Hm+ℓ+1(Rn) and the inequality

|u|m+ℓ+1 ≤ (n+ 1)Cℓ [ |f |−m+k + C ′|u|m+ℓ ] .

Together with the regularity assumption |u|m+ℓ ≤ Cℓ

[
|f |−m+ℓ + |u|m

]
it follows

that |u|m+ℓ+1≤Cℓ+1 [|f |−m+k + |u|m] , i.e., the regularity statement for ℓ+ 1.

Proof of Theorem 9.3. (i) First we must investigate the start of the induction, k = 1.

According to Lemma 9.6a, a(·, ·) may be replaced by the principal part aH(u, v) :=∑
|α|,|β|=m

∫
Rn aαβ D

αuDβv dx. Let ∂h,i be the difference operator2

∂h,iu(x) :=
1

h

[
u
(
x+ h

2ei
)
− u

(
x− h

2ei
)]
,

{
ei: i-th unit vector,

1 ≤ i ≤ n.

Let u be the solution of (9.7). For v ∈ Hm(Rn) set

di(u, v) := d(u, v) := a(u, ∂h,iv) + a(∂h,iu, v) for all v ∈ Hm(Rn). (9.9a)

Note that di(u, v) is well defined since ∂h,iv, ∂h,iu ∈ Hm(Rn). Given a function

w we introduce the notation w±(x) := w(x± hei/2) for the translates. From

∫

Rn

a u ∂h,iv dx =
1

h

∫

Rn

au
[
v+ − v−

]
dx =

1

h

∫

Rn

[
a−u− − a+u+

]
v dx

= −
∫

Rn

a v ∂h,iu dx+
1

h

∫

Rn

[
(a− − a)u− + (a− a+)u+

]
v dx

and the substitutions a � aαβ , u � Dαu, v � Dβv we obtain the representation

d(u, v) = −
∑

|α|=m

∑

|β|=m

∫

Rn

{
aαβ − a−αβ

h
Dαu− +

a+αβ − aαβ

h
Dαu+

}
Dβv dx .

Since
|aαβ−a±

αβ |
h ≤ ‖∂aαβ/∂xi‖L∞ ≤ const for max{0, k + |β| −m} = k ≥ 1

(cf. (9.6)), we have

|d(u, v)| ≤ C |u|m |v|m for all v ∈ Hm(Rn). (9.9b)

The Hm(Rn)-coercivity with constants CE > 0 and CK (cf. (6.48)) shows

CE |∂h,iu|2m ≤ a(∂h,iu, ∂h,iu) + CK |∂h,iu|20 (9.10a)

= −a(u, ∂2
h,iu) + d(u, ∂h,iu) + CK |∂h,iu|20

2 Actually, we would prefer the derivative ∂u/∂xi, but since we do not know whether it belongs

to V = Hm(Rn), the difference ∂h,iu ∈ V is taken as a substitute.
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(here we use (9.9a) with v := ∂h,iu ∈ Hm(Rn)). The first term can be transformed

according to (9.7): a(u, ∂2
h,iu)= (f, ∂2

h,iu)0 and bounded by |f |−m+1 |∂2
h,iu|m−1.

The inequality |∂h,iv|s ≤ |v|s+1 for s = m− 1 and v = ∂h,iu yields

∣∣a(u, ∂2
h,iu)

∣∣ ≤ |f |−m+1 |∂h,iu|m . (9.10b)

By (9.9b), the bound for the second term in (9.10a) reads:

|d(u, ∂h,iu)| ≤ Cd|u|m|∂h,iu|m . (9.10c)

The last term in (9.10a) is bounded by

|∂h,iu|20 ≤ |∂h,iu|m−1 |∂h,iu|m ≤ |u|m |∂h,iu|m . (9.10d)

(9.10a–d) yields

|∂h,iu|m ≤
[
|f |−m+1 + (Cd + CK) |u|m

]
/CE for all h > 0, 1 ≤ i ≤ n.

Lemma 6.42 shows that u ∈ Hm+1(Rn) and proves inequality (9.8) for k = 1.

(ii) The induction step is given by Lemma 9.7.

Corollary 9.8. The Hm(Rn)-coercivity in Theorem 9.3 can be replaced

(a) by the sufficient conditions described in Theorem 7.11;

(b) by the assumption that for some λ the bilinear form aH(u, v)+λ(u, v)0 satisfies

the inf-sup conditions (6.43a,b).

Corollary 9.9. If, in addition, a(·, ·) is Hm(Rn)-elliptic or if a(·, ·) satisfies condi-

tion (6.43a,b), then in Theorem 9.3 the estimate (9.8) can be replaced by

|u|m+k ≤ Ck |f |−m+k .

Proof. The assertion follows by Remark 9.2.

Corollary 9.10. Let a(·, ·) be Hm(Rn)-coercive. Let the conditions (9.6) and

f ∈ Hk−m(Rn) be satisfied for k ∈ N with k > s + n/2 > n/2. Then the

weak solution u of (9.7) belongs to Cs(Rn). Hence for s > 2m, the weak solution

is also a classical solution.

Proof. The statement results from Sobolev’s embedding (Theorem 6.48).

Corollary 9.11. Let a(·, ·) be Hm(Rn)-coercive. Let the conditions (9.6) and

f ∈ Hk−m(Rn) be satisfied for all k ∈ N. Then the weak solution of problem

(9.7) belongs to C∞(Rn). The conditions are satisfied in particular if f belongs to

C∞
0 (Rn) and the coefficients aαβ are constant.

The generalisation of u∈Hm+k(Rn) with k∈N to u∈Hm+s(Rn) with real

s > 0 reads as follows.
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Theorem 9.12. Let a(·, ·) in (9.5) be Hm(Rn)-coercive. Let

s = k +Θ, k ∈ N0, 0 < Θ < ϑ < 1, t := k + ϑ.

For the coefficients (Ω = Rn) let

aαβ ∈
{
Ct+|β|−m(Ω) for k + |β| ≥ m,
L∞(Ω) otherwise.

(9.11)

Then each weak solution of (9.7) with f ∈ H−m+s(Rn) belongs to Hm+s(Rn),
and satisfies the estimate

|u|m+s ≤ Cs

[
|f |−m+s + |u|m

]
. (9.12)

Proof. The proof is similar to that of Theorem 9.3, but the difference quotient

∂ = ∂h,i is now replaced by an approximation R of its power ∂Θ, 0 < Θ < 1:

Ru(x) := Rh,iu(x) := h−Θ
∞∑

μ=0

e−μh (−1)μ
(
Θ

μ

)
u(x+μhei)

{
ei: i-th
unit vector.

Here
(
Θ
0

)
= 1, and

(
Θ
μ

)
= (−1)μ (−Θ) (1−Θ)(2−Θ) · . . . · (μ− 1−Θ)/μ! are

the binomial coefficients.

Exercise 9.13. Let 0 < Θ < 1. Show that

(a) The operator adjoint to Rh,i is

R∗u(x) = R∗
h,iu(x) = h−Θ

∞∑

μ=0

e−μh (−1)μ
(
Θ

μ

)
u(x− μhei).

(b) For any z ∈ C with |z| < 1 we have (1− z)Θ =
∑∞

μ=0

(
Θ
μ

)
(−z)μ.

(c) For the Fourier transform we have ̂u(·+ δei)(ξ) = eiξiδû(ξ) and

(R̂h,iu)(ξ) =
[(
1− e−h+iξih

)
/h

]Θ
û(ξ),

(R̂∗
h,iu)(ξ) =

[(
1− e−h−iξih

)
/h

]Θ
û(ξ).

(d) There is a constant C so that

1

C

(
1 + t2

)1/2 ≤
∣∣(1− e−h−ith

)
/h

∣∣ ≤ C
(
1 + t2

)1/2
.

holds for all τ ∈ R and 0 < h ≤ 1 with |th| ≤ 1.

(e) |Rh,iu|τ ≤ Cτ,Θ |u|τ+Θ for all τ ∈ R, h > 0, 1 ≤ i ≤ n, u ∈ Hτ+Θ(Rn);

similarly |R∗
h,iu|τ ≤ Cτ,Θ |u|τ+Θ . Hint: Use the norms |·|∧τ , |·|∧τ+Θ (cf. (6.20))

and prove

|(R̂h,iu)(ξ)| ≤ (1 + |ξ|2)Θ/2 |û(ξ)| .

(f)
∑n

i=1 |(R̂h,iu)(ξ)|2 ≥ 1
C (1 + |ξ|2)Θ/2.
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Now we continue the proof. The expression in (9.9a) becomes

d(u, v) := a(u,R∗
h,iv)− a(Rh,iu, v) = −

∑

|α|=|β|=m

h−Θ
∞∑

μ=1

e−μh (−1)μ
(
Θ

μ

)
×

×
∫

Rn

[aαβ(x+ μhei)− aαβ(x)] [D
αu(x+ μhei)]

[
Dβv(x)

]
dx .

Since we have |aαβ(x+ μhei)− aαβ(x)| ≤ C(μh)t , it follows that

|d(u, v)| ≤ C |u|m |v|m

[
1 + ht−Θ

∞∑

μ=1

e−μh (−1)μ
(
Θ

μ

)
μt

]
≤ C ′ |u|m |v|m ,

for it is true that
(
Θ
μ

)
= O(μ−Θ−1) and

∑∞
μ=1 e

−μhμt−Θ−1 = O(hΘ−t). This

proves the inequality (9.9b).

Instead of (9.10a) we obtain

CE |Ru|m ≤ a(Ru,Ru) + CK |Ru|20 = a(u,R∗Ru)− d(u,Ru) + CK |Ru|20 .

Since |R∗Ru|m−Θ ≤ C |Ru|m (cf. Exercise 9.13e), (9.10b) becomes

|a(u,R∗Ru)| ≤ C |f |−m+Θ |Ru|m ,

while (9.10c) yields
|d(u,Ru)| ≤ C |u|m |Ru|m .

The analogue |Ru|20 ≤ C |u|m |Ru|m of (9.10d) is trivial. The same considerations

as in the proof of Theorem 9.3 result in

∣∣R∗
h,iu

∣∣
m
≤ C

[
|Rh,if |−m + |u|m

]
≤ C ′ [|f |−m+Θ + |u|m

] {
for all h > 0,
1 ≤ i ≤ n

(cf. Exercise 9.13e). To obtain the analogous estimate of |u|m+Θ we express

(|v|∧m)2 with v = R∗
h,iu from (6.21b) as

∫

|ξ|≤1/h

(
1 + |ξ|2

)m

|v̂(ξ)|2 dξ +

∫

|ξ|≥1/h

(
1 + |ξ|2

)m

|v̂(ξ)|2 dξ .

The second integral tends to zero as h→ 0. Since

n∑

i=1

(
|R∗

h,iu|∧m
)2 ≥

∫

|ξ|≤1/h

(
1 + |ξ|2

)m n∑

j=1

∣∣∣R̂∗
h,ju(ξ)

∣∣∣
2

dξ

≥
Exercise 9.13f

1

C

∫

|ξ|≤1/h

(
1 + |ξ|2

)m+Θ

|û(ξ)|2 dξ

holds with same C for all h, we conclude |u|m+Θ ≤ C lim
h→0

n∑
i=1

(
|R∗

h,iu|∧m
)2

and

the inequality (9.12).
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9.1.3 Regularity Theorems for Ω = Rn
+

The half-space Rm
+ in (6.23) is characterised by xn > 0. As in Chapter 7, we

limit ourselves to the following two cases: either a Dirichlet problem is given for

arbitrary m ≥ 1, or the natural boundary condition is posed for m = 1.

Theorem 9.14 (homogeneous Dirichlet problem). An analogue to Theorem 9.3

holds for the Dirichlet problem:

u ∈ Hm
0 (Rn

+), a(u, v) = (f, v)0 for all v ∈ Hm
0 (Rn

+).

Theorem 9.12 can also be carried over if we exclude the values s = 1
2 ,

3
2 , ..., m− 1

2 .

For the proof on page 276 we need the following highly technical lemma.

Lemma 9.15. Let s > 0, s �∈ {1/2, 3/2, . . . ,m − 1/2}. The norm |·|s of Hs(Rn
+)

is equivalent to

|||u|||s :=
√
|u|20 +

∑

|α|=m

|Dαu|2s−m. (9.13)

Proof. The relatively elementary case s≥m is left to the reader. For 0 < s < m
too, the proof would be considerably simpler if in (9.13) one were to replace the

dual norm |·|s−m of (Hm−s
0 (Rn

+))
′ by that of (Hm−s(Rn

+))
′.

(i) First we prove the statement for Ω = Rn instead of Ω = Rn
+. According to

Theorem 6.43a, for Ω = Rn the norm ||| · |||s is equivalent to

|||u|||∧s :=

√
|u|20 +

∑
|α|=m

(
|Dαu|∧s−m

)2
.

Since
(
|||u|||∧s

)2
=

∫

Rn

[
1 +

( ∑

|α|=m

|ξα|2
)
(1 + |ξ|2)s−m

]
|û(ξ)|2 dξ

and

0 < C0

(
1 + |ξ|2

)s ≤ 1 +
∑

|α|=m

|ξα|2
(
1 + |ξ|2

)s−m ≤ C1

(
1 + |ξ|2

)s
,

|||u|||∧s and |·|∧s are equivalent.

(ii) For the transition to Ω = Rn
+ the following extension φ : Hs(Rn

+) →
Hs(Rn) must be investigated, where x=(x′, xn) ∈ Rn with x′=(x1, . . . , xn−1):

(φu) (x) := u(x) for x ∈ Rn
+ (i.e., xn > 0)

(φu) (x′, xn) :=
L∑

ν=1

aν [u(x
′,−νxn) + u(x′,−xn/ν)] for xn < 0,

where the coefficients aν are defined in the following exercise.
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Exercise 9.16. Let the coefficients aν of φ be selected as the solution of the system

of equations

L∑

ν=1

aν(ν
k + ν−k) = (−1)k (0 ≤ k ≤ L− 1).

Show that

(a) u ∈ CL−1(Rn
+) yields φu ∈ CL−1(Rn).

(b) φ ∈ L(Hk(Rn
+), H

k(Rn)) for k = 0, 1, . . . , L.

(c) The operator adjoint to φ reads

(φ∗u) (x′, xn) = u(x′, xn)+
L∑

ν=1

aν

[
1

ν
u(x′,

−xn
ν

) + νu(x′,−νxn)
]

for xn > 0.

(d) (∂/∂xn)
k
(φ∗u) (x′, 0) = 0 and u ∈ Ck(Rn) for k = 0, 1, . . . , L− 2.

(e) φ∗∈ L(Hk(Rn), Hk
0 (R

n
+)) for k = 0, 1, . . . , L− 1. Hint: Corollary 6.61.

(f) φ ∈ L(Hk(Rn
+), H

k(Rn)) for k = 1− L, 2− L, . . . , 0, 1, . . . , L.

(iii) ||| · |||s ≤ C |·|s results from Dα ∈ L(Hs
0(R

n
+), H

s−m(Rn
+)) (provable via

continuation arguments from Remark 6.76b) so that |·|s ≤ ||| · |||s remains to be

shown.

(iv) |u|s ≤ |φu|s ≤ |||φu|||s is true according to part (i) of the proof. The in-

equality |||φu|||s ≤ C|||u|||s , which would finish the proof, reduces to

|Dαφu|s−m ≤ C |Dαu|s−m for |α| = m, u ∈ Hk(Rn
+). (9.14)

Let |α| = m. For φα : Rn
+ → Rn defined by

(φαu) (x
′, xn) :=

⎧
⎪⎨
⎪⎩

u(x′, xn) for xn > 0,

L∑
ν=1

aν

[
(−ν)αnu(x′,−νxn)
+

(−1
ν

)αn
u(x′, −xn

ν )

]
otherwise

⎫
⎪⎬
⎪⎭

one verifies Dα(φu) = φαD
αu. As in Exercise 9.16f one shows that φα belongs

to L(Hs(Rn
+), H

s(Rn)) for s = 1 +m − L, 2 +m − L, . . . , L −m. This result

can be carried over to real s ∈ [1 +m− L,L−m] except for the cases 1
2 − s ∈ N

(i.e., s = − 1
2 ,− 3

2 , . . .) (cf. Lions–Magenes [194, pages 54ff]). Let L ≥ 2m + 1

and v ∈ Hm−s(Rn). Since φ⋆
αv ∈ Hm−s

0 (Rn
+), one infers from the identity

(Dαφu, v)L2(Rn) = (Dαu, φ⋆
αv)L2(Rn

+) the estimate

(Dαφu, v)0 ≤ |Dαu|s−m ‖φ⋆
α‖Hm−s

0 (Rn
+)←Hm−s(Rn) |v|m−s

for all v∈Hm−s(Rn), and therefore (9.14) with C :=‖φ⋆
α‖Hm−s

0 (Rn
+)←Hm−s(Rn)=

‖φα‖Hs−m(Rn)←Hs−m(Rn
+) .
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Proof of Theorem 9.14. (i) First let k = s = 1. The proof of Theorem 9.3 can be

repeated for the differences ∂h,ju (j = 1, . . . , n − 1) and implies the existence of

the derivatives ∂u/∂xj ∈ Hm
0 (Rn

+), j �= n. Thus one has Dαu ∈ H1(Rn
+) for all

multi-indices |α| = m except for α = (0, . . . , 0,m).

(ii) We set α̂ := (0, . . . , 0,m) ∈ Zn and

w := aα̂α̂D
α̂u, Fα(v) =

∫

Rn
+

w(x)Dαv(x)dx for |α| = m,

where aα̂α̂ is the coefficient from the bilinear form (9.5). The remainder of the proof

runs as follows. In part (iii) we shall show that

|Fα(v)| ≤ C |v|m−1 for |α| = m, v ∈ Hm−s(Rn
+). (9.15)

Since Fα(v) = (w,Dαv)0 = (−1)m(Dαw, v)0, inequality (9.15) means that

Dαw ∈ H1−m(Rn
+) and |Dαw|1−m ≤ C hold for |α| = m. According to

Lemma 9.15 it follows that w∈H1(Rn
+). The coercivity of a(·, ·) implies uniform

ellipticity of L =
∑

|α|=|β|=m(−1)mDβaαβD
α, i.e.,

∑
aαβξ

α+β ≥ ε |ξ|2m (cf.

Theorem 7.13). For ξ = (0, . . . , 0, 1) one obtains aα̂α̂(x) ≥ ε. Hence it follows

from w∈H1(Rn
+) and Dγaα̂α̂ ∈L∞(Rn

+), |γ|=1, that Dα̂u ∈ H1(Rn
+). Accord-

ing to part (i) all other derivatives Dαu (|α| ≤ m, α �= α̂) belong to H1(Rn
+)

anyway so that u ∈ Hm−1(Rn
+) has been proved.

(iii) Proof of (9.15). For each α �= α̂ there exists a γ with |γ| = 1, γn = 0,

0 ≤ γ ≤ α (componentwise inequalities). Integration by parts yields

Fα(v) = −
∫

Rn
+

[
(Dγaα̂α̂)

(
Dα̂u

) (
Dα−γv

)
+ aα̂α̂

(
Dα̂+γu

) (
Dα−γv

) ]
dx

for all v ∈ C∞
0 (Rn

+); and thus

|Fα(v)| ≤ Cα |v|m−1 with Cα := C [ |u|m + |Dγu|m ] for all v ∈ C∞
0 (Rn

+).

Here we used the fact that Dγu ∈ Hm(Rn
+) according to part (i). Since C∞

0 (Rn
+)

is dense in Hm−1
0 (Rn

+), (9.15) follows for α �= α̂.

There remains to investigate α = α̂. We write

Fα̂(v) = a(u, v)− â(u, v) with â(u, v) :=
∑′

∫

Rn
+

aαβ (D
αu)

(
Dβv

)
dx,

where
∑′

represents the summation over all pairs (α, β) �= (α̂, α̂). For each

(α, β) �= (α̂, α̂) there exists a γ with

|γ| = 1, 0 ≤ γ ≤ β, α+ γ �= (0, . . . , 0,m+ 1) .

As above, one integrates each term with |β| = m by parts:
∫

Rn
+

aαβ (D
αu)

(
Dβv

)
dx

= −
∫

Rn
+

(Dγaαβ) (D
αu)

(
Dβ−γv

)
dx−

∫

Rn
+

aαβ
(
Dα+γu

) (
Dβ−γv

)
dx
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for v∈C∞
0 (Rn

+), and estimates using C |v|m−1 with C=C(u). Altogether one ob-

tains |α̂(u, v)| ≤ C |v|m−1. Together with |a(u, v)| = |(f, v)0| ≤ |f |−m+1 |v|m−1,

(9.15) also follows for α = α̂.

(iv) By induction for k = 2, . . . one proves in the same way |Fα(v)|≤C |v|m−k,

and from this u ∈ Hk+m(Rn
+). For real s > 0, s /∈ {1/2, . . . ,m−1/2}, one proves

correspondingly |Fα(v)| ≤ C |v|m−s and hence u ∈ Hs+m(Rn
+).

The generalisation of Theorem 9.14 to inhomogeneous boundary values reads as

follows.

Theorem 9.17. Let the bilinear form a(·, ·) from (9.5) be Hm
0 (Rn

+)-coercive. For an

s > 0, s �∈ {1/2, . . . ,m−1/2} either let (9.6) hold if s = k ∈ N, or (9.11) if s �∈ N.

Let u ∈ Hm(Rn
+) be the weak solution of the inhomogeneous Dirichlet problem

a(u, v) = (f, v)0 for all v ∈ Hm
0 (Rn

+),

∂ℓu/∂nℓ = ϕℓ on Γ = ∂Rn
+ for ℓ = 0, 1, . . . ,m− 1, (9.16)

where

f ∈ H−m+s(Rn
+), ϕℓ ∈ Hm+s−ℓ−1/2(Γ ) (0 ≤ ℓ ≤ m− 1) .

Then u belongs to Hm+s(Rn
+) and satisfies the inequality

|u|m+s ≤ Cs

[
|f |−m+s +

m−1∑

ℓ=0

|ϕℓ|m+s−ℓ−1/2 + |u|m

]
. (9.17)

Proof. For m = 1 Theorem 6.50 guarantees the existence of u0 ∈ Hm+s(Rn
+)

which satisfies the boundary conditions (9.16) (for m > 1 cf. Wloka [308, Theorem

8.8b]). w := u− u0 is the solution of the homogeneous problem

a(w, v) = F (v) := (f, v)0 − a(u0, v)

(cf. Remark 7.16). Theorem 9.14 may also be carried over to the right-hand side

F (v) under discussion here (instead of (f, v)0) and yields w ∈ Hm+s(Rn
+).

By similar means one proves the next theorem.

Theorem 9.18 (natural boundary conditions). Let the bilinear form a(·, ·) from

(9.5) be H1(Rn
+)-coercive. For s > 0 either let (9.6) hold if s = k ∈ N, or

(9.11) if s �∈ N. Let u ∈ H1(Rn
+) be the weak solution of the problem

a(u, v) = f(v) :=

∫

Rn
+

g(x)v(x)dx+

∫

Γ

ϕ(x)v(x)dΓ for all v ∈ H1(Rn
+),

where g ∈ Hs−1 :=

{
Hs−1(Rn

+) for s ≥ 1(
H1−s(Rn

+)
)′

for s < 1

}
, ϕ ∈ Hs−1/2(Γ ). Then it

belongs to H1+s(Rn
+) and satisfies the estimate

|u|1+s ≤ Cs

[
‖g‖Hs−1 + |ϕ|s−1/2 + |u|1

]
.
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If a boundary-value problem is in the form (9.1): Lu = g, Bu = ϕ with

B = bT∇ + b0, |bn(x)| ≥ ε > 0 on Γ = ∂Rn
+ (bn is the n-th coefficient of b),

then according to Theorem 7.33 one can find an associated variational formulation

and apply Theorem 9.18.

9.1.4 Regularity Theorems for General Domains Ω ⊂ Rn

The following theorems show that the above regularity statements also hold for

Ω ⊂ Rn if Ω is bounded sufficiently smoothly.

Theorem 9.19. Let Ω ∈ Ct+m for some t ≥ 0. Let the bilinear form (9.5) be

Hm
0 (Ω)-coercive. Let s ≥ 0 satisfy

s+ 1/2 /∈ {1, 2, . . . ,m}, 0 ≤ s ≤ t, if t ∈ N, 0 ≤ s < t, if t /∈ N.

For the coefficients let the following hold:

Dγaαβ ∈ L∞(Ω)

{
for all α, β, γ with

|γ| ≤ max{0, t+ |β| −m}

}
, if t /∈ N ,

aαβ ∈
{
Ct+|β|−m(Ω) for |β| > m− t
L∞(Ω) otherwise

}
, if t ∈ N .

(9.18)

Then each weak solution u ∈ Hm
0 (Ω) of the problem

a(u, v) = f(v) for all v ∈ Hm
0 (Ω)

with f ∈ H−m+s(Ω) belongs to Hm+s(Ω) ∩Hm
0 (Ω) and satisfies the estimate

|u|m+s ≤ Cs

[
|f |−m+s + |u|m

]
. (9.19)

For inhomogeneous boundary conditions

∂ℓu/∂nℓ = ϕℓ with ϕℓ ∈ Hm+s−ℓ−1/2(Γ ) for ℓ = 0, 1, . . . ,m− 1

instead of u ∈ Hm
0 (Ω), the statement u ∈ Hm(Ω) implies u ∈ Hm+s(Ω) and

the estimate (9.17).

Proof. (i) Let {U i : i = 0, 1, . . . , N} with U i ⊂ Ω be a covering of Ω as in

Lemma 6.54. Let {χi}, with χi = σ2
i ∈ C∞(Ω) and supp(χi) ⊂ U i, be the

associated partition of unity from Lemma 6.55. There exist maps αi ∈ Ct(U i)
which map U i (i ≥ 1) into Rn

+ such that αi(∂U i ∩ Γ ) ⊂ ∂Rn
+. By contrast,

U0 lies in the interior of Ω so that Γ ∩ ∂U0 = ∅. The solution u can be written

as
∑
i

χiu. In part (ii) of the proof we shall treat χ0u, and in part (iii) χiu for i ≥ 1.

(ii) We set di(u, v) := a(χiu, v) − a(u, χiv) (i = 0, 1, . . . , N) and wish to

show the estimate
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|d0(u, v)| ≤ Cd |u|m |v|m−s (u ∈ Hm
0 (Ω), v ∈ Hm−s

0 (Ω), s ≥ 1) (9.20)

for s = 1. Each term of d0(u, v) has the form

∫

U0

aαβ(x)
[
(Dα(χ0u))

(
Dβv

)
− (Dαu)

(
Dβ (χ0v)

) ]
dx .

Since Dα(χ0u) = χ0D
αu+ lower derivatives of u, one has

[
(Dα(χ0u))

(
Dβv

)
− (Dαu)

(
Dβ (χ0v)

) ]
=

∑

γ,δ

cγδ D
γuDδv

with |γ| , |δ| ≤ m, |γ| + |δ| ≤ 2m − 1. One integrates
∫
U0 aαβ cγδ D

γuDδv dx
with |δ| = m by parts, and obtains a bound C |u|m |v|m−1, whence (9.20) follows.

The coefficients aαβ can be extended to Rn in such a way that the corresponding

condition (9.18) is satisfied on Rn. Denote the resulting bilinear form by ā0(u, v).
Since χ0 ∈ C∞(Ω) has a support supp(χ0) ⊂ U0, the extension of χ0u through

(χ0u) (x) = 0 for x ∈ Rn \U0 poses no problems. We may formally define

d0(u, v) for v ∈ Hm−s(Rn) since only the restriction of v to U0 is of any con-

sequence. By (9.20) d0(u, v) can be written, for a fixed u ∈ Hm
0 (Ω), in the form

d0(u, v) = (d0, v)L2(Rn) with d0 ∈ Hs−m(Rn), |d0|s−m ≤ Cd |u|m .

χ0u is the weak solution of

ā0(χ0u, v) = a(χ0u, v) = a(u, χ0v) + d0(u, v) = (f, χ0v)0 + (d0, v)0
= (χ0f + d0, v)L2(Rn) (v ∈ Hm(Rn)) .

Theorem 9.3 [resp. 9.12] proves χ0u ∈ Hm+s(Rn) (thus too χ0u ∈ Hm+s(Ω))
and

|χ0u|m+s ≤ C
[
|χ0f |s−m + |d0|s−m + |χ0u|m

]
(9.21a)

≤ C ′ [ |f |s−m + Cd |u|m + C0 |u|m
]
≤ C ′′ [ |f |s−m + |u|m

]
,

where s is still restricted to s ≤ 1.

(iii) The same reasoning as for χiu (i = 1, . . . , N ) shows

a(χiu, v) = (χif + di, v)0 for all v ∈ Hm(Rn) with |di|s−m ≤ Cd |u|m .

By assumption the maps αi : U i → Rn
+ and their inverses (αi)−1 belong to

Ct+m(Ū i) [resp. Ct+m(αi(Ū i))]. Put ũ(x̃) := u(x) for x̃ = αi(x), that is

ũ = u ◦ (αi)−1. In a similar way define ãαβ , χ̃i, f̃ , d̃i. In

a(χiu, v) =
∑

α,β

∫

αi(Ui)

ãαβ D
α
x (χ̃iũ)D

β
x ṽ

∣∣det(αi)′
∣∣−1

dx̃



280 9 Regularity

one can replace the derivatives Dα
x , D

β
x with derivatives with respect to the new

coordinates, since t ≥ 0 and thus obtain the bilinear form

ai(χ̃iũ, ṽ) =
∑

α,β

∫

αi(Ui)

âαβD
α(χ̃iũ)D

β ṽ dx̃ ,

which again is Hm
0 (αi(U i))-coercive and whose new coefficients âαβ satisfy the

conditions corresponding to (9.18). As in (ii), âαβ can be continued to Rn
+ ⊃

αi(U i) such that the resulting bilinear form āi(·, ·) is Hm
0 (Rn

+)-coercive. One can

apply Theorem 9.14 to

āi(χ̃iũ, ṽ) = ai(χ̃iũ, ṽ) = a(χiu, v) = (χif + di, v)0 =
( χ̃if̃ + d̃i

| det (αi)
′ |
, ṽ

)
L2(Rn

+)

for all ṽ ∈ Hm
0 (Rn

+), which yields χ̃iũ ∈ Hm+s(Rn
+) and

|χ̃iũ|m+s ≤ C̃s

[
|f̃ |s−m + |d̃i|s−m + |χ̃iũ|m

]
.

Transforming back (cf. Theorems 6.35 and 6.43g) yields the estimates |χiu|m+s ≤
Cs

[
|f |s−m + |di|s−m + |χiu|m

]
≤ Cs

[
|f |s−m + Cd |u|m + C |u|m

]
, and thus

|χiu|m+s ≤ Cs

[
|f |s−m + |u|m

]
for all 1 ≤ i ≤ N, 0 ≤ s ≤ 1. (9.21b)

(iv) (9.21a,b) hold for s ≤ 1. Since |u|m+s = |∑i χiu|m+s
≤ ∑

i |χiu|m+s ,

estimate (9.19) has been proved for s ≤ 1. If the conditions of the theorem

allow an s ∈ (1, 2], one proves (9.19) as follows. Since u ∈ Hm+1(Ω) has

been proved already, one can estimate the forms di(u, v) after further integration

by parts via |di(u, v)| ≤Cd |u|m+1 |v|m−s. Accordingly, di(u, v) = (di, v)0 with

di ∈ H−m+s(Ω) and |di|−m+s ≤ Cd |u|m+1. If one inserts the above estimate

(9.19) for s = 1, one obtains (9.21a,b) and hence also (9.19) for 1 < s ≤ 2.

Further induction yields (9.19) for admissible s ∈ (k, k + 1].

(v) The case of inhomogeneous boundary values is treated as in Theorem 9.17.

Analogously one may prove the next theorem.

Theorem 9.20 (natural boundary conditions). Let Ω ∈ Ct+1 with t ≥ 0 . If

0 ≤ s ≤ t ∈ N or 0 ≤ s < t /∈ N, Rn
+ in Theorem 9.18 can be replaced by Ω.

Corollaries 9.9–9.11 transfer mutatis mutandis to Theorems 9.19 and 9.20.

Corollary 9.21. Let Ω and the coefficients of a(·, ·) satisfy the conditions in

Theorem 9.19, resp. 9.20. An eigenfunction, i.e., a solution u ∈ V (V = Hm
0 (Ω)

in the case of Theorem 9.19, V = H1(Ω) in the case of Theorem 9.20) of

a(u, v) = 0 for all v ∈ V, u �= 0

belongs to Hm+s(Ω) for all 0 ≤ s ≤ t ∈ N or 0 ≤ s < t �∈ N .

Proof. Use Theorem 9.19 (9.20) for f = 0 (and ϕ = 0).
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According to Theorem 6.48 (Sobolev’s lemma) one obtains sufficient conditions

via Ck+λ(Ω) ⊃ Hk+λ+n/2(Ω) for u to be a classical solution from Ck+λ(Ω).

The minimal conditions for u ∈ Ck+λ(Ω) result from a different theoretical

approach, which goes back to Schauder [258]. The following theorem, for example,

can be found in Miranda [205, §V] and Wienholtz–Kalf–Kriecherbauer [306, §8].

It shows the Ck+λ-regularity of the operator L in (5.1).

Theorem 9.22. Let k ≥ 2, 0 < λ < 1. Let Ω ∈ Ck+λ be a bounded domain.

Let the differential operator L=
∑

aij∂
2/∂xi∂xj +

∑
ai∂/∂xi + a be uniformly

elliptic in Ω (i.e., (5.4a) holds). Let

aij , ai, a ∈ Ck−2+λ(Ω) and f ∈ Ck−2+λ(Ω), ϕ ∈ Ck+λ(Γ ).

Then the boundary-value problem Lu = f in Ω, u = ϕ on Γ either has a unique

(classical) solution u ∈ Ck+λ(Ω), or there exists a finite-dimensional eigenspace

{0} �= E ⊂ Ck+λ(Ω) such that for all e ∈ E the following holds: Le = 0 in

Ω, e = 0 on Γ . If a ≥ 0, the first alternative always holds.

The condition Ω ∈ Ct+m in Theorem 9.19 is stronger than necessary. For the

Dirichlet problem the Lipschitz-continuity of the boundary is already sufficient to

obtain the following result.

Theorem 9.23 (Nečas [210]). Let Ω ∈ C0,1 be a bounded domain. Let the bilinear

form (9.5) be Hm
0 (Ω)-coercive. Let the following hold:

0 < s < t ≤ 1/2.

The coefficients aαβ ∈ L∞(Ω) must belong to Ct(Ω) if |β| = m. Then the weak

solution u ∈ Hm
0 (Ω) of the problem

a(u, v) :=

∫

Ω

f(x)v(x)dx for all v ∈ Hm
0 (Ω)

with f ∈H−m+s(Ω) belongs to f ∈H−m+s(Ω) and satisfies the estimate (9.19).

The condition ofHm
0 (Ω)-coercivity can be replaced by that of uniform ellipticity

(7.4) (cf. Theorems 7.11, 7.13). The statement of Theorem 9.23 cannot be extended

to s ≥ 1/2 since then u ∈ Hm+s
0 (Ω) would contain another boundary condition.

The proof of Theorem 9.23 uses an isomorphism R = R⋆ (related to Rh,i in the

proof of Theorem 9.12) between Hm+s
0 (Ω) and Hm

0 (Ω) and also between Hm
0 (Ω)

and Hm−s
0 (Ω) such that the form b(u, v) := a(Ru,Rv) is Hm+s

0 (Ω)-coercive.

It is necessary to prove that b̃(u, v) := a(u,R2v) is also Hm+s
0 (Ω)-coercive.

We know f ∈ H−m+s(Ω) implies f̃ := R2f ∈ H−m−s(Ω). Each solution of

a(u, v) = (f, v)0 is also a solution of

a(u,R2ṽ) = b̃(u, ṽ) = (f̃ , ṽ)0 = (f,R2ṽ)0

so that u ∈ Hm+s
0 (Ω) follows.
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9.1.5 Regularity for Convex Domains and Domains with Corners

A domain Ω is convex if with x′,x′′ ∈ Ω , x′ + t(x′′ − x′) belongs to Ω for

all 0 ≤ t ≤ 1. Convex domains in particular belong to C0,1, but permit stronger

regularity statements than Theorem 9.23.

Theorem 9.24 (Kadlec [165]). Let Ω be bounded and convex. Let the bilinear form

(9.5) be H1
0 (Ω)-coercive. Let the coefficients of the principal part be Lipschitz-

continuous:

aαβ ∈ C0,1(Ω) for all |α| = |β| = 1,

for the remaining ones let the following hold:

Dγaαβ ∈ L∞(Ω) for all α, β, γ with γ ≤ |β| , |α|+ |β| ≤ 1.

Then every weak solution u ∈ H1
0 (Ω) of the problem

a(u, v) :=

∫

Ω

f(x)v(x)dx for all v ∈ H1
0 (Ω)

with f ∈ L2(Ω) belongs to H2(Ω) ∩H1
0 (Ω) and satisfies the estimate

|u|2 ≤ C1

[
|f |0 + |u|1

]
. (9.22)

The constant C1 depends only on the diameter of Ω.

Concerning the proof we refer to the original paper or to Grivard [123, §3].

In addition, we give an explicit proof for the special case treated in Corollary 9.25.

In Section 8.5.4 H2-regularity was required. A generalisation of (9.22) in the

form of Hm+1-regularity for the biharmonic differential equation with m = 2 is

known for convex polygons (cf. Blum—Rannacher [42]). For the Poisson equation

the inequality (9.22) the constants can be quantified explicitly.

Corollary 9.25. For the solution of the Poisson equation −Δu = f ∈ L2(Ω) in a

convex domain Ω with u = 0 on Γ , the following holds:

√ ∑

|α|=2

|Dαu|20 ≤ |f |0 . (9.23)

As in Lemma 8.54 one shows that the left-hand side of (9.23) is a norm of

H2(Ω) ∩ H1
0 (Ω) which is equivalent to |·|2. Thus, (9.22) follows. As a model for

the proof of Theorem 9.24 we carry out the proof for Corollary 9.25 for the case

Ω ⊂ R2.

Proof. (i) First let us assume that the convex domain is smooth: Ω ∈ C∞. Accord-

ing to Theorem 9.19 −Δu = f ∈ L2(Ω) has a solution u ∈ H2(Ω)∩H1
0 (Ω). We

want to show
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|||u|||22 :=
∑

|α|=2

|Dαu|20 ≤ |Δu|
2
0 for all u ∈ H2(Ω) ∩H1

0 (Ω). (9.24)

It suffices to prove (9.24) that for all u in the dense subset {u ∈ C∞(Ω) : u = 0
on Γ} = C∞(Ω) ∩H1

0 (Ω). Integration by parts yields

∫∫

Ω

|Δu|2 dxdy =

∫∫

Ω

(
u2xx + u2yy + 2uxxuyy

)
dxdy

=

∫∫

Ω

(
u2xx + u2yy − 2uxxyuy

)
dxdy + 2

∫

Γ

uxxuynydΓ

=

∫∫

Ω

(
u2xx + u2yy + 2u2xy

)
dxdy + 2

∫

Γ

uxxuynydΓ − 2

∫

Γ

uxyuynxdΓ

= |||u|||22 + 2

∫

Γ

(uxxny − uxynx)uydΓ,

where n =
(
nx

ny

)
is the normal vector. The tangent direction is given by t =

(−ny

nx

)
.

Then uxxny − uxynx = −(ux)t is the negative tangential derivative. Now ux and

uy can be expressed in terms of ut and un. Since both u and ut vanish on Γ ,

ux = nxun and uy = nyun. Hence the boundary integral becomes

2

∫

Γ

(uxxny − uxynx)uydΓ = −2
∫

Γ

(nxun)t nyundΓ

= −
∫

Γ

[
2u2nny (nx)t + nxny

(
u2n

)
t

]
dΓ.

Integration by parts of the second term yields

−
∫

Γ

[
2u2nny (nx)t + nxny

(
u2n

)
t

]
dΓ =

∫

Γ

u2n
[
(ny)t nx − (nx)t ny

]
dΓ.

The bracketed expression in the last display is the curvature in x ∈ Γ , which for a

convex domain is always nonnegative. (9.23) has thus been proved.

(ii) Every convex domain Ω can be approximated monotonically by convex

Ων ∈ C∞:

Ω1 ⊂ Ω2 ⊂ . . . ⊂ Ω,
⋃

ν
Ων = Ω.

We interpret Vν := {u ∈ H1
0 (Ω) : supp(u) ⊂ Ων} as Ritz–Galerkin space

Vν ⊂ H1
0 (Ω) (cf. Footnote 8 on page 183). Each u ∈ C∞

0 (Ω) lies in Vμ for

sufficiently large μ. With C∞
0 (Ω),

⋃
ν Vν is therefore also a dense subset of H1

0 (Ω).
For every ν, the Ritz–Galerkin problem provides the solution uν ∈ H1

0 (Ων) of

−Δuν = f in Ων , uν = 0 on ∂Ων . In Ω\Ων , uν may be continued by uν = 0.

Theorem 8.24 proves |uν − u|1 → 0, where u ∈ H1
0 (Ω) is the solution of

−Δu = f in Ω. Theorem 9.30 will show that for every μ the restriction of u on

Ωμ belongs to H2(Ωμ). For each v ∈ Vμ ⊂ Vν , ν ≥ μ, we have
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∣∣∣∣∣

∫

Ωμ

uxxvdxdy

∣∣∣∣∣ =
∣∣∣∣∣

∫

Ωμ

ux vx dx dy

∣∣∣∣∣ =
∣∣∣∣∣ limν→∞
ν≥μ

∫

Ωμ

(uν)x vx dx dy

∣∣∣∣∣

=

∣∣∣∣∣ limν→∞

∫

Ωμ

(uν)x vx dx dy

∣∣∣∣∣ =
∣∣∣∣∣ limν→∞

∫

Ωμ

(uν)xx v dx dy

∣∣∣∣∣
≤ sup

ν≥μ
‖(uν)xx‖L2(Ωμ)

‖v‖L2(Ωμ)
.

From this one infers

∑

|α|=2

‖Dαu‖2L2(Ωμ)
≤ sup

ν≥μ

∑

|α|=2

‖Dαuν‖2L2(Ωμ)
≤ ‖f‖2L2(Ωμ)

≤ ‖f‖2L2(Ω)

(cf. (9.24)), and obtains (9.23).

Which role the H2-regularity is playing for the H1
0 (Ω)-projection on a subspace

Vh ⊂ H1
0 (Ω) is shown in the next exercise.

Exercise 9.26. Let the subspace Vh ⊂ H1
0 (Ω) satisfy

inf{|u− v|1 : v ∈ Vh} ≤ C0h |u|2 for all u ∈ H2(Ω) ∩H1
0 (Ω)

(cf. (8.63)). Let the Poisson problem be H2-regular (according to Theorem 9.23

convexity of Ω is sufficient). Let QV : H1
0 (Ω)→ Vh ⊂ H1

0 (Ω) be the orthogonal

projection on Vh with respect to |·|1. Show that there exists a C1 such that

|u−QV u|0 ≤ C1h |u|1 for all u ∈ H1
0 (Ω).

Hint: (i) With the Poisson problem the boundary-value problem−Δu+u = f in Ω
and u = 0 on Γ are also H2-regular (cf. Remark 9.2). The corresponding bilinear

form a(·, ·) is the scalar product in H1
0 (Ω).

(ii) QV agrees with the Ritz projection Sh for a(·, ·).
(iii) Use Corollary 8.66.

In a certain sense, the L2(Ω)-orthogonal projection Q0 plays a dual role. By

definition the approximation is the best possible: |u−Q0u|0 ≤ |u−QV u|0 . The

estimate of the approximation error |u−Q0u|0 does not require any regularity

assumption.

Remark 9.27. Let Q0 : L2(Ω)→ Vh be the L2(Ω)-orthogonal projection onto the

space Vh containing at least linear functions on a triangulation. Then there holds

|u−Q0u|0 ≤ Ch |u|1 for all u ∈ H1(Ω), (9.25)

where h is the maximal grid size.

Proof. Interpolation of the inequalities ‖I −Q0‖0←0 = 1 and ‖I −Q0‖0←2 ≤
Ch2 (cf. (8.54) for k = 0) yields ‖I −Q0‖0←1 ≤ C ′h .
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While |QV |1←1 = 1 is trivial, the correspondent inequality |Q0|1←1 ≤ C is

not at all obvious. Bank–Yserentant [27] prove the following result.3

Theorem 9.28. Under natural conditions on the finite-element grid (details in [27])

the stability |Q0|1←1 ≤ C holds.

In connection with finite elements one often considers polygonal domains Ω.

Since polygons belong to C0,1, the Dirichlet problem, according to Theorem 9.23,

is H1+s-regular with 0 ≤ s < 1/2. If the polygon is convex (i.e., if the inner angles

are ≤ π) then as in Theorem 9.24 one has H2-regularity (m = 1). One obtains

results betweenH3/2 andH2 if the maximal inner angle of the polygon lies between

π and 2π (cf. Schatz–Wahlbin [255]). IfΩ has a reentrant corner the boundary-value

problem can no longer be H2-regular (cf. Example 2.4; with an inner angle α the

solution belongs to H1+s(Ω) for s < π
α ). Stronger regularity properties may be

obtained, however, if special compatibility conditions are satisfied in the corners

(cf. Kondrat’ev [173]).

Example 9.29. Let u be the solution of the Poisson equation −Δu = f in the

square Ω = (0, 1)× (0, 1) with u = 0 on Γ . Only for s < 3 does f ∈ Hs−2(Ω)
lead to u ∈ Hs(Ω). Under the additional compatibility condition that f vanish at

all corners,

f(0, 0) = f(0, 1) = f(1, 0) = f(1, 1) = 0,

however, one can also conclude, for f ∈Hs−2(Ω) with 3<s<4, that u∈Hs(Ω).

9.2 Regularity in the Interior

Up to now all regularity statements have referred to the entire domain Ω. Moreover,

the kind of regularity is uniform in all parts of Ω. This approach is not realistic.

The weaker regularity shown in Examples 2.3 and 2.4 is caused by the corner

singularity. Obviously, the point singularity r2/3 sin((2ϕ − π)/3) described on

page 253 is smooth distant from the origin.

The Laplace equation in Ω ⊂ R2 serves as simplest example for illustrating the

interior regularity. IdentifyingΩ with a subset of C, we can interpret the solutions of

−Δu = 0 as holomorphic functions (cf. Example 1.3). Let ρ = ρ(z0) > 0 be the

distance of z0 ∈ Ω from the boundary Γ. The derivatives of u are characterised

by the Cauchy formula

dku(z0)

dzk
=

k!

2πi

∫

∂Kρ(z0)

u(ζ)
dζ

(ζ − z0)k+1
(Kρ(z0) ⊂ Ω)

and can be bounded by k!
ρk ‖u‖∞ . The larger the distance of z0 from the boundary,

the smaller is the bound of the derivative. Note that the shape of the boundary does

not matter.

3 Under stronger conditions Crouzeix–Thomée [80] prove the stability of Q0 with respect to the

Lp and Wp,1 norms.
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9.2.1 Estimates

In the following we study the regularity of the solution u in Ω0 ⊂⊂ Ω. The

next theorem shows that the estimate does not depend on the smoothness of the

boundary nor on the kind of boundary condition.

Theorem 9.30. Let Ω0 ⊂⊂ Ω1 ⊂ Ω and s ≥ 0. Let the bilinear form (9.5) be

Hm
0 (Ω1)-coercive. For the coefficients assume condition (9.18) with Ω be replaced

by Ω1 and with t ≥ s ∈ N or t > s. Let u ∈ V ⊂ Hm(Ω) be a weak solution

of the problem a(u, v) =
∫
Ω
fvdx (v ∈ V ), where the restriction f |Ω1

belongs to

H−m+s(Ω1). Then the restriction of u to Ω0 belongs to Hm+s(Ω0) and satisfies

‖u‖Hm+s(Ω0)
≤ C(s,Ω0, Ω1, Ω)

[
‖f‖H−m+s(Ω1)

+ ‖u‖Hm(Ω)

]
.

Proof. A special covering of Ω is given by U0 = Ω1 , U
1 = Ω\Ω0. Thus we

obtain the assertion from part (ii) of the proof of Theorem 9.19.

Remark 9.31. In the case of differential equations with constant coefficients and

right-hand side4 Theorem 9.30 holds for all m+ s, i.e., u ∈ C∞(Ω0).

The (multiple) derivatives are bounded by negative powers of the distance

ρ(x) = dist(x, Γ ). This behaviour can be compensated by a weighted norm

‖ρω(α)Dαu‖L2(Ω). Estimates of this kind are used, e.g., by Melenk [204, §1.4.1].

9.2.2 Behaviour of the Singularity and Green’s Function

Singularity functions are examples of solutions of Lu = 0 with a singularity only

at x = ξ. In the case of constant coefficients they are explicitly known and are used,

for example, in the integral equation method. Their behaviour is called asymptoti-

cally smooth. More precisely, a function s(·, ·) which is infinitely differentiable in

Ω̂ := (Ω ×Ω) \{(x,x) : x ∈ Ω} is called asymptotically smooth if the following

inequality holds:5

|Dα
xD

β
y s(x,y)| ≤ cas(α+ β) |x− y|−|α|−|β|−σ for

{
(x,y) ∈ Ω̂,
α, β ∈ Nd

0 ,
α+ β �= 0,

(9.26a)

with some σ ∈ R and

cas(ν) = C ν! |ν|r γ|ν| (ν ∈ Nd
0), (9.26b)

where C, r, γ are suitable constants. The value of σ depends on the order of the

singularity of s.

4 It is sufficient that these quantities are constant in Ω1 with Ω0 ⊂⊂ Ω1 ⊂ Ω.
5 In (9.26a) the case α + β = 0 is excluded since for r > 0 the factor cas(0) vanishes. A

logarithmic singularity s only satisfies (9.26a) for α+ β �= 0.
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Translation invariant singularity functions as those in (2.4a) only depend on

x− y. Since Dβ
y s = (−1)|β|Dβ

xs inequality (9.26a) reduces to

|Dα
x s(x,y)| ≤ cas(α) |x− y|−|α|−σ for (x,y) ∈ Ω̂, 0 �= α ∈ Nd

0 . (9.26c)

Interpolation error estimates often require directional derivatives Dt =
∑n

ν=1 ti
∂

∂xi

with a unit vector t ∈ Rn, |t| = 1. Correspondingly, the inequality becomes

|Dk
t,xs(x,y)| ≤ C p! pr γk |x−y|−k−σ ((x,y) ∈ Ω̂, k ∈ N, |t| = 1). (9.26d)

The constants in (9.26d) are explicitly known for the singularity function in

(2.4a). More generally, the following statement holds for s(x,y) = |x− y|−a
.

Theorem 9.32. Let t ∈ Rn with |t| = 1. Then the directional derivatives satisfy

∣∣∣Dk
t,x |x− y|−a

∣∣∣ ≤ k!
ka−1 +O(ka−2)

Γ (a)
|x− y|−k−a

(9.26e)

for all x− y ∈ Rn, x �= y and all k ∈ N. Γ (·) is the Gamma function.

Proof. We refer to Hackbusch [140, §E.1.1].

Consider a function f(·, ·) defined on Ω × Ω. In numerical applications it

might be helpful if its restriction to the Cartesian product X × Y ⊂ Ω × Ω with

dist(X,Y ) > 0 can be approximated by the separable expression

r∑

ν=1

f1ν(x) f2ν(y) (9.27)

with a small number of terms r.

For fixed y ∈ X one can interpolate f(·,y) with respect to the first argument.

Choosing the product interpolation by polynomials of degree k, the interpolation

error is bounded by

C

k!

[
c diam(X)

]k
max

x∈X,1≤i≤n
|∂k

xi
f(x,y)| (cf. [140, §B.3.2]).

Inserting the estimate (9.26e) together with |x− y| ≥ dist(X,Y ), we obtain the

error bound ηk with η := cdiam(X)
dist . If X and Y are chosen so that η < 1, the

interpolation error decays exponentially in k. The interpolating polynomial has

the form
∑

‖α‖∞≤k cαx
α, where the coefficients cα depend on y:

∑
α cα(y)x

α.

After a suitable renumbering, this sum corresponds to (9.27) with r = kn.

The (sufficiently large) distance dist(X,Y ) corresponds to the interior regular-

ity. In the case of the Green function G(x,y) one cannot expect the same smooth-

ness since Y ⊂ Ω may touch the boundary. Even if Y ⊂⊂ Ω, the convergence rate
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is determined by min{dist(Y,Ω), dist(X,Y )} instead of dist(X,Y ). The smooth-

ness of the Green function is minimal if the coefficients of the differential operator

are not smooth. Nevertheless, one can prove a separable approximation where the

exponential convergence rate of (9.27) does not depend on the smoothness of the

coefficients. The proof is mainly based on Lemma 9.33 and the Poincaré inequality.

Let the boundary-value problem be given by the bilinear form

a(u, v) =

∫

Ω

n∑

i,j=1

aij(x)
∂u

∂xj

∂v

∂xi
dx

{
for u, v ∈ H1

0 (Ω) with

Ω ∈ C0,1, aij ∈ L∞(Ω).
(9.28a)

The coefficients aij form the symmetric matrix A(x). The uniform ellipticity is

quantified by

0 < λmin ≤ λ ≤ λmax

{
for all eigenvalues λ of A(x)
in almost all x ∈ Ω.

(9.28b)

with κ := λmax/λmin. (9.28c)

ω

Ω

ωδ

Fig. 9.1 Subdomains ω⊂ωδ

in Ω.

Because of the lacking smoothness (aij ∈ L∞(Ω)!)
the interior regularity is reduced to the following

Caccioppoli inequality for the gradients in the interior.

Lemma 9.33. Let (9.28a–c) hold and ω ⊂⊂ Ω with

δ := dist(ω, ∂Ω). Let the support 6 of f ∈ H−1(Ω)
be contained in Ω\ωδ , where

ωδ := {x ∈ Ω : dist(x, ω) < δ} ⊂ Ω

(cf. Figure 9.1). Let u satisfy 7 a(u, v) = f(v) for all v ∈ H1
0 (Ω). Then we have

‖∇u‖L2(ω) ≤
2
√
κ

δ
‖u‖L2(ωδ). (9.29)

Proof. Choose a cut-off function η ∈ C1(Ω) with 0 ≤ η ≤ 1 in Ω, η = 1 in ω,
and supp(η) ⊂⊂ ωδ . For any ε > 0, η can be chosen to that |∇η| ≤ (1 + ε) /δ
in ωδ\ω. supp(η) ⊂⊂ ωδ implies η2u = 0 in Ω\ωδ ⊃ ∂ωδ and

0 = f(v) = a(u, v) =

∫

ωδ

(∇u)⊤A(x)∇(η2u)dx

= 2

∫

ωδ

η u(∇u)⊤A(x) (∇η) dx+

∫

ωδ

η2(∇u)⊤A(x) (∇u) dx .

In following chain of inequalities we use the above identity, ‖A‖ ≤ λmax,
|∇η| ≤ (1 + ε)/δ, and Schwarz’ inequality:

6 A functional f ∈ X′ has the support K, if K is the smallest set with the property f(v) = 0 for

all v ∈ X with supp(v) ⊂ Ω\K.
7 This implies the weak formulation of Lu = 0 in ωδ.
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∫

ωδ

η2‖A1/2∇u‖2dx =

∫

ωδ

η2(∇u)⊤A(∇u)dx = 2

∣∣∣∣
∫

ωδ

ηu(∇u)⊤A(∇η)dx
∣∣∣∣

≤ 2

∫

ωδ

η |u| ‖A1/2∇η‖ ‖A1/2∇u‖ dx

≤ 2(1 + ε)

√
λmax

δ

∫

ωδ

|u| η ‖A1/2∇u‖ dx

≤ 2(1 + ε)

√
λmax

δ

√∫

ωδ

η2‖A1/2∇u‖2dx ‖u‖L2(ωδ).

Division by
√∫

ωδ
η2‖A1/2∇u‖2dx = ‖η A1/2∇u‖L2(ωδ) yields

‖η A1/2∇u‖L2(ωδ) ≤ 2(1 + ε)

√
λmax

δ
‖u‖L2(ωδ).

Since η = 1 in ω, we conclude that

‖∇u‖L2(ω) = ‖η∇u‖L2(ω) ≤ ‖η∇u‖L2(ωδ) ≤ λ
−1/2
min ‖ηA1/2∇u‖L2(ωδ).

Altogether the inequality (9.29) follows with an additional factor 1+ε for all ε > 0,
hence also for ε = 0.

The existence of Green’s function is proved for n ≥ 3 by Grüter–Widman [125]

together with the bound |G(x,y)| ≤ CG

λmin
|x− y|2−n

(CG = CG(κ) with κ in

(9.28c), λmin in (9.28b)). For n = 2, Doltzmann–Müller [89] prove the existence

of G and |G(x,y)| ≤ CG

λmin
log |x− y|.

Theorem 9.34. Let (9.28a–c) hold and Ω ∈ C0,1. Let X,Y ⊂ Ω be subdomains

with

X convex, diam(X) ≤ η dist(X,Y ) for some η > 0.

Then the Green function has a separable expansion

G(x,y) =

∞∑

i=1

u
(k)
i (x) v

(k)
i (y) for x ∈ X, y ∈ Y. (9.30)

The Green function and the partial sum Gk(x,y) =
∑k

i=1 u
(k)
i (x) v

(k)
i (y) define

maps G,Gk ∈ L
(
L2(Y ), L2(X)

)
via Gf=

∫
X
G(·,y)f(y) dy. The error estimate

‖G − Gk‖L2(X)←L2(Y ) ≤ εk‖G‖L2(X)←L2(Ω\X) with εk ≤ c1 exp(−c2kc3)

shows exponential convergence of the series (9.30). The constants are c1 ≈ 1,

c2 ≈
[
2 e cappr

√
κC (η + 2)

]d/(d+1)
, and c3 = 1

d+1 .

The proof can be found in [140, §11.3] as well as in Bebendorf–Hackbusch [33]

with generalisation by Bebendorf [31, 32]. See also the literature mentioned at the

end of Section 9.3.6.
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9.3 Regularity Properties of Difference Equations

The convergence estimates for difference equations in §4.4 read, for example,

‖u− uh‖∞≤Ch2 ‖u‖C4(Ω) under the condition that u∈C4(Ω) or u∈C3,1(Ω).
This regularity assumption is frequently not satisfied (cf. Examples 2.3–2.4). Note

that the differentiation order in C4 and C0 differs by four, while the error is

only proportional to the square of h. In contrast, the finite-element error estimate

|u− uh|k ≤ Ch2−k|u|2 (k = 0, 1) is optimal in the sense that the difference of the

differentiation orders involved in | · |k and | · |2 coincides with the power of h. In

this section we aim at similar estimates for difference solutions. To obtain the latter,

one needs to replace the stability estimate ‖L−1
h ‖2 ≤ C (or ‖L−1

h ‖∞ ≤ C), which

corresponds to L−1 ∈ L(L2(Ω), L2(Ω)), by stronger estimates which correspond

to L−1 ∈ L(H−1(Ω), H1
0 (Ω)) or L−1 ∈ L(L2(Ω), H2(Ω)).

Results of this kind are proved by Auzinger [12], Dryja [91], Emmrich–Grigorieff

[95], Hackbusch [129, 130], and Lapin [181]. The monograph Jovanović–Süli [163]

contains further literature about this subject.

9.3.1 Discrete H1-Regularity

We define an infinite grid Qh and a grid Ωh contained in Ω ⊂ Rn :

Qh := {x ∈ Rn : xi = νih, νi ∈ Z} , Ωh := Ω ∩Qh.

A grid function vh defined on Ωh is extended to Qh by vh = 0:

vh(x) := 0 for all x ∈ Qh\Ωh. (9.31)

We denote the vector space of all grid functions vh with (9.31) by L2
h = L2

h(Ωh).
The Euclidean norm is now called the L2

h-norm:

|vh|0 := ‖vh‖L2
h
:=

√
hn

∑

x∈Qh

|vh(x)|2.

It comes from the scalar product

(vh, wh)0 := (vh, wh)L2
h
:= hn

∑

x∈Qh

vh(x)wh(x) .

The discrete analogue of H1
0 (Ω) is H1

h with the norm

|vh|1 := ‖vh‖H1
h
:=

√√√√|vh|20 +
n∑

i=1

∣∣∂+
i vh

∣∣2
0

(note that vh = 0 on Qh\Ωh) ,
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where ∂+
i is the forward difference in the xi direction. The dual norm reads

|vh|−1 := ‖vh‖H−1
h

:= sup
{
|(vh, wh)0| / |wh|1 : wh �= 0 satisfies (9.31)

}
.

The associated matrix norms ‖Lh‖H1
h←H−1

h
= |Lh|1←−1, ‖Lh‖H1

h←L2
h
= |Lh|1←0,

etc., are defined by

|Lh|i←−j := sup

{
|Lhvh|i
|vh|j

: 0 �= vh satisfies (9.31)

}
for i, j ∈ {−1, 0, 1} .

Exercise 9.35. Show that (a) |Lh|0←0 is the spectral norm of Lh (cf. §4.3).

(b) The following inverse estimates hold:

|vh|i ≤ Cijh
j−i |vh|j for 1 ≥ i ≥ j ≥ −1. (9.32)

The difference operator Lh yields the bilinear form

ah(vh, wh) := (Lhvh, wh)L2
h
.

ah(·, ·) is said to be H1
h-elliptic if a CE > 0 exists such that

ah(uh, uh) ≥ CE |uh|21 for all uh and all h > 0. (9.33a)

Correspondingly, ah(·, ·) is said to be H1
h-coercive if there exist CE > 0 and

CK ∈ R with

ah(uh, uh) ≥ CE |uh|21 − CK |uh|20 for all uh and all h > 0.

As defined in Section 4.5, Lh (resp. ah(·, ·)) is said to be L2
h-stable if

∣∣L−1
h

∣∣
0←0

≤ C0 for all h > 0. (9.33b)

We call Lh H1
h-regular if 8

∣∣L−1
h

∣∣
1←−1

≤ C1 for all h > 0.

Exercise 9.36. (a) H1
h-regularity implies L2

h-stability.

(b) |Lh|i←j = |LT

h |−j←−i for all i, j ∈ {−1, 0, 1}.
(c) If Lh is H1

h-regular, then so is LT

h .

(d) If Lh and LT

h are stable with respect to |·|∞, i.e.,
∥∥L−1

h

∥∥
∞ ≤ C∞ and

‖L−T

h ‖∞ ≤ C1, then L2
h-stability (9.33b) follows with C0 :=

√
C1C∞.

(e) H1
h-ellipticity implies H1

h-regularity.

The following statement resembles the alternative in Theorem 6.107.

8 This definition is slightly different from the H1-regularity (9.3) in the continuous case.
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Theorem 9.37. If ah(·, ) is H1
h-coercive and if Lh is L2

h-stable, then Lh is also

H1
h-regular.

Proof. (i) Let uh be arbitrary and set fh := LT

huh. Then the identity ah(uh, uh) =
(uh, L

T

huh)0 = (uh, fh)0 holds. Coercivity provides

|uh|21 ≤
[
ah (uh, uh) + CK |uh|20

]
/CE =

[
(uh, fh)0 + CK |uh|20

]
/CE

≤ C ′ [ |fh|0 + CK |uh|0
]
|uh|0 .

On the basis of the stability estimate |uh|0 ≤ C0 |fh|0 we obtain |uh|21 ≤ C ′′ |fh|20.

From this one infers
∣∣L−T

h

∣∣
1←0

≤
√
C ′′ =: C⋆ and hence

∣∣L−1
h

∣∣
0←−1

≤ C⋆ (cf.

Exercise 9.36b).

(ii) Now let fh = Lhuh. According to part (i), one has |uh|0 ≤ C⋆ |fh|−1 . By

estimating

|ah(uh, uh)| = |(fh, uh)0| ≤ |fh|−1 |uh|1
through 1

2CE |uh|21 + 1
2C

−1
E |fh|2−1 according to (5.34) one obtains the stability

|uh|21 ≤
ah(uh, uh) + CK |uh|20

CE
≤

1
2CE |uh|21 + 1

2C
−1
E |fh|2−1 + CK |uh|20
CE

≤ 1

2
|uh|21 +

1
2C

−1
E + CK (C∗)2

CE
|fh|2−1

so that |L−1
h |1←−1 ≤ C1 with C1 =

√
1+2CK(C⋆)2CE

CE
.

Instead of the L2
h-stability in Theorem 9.37 one can also assume the solvability

of the continuous problem and a consistency condition (cf. Corollary 11.38).

By analogy with Lemma 7.12 the following may be proved.

Exercise 9.38. If Lh is H1
h-coercive, and if δLh := a0 +

∑
i bi ∂

±
i +

∑
i ∂

±
i ci,

with |a0|, |bi|, |ci| ≤ const, contains at most first differences, then Lh + δLh is

also H1
h-coercive.

According to Exercise 9.38 it is sufficient to investigate the principal part of a

difference operator as to its coercivity.

Example 9.39. Let Ω ⊂ R2 be bounded. On Ωh let Lh. be given by the difference

method (5.19) (with a = 0). For this purpose assume that the coefficients a11, a22
are extended to R2 (only those values are essential which appear in the following

equation for (x, y) ∈ Ωh):

(Lhuh) (x, y) = ∂−
x

(
a11

(
x+ h

2 , y
)
∂+
x uh(x, y)

)
+∂−

y

(
a22

(
x, y+ h

2

)
∂+
y uh(x, y)

)
,

where uh(x, y) = 0 for (x, y) ∈ Qh\Ωh according to (9.31). Here, let −a11 ≥
ε > 0, −a22 ≥ ε > 0 in Ω. Then ah(·, ·) is H1

h-elliptic and Lh is H1
h-regular.
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Proof. (i) For arbitrary vh, wh defined on Qh the following rules of summation by

parts hold:

(
vh, ∂

+
xi
wh

)
0
= −

(
∂−
xi
vh, wh

)
0
,

(
vh, ∂

−
xi
wh

)
0
= −

(
∂+
xi
vh, wh

)
0
.

(ii) In the scalar product (Lhuh, wh)0 the values (Lhuh)(x, y) for (x, y) ∈
Qh\Ωh are multiplied by wh (x, y) = 0 (cf. (9.31)). Therefore at these points the

coefficients a11, a22 can be defined arbitrarily. Hence it follows that

ah(uh, uh) = (Lhuh, uh)0

= −
(
a11

(
·+ h

2 , ·
)
∂+
x uh, ∂

+
x uh

)
0
−

(
a22

(
·, ·+ h

2

)
∂+
y uh, ∂

+
y uh

)
0

≥ ε
[∣∣∂+

x uh
∣∣2
0
+

∣∣∂+
y uh

∣∣2
0

]
.

As in Lemma 6.29 the latter expression is bounded from below by εε2Ω |uh|21 so

that (9.33a) follows. The H1
h-regularity results from Exercise 9.36e.

Exercise 9.40. Let Ω ⊂ R2 be bounded. Let the equation

(a11ux)x + (a12uy)x + (a12ux)y + (a22uy)y = f

be given on Ωh by the difference stars (5.19), (5.20), where uh = 0 in Qh\Ωh.

Let the differential equation be uniformly elliptic in Ω: aii < 0, a11a22 − a212 > 0.
Further, let aij ∈ C0(Ω) hold. Show that for sufficiently small h the associated

matrix Lh is H1
h-regular; for all h > 0, Lh is H1

h-coercive. Hint: Uniform ellipticity

also implies −∑
aijξiξj ≥ ε |ξ|2 for some ε > 0.

Lemma 6.29 and its proof transfer without difficulty to the discrete case.

Lemma 9.41. For bounded domains the norms

|vh|1,0 :=

√√√√
n∑

i=1

∣∣∂+
i vh

∣∣2

and |vh|1 are equivalent: |vh|1 ≥ |vh|1,0 ≥ εΩ |vh|1 .

The H1
h-coercive difference methods constructed so far remain H1

h-coercive if

differences of lower order are added (cf. Exercise 9.38) or if the principal term

(a11ux)x+ . . . is replaced by a11uxx+ . . . with a11 ∈ C1(Ω). The above difference

methods are described by the same difference operator regardless whether the grid

points are close to or far from the boundary. The homogeneous Dirichlet boundary

condition is discretised by (9.31): ‘uh = 0 on Qh\Ωh’. If one wants to approximate

the boundary condition more accurately, one needs to select special discretisations

in the points near the boundary of Ω (cf. Sections 4.8.1–2). One thus obtains an

irregularity which complicates the proof of H1
h-regularity as, e.g., in Example 9.39.

We begin with the one-dimensional case.
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Lemma 9.42. Let Lh be the matrix of the one-dimensional Shortley–Weller dis-

cretisations of −u′′ = f in Ω ,u = 0 on ∂Ω:

h−2

{
2

sℓsr
uh(x)−

2

sℓ (sℓ+sr)
uh(x− sℓh)−

2

sr (sℓ+r)
uh(x+srh)

}
= f(x)

(9.34)

for x ∈ Ωh. Here 0 < sℓ, sr ≤ 1 (cf. (4.89)) have the value 1 except for the first

[last] grid point x ∈ Ωh, where they are defined by x− sℓh ∈ ∂Ω [x+ srh ∈ ∂Ω].
At the boundary points ξ ∈ ∂Ω we set uh(ξ) = 0. For arbitrary Ω ⊂ R there

holds

(vh, Lhvh)0 ≥ c
∣∣∂+vh

∣∣2
0

with c :=
√
3− 3

4 ≥ 0.982

for all vh with vh = 0 on Qh\Ωh. Thus for bounded Ω, Lh is H1
h-regular.

Proof. (i) First, let Ω be assumed to be connected. Let the grid points of Ωh be

xj := x0 + jh ∈ Ω for j = 0, . . . , k > 0.

Let the boundary points ofΩh be x0−sℓ,0h and xk+sr,kh with sℓ,0, sr,k ∈ (0, 1].
The other factors of equation (9.34) in x = xi are sℓ,i = sr,i = 1. Taking into

account vh = 0 on R\Ω, we obtain the following identity:

(vh, Lhvh)0 = h

k∑

j=0

vh(xj) (Lhvh)(xj)

=
∣∣∂+vh

∣∣2
0
+

1

h

⎧
⎨
⎩
vh(x0)

[(
2
sℓ
− 2

)
vh(x0) +

(
1− 2

1+sℓ

)
vh(x1)

]

+ vh(xk)
[(

2
sr
−2

)
vh(xk) +

(
1− 2

1+sr

)
vh(xk−1)

]

⎫
⎬
⎭ ,

where sℓ := sℓ,0 and sr := sr,k. For the proof we write Lh as −∂−∂+ + δ.

The identity (vh,−∂−∂+vh)0 = |∂+vh|20 is already shown in the proof of Example

9.39. The perturbation δ is a difference operator with δvh = 0 for all points except

x0 and xk. Therefore (vh, δvh)0 produces the expression 1
h{. . .}.

Because vh(x−1) = 0 we may write vh(x0) = h∂+vh(x−1) and vh(x1) =
h[∂+vh(x−1) + ∂+vh(x0)]. Therefore the first part of 1

h{. . .} becomes

1

h
vh(x0)

[(
2

sℓ
− 2

)
vh(x0) +

(
1− 2

1 + sℓ

)
vh(x1)

]
(9.35a)

= h
1− sℓ
1 + sℓ

[
2 + sℓ
sℓ

(
∂+vh(x−1)

)2 − ∂+vh(x−1)∂
+vh(x0)

]
.

For α := ∂+vh(x−1) and β := ∂+vh(x0) apply −αβ ≥ −λ
2α

2 − 1
2λβ

2 with
λ
2 = (2 + sℓ)/sℓ (cf. (5.34)): 2+sℓ

sℓ
α2 − αβ ≥ − 1/4

λ/2β
2 = − 1

4
sℓ

sℓ+2β
2. Since

sℓ(1− sℓ)

4(1 + sℓ)(2 + sℓ)
≤ 1

16
√
3+28

< 0.018 (maximum at sℓ =
√
3−1
2 ),

the expression (9.35a) is bounded by ≥ − 1
16

√
3+28

h |∂+vh(x0)|2 from below.

Treating the second term similarly, one obtains
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(vh, Lhvh)0 ≥
∣∣∂+vh

∣∣2
0
− 1

16
√
3 + 28

[
h
(
∂+vh(x0)

)2
+ h

(
∂+vh(xk−1)

)2]

≥ c
∣∣∂+vh

∣∣2
0

(9.35b)

with c = 1− 1
16

√
3+28

=
√
3− 3

4 > 0.982.

(ii) In part (i) k > 0 is assumed. For k = 0 we have

(vh, Lhvh)0 =
1

h

2

sℓsr
(vh(x0))

2
=

h

sℓsr

[(
∂+vh(x0)

)2
+

(
∂+vh(x−1)

)2]

≥
∣∣∂+vh

∣∣2
0
,

so that again (9.35b) is valid.

(iii) For an arbitrary Ω consisting of intervals Ii = (ai, bi) (i ∈ Z) with

bi ≤ ai+1 summation of the single terms yields the desired estimate.

Theorem 9.43. Let Lh be the matrix associated with the Shortley–Weller discretisa-

tion of the Poisson equation inΩ ⊂ Rn (cf. Section 4.8.1). Then Lh is H1
h-coercive.

If Ω is bounded, Lh is also H1
h -elliptic and H1

h-regular.

Proof. Split Lh = Lx
h + Ly

h into x- and y-differences (analogously for n > 2).

Lemma 9.42 proves (vh, L
x
hvh)0 ≥ c |∂+

x vh|
2
0 and (vh, L

y
hvh)0 ≥ c|∂+

y vh|20.
Therefore (vh, Lhvh)0 ≥ c[ |∂+

x vh|
2
0 + |∂+

y vh|20 ] ≥ c
[
|vh|21 − |vh|20

]
shows that

Lh is H1
h-coercive. By Lemma 9.41 H1

h -ellipticity holds for bounded domains.

Theorem 9.44. Let Ω be bounded. Let the Poisson equation be discretised by the

five-point formula (4.95c) in the interior points and by the interpolation (4.96) in

near-boundary points. The corresponding matrix is H1
h-regular.

Proof. The corresponding, one-dimensional formulae, except for the scaling factor

sr + sℓ ≤ 2, agree with (9.34) so that the proof of Theorem 9.43 can easily be

carried over.

Theorem 9.43 and 9.44 can be strengthened in the following way.

Corollary 9.45. Let Lh be as in Theorem 9.43 or 9.44. Define the diagonal matrix

Dh = diag{d(x) : x ∈ Ωh} by

d(x) = min {2sℓsr, 2sosu, 1} (x ∈ Ωh),

where sℓ, sr, so, su come from (4.89), respectively (4.96), respectively. Evidently,

d(x) = 1 holds for far-boundary points x ∈ Ωh. The matrix

L′
h := DhLh

belonging to the re-scaled system L′
huh = f ′

h := Dhfh is alsoH1
h-regular:

|L′
h
−1|1←−1 ≤ C.
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Proof. In the Shortley–Weller case (4.89) one has to add the correction terms

(9.35a) for the x and y directions. One verifies that they are bounded from below by

− 1
2 [ |∂+

x vh|
2
0 + |∂+

y vh|20 ] so that

(vh, L
′
hvh)0 ≥

1

2

[ ∣∣∂+
x vh

∣∣2
0
+ |∂+

y vh|20
]
≥ ε |vh|21 with ε > 0.

An analogous estimate holds for the difference schemes in §4.8.2.

9.3.2 Consistency

In the following we carry over the estimate |uh − u|1 ≤ Ch |u|2 ≤ C ′h |f |0 which

holds for finite-element solutions, to difference methods. To this end one needs to

prove the consistency condition

|LhRh − ŘhL|−1←2 := ‖LhRh − ŘhL‖H−1
h ←H2(Ω) ≤ CKh (9.36)

for suitable restrictions

Rh : H2(Ω) ∩H1
0 (Ω)→ H2

h, Řh : L2(Ω)→ L2
h.

To construct the restrictions we first continue u ∈ H2(Ω) in ū := E2u ∈ H2(R2).
According to Theorem 6.58c one assumes

ū := E2u = u in Ω, ‖E2u‖H2(R2) ≤ C ‖u‖H2(Ω) for all u ∈ H2(Ω). (9.37)

An analogous continuation E0 : L2(Ω)→ L2(R2) with

f̄ := E0f = f in Ω, ‖E0f‖L2(R2) ≤ C ‖f‖L2(Ω) for all f ∈ L2(Ω)

is given, for example, by f̄ = 0 on R2\Ω . Its dual map

E∗
0 : L2(R2)→ L2(Ω)

is the restriction to Ω. Let the averaging operators σx
h, σ

y
h : C∞

0 (R2)→ C0(R2) be

defined by

(σx
hu) (x, y) :=

1

h

h/2∫

−h/2

u(x+ ξ, y)dξ, (σy
hu) (x, y) :=

1

h

h/2∫

−h/2

u(x, y + η)dη.

(9.38)
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The restrictions Rh, Řh are chosen as follows:9

Rh := σx
hσ

y
hE2, i.e., (Rhu)=

1

h2

h/2∫

−h/2

h/2∫

−h/2

ū(x+ξ, y+η)dξdη, ū :=E2u, (9.39a)

Řh := (σx
hσ

y
h)

2
E0, (9.39b)

i.e., (Řhu)(x, y) =
1

h4

h/2∫

−h/2

h/2∫

−h/2

h/2∫

−h/2

h/2∫

−h/2

f̄(x+ξ+ξ′, y+η+η′) dξ dξ′ dη dη′

with f̄ := E0f. The characteristic properties of the convolutions σx
h and σy

h are

the subject of the next exercise. Part (a) describes the correspondence to divided

differences and derivatives. Part (d) connects the norms of L2
h and L2(R2).

Exercise 9.46. Let ∂̂x be the symmetric difference operator (∂̂xu)(x, y) :=
1
h [u(x+ h

2 , y)− u(x− h
2 , y)]. ∂̂y is defined analogously. Show that

(a) σx
hσ

y
h = σy

hσ
x
h, ∂̂x = ∂

∂xσ
x
h = σx

h
∂
∂x , ∂̂y = ∂

∂yσ
y
h = σy

h
∂
∂y .

(b) The averaging operators are selfadjoint: (σx
h)

∗ = σx
h, (σy

h)
∗ = σy

h.

(c) ‖σx
h‖Hk(R2)→Hk(R2) ≤ 1 and ‖σy

h‖Hk(R2)→Hk(R2)
≤ 1 hold in particular for

k = 0,±1, 2.
(d) ‖σx

hσ
y
hv‖L2

h
≤ ‖v‖L2(R2) for all v ∈ L2(R2).

(e) If a ∈ C0,1(R2) then ‖aσx
hσ

y
h − σx

hσ
y
ha‖L2

h←L2(R2)
≤ Ch ‖a‖C0,1(R2) . Here

we use the notation

(aσx
hu) (x) = a(x) ((σx

hu) (x)) and (σx
hau) (x) = (σx

h (au)) (x).

(f) ‖a (σx
h)

ν
(σy

h)
μ−(σx

h)
ν
(σy

h)
μ
a‖L2

h←L2(R2)≤h (ν+μ) ‖a‖C0,1(R2) for ν, μ∈N.
(g) ‖u− (σx

h)
ν
(σy

h)
μ
u‖Hk(R2) ≤ Cνμh ‖u‖Hk+1(R2) for u ∈ Hk+1(R2).

Consider the differential operator

L =
n∑

i,j=1

aij(x)
∂2

∂xi∂xj
+

n∑

i=1

ai(x)
∂2

∂xi
+ a(x). (9.40a)

First we assume that Ω = Rn and discretise L with the regular difference operator

Lh =

n∑

i,j=1

aij(x)∂
±
xi
∂±
xj

+

n∑

i=1

ai(x)∂
±
xi

+ a(x) (9.40b)

with an arbitrary combination of the ±-signs.

9 The following definitions refer to the two-dimensional case. The generalisation to Ω ⊂ Rn is

obvious.
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Lemma 9.47. Let Ω = Rn. Let aij , aj , a ∈ C0,1(Rn). Let L and Lh be given by

(9.40a,b). Then the consistency estimate (9.36) holds.

Proof. To simplify the notation let us assume that n = 2. Let

Řha11uxx(x) = (σx
hσ

y
h)

2
a11uxx(x) = a11(x) (σ

x
hσ

y
h)

2
uxx(x)− δ1

hold with ‖δ1‖L2
h
≤ Ch ‖a11‖C0,1(R2) |u|2 (cf. Exercise 9.46f,c). Let the term

corresponding to a11uxx in (9.40b) be, for example, a11(x)∂
+
x ∂

+
x . Exercise 9.46a

shows that

a11 (σ
x
hσ

y
h)

2
uxx(x, y) = a11∂̂x∂̂xσ

y
hσ

y
hu(x, y) = a11∂

+
x ∂

+
x σ

y
hσ

y
hu(x− h, y)

= a11∂
+
x ∂

+
x σ

y
hσ

y
hu(x, y)− a11∂

+
x δ2

with

δ2(x, y) := −∂+
x σ

y
hσ

y
h[u(x−h, y)−u(x, y)] = −σx

hσ
y
hσ

y
h[ux(x−h, y)−ux(x, y)]

and

‖δ2‖2 ≤ ‖σ
y
h[ux(x− h, y)− ux(x, y)]‖L2(R2)

≤ h |u|2
(cf. Exercise 9.46d,c). Since ∂̂x∂̂x = ∂+

x ∂
−
x , the error term δ2 does not appear if one

also approximates a11uxx by a11(x)∂
+
x ∂

−
x . Finally, one obtains

a11∂
+
x ∂

+
x σ

y
hσ

y
hu = a11∂

+
x ∂

+
x Rhu+ a11∂

+
x ∂

+
x [σy

hσ
y
h − σx

hσ
y
h]u

= a11∂
+
x ∂

+
x Rhu+ a11∂

+
x σ

x
hσ

y
h [σ

y
h − σx

h]ux

= a11∂
+
x ∂

+
x Rhu− a11∂

+
x δ3

with ‖δ3‖L2
h

= ‖σx
hσ

y
h[σ

y
h − σx

h]ux‖L2
h
≤ ‖[σy

h − σx
h]ux‖L2(R2)

≤ Ch |u|2 (cf.

Exercise 9.46d,g). Putting this altogether one obtains

[
a11∂

±
x ∂

±
x Rh − Řha11

∂2

∂x2

]
u = δ1 + a11 ∂

±
x (δ2 + δ3) .

For the first error term the following holds:

‖δ1‖H−1
h
≤ ‖δ1‖L2

h
≤ Ch ‖a11‖C0,1(R2) |u|2 . (9.41a)

For arbitrary vh ∈ H1
h we have

(
vh, a11∂

±
x (δ2 + δ3)

)
L2

h
= −

(
∂∓
x [a11vh] , δ2 + δ3

)
L2

h
.

From a ∈ C0,1(R2) it follows that

∥∥∂±
x [avh]

∥∥
L2

h
≤ ‖a‖C0,1(R2) ‖vh‖L2

h
+ ‖a‖C0(R2) ‖vh‖H1

h
≤ C ‖vh‖H1

h
,

so that
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∥∥a11 ∂±
x (δ2 + δ3)

∥∥
H−1

h
= sup

0 	=vh∈H1
h

∣∣∣
(
∂∓
x [a11vh] , δ2 + δ3

)
L2

h

∣∣∣ / |vh|1

≤ C ‖δ2 + δ3‖L2
h
≤ C ′h |u|2 . (9.41b)

From (9.41a,b) we have ‖a11∂±
x ∂

±
x Rh − Řha11

∂2

∂x2 ‖H−1
h ←H2(R2) ≤ Ch. Analo-

gously, one shows

∥∥∥∥aij∂±
xi
∂±
xj
Rh − Řhaij

∂2

∂xi∂xj

∥∥∥∥
H−1

h ←H2(R2)

≤ Ch. (9.41c)

For ai∂
±
xi
Rh−Řhai

∂
∂xi

similar reasoning results in anO(h)-estimate for the norms

‖·‖H−1
h ←H1(R2) and ‖·‖L2

h←H2(R2). Both are upper bounds for ‖·‖H−1
h ←H2(R2) such

that

‖ai∂±
xi
Rh − Řhai∂/∂xi‖H−1

h ←H2(R2) ≤ Ch. (9.41d)

Likewise

‖aRh − Řha‖H−1
h ←H2(R2) ≤ Ch. (9.41e)

Statement (9.36) follows from (9.41c–e).

When generalising the consistency estimate to more general domains Ω ⊂ R2,

the following difficulty arises. The entries of the matrix Lh according to (4.89) or

(4.96) are not bounded by Ch−2. Rather, at near-boundary points the inverse of the

distance to the boundary point enters, and this distance may be arbitrarily small.

One way around this, would be to formulate the discretisation so that the distances

between boundary points and near-boundary points remain, for example, ≥ h/2. A

second possibility would be a suitable definition of Rh so that the product LhRh

appearing in (9.36) can be estimated (cf. Hackbusch [130]). Here we choose a third

option: Lh is replaced by the re-scaled matrix L′
h = DhLh from Corollary 9.45.

Theorem 9.48. Let Ω ∈ C2 (or Ω convex) be bounded. For the discretisation of

Lu = f for L = −Δ on Ω with u = 0 on Γ use the discretisation Lhuh = fh
according to (4.89) or (4.96). Let L′

h = DhLh be defined as in Corollary 9.45.

Then the consistency estimate

|L′
hRh −DhŘhL|−1←2 ≤ Ch (9.42)

holds.

Here, the matrix Lh from (4.89) or (4.96) is only taken as an example. The proof

will show that the estimate (9.36), respectively (9.42), also holds for other Lh if

(Lhuh)(x), x near the boundary, represents a second difference. First, two lemmata

are needed.

Let γh ⊂ Ωh be the set of near-boundary points. If vh is a grid function defined

on Ωh, then we denote by vh|γh
the restriction to γh :

(
vh|γh

)
(x) = vh(x) for x ∈ γh,

(
vh|γh

)
(x) = 0 for x ∈ Ωh\γh.
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Lemma 9.49. Let Ω ∈ C0,1 be bounded. Then there exists a C = C(Ω) indepen-

dent of h, such that ∣∣∣vh|γh

∣∣∣
0
≤ Ch

∣∣∣vh|γh

∣∣∣
1
. (9.43)

Proof. From Ω ∈ C0,1 follows: there exist numbers K ∈ N and h0 > 0 such that

for all x ∈ γh, with h ≤ h0, not all grid points {x+ (νh, μh) : −K ≤ ν, μ ≤ K}
lie in Ω. Let for example x + (ν0h, μ0h) �∈ Ω. Then we define the functions wνμ

h

(−K ≤ ν, μ ≤ K) in x by wν0μ0

h (x) := vh(x), w
νμ
h (x) = 0 for (ν, μ) �= (ν0, μ0).

Note that
∑K

ν,μ=−K wνμ
h = vh|γh

is a decomposition of vh|γh
with wνμ

h (x) =

vh(x) or wνμ
h (x)=0.

Without loss of generality we assume ν > 0 and μ > 0. Starting at x ∈ Ωh

we define a chain of points {x0, . . . ,xν+μ} which first proceeds horizontally,

x0 = x, x1 = x+ (h, 0) , . . . , xν = x+ (νh, 0) ,

and then vertically,

xν = x+ (νh, 0) , xν+1 = x+ (νh, h) , . . . , xν+μ = x+ (νh, μh) .

By definition we have either wνμ
h (x) = 0 or xν+μ �∈ Ω, i.e., wνμ

h (xν+μ) = 0
(cf. (9.31)). In both case the estimate

|wνμ
h (x)| ≤

∣∣wνμ
h (x0)− wνμ

h (xν+μ)
∣∣

= h

∣∣∣∣
1

h

[
wνμ

h (x0)− wνμ
h (x1)

]
+

1

h

[
wνμ

h (x1)− wνμ
h (x2)

]
+ . . .

∣∣∣∣

≤ h

[ ∣∣∂−
x w

νμ
h (x1)

∣∣+
∣∣∂−

x w
νμ
h (x2)

∣∣+ . . .+ |∂−
x w

νμ
h (xν)|

+
∣∣∂−

y w
νμ
h (xν+1)

∣∣+ . . .+
∣∣∂−

y w
νμ
h (xν+μ)

∣∣

]

holds and thus |wνμ
h |0 ≤ h[

√
ν |∂+

x w
νμ
h |0 +

√
μ
∣∣∂+

y w
νμ
h

∣∣
0
] ≤

√
2Kh |wνμ

h |1.

Summation over ν, μ yields estimate (9.43) for vh|γh
=

∑
wνμ

h .

In most cases x ∈ γh already has a direct neighbour in R2\Ω such that (9.43)

follows with C =
√
2. This holds in particular for convex domains.

Lemma 9.50. Let Rh be defined by (9.39a). Let E2 satisfy (9.37). Then we have

(Rhu) (ξ) ≤ Ch ‖E2u‖H2(Kh/2(ξ))
for all ξ ∈ Γ, u ∈ H1

0 (Ω) ∩H2(Ω),

(9.44)

where Kh/2(ξ) :=
{
ξ + x ∈ R2 : x ∈ (−h/2, h/2)× (−h/2, h/2)

}
.

Proof. (i) Let Q = (− 1
2 ,

1
2 )× (− 1

2 ,
1
2 ). For v ∈ H2(Q) one shows

∣∣∣∣v(0)−
∫

Q

v(x)dx

∣∣∣∣ ≤ C

√∫

Q

(
v2xx + 2v2xy + v2yy

)
dxdy ,



9.3 Regularity Properties of Difference Equations 301

since the left-hand side vanishes for linear functions v(x, y) = α + βx + γy.

The proof is similar to the one for (8.50). Transforming from the unit square Q
to Qh := (−h

2 ,
h
2 )× (−h

2 ,
h
2 ) gives

∣∣∣∣h2v(0)−
∫

Qh

v(x)dx

∣∣∣∣ ≤ Ch3

√∫

Q

(
v2xx + 2v2xy + v2yy

)
dxdy . (9.45)

(ii) Let ξ ∈ Γ . Statement (9.44) follows from (9.45) with v(x) := ū(ξ + hx) =
(E2u) (ξ + hx), since u(ξ) = 0 for ξ ∈ Γ.

Proof of Theorem 9.48. (i) Inequality (9.42) is proved if

∣∣(vh,
[
L′
hRh −DhŘhL

]
u
)
0

∣∣ ≤ Ch (9.46a)

for all vh ∈ H1
h and u ∈ H2(Ω) ∩ H1

0 (Ω) with |vh|1 = |u|2 = 1. To this end

vh is split into

vh = v′h + v′′h with v′h := vh|γh
.

In part (ii) we show

∣∣(v′′h,
[
L′
hRh −DhŘhL

]
u
)
0

∣∣ ≤ C1h. (9.46b)

The other steps of the proof, (iii) and (iv), yield

∣∣(v′h,
[
L′
hRh −DhŘhL

]
u
)
0

∣∣ ≤ C2h, (9.46c)

such that (9.46a) with C = C1 + C2 follows.

(ii) Lemma 9.49 shows

|v′h|0 ≤ C3h |vh|1 = C3h . (9.46d)

For v′′h one obtains |v′′h|1 ≤ |vh|1 + |v′h|1 = 1 + |v′h|1. The inverse estimate (9.32)

yields |v′h|1 ≤ Ch−1 |v′h|0 ≤ CC3, thus

|v′′h|1 ≤ C4 := 1 + CC3 . (9.46e)

Let L̂h be the (regular) difference operator on the infinite grid Qh = {(νh, μh) :
ν, μ ∈ Z}. Since the support of v′′h is Qh\γh, we have

(v′′h, L
′
hwh)0 = (v′′h, L̂hwh)0 for all wh.

Furthermore, (v′′h, Dhwh)0 = (v′′h, wh)0. This proves the first equality in

∣∣(v′′h,
[
L′
hRh −DhŘhL

]
u
)
0

∣∣ =
∣∣∣
(
v′′h,

[
L̂hRh −DhŘhL

]
ū
)
0

∣∣∣
≤ C5h |v′′h|1 |ū|2 ≤ C5hC4C6 =: C1h ,
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where ū := E2u is the continuation of u to R2. Further inequalities result from

Lemma 9.47, (9.46e), and

|ū|2 = ‖ū‖H2(R2) ≤ C6 ‖u‖H2(Ω) = C6 (9.46f)

(cf. (9.37)). Theorem 6.58c guarantees the existence of an extension ū with (9.46f)

if Ω ∈ C2. Another sufficient condition for (9.46f) is the convexity of Ω.

(iii) The left-hand side of (9.46c) splits into (v′h, L
′
hRhu)0 and (v′h, DhRhLu)0.

The first part is estimated in part (iv). Exercise 9.46d and (9.46d) yield the second

term

∣∣(v′h, DhŘhLu)0
∣∣≤|v′h|0

∣∣DhŘhLu
∣∣
0
≤C3hC

′ |Lu|0≤C7h |u|2=C7h. (9.46g)

(iv) We set wh := (L′
hRhu)|γh

. Since the support of v′h is contained in γh,

we have (v′h, L
′
hRhu)0 = (v′h, wh)0. L′

h contains differences with respect to the x
and y directions. Accordingly we write wh = wx

h + wy
h. In the following we limit

ourselves (a) to the Shortley–Weller discretisation, (b) to the term wx
h, and (c) to the

case that

x ∈ γh, xr = x+ (srh, 0) ∈ Ωh (i.e., sr = 1), xℓ = x− (sℓh, 0) ∈ Γ.

The other cases should be treated analogously. We set

û := Rhu = σx
hσ

y
hE2u ∈ H2(R2).

The Shortley–Weller difference in the x direction reads

ŵx
h(x) = dx

[
û(x)− û(xr)

hsr
− û(xℓ)− û(x)

hsℓ

]
/
(sℓ + sr)h

2
,

where dx is the diagonal element of Dh. Since in the equation L′
huh = fh the

variables uh(ξ), ξ ∈ Γ (for example, ξ = xℓ), have already been eliminated,

wx
h(x) has the form

wx
h(x) = ŵx

h(x) +
2dx

h2sℓ (sℓ + sr)
û(xℓ)

The factor 2dx/[h
2sℓ(sℓ + sr)], due to the definition of Dh, remains bounded by

4h−2. From Lemma 9.50 and Kh/2(x
ℓ) ⊂ K3h/2(x) one infers

|wx
h(x)− ŵx

h(x)| ≤ 4h−2
∣∣û(xℓ)

∣∣ ≤ Ch−1 ‖ū‖H2(K3h/2(x))
. (9.46h)

Since sr=1, the second divided difference ŵx
h in x=(x, y) can be represented by

ŵx
h(x, y) = dx

∫ h

−hsℓ

g(t)ûxx(x+ t, y)dt with
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g(t) =

⎧
⎨
⎩

2 (t− h) /
(
h2 + sℓh

2
)

for 0 ≤ t ≤ h,
−2 (sℓh+ t) /

(
sℓh

2 (1 + sℓ)
)

for − sℓh ≤ t ≤ 0,
0 otherwise.

From this one infers

|ŵx
h(x, y)| ≤ dx

√∫ h

−hsℓ

g2(t)dt

√∫ h

−hsℓ

û2xx(x+ t, y)dt

≤ 2

h

√∫ h

−h

û2xx(x+ t, y)dt ≤ C

h
‖ū‖H2(K3h/2(x))

(9.46i)

(cf. (6.11a)). From (9.46h,i) and the corresponding estimate for wy
h we obtain the

bound |wh(x)| ≤ C8h
−1 ‖ū‖H2(K3h/2(x))

, such that

|wh|20 = h2
∑

x∈γh

|wh(x)|2 ≤ C2
8

∑

x∈γh

‖ū‖H2(K3h/2(x))

≤ 9C2
8 ‖ū‖H2(R2) ≤ (3C8C6)

2
=: C2

9 .

From this follows

|(v′h, L′
hRhu)0| ≤ |(v′h, wh)0| ≤ |v′h|0 |wh|0 ≤ C3hC9 =: C10h . (9.46j)

(9.46g) and (9.46j) yield the required inequality (9.46c).

Remark 9.51. The proof steps for Theorem 9.48 can be carried out in the same man-

ner for more general difference equations (for example, with variable coefficients,

as in Lemma 9.47).

9.3.3 Optimal Error Estimates

In the following we compare the discrete solution uh = L−1
h fh with the restriction

u⋆h := Rhu of the exact solution u = L−1f . From the representation

uh − u⋆h = L−1
h fh −Rhu = L−1

h

(
fh − Řhf

)
+ L−1

h Řhf −Rhu (9.47)

= L−1
h

(
fh − Řhf

)
− L−1

h

(
LhRh − ŘhL

)
u

one immediately obtains the following result.

Theorem 9.52. Let u ∈ H2(Ω) hold for the solution of Lu = f . Let the right-

hand side fh of the discrete equation Lhuh = fh be chosen so that

∣∣fh − Řhf
∣∣
−1
≤ Cfh . (9.48)
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If, furthermore, Lh is H1
h-regular, and if the consistency condition (9.36) holds,

then uh satisfies the error estimate

|uh − u⋆h|1 ≤ C1 (Cf + CK |u|2)h . (9.49)

Proof. |uh − u⋆h|1 ≤ |L−1
h |1←−1(|fh − Řhf |−1 + |LhRh − ŘhL|−1←2 |u|2).

Corollary 9.53. (a) Inequality (9.48) holds in particular if one chooses fh := Řhf.

(b) The choice fh(x) := f(x) for x ∈ Ωh (cf. (4.13b)) leads to (9.48) if f ∈
C0,1(Ω) or f ∈ H2(Ω). In these cases the following even holds:

|fh − Řhf |0 ≤ C‖fh − Řhf‖∞ ≤ C ′h‖f‖C0,1(Ω) resp. |fh − Řhf |0 ≤ Ch2|f |2.
(9.50)

(c) In Theorem 9.52 one can replace the H1
h-regularity of Lh by that of L′

h=DhLh

(cf. Corollary 9.45), (9.36) by (9.42), and (9.48) by

|Dhfh −DhŘhf |−1 ≤ Cfh .

Proof. The proof of (9.50) is based on the inequality (9.45).

Error estimates of order O(h2) can be derived in the same way if one has

consistency conditions of second order. These are, for example, (9.51a) or (9.51b):

|LhRh − ŘhL|−2←2 ≤ Ch2, (9.51a)

|LhRh − ŘhL|−1←3 ≤ Ch2. (9.51b)

Remark 9.54. If Ωh = Qh (i.e., Ω = R2) or Ω = (x′, x′′) × (y′, y′′), the

inequalities (9.51a,b) can be shown in a way similar to Lemma 9.47.

Example 9.55. The difference method in Example 4.53 shows quadratic conver-

gence. This case can be analysed as follows. Using Remark 9.54 one shows (9.51a).

In the following section we prove the H2
h-regularity |L−1

h |2←0 ≤ C which for the

symmetric matrix under discussion, Lh, is equivalent with
∣∣L−1

h

∣∣
0←−2

≤ C (cf.

(6.33)). Expression (9.47) leads to

|uh − u⋆h|0 ≤ Ch2 |u|2 .

The corresponding estimate

|uh − u⋆h|1 ≤ Ch2 |u|3 ,

which is based on (9.51b), fails due to the fact that the solution in Example 4.53

does not belong to H3(Ω) (cf. Example 9.29).

The verification of (9.51b) in the presence of irregular discretisations at the

boundary becomes more complicated.
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9.3.4 Hm+θ
0,h -Regularity for −1/2 < θ < 1/2

Higher regularity cannot be expected for domains with reentrant corners like the

L-shaped domain in Example 2.4. However, in the continuous case Theorem 9.23

ensures Hm+θ
0 (Ω)-regularity for |θ| < 1/2. In an analogous way, here we define

and prove Hm+θ
0,h -regularity of Lh (cf. Hackbusch [129]).

First we have to define the norm of Hs
0,h for non-integer s as a discrete analogue

of Hs
0(Ω). As in §6.2.4 we use the Fourier transform for the definition.

The grid Qh consists of the grid points νh with multi-indices ν ∈ Zn. A grid

function uh : Zn → C has the nodal values uν . These values define the 2π-periodic

Fourier series

ûh(ξ) :=
∑

ν∈Zn

uν ei〈ν,ξ〉 (ξ ∈ Π := [−π, π]n),

where 〈ν, ξ〉 =
∑n

i=1 νiξi. The Euclidean norm |uh|0 =
√
hn

∑
x∈Qh

|vh(x)|2
(cf. §9.3.1) can be expressed by ûh because of Parseval’s equality

|uh|0 = [h/(2π)]n/2 ‖ûh‖L2(Π) .

For general s ∈ R we set

|uh|s = [h/(2π)]n/2

∥∥∥∥∥

[
1 + h−2

n∑

j=1

sin2(ξj/2)

]s/2

ûh

∥∥∥∥∥
L2(Π)

.

Hs
0,h = Hs

0,h(Qh) is the space of all uh with finite norm |uh|s . For Ωh ⊂ Qh we

define

Hs
0,h(Ωh) :=

{
uh ∈ Hs

0,h : uh(x) = 0 for all x ∈ Qh\Ωh

}
.

In the following we use Hm+θ
0,h (Ωh) for |θ| < 1/2. The property uh = 0 on

Qh\Ωh corresponds to the fact that in the continuous case functions in Hs
0(Ω) for

s + 1
2 �∈ N can be continuously extended to by zero on Rn\Ω (cf. Lions–Magenes

[194, page 60]).

In the continuous case, the domain and its boundary can be (piecewise) described

by functions (cf. Definition 6.51). However, this is more involved for the discrete

point set Ωh. Instead we may formulate a cone condition10 whose details are in

[129, page 76]. A sufficient property for the cone condition are Ω ∈ C0,1 and

Ωh = Qh ∩Ω.

10 Concerning the use of cone conditions for Sobolev spaces we refer to Adams [1, pages 79ff] or

Remark 6.87.
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We represent the difference scheme is the form

Lh =
∑

|α|,|β|≤m

∑

γ,δ∈Zd

∂α Tγ cαβγδ(·, h)T δ ∂β,

where Tγ is the translation (Tγu)(x) = u(x + γh) or, equivalently, (Tγu)ν =
uν+γ , and ∂α =

∏n
j=1(∂

−
h )αj are the backward differences. The characteristic

function belonging to the principal part of Lh is

p(x, ξ) =
∑

|α|,|β|=m

∑

γ,δ∈Zd

cαβγδ(x, 0) e
−i〈ξ,γ+δ〉

n∏

j=1

[
1− eiξj

]αj+βj
.

Lh is said to be elliptic if

ℜe p(x, ξ) ≥ ε
[∑n

j=1
sin2(ξj/2)

]m
for all x ∈ Rn, ξ ∈ Π

(cf. Thomée–Westergren [289, Lemma 2.3]).

Theorem 9.56. Let Ωh satisfy the cone condition mentioned above. Let |θ| < 1/2.
The difference operator is assumed to be elliptic, its coefficients must be bounded

and satisfy

cαβγδ ∈ Cκ(Ω) if

⎧
⎨
⎩
|α| = m and θ > 0,
|α| = |β| = m,
|β| = m and θ < 0,

⎫
⎬
⎭ with

⎧
⎨
⎩
κ > |θ| > 0
or

κ ≥ θ = 0.

Finally, let
∣∣L−1

h

∣∣
0←0

≤const, let p(x, ξ) be real-valued.11 Then Lh is Hm+θ
0,h (Ωh)-

regular, i.e., ‖L−1
h ‖Hm+θ

0,h (Ωh)←H−m+θ
0,h (Ωh)

≤ const.

The proof can be found in [129]. In [129, §2.5] we discuss modifications of the

difference scheme Lh at near-boundary points. This also includes the Shortley–

Weller discretisation.

9.3.5 H2
h-Regularity

Under suitable conditions on Ω, Lu = f ∈ L2(Ω) has a solution u ∈ H2(Ω) ∩
H1

0 (Ω): |u|2 ≤ C |f |0 (cf. for example, Theorem 9.24). For the discrete solution

of Lhuh = fh the corresponding question arises: does |uh|2 ≤ C |fh|0 hold?

First one has to define the norm |·|2 of H2
h.

If Ω = R2 or if the boundary Γ coincides with grid lines, one can define12

11 If p is complex-valued, the statement still holds for |θ| ≤ θ0 with sufficiently small θ0 < 1
2
.

12 The exact proof requires that the line between two neighboured grid points do not intersect the

boundary. This holds for convex domains and is very likely for smooth domains. Otherwise in the
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|uh|2 :=

√
|uh|21 + h2

∑

x∈Ωh

[∣∣∂+
x ∂

−
x uh(x)

∣∣2 +
∣∣∂+

y ∂
−
y uh(x)

∣∣2
]
.

However, in general, one has to use irregular differences at the boundary. For far-

boundary points x ∈ Ωh\γh set Dxxuh(x) = ∂+
x ∂

−
x uh(x). Let x = (x, y) ∈ γh be

a near-boundary point with a left neighbour xℓ = (x − sℓh, y) ∈ Γ and a regular

right one: xr = (x + h, y) ∈ Ωh. Then we use the divided difference (4.87), but

scaled with a factor corresponding to d(x) in Corollary 9.45:

Dxxuh(x) := 2sℓ

uh(x+ h, y)− uh(x, y)

h
− uh(x, y)− uh(x− sℓh, y)

sℓh
(1 + sℓ)h

.

Together with analogously defined difference quotients Dyy and Dxy we set

|uh|2 :=

√
|uh|21 + h2

∑

x∈Ωh

[
|Dxxuh(x)|2 + |Dyyuh(x)|2 + |Dxyuh(x)|2

]
.

The scaling by the factor corresponding to d(x) guarantees the inverse estimate

| · |2 ≤ Ch−1 | · |1 . (9.52)

In the following we analyse the diagonally scaled matrix L′
h := DhLh correspond-

ing to the matrix in Corollary 9.45.

The matrix L′
h is said to be H2

h-regular if
∣∣L′−1

h

∣∣
2←0

≤ C. An equivalent

formulation is |uh|2 ≤ C |fh|0 for uh = L′−1
h fh, fh ∈ L2

h.

Exercise 9.57. Let Lh be H2
h-regular, let Lh+ δLh be H1

h-regular with a perturba-

tion bounded by |δLh|0←1 ≤ C for all h. Show that Lh + δLh is also H2
h-regular.

For the proof of H2
h-regularity one can—in analogy to the proof of Corollary

9.25—partially sum the scalar product (Lhuh, Lhuh)0 in order to show the equiva-

lence of |fh|20 = |Lhuh|20 and |uh|22. This technique, however, can only be applied

to a rectangle Ω. Here we use a simpler proof which is also applicable to general

domains.

Let Ph : L2
h → L2(Ω) be the following piecewise constant interpolation:

(
Phuh

)
(x) :=

{(
P̂huh

)
(x) if x ∈ Ω,

0 if x /∈ Ω,
(9.53a)

P̂huh(x, y) := uh(x
′, y′) if

⎧
⎨
⎩

(x′, y′) ∈ Ωh with

x′ − h/2 < x ≤ x′ + h/2,
y′ − h/2 < y ≤ y′ + h/2,

(9.53b)

where uh(x) = 0 for x ∈ Qh\Ωh (cf. (9.31)).

definition. e.g., of the H1
h-norm one has to replace the term

∣∣∂+
x uh(x, y)

∣∣ by |uh(x, y)/h| if the

line beween (x, y) und (x+ h, y) cuts the boundary.
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Lemma 9.58. Let Ω ∈ C0,1. The following estimates hold:

|ŘhPh − I|−1←0 ≤ Ch, (9.54a)

|Ph|0←0 ≤ C, (9.54b)

|Rh|2←2 ≤ C. (9.54c)

Proof. (i) The estimate (9.54a) is equivalent to |P ⋆
h Ř

⋆
h − I|0←1 ≤ Ch (cf. (6.32)).

Thus we must show

|wh|0 ≤ Ch |uh|1 for wh := (P ⋆
h Ř

⋆
h − I)uh.

From the following Exercise 9.59 we obtain the expression

ŵh(x) =
(
σx
hσ

y
h [σ

x
hσ

y
h − I] P̂huh

)
(x) for ŵh :=

(
P̂ ⋆
hR

⋆
h − I

)
uh, x ∈ Ωh.

Set w := (σx
hσ

y
h − I)P̂huh. Exercise 9.46d shows |ŵh|0 ≤ |w|L2(R2) . For every

ξ ∈ (0, 1)× (0, 1) define the grid function

wh,ξ ∈ L2
h with wh,ξ(x) := w(x+ ξ) for x ∈ Qh.

One may check that wh,ξ(x, y) is a weighted sum of first differences uh(x, y) −
uh(x

′, y′) where (x′, y′) ∈ {(x± h, y), (x, y ± h), (x± h, y ± h)}. Thus we have

|wh,ξ|0 ≤ h |uh|1 for all ξ from which one infers

|w|20 =

∫

R2

|w(x)|2 dx = h2
∫

(0,1)×(0,1)

∑

x∈Ωh

|w(x+ ξh)|2 dξ

=

∫

(0,1)×(0,1)

|wh,ξ|20 dξ ≤ h2 |uh|1 ,

thus |ŵh|0 ≤ |w|0 ≤ h |uh|1. From

wh−ŵh = (P ⋆
h−P̂ ⋆

h )Ř
⋆
huh = (P ⋆

h−P̂ ⋆
h )σ

x
hσ

y
hP̂huh = (P ⋆

h−P̂ ⋆
h )σ

x
hσ

y
hP̂h(uh|γ̂h

)

with γ̂h = {x ∈ Ωh : K3h/2(x) ∩ Γ �= ∅} we infer

∣∣wh − ŵh

∣∣
0
≤

∣∣(P ⋆
h − P̂ ⋆

h

)
σx
hσ

y
h

∣∣
0←0

∣∣P̂h

∣∣
0←0

|uh|γ̂h
|0 ≤ C |uh|γ̂h

|0 ≤ C ′h |uh|1

(see (ii) and Lemma 9.49, in which γh may be replaced by γ̂h). Together with

|ŵh|0 ≤ h |uh|1 we obtain |wh|0 ≤ (C ′ + 1)h |uh|1.

(ii) (9.54b) with C = 1 follows from |Phuh|0 = |uh|0 .

(iii) Second differences of û = Rhu have already been estimated in (9.46i).

(9.46i) implies |uh|2 ≤ C |u|2 , i.e., (9.54c).
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Exercise 9.59. Show that the adjoint operators for P̂h and Řh are

P̂ ⋆
h : L2(R2)→ L2

h and Ř⋆
h : L2

h → L2(R2)

with (
P̂ ⋆
hu

)
(x) = (σx

hσ
y
hu) (x) for x ∈ Qh, Ř⋆

h = E∗
0σ

x
hσ

y
hP̂h

Furthermore, (P̂ ⋆
h P̂huh)(x) = (σx

hσ
y
hP̂huh)(x) = uh(x) holds for all x ∈ Qh.

The identity

L′−1
h = RhL

−1Ph − L′−1
h

[(
L′
hRh − ŘhL

)
L−1Ph +

(
ŘhPh − I

)]

yields the estimate

∣∣L′−1
h

∣∣
2←0

≤ |Rh|2←2

∣∣L−1
∣∣
2←0

|Ph|0←0 + |I|2←1|L′−1
h |1←−1×

×
[
|L′

hRh − ŘhL|−1←2|L−1|2←0|Ph|0←0 + |ŘhPh − I|−1←0

]
.

The inverse estimate (9.52) yields |I|2←1 ≤ Ch−1 for the identity I : H1
h → H2

h.
Together with the inequalities (9.54a–c) the next statement follows.

Theorem 9.60. Let L′
h be H1

h-regular and assume the consistency (9.36). Suppose

that Ω be convex or from C2, and let L be H2-regular (i.e., |L−1|2←0 ≤ C).

Then L′
h is also H2

h-regular.

For a convex domain Auzinger [12] proves a quantitative estimate, a discrete

analogue of inequality (9.23), for the Shortley–Weller discretisation of the Poisson

problem.

Exercise 9.61. If Ω ⊂ Rn (n ≤ 3) is bounded and Lh is H2
h-regular, then Lh is

stable with respect to the row-sum norm: ‖L−1
h ‖∞ ≤ C. Hint: Use C−1 |uh|0 ≤

‖uh‖∞ ≤ C|uh|2.

9.3.6 Interior Regularity

Also the interior regularity can be transferred to difference equations. Details are

for example in Thomée [285] and Thomée–Westergren [289]. Elliptic systems are

discussed by Bube–Strikwerda [58]. Let Ω be the domain of the boundary-value

problem and Ωh the grid for which at least the far-boundary points are regular. Let

Ω′
h ⊂ Ωh

be an interior subset, i.e., the distance of Ω′
h and Γ = ∂Ω is bounded from below

by a positive constant. By assumption Ω′
h is a regular grid so that divided differ-

ences approximating higher derivatives can be constructed. For instance, the fourth
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x-derivative ∂+
x ∂

−
x ∂

+
x ∂

−
x uh is defined at all x ∈ Ω′

h. The interior regularity results

will imply that indeed ∂+
x ∂

−
x ∂

+
x ∂

−
x uh approximates ∂4u/∂x4, although uh is only

accurate of first or second order.

Corresponding results are also true for finite-element discretisations in a sub-

domain Ω′ ⊂⊂ Ω, provided that the triangulation in Ω′′ with

Ω′ ⊂⊂ Ω′′ ⊂ Ω

is regular (e.g., a square-grid triangulation). However, since one usually uses finite-

element discretisations with irregular triangulations, it is not possible to computed

higher derivatives of the solution in a direct way.

The approximation of higher derivatives described above, of course requires

these derivatives to exist, i.e., the coefficients of the differential operator must be

sufficiently smooth. Even if this is not the case, the statements of Theorem 9.34 can

still be transferred to (irregular) finite-element discretisations as proved by Faust-

mann [98] and Faustmann–Melenk–Praetorius [99].



Chapter 10

Special Differential Equations

Abstract If the boundary-value problems have special properties, one often uses

special discretisations for them. We give two examples. In Section 10.1 the princi-

pal part has jumping coefficients. Starting from the variational formulation, one ob-

tains a strong formulation for each subdomain in which the coefficients are smooth.

In addition, one gets transition equations at the inner boundary γ. Finite-element

methods should use a triangulation which follows γ. Finally, in §10.1.4, we discuss

the case that coefficients of terms different from the principal part are discontin-

uous. Typically the differential operators in fluid dynamics are nonsymmetric be-

cause of a derivative of first order. If this convections term becomes dominant, we

obtain a singularly perturbed problem which is discussed in Section 10.2. In this

case other discretisation variants are appropriate. In the case of difference method

there is a conflict between stability and consistency conditions. Usual finite-element

discretisation have similar difficulties. A remedy is the streamline-diffusion method

explained in §10.2.3.2.

10.1 Differential Equations with Discontinuous Coefficients

10.1.1 Formulation

The selfadjoint differential equation

−
n∑

i,j=1

∂

∂xi

(
aij(x)

∂

∂xj
u

)
+ a(x)u(x) = f in Ω (10.1a)

(cf. (5.18)) often occurs in physics. It can also be written as

− div(A(x)∇u) + au = f with A(x) := (aij(x))i,j=1,...,n ,

so that for a = 0 and f = 0 we have the conservation law div φ = 0 for

φ := A∇u.
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Ω
γ Ω

1
2

n

Fig. 10.1 Interior boundary γ=Γ1∩Γ2.

In the applications in physics the coeffi-

cients aij are, in general, constants of the

material. The functions aij can be varying,

if the constitution of the material depends on

position. As soon as we have several materi-

als in contact with each other, the coefficients

aij(x) may be discontinuous on the boundary

of contact γ (see Figure 10.1).

The equation (10.1a) can be understood in a

classical sense only if aij ∈ C1(Ω). For discontinuous aij one has to use the varia-

tional formulation. If one supplements equation (10.1a) with the Dirichlet condition

u = 0 on Γ , (10.1b)

then the weak formulation is written

find u ∈ H1
0 (Ω) with a(u, v) = (f, v)L2(Ω) for all v ∈ H1

0 (Ω), (10.2a)

where

a(u, v) :=

∫

Ω

[
a(x)u(x)v(x) +

n∑

i,j=1

aij(x)
∂u

∂xj

∂v

∂xi

]
dx . (10.2b)

Note that equations (10.2a,b) are defined for arbitrary aij ∈ L∞(Ω) with positive-

definite matrix A = (aij). For a(·) ≥ 0 and bounded Ω the solvability of (10.2a) is

guaranteed.

In the sequel we shall assume the situation to be as in Figure 10.1: Ω is divided

by the boundary line γ into two subregions Ω1 and Ω2. Let the coefficients aij be

piecewise smooth: aij ∈ C1(Ωk) for k = 1, 2. Along γ the coefficients may be

discontinuous so that the one-sided boundary values

a
(1)
ij (x) := lim

Ω1∋y→x
aij(x), a

(2)
ij (x) := lim

Ω2∋y→x
aij(x) (x ∈ γ)

may be different. In addition let us assume that the solution u is continuous,

u ∈ C0(Ω), but only that it is piecewise smooth,u ∈ C1(Ω1) and u ∈ C1(Ω2).

The one-sided boundary values of the derivatives are denoted u
(1)
xj (x) and u

(2)
xj (x)

(x∈γ). With these assumptions integration by parts of
∫
Ω

∑n
i,j=1 aij(x)

∂u
∂xj

∂v
∂xi

dx

gives the result

∫

Ω1

aij vxi
uxj

dx = −
∫

Ω1

v (auxj
)xi

dx+

∫

γ

v a
(1)
ij u

(1)
xj

ni dΓ .

Since n = (n1, n2, . . .) in Figure 10.1 is the outgoing normal to Ω1, but the ingoing

normal with respect to Ω2, in Ω2 there results



10.1 Differential Equations with Discontinuous Coefficients 313

∫

Ω2

aij vxiuxjdx = −
∫

Ω2

v (aijuxj )xidx−
∫

γ

v a
(2)
ij u

(2)
xj

ni dΓ .

Putting this together one has

a(u, v) =

∫

Ω

[
a(x)u(x)−

n∑

i,j=1

∂

∂xi

(
aij(x)

∂u

∂xj

)]
v(x)dx

−
∫

γ

n∑

i,j=1

[
a
(2)
ij u

(2)
xj
− a

(1)
ij u

(1)
xj

]
ni v dΓ .

Thus from the variational equation (10.2a) there follows in addition to the differen-

tial equation (10.1a) also the transition equation

n∑

i,j=1

a
(1)
ij u

(1)
xj
ni =

n∑

i,j=1

a
(2)
ij u

(2)
xj
ni on γ . (10.3)

Bk :=
∑n

i,j=1 a
(k)
ij ni

∂
∂xj

for k = 1, 2 are the corresponding conormal derivatives

(cf. §5.2.1).

If the coefficients are discontinuous, then in general the solution u of (10.2a) does

not belong to C2(Ω), but has discontinuous derivatives in γ. Only the tangential

derivative along γ may be continuous. Even if neither the matrix function A nor

∇u are continuous, this holds for the product A∇u as seen in (10.3). This proves

the following lemma.

Lemma 10.1. Assume aij ∈ C1(Ωk), k = 1, 2. If the weak solution u of (2a) in

Ω is continuous and piecewise differentiable in Ω1 and Ω2, then it is the classical

solution of the differential equation (10.1a) in Ω1 ∪ Ω2 = Ω\γ. In addition to ful-

filling the boundary condition (10.1b) on Γ the solution also satisfies the transition

condition (10.3) on the interior boundary γ.

Example 10.2. Let ξ ∈ (0, 1). Suppose the coefficient of a(u, v) :=
∫ 1

0
a(x)u′v′dx

are given by a(x) = 1 on the interval (0, ξ) and a(x) = 2 on (ξ, 1). For this one-

dimensional example the point ξ plays the role of the curve γ. The solution of the

equation (10.2a) with f(x) = 1 is

u(x) =
1

2

[
1 + ξ2

1 + ξ
x− x2

]
on Ω1 = (0, ξ),

u(x) =
1

4

[
1 + 2ξ − ξ2

1 + ξ
(1− x)− (1− x)

2

]
on Ω2 = (ξ, 1).

It satisfies−au′′ = 1 on (0, ξ)∪(ξ, 1), u(0) = u(1) = 0 and the transition equation

1 · u′(ξ − 0) = 2 · u′(ξ + 0).

As mentioned at the beginning, the differential equation can be written in the

form div φ = f on Ω1 ∪ Ω2, where φ := A(x)∇u on Ω and u = 0 on Γ . The
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transition condition (10.3) means that 〈φ,n〉 is continuous on γ. Since 〈φ, t〉 is

also continuous for any direction t tangential to γ, φ is continuous on γ and thus

throughout Ω.

Fig. 10.2 Domain with crossing

interior boundaries.

The regularity proofs of Section 9.1 can be car-

ried over to the present situation. The smoothness

assumptions upon the coefficients of a(·, ·) are in

each case to be required piecewise on Ω1 and Ω2;

in addition the dividing line (or hypersurface) γ
must be sufficiently smooth. Then there results the

piecewise regularity u ∈ Hm+s(Ω1) and u ∈
Hm+s(Ω2), instead of u ∈ Hm+s(Ω). Bringing

in the transition condition (10.3), one obtains

φ = A(x)∇u∈Hm+s−1(Ω) on the whole region.

If the interior boundary γ has corners or if as in Figure 10.2 different interior

boundaries intersect, additional corner singularities occur (cf. page 253).

10.1.2 Finite-Element Discretisation

When one discretises using finite elements there are the following difficulties.

Remark 10.3. Let T be a general triangulation. Linear or bilinear elements give a

finite-element solution with the error estimate |u − uh|1 = O(h1/2). The L2(Ω)
error bound is in general no better than |u− uh|0 = O(h).

Proof. Ωγ := ∪{T ∈ T : T ∩ γ �= ∅} consists of all finite elements that are in

contact with γ. Since u has discontinuous derivatives on γ, one can have no better

estimate on Ωγ than ∇u − ∇v = O(1) (v ∈ Vh). The surface area of Ωγ is of the

order O(h), so that there results |u− v|1 = O(h1/2). For the bound on |u− uh|0
see the following example.

Example 10.4. In Example 10.2 choose ξ = 1+h
2 and discretise using piecewise

linear elements of length h. Then there results an error of u at x = 1/2 of

u(x) − uh(x) = αh + O(h2) with α ≈ 0.00463. Since u − uh behaves linear

in (0, 1/2), one obtains the error O(h) not only for the L2 norm |u− uh|0 but also

for the maximum norm |u− uh|∞ and for the L1 norm ‖u− uh‖L1(0,1).

The usual bounds on the errors |u − uh|1 = O(h) and |u − uh|0 = O(h2) can

however be attained. To do this one must adjust the geometry of the triangulation

to the curve γ. If the dividing line γ is piecewise linear, one must choose the trian-

gulation such that γ coincides with sides of triangles. Note that the error estimates

in Section 8.5.3 require only the smoothness of the restriction of u to the finite

elements T ∈ T . If γ is curvilinear then it may be approximated by isoparametric

elements (cf. §8.6.3).

Another possibility is the discretisation by mixed finite elements (cf. §8.9.1).

The two components of the solution are u and v := A∇u.
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10.1.3 Discretisation by Difference Schemes

In the case of Example 10.4 a similar assertion holds for the difference scheme

(5.19).

Example 10.5. Let the discontinuity position ξ in Example 10.2 be a grid point,

i.e., ξ
h ∈ N. Then the difference scheme (5.19), which here takes the form

1

h2
[
a
(
(ν + 1

2 )h
)
(uν+1 − uν)− a

(
(ν − 1

2 )h
)
(uν − uν−1)

]
= 1

(1 ≤ ν ≤ 1
h − 1), is suited to the equation from Example 10.2. In general the error

is of the order O(h2). Since the solution of the differential equation is piecewise

quadratic here, it is in fact exactly given by the difference solution. On the other

hand, if ξ is not a grid point then the error is of the order O(h).

In the two-dimensional case one obtains O(h2) difference solutions if γ coin-

cides with lines of the grid. Otherwise the error worsens to O(h). Another possible

form of difference approximation consists in approximating the differential equa-

tions separately in the regions Ω1 and Ω2 and then, to handle the unknown values

on γ to discretise the transition condition (10.3).

10.1.4 Discontinuous Coefficients of the First and Zeroth

Derivatives

In the following the principal part is harmless (we choose the Laplace operator),

whereas the other coefficient bI , bII , and a may be discontinuous on the interior

boundary γ :

−
n∑

i,j=1

Δu+
〈
bI(x),∇u

〉
−

n∑

i=1

∂

∂xi

(
bIIi (x)u

)
+ a(x)u(x) = f in Ω.

The variational formulation for the solution u ∈ H1
0 (Ω) is

a(u, v) :=

∫

Ω

[
〈∇u,∇v〉+

〈
bI(x),∇u

〉
v + u

〈
bII(x),∇v

〉
+ auv

]
dx = f(v)

for all v ∈ H1
0 (Ω). Also in this case the second derivatives of u are discontinuous

across γ. Assuming bII ∈ C1(Ω1) ∩ C1(Ω2) and bI ∈ C0(Ω1) ∩ C0(Ω2) in the

situation of Figure 10.1, integration by parts shows that u satisfies the equations

−Δu+
〈
bI ,∇u

〉
−

n∑

i=1

∂

∂xi

(
bIIi u

)
+ au = f in Ω1 and Ω2
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and the transition equation

u(1) = u(2),
∂u(1)

∂n
+

〈
bII (1),n

〉
u(1) =

∂u(2)

∂n
+

〈
bII (2),n

〉
u(2) on γ.

Here · (1) and · (2) denote the limits on γ from the side of Ω1 and respectively Ω2.
n is the normal directions of one of the subdomains.

Concerning the discretisation the statement in §10.1.2 can be repeated.

10.2 A Singular Perturbation Problem

10.2.1 The Convection-Diffusion Equation

In the following we shall consider the boundary-value problem

−εΔu+

n∑

i=1

ci
∂u

∂xi
= f in Ω, u = 0 on Γ (10.4)

for ε > 0. One calls −εΔu the diffusion term and
∑

ci
∂u
∂xi

= 〈c,∇u〉 the

convection term. For small ε the convection term dominates. The corresponding

variational formulation is

∫

Ω

[
ε 〈∇u,∇v〉+

n∑

i=1

ci
∂u

∂xi
v

]
dx =

∫

Ω

f v dx. (10.5)

Equation (10.4) is elliptic for all ε > 0. The unique solvability is a consequence

of Theorem 5.11 (cf. also Exercise 10.6). We denote the solution by uε .

In the following we analyse what happens when ε becomes small, i.e., if the

convection term is dominating.

Exercise 10.6. Let the coefficients ci be constants. Equation (10.4) can be trans-

formed by

v(x) := u(x) exp
(
−

∑
i
cixi/(2ε)

)
= u(x) exp

(
− 〈c,x〉 /(2ε)

)

into the symmetric H1
0 (Ω)-elliptic equation

−εΔv +
(

n∑

i=1

c2i
4ε

)
v = f(x) · e−〈c,x〉/(2ε) in Ω, v = 0 on Γ.

Concerning the convergence of uε as ε→ 0, we first give a negative result.

Remark 10.7. uε cannot converge for ε→ 0 with respect to the norm ‖·‖H1(Ω).
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Proof. Otherwise we can perform the limit ε → 0 in (10.5). Then u0 := limuε
satisfies the variational problem

∫
Ω

∑n
i=1 ci

∂u0

∂xi
vdx =

∫
Ω
fvdx and the equation

ci
∂u0
∂xi

= f in Ω, (10.6)

which is a differential equation of first order. This equation is of hyperbolic type,

but not compatible with the boundary condition u = 0 on Γ (cf. §1.4), i.e.,

equation (10.6) has, in general, no solution with u0 = 0 on Γ .

Equation (10.6) is called the ‘reduced equation’. Equations (10.4) and (10.6)

differ in the ‘perturbation term’ −εΔu. Since the equations, (10.4) and (10.6),

are of different types one speaks of a singular perturbation.

Another example of a singularly perturbed equation is the reaction-diffusion

equation −εΔu + au = f (cf. Schatz–Wahlbin [257]). Here the reduced equation

is the algebraic equation au = f. A transition from the elliptic to the parabolic type

occurs for −εuxx−uyy +ux = f . Also the fourth order equation εΔ2u−Δu = f
is singularly perturbed. Although also the reduced equation −Δu = f is elliptic,

different boundary condition are required for ε > 0 and ε = 0.

u
0

u ε

u ε

u
0

0

1 1

00
1 0 1

Fig. 10.3 (a) Solution from Example 10.8a and (b) solution from Example 10.8b.

The following example will show that u0 = limuε exists in Ω and satisfies

equation (10.6), but that the boundary condition u0 = 0 is only satisfied on a part

Γ0 of the boundary Γ .

Example 10.8. (a) The solution of the ordinary boundary-value problem

−εu′′ + u′ = 1 in Ω := (0, 1) , u(0) = u(1) = 0, (10.7a)

is uε(x) = x − (ex/ε − 1)/(e1/ε − 1). On [0, 1), uε(x) converges pointwise to

u0(x) = x. This function satisfies the reduced equation (10.6), u′ = 1, and the left

boundary condition u0(0) = 0, but not u0(1) = 0.

(b) The solution of

−εu′′ − u′ = 0 in Ω := (0, 1) , u(0) = 0, u(1) = 1, (10.7b)
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is uε(x) = (1− e−x/ε)/(1− e−1/ε). In this case, u0(x) := limε→0 uε(x) = 1
satisfies equation (10.6): −u′ = 0 and u0(1) = 1, but not the left boundary

condition at x = 0.

Which boundary condition is fulfilled depends for equations (10.7a,b) on the

sign of the convection term±u′. In the many-dimensional case the decisive factor is

the direction of the vector c = (c1, . . . , cn), which is also called the characteristic

direction.

In Figure 10.3a,b the solutions of Example 10.8 are sketched. In the interior,

uε is close to u0; only in the neighbourhood of x = 1 (Figure 10.3a) [resp. x =
0, Figure 10.3b] does uε differ from u0, in order to satisfy the second boundary

condition. These neighbourhoods, in which the derivatives of uε attain order O( 1ε ),
are called boundary layers. For Example 10.8 the thickness of the boundary layer is

of order O(ε).

Exercise 10.9. The interval [1− ξ, 1], in which the function (ex/ε−1)/(e1/ε−1)
exceeds the value η ∈ (0, 1), has the thickness ξ = O(ε |log η|).

A detailed analysis of singularly perturbed problems can be found, e.g., in

Roos–Stynes–Tobiska [246] and Großmann–Roos–Stynes [124, §6]).

10.2.2 Stable Difference Schemes

The special case of equation (10.4) for c = (1, 0) is

−εΔu+ ux = f in Ω, u = ϕ on Γ. (10.8)

The symmetric difference formula (5.10) for equation (10.8) is

Lh = h−2

⎡
⎣

−ε
−ε− h/2 4 ε −ε− h/2

−ε

⎤
⎦ . (10.9)

For a fixed ε, Lh is consistent of order 2. From Corollary 5.19 there follows the next

remark.

Remark 10.10. As soon as h < 2ε , the difference scheme (10.9) leads to an

M-matrix.

The property of being an M-matrix was used in Section 5.1.4 to demonstrate the

solvability of the discrete equation. It turns out that the difference equations are also

solvable for h ≥ 2ε. However, with increasing h/ε there develops an instability

which is made clear in Table 10.1.
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x 0 1/32 2/32 3/32 4/32 . . . 30/32 31/32 1ε
0.5 1 0.93 0.87 0.81 0.75 . . . 0.04 0.02 0

0.1 1 0.97 0.95 0.92 0.89 . . . 0.22 0.13 0

0.05 1 0.99 0.97 0.96 0.94 . . . 0.47 0.31 0

0.02 1 0.99 0.99 0.98 0.98 . . . 0.82 0.73 0

0.01 1 1.00 0.99 0.99 0.99 . . . 0.87 1.11 0

110-3 1 1.03 0.99 1.04 0.99 . . . 0.23 1.89 0

110-4 1 4.95 0.95 5.00 0.90 . . . 0.08 5.88 0

110-5 1 48.6 0.94 48.7 0.88 . . . 0.06 49.6 0

110-7 1 4859.5 0.94 4859.6 0.88 . . . 0.06 4860.4 0

Table 10.1 Values uε,h(x, 1/2) of the solution of equation (10.8).

Table 10.1 shows the values uε,h(x, 1/2) of the difference solution uε,h of

equation (10.8) in the unit square Ω = (0, 1)×(0, 1) with f = 0 and ϕ(x, y) =
(1 − x) sin(πy). The grid step is h = 1/32. For ε > h/2 = 1/64 = 0.015625,

Lh is an (irreducibly diagonally dominant) M-matrix. Because of the maximum

principle (cf. Remark 4.37) the values lie between minϕ = 0 and maxϕ = 1.

The solution of the reduced equation (10.6) is

u0(x, y) = lim
ε→0

uε(x, y) = sinπy.

Accordingly the values uε,h(x, 1/2) from the first part of Table 10.1 approach the

limiting value sinπ/2 = 1.

In the second part of the table we have ε < h
2 . Thus Lh is not an M-matrix.

Notice that uε,h(31/32, 1/2) > 1, i.e., even the maximum principle does not hold.

In addition one can see that uε,h(x, 1/2) converges to 1 − x for the even multiples

x = νh, and thus not to u0(x, y) = sinπy. For the intervening odd multiples

x = νh an oscillation of amplitude O(h2/2ε) develops.

The resulting difficulty is similar to that for initial value problems for stiff

(ordinary) differential equations: If one keeps ε constant and lets h go to zero, the

convergence assertions of §5.1.4 hold. However, if ε is very small, the condition

h < 2ε, without which one does not obtain a reasonable solution, cannot in practice

be satisfied.

One way out of this difficulty has already been described in §5.1.4. One must

approximate the convection term
∑n

i=1 ci
∂u
∂xi

(here for n = 2) by suitable one-sided

differences (5.15):

Lh = h−2

⎡
⎣

−ε+ hc−2
−ε−hc+1 4ε+h |c1|+h |c2| −ε+hc−1

−ε− hc+2

⎤
⎦ with

{
c+i := max{0, ci},
c−i := min{0, ci}.

(10.10)

In the case of c1, c2 ≥ 0, i.e., Lh = h−2

⎡
⎣

−ε
−ε− hc1 4ε+ hc1 + hc2 −ε

−ε− hc2

⎤
⎦,

only backward differences occur.



320 10 Special Differential Equations

Remark 10.11. If one discretises equation (10.4) using (10.10) then one obtains,

for all ε > 0 and h > 0, an M-matrix Lh. For fixed ε, the scheme has consistency

order 1.

Exercise 10.12. The discretisation of equation (10.7b) corresponding to (10.10) is

Lh = h−2[−ε 2ε+h −ε−h] and this gives the discrete solution

uh(x) =
1− (1 + h/ε)−x/h

1− (1 + h/ε)−1/h
.

If one applies the difference operator (10.10) to a smooth function one obtains

the Taylor series

Lhu = Lu− h

2

[
|c1|uxx + |c2|uyy

]
+O(h2). (10.11)

The O(h) term h
2 (|c1|uxx + |c2|uyy) is called the numerical viscosity (or the

numerical diffusion). In the sense of a backward error analysis one can interpret the

discrete solution as the approximation of a differential equation with the additional

term h
2 (|c1|uxx + |c2|uyy). This term depends on the streamline c = (c1, c2) .

If, e.g., c2 = 0 (convection in x-direction), the numerical viscosity is a second

derivative in x-direction only.

A second remedy consists in replacing the parameter ε by a discretisation using

εh ≥ ε. If one chooses

εh := max

{
ε,
h

2
|c1| ,

h

2
|c2|

}
or εh := ε+

h

2
‖c‖∞ , (10.12)

then the symmetric difference method

Lh = εhh
−2

⎡
⎣

−1
−1 4 −1

−1

⎤
⎦+

1

2
h−1

⎡
⎣

c2
−c1 0 c1

−c2

⎤
⎦ (10.13)

leads to an M-matrix. It is true that the convection term has been discretised to a

second order of consistency, but the error of the diffusion term is O(εh − ε), which

for the practically relevant case h > 2ε/ ‖c‖∞ amounts to O(h). Instead of (10.11)

one has

Lhu = Lu− (εh − ε)Δu+O(h2).

The difference −(εh−ε)Δu is called the artificial viscosity. Different from (10.11)

the consistency is deteriorated with respect to all directions.

In the one-dimensional case the methods using numerical and artificial viscosities

do not differ.

Remark 10.13. In the one-dimensional case the difference formulae (10.10) and

(10.13) coincide, if one chooses εh according to the second alternative in (10.12).



10.2 A Singular Perturbation Problem 321

10.2.3 Finite Elements

The difficulties described in the previous section are not restricted to difference

methods. First we discuss the standard Galerkin methods and its shortcomings.

In §10.2.3.2 the streamline-diffusion method is presented which is a variant of the

Galerkin method adapted to the problem.

10.2.3.1 Standard Galerkin Method

The weak formulation of the convection-diffusion equation is

find u ∈ H1
0 (Ω) with a(u, v) = f(v) for all v ∈ H1

0 (Ω), where (10.14a)

a(u, v) :=

∫

Ω

[
ε 〈∇u(x),∇v(x)〉+ 〈c,∇u(x)〉 v(x) + auv

]
dx , (10.14b)

f(v) =
∫
Ω
f(x)v(x)dx, and c = c(x) = (ci)i=1,...,n . In the first part we limit

ourselves to a = 0 in (10.14b).

Exercise 10.14. Show that: (a) Linear finite elements on a square-grid triangulation

applied in the case of equation (10.8) give a discretisation that is identical with the

difference method

Lh = ε

⎡
⎣

−1
−1 4 −1

−1

⎤
⎦+ h

⎡
⎣

0 −1/6 1/6
−1/3 0 1/3
−1/6 1/6 0

⎤
⎦ (10.15)

(cf. Exercise 8.42).

(b) For bilinear elements (cf. Exercise 8.46) one obtains

Lh =
ε

3

⎡
⎣
−1 −1 −1
−1 8 −1
−1 −1 −1

⎤
⎦+

h

12

⎡
⎣
−1 0 +1
−4 0 +4
−1 0 +1

⎤
⎦ .

(c) One-dimensional linear elements for −εu′′+u′=f lead to the central difference

formula

Lh = εh−1 [−1 2 − 1] + [−1 0 1] .

The Exercises 10.14b,c show that finite-element methods correspond to central

difference formulae, and thus can equally well lead to instability.

The method of artificial viscosity corresponds to the finite-element solution of

the equation −εhΔu + 〈c,∇u〉 = f for appropriate εh. As in Exercise 10.14b

one can show the following statement.

Remark 10.15. If one sets εh := max{ε, |c1|h, |c2|h} and uses bilinear elements as

in Exercise 10.14b then the discretisation of equation (10.4) leads to an M-matrix.
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On the other hand the matrix (10.15) has different signs in the sub-diagonal and

in the super-diagonal, so that it is not possible to have an M-matrix for any value of

εh and ε > 0.

The analogues of one-sided differences are more difficult to construct. One

approach is to combine a finite-element method for the diffusion term with a

(one-sided) difference method for the convection term (cf. Thomasset [284, §2.4]).

A second possibility is the generalisation of the Galerkin method to the Petrov–

Galerkin method, in which the discrete solution of the general equation (8.1) is

defined by

find u ∈ Vh, so that a(u, v) = f(v) for all v ∈Wh

(cf. Fletcher [102, §7.2], Thomasset [284, §2.2], and §8.9.10.3).

A third possibility is the streamline-diffusion method explained below.

10.2.3.2 Streamline-Diffusion Method

We follow the presentation in Roos–Stynes–Tobiska [246, §III.3.2.1] and start from

the weak formulation a(u, v) = f(v) in (10.14a,b). The (weak) solution u satisfies

the equation−εΔu+〈c,∇u〉+au = f in H−1(Ω). Assuming f ∈ L2(Ω), we can

multiply both sides by the expression ω(x) · 〈c,∇v〉 ∈ L2(Ω), where v ∈ H1
0 (Ω)

is a test function and ω a weight function:

∫

Ω

ω(x) (−εΔu+ 〈c,∇u〉+ au) 〈c,∇v〉 dx =

∫

Ω

f(x) 〈c,∇v〉 dx .

Adding this equation to the original variational problem (10.14a), we obtain

aSD(u, v) = fSD(v) for all v ∈ H1
0 (Ω) with (10.16)

aSD(u, v) :=

∫

Ω

{
ε 〈∇u,∇v〉+ 〈c,∇u〉 v + auv

+ ω(x)
[
− εΔu+ 〈c,∇u〉+ au

]
〈c,∇v〉

}
dx,

fSD(v) :=

∫

Ω

f(x) (v + 〈c,∇v〉) dx .

Note that in spite of this modification the solution of (10.14a) is also a solution of

the new equation (10.16).

The discretisation by finite elements leads to a problem. In general, Vh ⊂ V =
H1

0 (Ω) holds, but not Vh ⊂ H1
0 (Ω) ∩ H2(Ω). Therefore Δuh does not belong to

L2(Ω). In the interior of each triangle T of the finite-element triangulation T the

restriction uh|T is a polynomial, so that Δuh|T is again a polynomial and therefore

smooth. Across the edges of the triangles the derivative is discontinuous, so that the

second derivative Δuh is a distribution with support in
⋃

T∈T ∂T . The discretisation
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presented now is ignoring the distributional parts in Δuh; it only involves integrals

of Δuh|T . The weight function is chosen as a constant in each triangle. Hence each

triangle T is associated with a factor ωT . We are looking for a solution uh ∈ Vh

of

aSDh (uh, v) = fSD
h (v) for all v ∈ Vh with (10.17)

aSDh (uh, v) :=

∫

Ω

[
ε
〈
∇uh,∇v

〉
+

〈
c,∇uh

〉
v + auhv

+
∑

T∈T
ωT

∫

T

(
εΔuh +

〈
c,∇uh

〉
+ auh

)
|T 〈c,∇v〉

]
dx

fSD
h (v) :=

∫

Ω

f(x) (v + 〈c,∇v〉) dx.

Because the distributional part in Δuh is omitted, the finite-element solution of

(10.14a)—different from the continuous case—does not coincide with the solution

of (10.17). Quite the contrary, the discretisation (10.17) will possess better stability

properties as we shall see.

Remark 10.16. In the standard case of piecewise linear finite elements, Δuh = 0
holds on each triangle.

Discretisation (10.17) is called the streamline-diffusion method1 because of the

term 〈c,∇v〉. It corresponds to the stabilisation by one-sided differences in the case

of difference methods. To see this connection we consider the regular square-grid

triangulation from Figure 8.3 and piecewise linear finite elements. The streamline in

x direction is characterised by c = (c1, 0), i.e.,
〈
c,∇uh

〉
= c1∂u

h/∂x. We assume

c1 to be constant. By Remark 10.16 the Δuh-term vanishes. Let T be a triangle

with the vertices (x, y), (x+ h, y) , (x, y + h) . Since uh and v are linear on T ,

the derivatives are constant and coincide with the difference quotients:

∫

T

〈
c,∇uh

〉
〈c,∇v〉 dx =

∫

T

c21
∂uh

∂x

∂v

∂x
dxdy =

c21
2
h2 ∂+

x,h u
h(x, y) ∂+

x,h(x, y).

For the adjacent triangle T ′ with the corners (x, y) , (x, y + h) , (x+ h, y + h) we

have

∫

T ′

〈
c,∇uh

〉
〈c,∇v〉 dx =

c21
2
h2 ∂+

x,hu
h(x, y + h) ∂+

x,hv(x, y + h).

Therefore the finite-element matrix L contains an additional part corresponding to

the difference star

c21
2

⎡
⎣

0 0 0
−1 2 −1
0 0 0

⎤
⎦ .

1 Another name is streamline upwind Petrov–Galerkin, abbreviated by SUPG.
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This shows that the numerical diffusion is the second difference in the streamline

direction which is the direction c = (c1, 0). The one-sided difference (10.10) has

the same effect if c2 = 0.

The stability of the streamline-diffusion method will be proved by an inequality

resembling the V-ellipticity. For this purpose we need some assumptions. Let the

coefficients c and a in (10.14b) satisfy

a− 1

2
div c ≥ c0 > 0 in Ω. (10.18a)

In the case of constant coefficients this condition is equivalent to a > 0. The

significance of inequality (10.18a) can be seen from the next statement.

Lemma 10.17. Assume (10.18a). Then for all u ∈ H1
0 (Ω) the following estimate

holds: ∫

Ω

[
au+ 〈c,∇u〉

]
u dx ≥ c0 ‖u‖2L2(Ω) .

Proof. Since u2 = 0 on ∂Ω the assertion follows from

∫

Ω

ci
∂u

∂xi
udx =

1

2

∫

Ω

ci
∂u2

∂xi
dx = −1

2

∫

Ω

u2
∂ci
∂xi

dx.

The later estimates require a bound of a on each triangle T ∈ T :

cT := max
x∈T

|a(x)| . (10.18b)

Set

hT := diameter of the triangle T. (10.18c)

The test function v ∈ Vh restricted to T is a polynomial of a fixed degree. The

inverse inequality states that there is some μ with

‖Δv‖L2(T ) ≤
μ

hT
‖∇v‖L2(T ) for all T ∈ Th and all v ∈ Vh, (10.18d)

where ‖∇v‖2L2(T ) =
∑n

i=1 ‖∂v/∂xi‖
2
L2(T ) . According to Remark 10.16, piece-

wise linear elements satisfy inequality (10.18d) with μ = 0.

In the case of the bilinear form aSDh (·, ·),

|||v|||SD :=

√
ε ‖∇v‖2L2(Ω) + c0 ‖v‖2L2(Ω) +

∑

T∈T
ωT ‖〈c,∇v〉‖2L2(T )

plays the role of the energy norm.
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Theorem 10.18 (stability). Assume (10.18a–d) with the constants defined therein.

Choose weights ωT satisfying

0 < ωT ≤ min

{
c0
c2T

,
h2T
εμ

}
for all T ∈ T . (10.19)

Then the bilinear form aSDh (·, ·) : Vh × Vh → R satisfies the inequality

aSDh (v, v) ≥ 1

2
|||v|||2SD for all v ∈ Vh . (10.20)

Proof. Using Lemma 10.17, one obtains

aSDh (v, v) ≥ ε ‖∇v‖2L2(Ω) + c0 ‖v‖2L2(Ω) +
∑

T∈T
ωT ‖〈c,∇v〉‖2L2(T )

+
∑

T∈T
ωT

∫

T

(εΔv + av) |T 〈c,∇v〉 dx .

We apply the inequality αβ ≤ 1
2α

2 + 1
2β

2 to the terms of the last sum:

∣∣∣∣∣
∑

T∈T
ωT

∫

T

(εΔv + av) |T 〈c,∇v〉 dx
∣∣∣∣∣

≤
∑

T∈T
ωT

[
1

2
‖εΔv + av‖2L2(T ) +

1

2
‖〈c,∇v〉‖2L2(T )

]

≤
∑

T∈T
ωT

[
‖εΔv‖2L2(T ) + ‖av‖

2
L2(T ) +

1

2
‖〈c,∇v〉‖2L2(T )

]

≤
∑

T∈T
ωT

[
ε2 ‖Δv‖2L2(T ) + c2T ‖v‖2L2(T ) +

1

2
‖〈c,∇v〉‖2L2(T )

]
.

Combining both inequalities, we prove the desired estimate.

For μ = 0 we have
h2
T

εμ = ∞ and thus min
{

c0
c2T
,
h2
T

εμ

}
= c0

c2T
in (10.19). The

following lemma describes the consistency of the streamline-diffusion method.

Lemma 10.19. Let the assumptions of Theorem 10.18 and (10.19) be valid. In

the case of μ = 0 we explicitly require εωT ≤ Ch2T .2 Vh is assumed to contain

polynomials of degree ≤ k for some k ≥ 1. Let the solution u of (10.5) belong

to Hk+1(Ω). The map Rh : Hk+1(Ω) ∩H1
0 (Ω) ⊂ V → Vh is the interpolation at

the nodes. Then the consistency error is

|||Rhu− uh|||SD ≤ Chk
√∑

T∈T

[
ε+ ωT + h2T /ωT + h2T

]
‖u‖2Hk+1(T ). (10.21)

2 Otherwise this inequality follows from (10.19).
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Proof. (i) Inserting Rhu− uh into (10.20) yields the first inequality in

1

2
|||Rhu− uh|||2SD ≤ aSDh (Rhu− uh, Rhu− uh) = aSDh (Rhu− u,Rhu− uh).

(10.22a)

The second equality is based on the projection property aSDh (uh− u, v) = 0 for all

v ∈ Vh, which results from combining (10.16) and (10.17).

(ii) On each triangle T ∈ T we have ‖Rhu− u‖H1(T ) ≤ Chk ‖u‖Hk+1(T ) .

Piecewise estimation of the terms in aSDh (Rhu − u,Rhu − uh) together with

Schwarz’ inequality gives

∫

Ω

ε
〈
∇ (Rhu− u) ,∇

(
Rhu− uh

)〉
dx ≤ √ε hk |u|k+1 |||Rhu− uh|||SD ,

(10.22b)∫

Ω

[
〈c,∇ (Rhu− u)〉

(
Rhu− uh

)
+ a (Rhu− u)

(
Rhu− uh

)]
dx

=

∫

Ω

[
(a−div c) (Rhu−u)

(
Rhu−uh

)
− (Rhu−u)

〈
c,∇

(
Rhu−uh

)〉 ]
dx

≤

⎧
⎨
⎩C

√∑

T∈T
‖u‖2L2(T ) +

√∑

T∈T

1

ωT
‖u‖2L2(T )

⎫
⎬
⎭ |||Rhu− uh|||SD

≤ C ′hk
√∑

T∈T
h2T (1 + 1/ωT ) ‖u‖2Hk+1(T ) |||Rhu− uh|||SD , (10.22c)

∣∣∣∣∣
∑

T∈T
ωT

∫

T

[
−εΔ (Rhu− u)
+ 〈c,∇ (Rhu− u)〉+ a (Rhu− u)

] 〈
c,∇

(
Rhu− uh

)〉
dx

∣∣∣∣∣

≤C
∑

T∈T

√
ωT

[
εhk−1

T +hkT +h
k+1
T

]
‖u‖Hk+1(T )

√
ωT

∥∥〈c,∇
(
Rhu−uh

)〉∥∥
L2(T )

≤
εωT≤Ch2

T

C ′
√∑

T∈T
(ε+ ωT )h2kT ‖u‖

2
Hk+1(T ) |||Rhu− uh|||SD . (10.22d)

Combining the estimates (10.22a–d) after division by |||Rhu − uh|||SD proves

(10.21).

The proven inequality (10.21) suggests choosing the weights ωT so that the three

quantities ε, ωT , h
2
T /ωT are of similar size, where however we have to respect the

inequalities (10.19). This leads to

ωT =

{
δ0hT if ‖c‖L∞(T ) hT > 2ε (dominating convection),

δ0h
2
T /ε if ‖c‖L∞(T ) hT ≤ 2ε (dominating diffusion).

(10.23)

Stability together with the consistency of the method implies the convergence

result of the next theorem (cf. Roos–Stynes–Tobiska [246, Theorem 3.30]).
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Theorem 10.20 (convergence). Let the assumptions of Lemma 10.19 as well as

(10.23) be satisfied. Then the solution uh of the streamline-diffusion method (10.17)

satisfies the error estimate

|||u− uh|||SD ≤ C
(√

ε+
√
h
)
hk |u|k+1 .

Proof. Combine

|||Rhu− uh|||SD ≤ C
(√

ε+
√
h
)
hk |u|k+1

from (10.21) and the inequality

|||Rhu− u|||SD ≤ C
(√

ε+
√
h
)
hk |u|k+1

following from ‖Rhu− u‖H1(T ) ≤ Chk ‖u‖Hk+1(T ).

See also Knabner–Angermann [172, §9.2] and Brezzi–Marini–Süli [56]. Super-

convergence properties of the streamline-diffusion method are discussed by Zhou–

Rannacher [318].



Chapter 11

Elliptic Eigenvalue Problems

Abstract If (L − λI)u = f is not solvable, the Riesz–Schauder theory states

that there are eigenvalues and eigenvectors. The weak formulation of the eigenvalue

problem and some basic terms are discussed in Section 11.1. Since we do not re-

quire the system to be symmetric, also the adjoint problem must be treated. Section

11.2 is devoted to the finite-element discretisation by a family {Vh : h ∈ H} of

subspaces. Theorems 11.13 and 11.15 state an important result: Each eigenvalue λ0

of L is associated to a sequence of discrete eigenvalues converging to λ0, and vice

versa. The corresponding error estimates are given in §11.2.3 for the case of simple

eigenvalues. A related estimate for the eigenfunctions is provided by Lemma 11.23.

Finally, Theorem 11.24 presents an improved error estimate of the eigenvalues

by means of the eigenfunctions. The Riesz–Schauder theory also states that the

equation (L − λI)u = f can even be solved for eigenvalues λ if f satisfies suit-

able side conditions. These equations are treated in §11.2.4. Section 11.3 discusses

the discretisation by difference schemes. Also in this case similar results can be

obtained.

11.1 Formulation of Eigenvalue Problems

The classical formulation of an eigenvalue problem reads

Le = λe in Ω, Bj e = 0 on Γ (j = 1, . . . ,m) . (11.1)

Here L is an elliptic differential operator of order 2m, and Bj are boundary

operators. A solution e of (11.1) is called an eigenfunction if e �= 0. In this case,

λ is the eigenvalue associated with e. Since in general eigenvalues are complex,

the underlying field is C throughout this chapter.

As in Chapter 7, one can replace the classical representation (11.1) by a varia-

tional formulation, with a suitable sesquilinear form a(·, ·) : V × V → C taking

the place of {L,Bj}:

329© Springer-Verlag GmbH Germany 2017 

W. Hackbusch, Elliptic Differential Equations, Springer Series  

in Computational Mathematics 18, DOI 10.1007/978-3-662-54961-2_11



330 11 Elliptic Eigenvalue Problems

find e ∈ V with a(e, v) = λ (e, v)0 for all v ∈ V. (11.2a)

(u, v)0 =
∫
Ω
u v dx is the L2(Ω)-scalar product. Strictly speaking one ought to

replace (·, ·)0 by (·, ·)U where U is the Hilbert space of the Gelfand triple V ⊂
U ⊂ V ′ (cf. §6.3.3). But here we limit ourselves to the standard case U = L2(Ω).

The adjoint eigenvalue problem is formulated as

find e∗ ∈ V with a(v, e∗) = λ (v, e∗)0 for all v ∈ V. (11.2b)

Definition 11.1. Let λ ∈ C . By E(λ) one denotes the subspace of all e ∈ V
which satisfy equation (11.1) [resp. (11.2a)]. E(λ) is called the eigenspace for λ.

With E⋆(λ) one denotes the corresponding eigenspace of equation (11.2b). λ is

called an eigenvalue if dimE(λ) ≥ 1.

Theorems 6.107 and 7.14 already contain the following statements.

Theorem 11.2. Let V ⊂ L2(Ω) be continuously, densely and compactly embedded

(for example, V = Hm
0 (Ω) with bounded Ω). Let a(·, ·) be V-coercive. Then the

problems (11.2a,b) have countably many eigenvalues λ ∈ C which may only have

an accumulation point at∞. For all λ ∈ C we have

dimE(λ) = dimE∗(λ) <∞.

Exercise 11.3. In addition to the assumptions of Theorem 11.2 let a(·, ·) be symmet-

ric. Show that all eigenvalues are real and problems (11.2a) and (11.2b) are identical

so that E(λ) = E∗(λ).

For ordinary differential equations of second order (i.e., Ω ⊂ R1, m = 1) it is

known that all eigenvalues are simple: dimE(λ) = 1. This statement is incorrect

for partial differential equations as the following example shows.

Example 11.4 (multiplicity of eigenvalues). The Poisson equation −Δe = λe in

the rectangle (0, a) × (0, b) with Dirichlet boundary values e = 0 on Γ , has the

eigenvalues

λ = (νπ/a)2 + (μπ/b)2 for all ν, μ ∈ N.

The associated eigenfunction reads

e(x, y) = eν,μ(x, y) := sin(νπ
x

a
) sin(μπ

y

b
).

In the case of the square a = b one obtains for ν �= μ eigenvalues λ = λν,μ =
λμ,ν , which have multiplicity at least 2 since eν,μ and eμ,ν are linearly independent

eigenfunctions for the same eigenvalue. A triple eigenvalue, for example, exists for

a = b, λ = 50π2/a2: E(λ) = span{e1,7, e7,1, e5,5}.

The eigenfunctions e ∈ E(λ), by definition, belong to V . The regularity investi-

gations of Section 9.1 immediately result in a stronger regularity.
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Theorem 11.5. Let V = Hm
0 (Ω) with m ≥ 1, or V = Hm(Ω) with m = 1.

Under the assumptions of Theorems 9.19 [resp. 9.20] we have E(λ) ⊂ Hm+s(Ω).

Proof. Along with a(·, ·), the form

aλ(u, v) := a(u, v)− λ(u, v)0

also satisfies the assumptions. Since aλ(e, v) = 0 for e ∈ E(λ) and v ∈ V , the

statement follows from Corollary 9.21.

Besides the standard form (11.2a) there are generalised eigenvalue problems.

An example is the Steklov problem (cf. Steklov [273])

−Δe = 0 in Ω, ∂e/∂n = λ e on Γ,

whose variational formulation reads

e ∈ H1(Ω) satisfies

∫

Ω

〈∇e,∇v〉dx = λ

∫

Γ

evdΓ (v ∈ H1(Ω)).

One can show that all eigenvalues are real and that the statements of Theorem 11.2

hold.

11.2 Finite-Element Discretisation

11.2.1 Discretisation

Let Vh ⊂ V be a (finite-element) subspace. The Ritz–Galerkin (resp. finite-element)

discretisations of the eigenvalue problems (11.2a,b) read

find eh ∈ Vh with a(eh, v) = λh(e
h, v)0 for all v ∈ Vh, (11.3a)

find e∗h ∈ Vh with a(v, e∗h) = λh(v, e
∗h)0 for all v ∈ Vh. (11.3b)

The discrete eigenspaces Eh(λh), E⋆
h(λh) are spanned by the solutions of the

problems (11.3a) [resp. (11.3b)]. As in Theorem 11.2, dimEh(λh) = dimE⋆
h(λh)

holds. If a(·, ·) is symmetric, then Eh(λh) = E⋆
h(λh).

As in §8.2, the formulation (11.3a,b) can be transcribed into matrix notation.

Remark 11.6. Let e and e⋆ be the coefficient vectors for eh=Pe and e⋆h=Pe⋆

(cf. (8.6)). The eigenvalue problems (11.3a,b) are equivalent to

Le = λhMe, LHe⋆ = λh Me⋆, (11.3′)

where the system matrix L is defined as in Theorem 8.5 and the mass matrix M

by (8.91). Since in general M �= I, (11.3′) represents a generalised eigenvalue

problem.
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Exercise 11.7. Show that (a) M is positive definite and possesses a decomposition

M = AHA (for example, A is the square root M1/2 or the Cholesky factor).

(b) The first problem in (11.3′) is equivalent to the ordinary eigenvalue problem

L̃ ẽ = λhẽ with L̃ := (AH)−1LA−1, ẽ = Ae. The second problem in (11.3′)
corresponds to L̃H ẽ⋆ = λh ẽ

⋆ with ẽ⋆ = Ae⋆.

When investigating convergence, one must watch out for the following difficul-

ties:

(i) A uniform approximation of all the eigenvalues and eigenfunctions by discrete

eigenvalues and eigenfunctions is impossible since the infinitely many eigenvalues

of (11.2a) are set against the only finitely many of (11.3a). It is only possible to

characterise a fixed eigenvalue λ of (11.2a) as an accumulation point of discrete

eigenvalues {λh}, and to set up estimates for {λh}. For this purpose one needs a

family of subspaces {Vh : h ∈ H} with H ∋ h→ 0 (cf. Remark 8.1(ii)).

(ii) If λ and λh are the continuous, resp. discrete, eigenvalues then dimE(λ) =
dimEh(λh) need not hold. It is preferable to limit oneself to the case of simple

eigenvalues where dimE(λ) = dimEh(λh) = 1. If dimE(λ) = k > 1, it may

well be that the multiple eigenvalue λ is approximated by several, pairwise different

discrete eigenvalues

λ
(i)
h (i = 1, . . . , k) with dimE(λ) =

k∑

i=1

dimEh(λ
(i)
h ).

The error estimates of |λ − λ
(i)
h | are then generally worse than for simple eigen-

values. Only for the mean value λ̂h := 1
k

∑k
i=1 λ

(i)
h does one obtain the usual esti-

mates (cf. Babuška–Aziz [16, page 338]).

Different from the original form (11.1) (and the discretisation by difference

schemes, cf. §11.3) the discrete problem is a generalised eigenvalue problem in-

volving the mass matrix M. The replacement of the matrix M by the diagonal

matrix M̂ with

M̂ii :=
∑

k
Mik

is called mass lumping. A comparison of the exact discrete eigenvalue problem

(11.3′) with the simplified lumped problem Le = λhM̂e is given by Armentano–

Durán [7]. Mass lumping may also be used in connection with Galerkin finite-

element methods for parabolic problems (cf. Thomée [287, §15]).

Exercise 11.8. Let the eigenvalue problem be as in Example 11.4 with a = b and

λ = 50π2/a2. Let Vh consist of bilinear elements over a square grid. Show that

to the given triple eigenvalue λ corresponds a double eigenvalue λ
(1)
h and a simple

eigenvalue distinct from it, λ
(2)
h , with limh→0 λ

(i)
h = λ (i = 1, 2). The same holds

for linear elements of the square-grid triangulation if mass lumping is used. Hint:

The nodal values of the discrete eigenfunctions agree with the continuous eigen-

functions e1,7, e7,1, and e5,5.
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11.2.2 Qualitative Convergence Results

This section concerns the question as to whether λh → λ and eh → e for h→ 0.

The rate of convergence will be discussed in §11.2.3. The basic assumptions are the

following:

a(·, ·) : V × V → C be V-coercive, (11.4a)

let V ⊂ L2(Ω) be continuously, densely, and compactly embedded, (11.4b)

so that the Riesz–Schauder theory is applicable (Theorem 11.2). Furthermore, let a

sequence of subspaces Vhi
(hi → 0) be given which increasingly approximate V

(cf. (8.24a)):

lim
h→0

inf{‖u− v‖V : v ∈ Vh} = 0 for all u ∈ V. (11.4c)

We define

aλ(u, v) := a(u, v)− λ (u, v)0 : V × V → C, (11.5a)

ω(λ) := inf
u∈V, ‖u‖V =1

sup
v∈V, ‖v‖V =1

|aλ(u, v)| , (11.5b)

ωh(λ) := inf
u∈Vh, ‖u‖V =1

sup
v∈Vh, ‖v‖V =1

|aλ(u, v)| . (11.5c)

The interpretation of the quantities ω(λ) and ωh(λ) is given in the next exercise.

Exercise 11.9. Let L and Lh be the operators associated with a(·, ·) : V ×V → C
and ah(·, ·) : Vh×Vh → C (cf. (8.15)). Show that

(a) If λ is not an eigenvalue we have

ω(λ) = 1/‖ (L− λI)
−1 ‖V←V ′ , ωh(λ) = 1/‖ (Lh − λI)

−1 ‖Vh←V ′
h

(11.6)

(cf. §8.2.3.1).

(b) ω(λ) and ωh(λ) are continuous in λ ∈ C.

(c) If in (11.5b,c) one replaces aλ(u, v) by aλ(v, u) one obtains the variables

ω⋆(λ) and ω⋆
h(λ) which correspond to the adjoint problem. The following holds:

ω⋆(λ) = ω(λ) and ω⋆
h(λ) = ωh(λ). Hint: Use Lemma 6.109.

With the aid of (11.6) and Theorem 6.107 one proves the following connection

between ω(λ), ωh(λ), and the eigenvalue problems.

Remark 11.10. Let (11.4a,b) hold. λ is an eigenvalue of (11.2a) if and only if

ω(λ) = 0, and λh is eigenvalue of (11.3a) if and only if ωh(λh) = 0.

Lemma 11.11. Let a(·, ·) be V-coercive (cf. (11.4a)). Then there exists a μ ∈ R
such that aμ(·, ·) is V-elliptic. In addition, then ω(μ) ≥ CE and ωh(μ) ≥ CE with

CE > 0 from Definition 6.105.
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Proof. Coercivity implies a(x, x) ≥ CE ‖x‖2V − CK(x, x)0 for all x ∈ V. The

inequality ω(μ) ≥ inf aμ(x, x)/‖x‖2V ≥ CE holds for μ := −CK . Restriction to

Vh shows that ωh(μ) ≥ CE .

Lemma 11.12. Let Λ⊂C be compact. Let (11.4a–c) hold. Then there exist numbers

C > 0 and η(h) > 0 , independent of λ ∈ Λ with lim η(h) = 0 such that

ωh(λ) ≥ Cω(λ)− η(h), ω(λ) ≥ Cωh(λ)− η(h). (11.7)

Proof. Let the operators Z = Z(λ) : V → V and Zh = Zh(λ) : V → Vh be

defined as follows:

z := Z(λ)u ∈ V is the solution of aμ(z, v) = (λ− μ) (u, v)0 for v ∈ V,
(11.8a)

zh := Zh(λ)u ∈ V is the solution of aμ(z
h, v) = (λ− μ) (u, v)0 for v ∈ Vh,

(11.8b)

where μ is chosen according to Lemma 11.11. It shows that there is a CZ with

‖Z(λ)‖V←V ′ ≤ CZ , ‖Zh(λ)‖V←V ′ ≤ CZ for all λ ∈ Λ . (11.8c)

From

aλ(u, v) = a(u, v) − λ (u, v)0 = a(u, v)− μ (u, v)0 − (λ− μ) (u, v)0
= aμ(u, v)− aμ(z, v) = aμ(u− z, v)

with z := Z(λ)u and from the definition of ω(λ) one concludes that

ω(λ) ‖u‖V ≤ sup
v∈V, ‖v‖V =1

|aλ(u, v)| = sup
v∈V, ‖v‖V =1

|aμ(u− z, v)| ≤ CS ‖u− z‖V
(11.8d)

with CS := ‖L− μI‖V ′←V . For arbitrary u, v ∈ Vh one infers from the analogous

equation aλ(u, v) = aμ(u − zh, v) for zh = Zh(λ)u, Lemma 11.11, and (11.8d)

that

sup
v∈Vh, ‖v‖V =1

|aλ(u, v)| = sup
v∈Vh, ‖v‖V =1

∣∣aλ(u− zh, v)
∣∣ ≥ CE

∥∥u− zh
∥∥
V

≥ CE

[
‖u− z‖V − ‖z − zh‖V

]

≥ CE

[
C−1

S ω(λ)− ‖Z − Zh‖V←V

]
‖u‖V for all u ∈ Vh .

This yields the first part of (11.7) with the constant C = CE/CS > 0 and η(h) =
CE‖Z − Zh‖V←V , provided that

lim
h→0

sup
λ∈Λ

‖Z − Zh‖V←V = 0. (11.8e)
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The proof of (11.8e) is carried out indirectly. Its negation reads: there exist ε > 0,

λi ∈ Λ, hi → 0 with ‖Z(λi)− Zhi
(λi)‖V←V ≥ ε > 0. Then there exist ui ∈ V

with

‖ui‖V = 1, ‖[Z(λi)− Zh(λi)]ui‖V ≥ ε/2 > 0. (11.8f)

Due to (11.4b) and the compactness ofΛ there exists a subsequence λj ∈ Λ, uj ∈ V
with limλj = λ⋆, limuj = u⋆ ∈ V ′ (convergence in V ′). (11.4c) and Theorem

8.24 show
∥∥[Z(λ⋆)− Zhj

(λ⋆)]u⋆
∥∥
V
→ 0. Together with (11.8c) we obtain

∥∥[Z(λj)− Zhj
(λj)

]
uj

∥∥
V

≤ ‖[Z(λj)− Z(λ∗)]uj‖V +
∥∥[Zhj (λ

∗)− Zhj (λj)
]
uj

∥∥
V

+ ‖Z(λ∗) [uj − u∗]‖V +
∥∥Zhj

(λ∗) [uj − u∗]
∥∥
V
+

∥∥[Z(λ∗)− Zhj
(λ∗)

]
u∗

∥∥
V

≤ 2C |λj − λ∗|+ 2CZ ‖uj − u∗‖V ′ +
∥∥[Z(λ∗)− Zhj (λ

∗)
]
u∗

∥∥
V
→ 0

in contradiction to (11.8f).

For the proof of the second part of (11.7) one replaces (11.8d) and the following

estimate by

ωh(λ)‖uh‖V ≤ sup
v∈Vh, ‖v‖V=1

∣∣aμ(uh − zh, v)
∣∣ ≤ CS‖uh − zh‖V for all uh∈Vh

and

sup
v∈Vh, ‖v‖V =1

∣∣aλ(uh, v)
∣∣ = sup

v∈Vh, ‖v‖V =1

∣∣aμ(uh − z, v)
∣∣ ≥ CE

∥∥uh − z
∥∥
V

≥ CE

[
C−1

S ωh(λ)− ‖Z(λ)− Zh(λ)‖V←V

] ∥∥uh
∥∥
V

for all uh ∈ Vh.

Let u ∈ V with ‖u‖V = 1 be selected such that

sup
v∈V, ‖v‖V =1

|aλ(u, v)| = inf
u∈V, ‖u‖V =1

sup
v∈V, ‖v‖V =1

|aλ(u, v)| = ω(λ).

Since sup |aλ(u− uh, v)| ≤ CS‖u− uh‖V , it follows for arbitrary uh ∈ Vh that

ω(λ) ≥ Cωh(λ)− ‖Z(λ)− Zh(λ)‖V←V − CS

∥∥u− uh
∥∥
V
.

From (11.4c) and (11.8e) follows the second part of (11.7).

A corollary to Lemma 11.12 is Theorem 8.29. If problem (8.1) for all f ∈ V ′

is solvable, then λ = 0 cannot be an eigenvalue, i.e., ω(0) > 0. Thus it follows

for εN in (8.23) that

εN ≥ ωN (0) ≥ ε :=
1

2
Cω(λ) > 0

for sufficiently large N ∈ N′.
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A second corollary concerns the convergence of the discrete eigenvalues.

Theorem 11.13. Let (11.4a–c) hold. If λh (h → 0) are discrete eigenvalues of

(11.3a) with λh → λ0 then λ0 is an eigenvalue of (11.2a).

Proof. If λ0 were not an eigenvalue then ω(λ) ≥ η0 > 0 would be in the ε-

neighbourhood of Kε(λ0), since ω(λ) is continuous (cf. Exercise 11.9b). There

would exist h0 > 0 such that η(h) ≤ Cη0/2 for all h ≤ h0 (C and η(h) from

(11.7)). For all λh ∈ Kε(λ0) with h ≤ h0 the contradiction follows from (11.7):

0 = ωh(λhi
) ≥ Cω(λh)− η(h) ≥ Cη0 − 1

2Cη0 = 1
2Cη0 > 0.

Lemma 11.14 (minimum principle). Let (11.4a,b) hold. The functions ω(λ) and

ωh(λ) in the interior of Λ ⊂ C have no proper positive minimum.

Proof. Let L be the operator associated with a(·, ·). Let λ⋆, with ω(λ⋆) > 0, be an

arbitrary point in the interior of Λ. Since ω(λ) is continuous (cf. Exercise 11.9b),

for sufficiently small ε > 0 we have Kε(λ
⋆) ⊂ Λ and ω(λ) > 0 in Kε(λ

⋆).
Thus (L − λI)−1 is defined in Kε(λ

⋆) and holomorphic. For arbitrary but fixed

u, v ∈ V ′ the function Ω(λ) :=
〈
(L− λI)−1u, v

〉
V×V ′ is also holomorphic in

Λ. Since absolute values of holomorphic functions attain their maximum on the

boundary, we have |Ω(λ)| ≤maxζ∈∂Kε(λ⋆)|Ω(ζ)|. For ‖u‖V ′ = ‖v‖V ′ = 1 the

inequality |Ω(ζ)| ≤ ‖ (L− ζI)
−1 ‖V←V ′ holds and implies

|Ω(λ)| ≤ max
ζ∈∂Kε(λ⋆)

‖ (L− ζI)
−1 ‖V←V ′ = max

ζ∈∂Kε(λ⋆)

1

ω(ζ)
.

Since 1
ω(λ) = ‖ (L− λI)

−1 ‖V←V ′ is the infimum of |Ω(λ)| over all u, v ∈ V ′

with ‖u‖V ′ = ‖v‖V ′ = 1 we obtain

1

ω(λ)
= ‖(L−λI)−1‖V←V ′ ≤ max

ζ∈∂Kε(λ⋆)
‖ (L−ζI)−1 ‖V←V ′ = max

ζ∈∂Kε(λ⋆)

1

ω(ζ)
,

i.e., ω(λ) ≥ min{ω(ζ) : ζ ∈ ∂Kε(λ)} (cf. Exercise 11.9a). Thus, ω(λ) cannot

assume a proper minimum in Kε(λ
⋆). On the other hand, ω(λ) cannot be constant,

so that a minimum in Kε(λ
⋆) is excluded. For ωh(λ) the conclusion is the same.

The converse of Theorem 11.13 is also valid.

Theorem 11.15. Let (11.4a–c) hold. Let λ0 be an eigenvalue of (11.2a). Then there

exist discrete eigenvalues λh of (11.3a) (for all h) such that limh→0 λh = λ0.

Proof. Let ε > 0 be arbitrary, but sufficiently small. According to Theorem 11.2,

λ0 is an isolated eigenvalue: ω(λ) > 0 for 0 < |λ− λ0| ≤ ε (ε sufficiently

small). Since ω(λ) is continuous and ∂Kε(λ0) is compact, we have that ρε :=
min{ω(λ) : |λ− λ0| = ε} is positive. Because of (11.7) and ω(λ0) = 0 one

obtains for sufficiently small h that η(h) < ρεC
2/(1 + C) and thus
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ωh(λ) ≥ Cω(λ)− η(h) ≥ Cρε − η(h) >
η(h)

C
≥ ωh(λ0) for all λ ∈ ∂Kε(λ0).

Thus ωh(·) must have a proper minimum in Kε(λ0). By Lemma 11.14 the mini-

mal value is zero. Thus there exists λh ∈ Kε(λ0) which is a discrete eigenvalue,

ωh(λh) = 0.

The next theorem describes the convergence of the eigenfunctions.

Theorem 11.16. Let (11.4a–c) hold. Let eh ∈ Eh(λh) be discrete eigenfunctions

with ‖eh‖V = 1 and limλh = λ0. Then there exists a subsequence ehi which

converges in V to an eigenfunction e ∈ E(λ0):

e ∈ E(λ0), ‖ehi − e‖V → 0 (i→∞) , ‖e‖V = 1.

Proof. The functions eh are uniformly bounded in V . Since the subspace V ⊂
L2(Ω) is compactly embedded (cf. (11.4b)), there exists a subsequence ehi which

converges in L2(Ω) to an e ∈ L2(Ω):

‖e− ehi‖L2(Ω) → 0 (i→∞) . (11.9a)

We define z = Z(λ0)e, z
hi = Zhi

(λ0)e according to (11.8a,b). According to

Theorem 8.24 there exists an h1(ε) > 0 such that

‖z − zhi‖V ≤ ε/2 for hi ≤ h1(ε). (11.9b)

The function ehi is a solution of

aμ(e
hi , v) = (λhi

− μ)
(
ehi , v

)
0

for all v ∈ Vhi
. (11.9c)

A combination of zhi = Zhj
(λ0)e [i.e., (11.8b) forλ = λ0] and (11.9c) yields

aμ(z
hi − ehi , v) = Fi(v) := (λ0 − μ)

(
e− ehi , v

)
0
− (λhi − λ0)

(
ehi , v

)
0

for all v ∈ Vhi . Since ‖Fi‖V ′ → 0 because λhi → λ0 and (11.9a), there exists an

h2(ε) > 0 such that ‖Fi‖V ′ ≤ CE ε/2 (CE from Lemma 11.11) and

‖zhi − ehi‖V ≤ ε/2 for hi ≤ h2(ε). (11.9d)

The inequalities (11.9b,e) show that ‖z− ehi‖V ≤ ε for hi ≤ min{h1(ε), h2(ε)};
thus limi→∞ ehi = z in V . Therefore lim ehi = z in L2(Ω) ⊂ V in L2(Ω) ⊂ V
also holds. (11.9a) proves z = e ∈ V such that e = z = Z(λ0)e becomes

a(e, v) = λ0(e, v)0. Therefore e = lim ehi is an eigenfunction of (11.2a). In

particular, ‖e‖V = lim ‖ehi‖V = 1.

The selection of a subsequence ehi may have two reasons. If dimE(λ0) > 1,
some elements ehi of the sequence may convergence to one eigenfunction in E(λ0)
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while other elements converges to another eigenfunction. Even if dimE(λ0) = 1,
the eigenvector ehi may be scaled differently (the normalisation by ‖ehi‖V = 1
does not help since there is more than one, possibly complex, factor of modulus 1).

However, after a suitable scaling the complete sequences is converging (cf. Exercise

11.17b).

Exercise 11.17. Let (11.4a–c) hold. Let λh, e
h, λ0, and e be as in Theorem 11.16.

Show that

(a) If dimE(λ0) = 1 then also limh→0 dimEh(λh) = 1.

(b) Let dimE(λ0) = 1. Then we have lim êh = e in V for êh := 1
(eh,e)V

eh if

|(eh, e)V | ≥ 1/2 and êh := eh otherwise.

11.2.3 Quantitative Convergence Results

The geometric and algebraic multiplicities of an eigenvalue λ0 of (11.2a) agree if1

dimker(L− λ0I) = dimker
(
(L− λ0I)

2
)
. (11.10)

Lemma 11.18. Let (11.4a,b) and dimE(λ0) = 1 hold. Then (11.10) is equivalent

to (e, e⋆)0 �= 0 for e ∈ E(λ0)\{0}, 0 �= e⋆ ∈ E⋆(λ0)\{0}.

Proof. We have ker(L − λ0I) = E(λ0) = span{e}. ker(L − λ0I)
2 > 1 holds

if and only if there exists a solution v ∈ V for (L − λ0I)v = e. According to

Theorem 6.107c this equation has a solution if and only if (e, e⋆)0 = 0. Hence

(11.10) is equivalent to (e, e⋆)0 �= 0.

Let E(λ0) = span{e}, E⋆(λ0) = span{e⋆}. Under the assumption (11.10)

e and e⋆ can be normalised by

(e, e⋆)0 = 1.

We define V̂ := {v ∈ V : (v, e⋆)0 = 0}, V̂ ′ = {v′ ∈ V ′ : (v′, e⋆)0 = 0}. Let

‖·‖V̂ ′ be the dual norm for ‖·‖V̂ = ‖·‖V . For problem (11.11):

for f ∈ V̂ ′ find u ∈ V̂ with aλ(u, v) = (f, v)0 for all v ∈ V̂ , (11.11)

1 The multiplicities do not coincide if the Jordan normal form of L−λ0I contains a proper k×k-

Jordan block J =

⎡
⎢⎢⎢⎣

0 1

. . .
. . .

0 1
0

⎤
⎥⎥⎥⎦, i.e., if k ≥ 2. Since dimker(J) = 1 < dimker(J2) = 2,

the statement follows.
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one defines the variable corresponding to (11.5b):

ω̂(λ) := inf
u∈V̂ , ‖u‖V =1

sup
v∈V̂ , ‖v‖V =1

|aλ(u, v)| . (11.12)

Lemma 11.19. Let (11.4a,b), (11.10), and dimE(λ0) = 1 hold. Then there exists

an ε > 0 such that

ω̂(λ) ≥ C > 0 for all |λ− λ0| ≤ ε.

Problem (11.11) has exactly one solution u ∈ V̂ with

‖u‖V ≤ ‖f‖V ′ / ω̂(λ).

Proof. Let L̂ : V̂ → V̂ ′ be the operator associated with a(·, ·) : V̂ × V̂ → C .

For 0 < |λ− λ0| < ε (ε sufficiently small) (L− λI)u = f has a unique solution

u ∈ V . From f ∈ V̂ ′ follows

0 = (f, e⋆)0 = ([L− λI]u, e⋆)0 = (u, [L− λI]
⋆
e⋆)0 = (λ0 − λ) (u, e⋆)0,

i.e., u ∈ V̂ . Thus there exists (L̂−λI)−1 : V̂ ′ → V̂ as the restriction of (L−λI)−1

to V̂ ′ ⊂ V ′. For λ = λ0 problem (11.11) has a unique solution according to

Theorem 6.107c. Then there exists (L̂ − λI)−1 for all λ ∈ Kε(λ0). Accord-

ing to Remark 11.10 (with V̂ instead of V ), ω̂(λ) must be positive in Kε(λ0).
The continuity of ω̂(λ) proves ω̂(λ) ≥ C > 0. In analogy to (11.6) one has

‖u‖V = ‖u‖V̂ ≤ ‖f‖V̂ ′ / ω̂(λ).

The bound by ‖f‖V ′ / ω̂(λ) results from the next exercise.

Exercise 11.20. Show that ‖f‖V̂ ′ ≤ ‖f‖V ′ for all f ∈ V̂ ′.

Lemma 11.21. Let (11.4a–c), dimE(λ0) = 1, and condition (11.10) hold. Let λh

be discrete eigenvalues with limλh=λ0. According to Exercise 11.17b there exists

an eh∈Eh(λh) and e⋆h∈E⋆
h(λh) with

eh → e ∈ E(λ0), e⋆h → e⋆ ∈ E⋆(λ0), (e, e⋆)0 = 1.

This enables one to construct the space

V̂h := {vh ∈ Vh : (vh, e∗h)0 = 0}
and the variable

ω̂h(λ) := inf
u∈V̂h, ‖u‖V =1

sup
v∈V̂h, ‖v‖V =1

|aλ(u, v)| .

Then there exists a constant C > 0 independent of h and λ ∈ C such that

ω̂h(λ) ≥ Cωh(λ). For sufficiently small ε > 0 and h, ω̂h(λ) ≥ η > 0 for

all λ with |λ− λ0| ≤ ε.
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Proof. (i) First statement: there exists h0 > 0 and Ĉ > 0 such that

min
{
‖v + αe⋆h‖V : α ∈ C

}
≥ Ĉ ‖v‖V for all v∈ V̂h and all H∋h≤h0. (*)

The proof is carried out indirectly. The negation reads: there is a sequence αi ∈ C,

hi → 0, vi ∈ V̂hi
with ‖vi‖V = 1 and ‖vi + αie

⋆hi‖V → 0. Thus there exist

subsequences with αi → α⋆, vi → v⋆ in L2(Ω). Evidently, wi := vi + αie
⋆hi

must have the limit w⋆ = limwi = v⋆ + α⋆e⋆ in L2(Ω). Since

‖w⋆‖L2(Ω) = lim ‖wi‖L2(Ω) ≤ C lim ‖wi‖V = 0,

it follows that w⋆ = 0, and thus v⋆ = −α⋆e⋆. From 0 = lim(vi, e
⋆hi)0 =

(v⋆, e⋆)0 = −α⋆ ‖e⋆‖20 one infers α⋆ = 0. Thus the contradiction follows from

1 = lim ‖vi‖V ≤ lim sup ‖wi‖V + lim sup ‖αie
⋆hi‖V = lim ‖wi‖V = 0.

(ii) Second statement: ω̂h(λ) ≥ Ĉωh(λ) with Ĉ from (i). This follows from

ω̂h(λ) =
(11.12)

inf
u∈V̂h\{0}

sup
v∈V̂h\{0}

|aλ(u, v)|
‖u‖V ‖v‖V

≥
(∗) and aλ(u,v)=aλ(u,v+αe⋆h) for u∈V̂h

Ĉ inf
u∈V̂h\{0}

sup
v∈V̂h\{0}

max
α∈C

∣∣aλ(u, v + αe⋆h)
∣∣

‖u‖V ‖v + αe⋆h‖V

=
Vh={v+αe⋆h:v∈V̂h,α∈C}

Ĉ inf
u∈V̂h\{0}

sup
w∈Vh\{0}

|aλ(u,w)|
‖u‖V ‖w‖V

≥
V̂h⊂Vh

Ĉ inf
u∈Vh\{0}

sup
w∈Vh\{0}

|aλ(u,w)|
‖u‖V ‖w‖V

= Ĉωh(λ).

(iii) Let ε > 0 be chosen such that λ0 is the only eigenvalue in Kε(λ0). For

sufficiently small h, λh is the only discrete eigenvalue in Kε(λ0). In the proof

of Theorem 11.15 we have already used ωh(λ) ≥ η′ > 0 for λ ∈ ∂K(λ0),
h ≤ h0(ε). From part (ii) follows that ω̂h(λ) ≥ η := η′C > 0 for λ ∈ ∂Kε(λ0).
According to Exercise 11.17a, aλ(u, v) = (f, v)0 (v ∈ Vh) is solvable for each

f ∈ Vh and all λ ∈ Kε(λ0) such that ω̂h(λ) = 0 is excluded. Lemma 11.14 shows

that ω̂h(λ) ≥ η > 0 in Kε(λ0).

Exercise 11.22. Let (11.4a–c) hold. Let d(·, Vh) be defined as in (8.21). Show that

if h is sufficiently small then there exists a uh ∈ Vh with

‖uh − u‖V ≤ 2 d(u, Vh) with the side condition
(
uh − u, v

)
0
= 0.

Lemma 11.23. Let (11.4a–c) hold. Let λ0 be an eigenvalue with (11.10) and

dimE(λ0) = 1. For sufficiently small h there exists eh ∈ Eh(λh) with

‖eh − e‖V ≤ C
[
|λ0 − λh|+ d(e, Vh)

]
.
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Proof. Let zh := Zh(λ0)e be the solution of (11.8b). Since e = Z(λ0)e, one has

‖e− zh‖V ≤ C1d(e, Vh) (11.13a)

(cf. Theorem 8.21). Let μ be the value in Lemma 11.11. For all v ∈ Vh we have

aμ(z
h − eh, v) = aμ(z

h, v)− aμ(e
h, v) =

(11.8b)
(λ0 − μ) (e, v)0 − aμ(e

h, v) =
(11.3a)

= (λ0 − μ) (e, v)0 − (λh − μ)
(
eh, v

)
0

= (λ0 − λh) (e, v)0 + (λh − μ)
(
e− zh, v

)
0
+ (λh − μ)

(
zh − eh, v

)
0
,

so that

aλh
(zh − eh,v) = aμ(z

h − eh, v)− (λh−μ)
(
zh − eh, v

)
0

(11.13b)

= (λ0−λh) (e, v)0 + (λh − μ)
(
e− zh, v

)
0
.

From Lemma 11.18 and eh → e, e⋆h → e⋆ (cf. Lemma 11.21) we infer∣∣(e, e⋆h)0
∣∣ ≥ η > 0 and

∣∣(eh, e⋆h)0
∣∣ ≥ η > 0 for sufficiently small h. There-

fore it is possible to scale eh so that (zh − eh, e⋆h)0 = 0. Hence (11.13b)

corresponds to problem (11.11) with the replacements V̂ � V̂h, u � zh − eh,
and f � (λ0 − λh) e+ (λh − μ)

(
e− zh

)
. Lemma 11.19 proves

‖zh − eh‖V ≤ ω̂h(λh)
−1C

[
|λ0 − λh|+ ‖e− zh‖V

]
≤

(11.13a)

≤ C ′ [ |λ0 − λh|+ d(e, Vh)] . (11.13c)

‖eh − e‖V ≤ ‖e− zh‖V + ‖zh − eh‖V and (11.13a,c) prove the lemma.

Theorem 11.24. Let (11.4a–c) hold. Let λ0 be an eigenvalue with (11.10) and

dimE(λ0) = 1. Let e ∈ E(λ0), e
⋆ ∈ E⋆(λ0), ‖e‖V = 1, (e, e⋆)0 = 1. Then

there exist discrete eigenvalues λh (h ∈ H) with

|λ0 − λh| ≤ C d(e, Vh) d(e
⋆, Vh). (11.14)

Proof. Choose uh according to Exercise 11.22 such that ‖e⋆−uh‖V ≤ 2d(e⋆, Vh),
(e⋆ − uh, e)0 = 0. Discrete eigenvalues λh → λ0 exist by Theorem 11.15. In

0 = aλ0(e
h, e∗) = aλh

(eh, e∗)− (λ0 − λh) (e
h, e∗)0

= aλh
(eh, e∗ − uh)− (λ0 − λh) (e

h, e∗)0

= aλh
(eh − e, e∗ − uh)− (λ0 − λh)

[
(eh, e∗)0 −

(
e, e∗ − uh

)
0

]

= aλh
(eh − e, e∗ − uh)− (λ0 − λh)

[
(e, e∗)0︸ ︷︷ ︸

=1

+
(
eh − e, e∗

)
0
−
(
e, e∗ − uh

)
0︸ ︷︷ ︸

=0 by assumption

]
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we use aλh
(eh, vh) = 0 for all vh ∈ Vh (conclusion from first to second line) and

0 = aλ(e, v) = aλh
(e, v) + (λh − λ0) (e, v)0 for all v ∈ V (second to third line).

The above equation shows

|λ0 − λh| ≤ C‖eh − e‖V ‖e⋆ − uh‖V + |λ0 − λh| ‖eh − e‖V ‖e∗‖V
≤ C ′‖eh − e‖V

[
‖e⋆ − uh‖V + |λ0 − λh|

]
.

By Lemma 11.23 there exists an eh ∈ Eh(λh) such that

|λ0 − λh| ≤ C ′C ′′[ |λ0 − λh|+ d(e, Vh)
][
|λ0 − λh|+ 2d(e∗, Vh)

]
.

Since |λ0 − λh| → 0, this quadratic inequality implies (11.14) with C > 2C ′C ′′

for sufficiently small h.

Theorem 11.25. Under the assumptions of Theorem 11.24 there exist for

e ∈ E(λ0), e
⋆ ∈ E⋆(λ0) discrete eigenfunctions eh ∈ Eh(λh), e

⋆h ∈ E⋆(λh)
with

‖eh − e‖V ≤ C d(e, Vh), ‖e⋆h − e⋆‖V ≤ C d(e⋆, Vh). (11.15)

Proof. Insert (11.14) with d(e⋆, Vh) ≤ const into Lemma 11.23. The second

estimate in (11.15) follows analogously.

In the following, let V ⊂ H1(Ω). Theorem 11.5 proves

E(λ0) ⊂ H1+s(Ω), E∗(λ0) ⊂ H1+s(Ω). (11.16a)

Also, let (11.16b) hold (cf. (8.59)):

d(u, Vh) ≤ Chs ‖u‖H1+s(Ω) for all u ∈ E(λ0) ∪ E∗(λ0). (11.16b)

Conclusion 11.26. Let (11.4a,c) and (11.16a,b) hold. Let λ0 be the eigenvalue with

(11.10) and dimE(λ0) = 1. Then there exists λh, eh ∈ Eh(λh), e
⋆h ∈ E⋆(λh)

such that

|λ0 − λh| ≤ Ch2s, ‖eh − e‖V ≤ Chs, ‖e⋆h − e⋆‖V ≤ Chs. (11.17)

Occasionally eigenfunctions may have better regularity than is proven for ordi-

nary boundary-value problems. For example, let −Δe = λe be in the square Ω =
(0, 1)× (0, 1) with e = 0 on Γ . First, Theorem 11.5 implies e ∈ H2(Ω) ∩H1

0 (Ω),
thus e ∈ C0(Ω) (cf. Theorem 6.48). Thus e = 0 holds in the corners of Ω. Accord-

ing to Example 9.29 it follows that e ∈ Hs(Ω) for all s < 4.
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As in §8.5.4 one obtains better error estimates for e − eh in the L2-norm. The

proof is postponed until after Corollary 11.33.

Theorem 11.27. Let (11.4a–c), (11.10), dimE(λ0) = 1, and (11.16a,b) with s = 1
hold. Let a(·, ·) and a⋆(·, ·) be H2-regular, i.e., for

f ∈ L2(Ω), aμ(u, v) = (f, v)0 and aμ(v, u
⋆) = (v, f)0

(v ∈ Vh, μ from Lemma 11.11) have solutions u, u⋆ ∈ H2(Ω). Let e ∈ E(λ0)
and e⋆ ∈ E⋆(λ0). Then there exist λh, e

h ∈ Eh(λh), e
⋆h ∈ E⋆(λh) with

‖eh − e‖L2(Ω) ≤ Ch2, ‖e⋆h − e⋆‖L2(Ω) ≤ C ′h2.

If (11.16a,b) also hold with some s > 1, one must replace C ′h2 by C ′h1+s.

11.2.4 Consistent Problems

In Problem (11.11) we have already encountered a singular equation which never-

theless was solvable. Let λ0 be the only eigenvalue in the disc Kr(λ0) (this always

holds for sufficiently small r). In the following we require

λ ∈ Kr(λ0) and λ0 be the only eigenvalue in Kr(λ0). (11.18)

The equation

aλ(u, v) = (f, v)0 for all v ∈ V (11.19a)

is singular for λ = λ0. For λ ≈ λ0 equation (11.19a) is ill-conditioned. In the

following we are going to show that equation (11.19a) is well-defined and well-

conditioned if the right-hand side f lies in the orthogonal complement of E⋆(λ0):

f ⊥E⋆(λ0) (i.e., (f, e∗)0 = 0 for all e∗ ∈ E⋆(λ0)). (11.19b)

In the case of λ = λ0, with u, u+e (e ∈ E(λ0)) is also the solution. The uniqueness

of the solution is obtained under the conditions (11.10) and (11.19c):

u⊥E⋆(λ0). (11.19c)

Remark 11.28. (a) Let (11.18), (11.4a,b), and (11.10) hold. If λ = λ0, problem

(11.19a,b) has the solution set u + E(λ0) so that (11.19c) determines a unique

solution. In the case of λ �= λ0 the solution is already unique and satisfies (11.19c).

There exists a C independent of f and λ such that ‖u‖V ≤ C ‖f‖V .
(b) Let λ �= λ0 and let the functions u, f be as above. The solution of (11.19a)

for f̂ := f + αe instead of f is given by û := u+ α
λ0−λ e.
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Proof. This follows from Lemma 11.19 in which the assumption dimE(λ0) = 1
is not necessary.

The finite-element discretisation of equation (11.19a) reads:

find uh ∈ Vh with aλ(u
h, v) = (f, v)0 for all v ∈ Vh . (11.20)

In general, equation (11.20) need not be well-defined, even assuming (11.19b). For

the sake of simplicity we limit ourselves in the following to simple eigenvalues:

dimE(λ0) = 1. Equation (11.20) is replaced by (11.21a):

find uh ∈ Vh with aλ(u
h, v) = (f (h), v)0 for all v ∈ Vh (11.21a)

with f (h)⊥E⋆
h(λh), (11.21b)

uh ⊥ E⋆
h(λh). (11.21c)

Concerning the practical treatment of side conditions we refer to §8.4.6.

Exercise 11.29. Let V̂h = Vh ∩ E⋆
h(λh)

⊥ be as in Lemma 11.21. Show that

(11.21a–c) is equivalent to: Find uh ∈ V̂h with aλ(u
h, v) = (f (h), v)0 for all

v ∈ V̂h with f (h)⊥E⋆
h(λh). The latter formulation is well-defined even without

the condition f (h)⊥E⋆
h(λh) and yields the same solution.

Lemma 11.21 proves the next remark.

Remark 11.30. Let (11.4a–c), (11.10), dimE(λ0) = 1, and (11.18) hold. Then

there exists an h0 > 0 such that, for all h ≤ h0 and all λ ∈ Kr(λ0), the problem

(11.21a,b) has a unique solution uh = uh(λ) which satisfies the additional con-

ditions (11.21c). Further there exists a C independent of h, λ, and f (h) such that

‖uh‖V ≤ C‖f (h)‖V ′ .

As soon as E⋆
h(λh) �= E⋆(λ0), f in (11.19b) does not necessarily satisfy

(11.21b). If e⋆h ∈ E⋆
h(λh)\{0} is known, one can construct

f (h) := Q∗hf := f − (f, e⋆h)0
(e⋆h, e⋆h)0

e⋆h. (11.22)

f (h) satisfies (11.21b), since Q∗h is the orthogonal projection onto E⋆
h(λh)

⊥.

Exercise 11.31. Besides (11.10) assume that

u⊥E∗(λ0), dimE(λ0) = dimEh(λh) = 1, ‖e⋆h‖V ′ = 1, (eh, e⋆h)0 = 1.

Show that

d(u, Vh ∩ E⋆
h(λh)

⊥) = inf
Vh∋vh ⊥E⋆

h(λh)

∥∥u− vh
∥∥
V

≤ C

[
d(u, Vh) + ‖u‖L2(Ω) inf

e∗∈E∗(λ0)
‖e∗h − e∗‖L2(Ω)

]

≤ C
[
d(u, Vh) + ‖u‖V d(e∗h, E∗(λ0))

]
.
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Theorem 11.32. Let (11.4a–c), (11.10), dimE(λ0)=dimEh(λh)=1, and (11.18)

hold. Let h be sufficiently small such that (following Remark 11.30) the problem

(11.21a–c) is solvable. For the solutions u and uh of (11.19a–c) and (11.21a–c)

with f (h) in (11.22) the error estimate

∥∥uh − u
∥∥
V
≤ C

[
d(u, Vh) + ‖f‖V ′ d(e

∗h, E∗(λ0))
]

(11.23)

holds with C independent of f, f (h), and h.

Proof. The proof of Theorem 8.21 (Céa lemma) has to be modified. From (11.19a)

and (11.21a) follows

aλ(u
h − u, v) = (f (h) − f, v)0 for all v ∈ Vh.

Let v, w ∈ Vh be arbitrary except the side conditions ‖v‖V = 1 and w⊥E∗
h(λh).

Then

aλ(u
h − w, v) = aλ([u

h − u] + [u− w], v) = (f (h) − f, v)0 + aλ(u− w, v)

can be estimated by

|aλ(uh − w, v)| ≤ ‖f (h) − f‖V ′ + C ‖u− w‖V .

Definition (11.22) of f (h) yields ‖f (h)−f‖V ′ ≤ C ′|(f, e⋆h)0| = C ′|(f, e⋆h−e⋆)0|
for all e⋆ ∈ E∗(λ0), hence

‖f (h) − f‖V ′ ≤ C ′ ‖f‖V ′ d(e
∗h, E∗(λ0)).

Using ω̂h(λ) ≥ η > 0 (λ ∈ Kr(λ0)) according to Lemma 11.21), we can

bound ‖uh − w‖V by

1

η
sup

w∈Vh∩E∗
h(λh),‖w‖V =1

|aλ(uh−w, v)| ≤
C ′

η
‖f‖V ′ d(e

∗h, E∗(λ0))+
C

η
‖u− w‖V .

‖u−w‖V is treated by Exercise 11.31 and ‖u‖V ≤C ‖f‖V ′ . The triangle inequality

∥∥uh − u
∥∥
V
≤

∥∥uh − w
∥∥
V
+ ‖u− w‖V

≤ C ′

η
‖f‖V ′ d(e

∗h, E∗(λ0)) +

(
1 +

C

η

)
‖u− w‖V

yields the assertion.

Corollary 11.33. If additionally the assumptions u ∈ H1+s(Ω), (11.16a), and

d(u, Vh) ≤ Chs |u|1+s hold then (11.23) yields the estimate

∥∥uh − u
∥∥
V
≤ Chs |u|H1+s(Ω) .
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It remains to add the proof of Theorem 11.27.

Proof of Theorem 11.27. For e ∈ E(λ0) there exists eh ∈ Eh(λh) with f :=
e − eh⊥E∗(λ0) and |f |1 = ‖f‖V ≤ Chs = Ch. According to Remark 11.28

the problem aλ0
(v, w) = (v, f)0 has a solution w⊥E⋆(λ0) for all v ∈ V .

The assumption of regularity yields w ∈ H2(Ω), |w|2 ≤ C |f |0 such that wh ∈ Vh

exists with wh⊥E⋆
h(λh),

∣∣w − wh
∣∣
1
≤ Ch |w|2 ≤ C ′h |f |0. The value

aλ0
(f,wh) = aλ0

(e, wh)− aλ0
(eh,wh) = 0− aλ0

(eh,wh)

= (λ0−λh) (e
h,wh)0−aλh

(eh,wh) = (λ0−λh) (e
h,wh)0

can be bounded by Ch2|wh|0|eh|0 ≤ C ′h2 |f |0 (cf. (11.17)). From

|f |20 = (f, f)0 = aλ0
(f, w) = aλ0

(f, w − wh) + (λ0 − λh) (e
h, wh)0

≤ C
[
C ′h |f |1 |f |0 + h2 |f |20

]

and |f |1 ≤ Ch one infers |f |0 < C ′h2. The same method is then applied to

|e⋆ − e⋆h|0.

11.3 Discretisation by Difference Methods

In the following we limit ourselves to the case of a difference operator of the order

2m = 2. The differential equation Lu = f with homogeneous Dirichlet boundary

condition is replaced, as in Chapters 4 and 5, by the difference equation Lhuh = fh.

The eigenvalue equations Le = λe, L⋆e⋆ = λe∗ are discretised by

Lheh = λheh, LH

he
∗
h = λ̄he

∗
h. (11.24)

In the following | · |i for i = −1, 0, 1, 2 denotes the continuous or discrete

Sobolev norm depending on the context. The general assumptions of the following

analysis are:

V = H1
0 (Ω), Ω ∈ C0,1 bounded, (11.25a)

a(u, v) = (Lu, v)0 is H1
0 (Ω)-coercive, (11.25b)

|LhRh − ŘhL|−1←2 ≤ Ch (consistency condition). (11.25c)

Condition (11.25c) has been discussed in §9.3.2. Assume furthermore that Lh is

H1
h-coercive. For suitable μ ∈ R

Lμ,h := Lh − μI (I: identity matrix)

is thus H1
h-regular:

(Lμ,hvh, vh)0 ≥ CE |vh|21 for all vh. (11.25d)
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Furthermore, let

Lμ := L− μI be H2(Ω)-regular, (11.25e)

i.e., |L−1
μ |2←0 ≤ C. The boundedness of L and Lh reads

|L|−1←1 ≤ C, |Lh|−1←1 ≤ C. (11.25f)

In (9.53a,b) we have introduced prolongations P̂h : L2
h → L2(R2) and Ph : L2

h →
L2(Ω). Now we need a mapping Ph : H1

h → H1
0 (Ω) (cf. Footnote 9 on page 297):

ū(x) :=

{
P̂huh(x) if Kh/2(x) ⊂ Ω,
0 otherwise,

Phuh(x) := (σx
hσ

y
hū) (x) (x ∈ Ω),

where Kh/2(x) = {y ∈ R2 : ‖x− y‖∞ < h/2}, P̂h is defined according to

(9.53b), and σx
hσ

y
h according to (9.38). Check that Phuh ∈ H1

0 (Ω) and

|Ph|1←1 ≤ C. (11.25g)

Let Rh and Řh be defined as in (9.39a,b). They satisfy

|Rh|0←0 ≤ C, |Rh|1←1 ≤ C, |Řh|0←0 ≤ C. (11.25h)

Exercise 11.34. Show that:

|Rh − Řh|0←1 ≤ Ch, |I −RhPh|0←1 ≤ Ch, |P ∗
h −Rh|0←1 ≤ Ch, (11.25i)

|I − P ∗
hPh|0←1 ≤ Ch, |I − ŘhPh|0←1 ≤ Ch, |I−Ř∗

hRh|0←1 ≤ Ch. (11.25j)

The first inequality in (11.25j) is equivalent to

|(Phuh, Phvh)0 − (uh, vh)0| ≤ Ch |uh|0 |vh|1 . (11.25j∗)

Hint: Exercise 9.46, Corollary 6.62, and Lemma 9.49.

Lemma 11.35. Let (11.25a,c,g–i) hold. (a) It is true that

lim
h→0

|u− PhRhu|1 = lim
h→0

|u−Ř∗
hRhu|1 = 0 for all u ∈ H1

0 (Ω), (11.25k)

lim
h→0

|(Řh −Rh)u|0 = 0 for all u ∈ L2(Ω), (11.25l)

lim
h→0

|[Lh,λRh − ŘhLλ]u|−1 = 0 for all u ∈ H1
0 (Ω), λ ∈ C. (11.25m)

(b) If u ∈ H1
0 (Ω) and limh→0 |Rhu|0 = 0 then u = 0.

Proof. (a) The proof of (11.25k,m) follows the same pattern, which will be demon-

strated for the case of (11.25l). For ε > 0 one has to show |(Řh − Rh)u| ≤ ε
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for h ≤ h(ε). Since H1
0 (Ω) is dense in L2(Ω) there exists a ũ ∈ H1

0 (Ω) with

|u− ũ|0 ≤ ε
2|Řh−Rh|0←0

such that |(Řh − Rh)(u − ũ)|0 ≤ ε
2 . By (11.25i) there

follows |(Řh − Rh)ũ|0 ≤ Ch |ũ|1 ≤ ε
2 for h ≤ h(ε) := ε/[2C |ũ|1]. Altogether

this gives |(Řh −Rh)u|0 ≤ ε.

(b) From (11.25k) one infers 0 = limh→0(Rhu, P
∗
hu)0 = limh→0(PhRhu, u)0

= (u, u)0 thus u = 0.

Exercise 11.36. Let Λh := I − ∂+
x ∂

−
x − ∂+

y ∂
−
y and Λ := I −Δ. Show that

|u|21 = (Λu, u)0 , |uh|21 = (Λhuh, uh)0 ,

|w|2−1 = (v, w)0 for w ∈ H−1(Ω) and v = Λ−1w ∈ H1
0 (Ω),

|wh|2−1 = (vh, wh)0 for wh ∈ H−1
h and vh = Λ−1

h wh ∈ H1
h,

limh→0 |(ΛhRh − ŘhΛ)u|−1 = 0 for all u ∈ H1
0 (Ω).

The following analysis is tailored to the properties of the difference methods

under discussion. We have tried to avoid a more abstract theory that is applicable to

finite elements as well as difference methods. This kind of approach can be found

in Stummel [277] and Chatelin [66].

The variable ωh(λ) is now defined by

ωh(λ) := inf
|uh|1=1

sup
|vh|1=1

| (Lλ,huh, vh)0 | = inf
|uh|1=1

|Lλ,huh|−1.

As in Exercise 11.9 we have

ωh(λ) =

{
0 if λ is an eigenvalue of Lh,
1/|Lλ,h|1←−1 otherwise.

The analogue of Lemma 11.12 reads as follows.

Lemma 11.37. Let K ⊂ C be compact. Let (11.25a–d,f) hold. Then there exist

variables C > 0 and η(h)→ 0 (h→ 0), independent of λ ∈ K, such that

ωh(λ) ≥ Cω(λ)− η(h), ω(λ) ≥ Cωh(λ)− η(h) for all λ∈K, h>0. (11.26)

Proof. (i) Since K is compact, ω(λ) is continuous, and ωh(λ) is equicontinuous in

λ, it is sufficient to show that limh→0 ωh(λ) ≥ Cω(λ), ω(λ) ≥ C limh→0 ωh(λ)
for all λ ∈ K with C > 0.

(ii) Define for λ ∈ K and uh with |uh|1 = 1 and |Lλ,huh|−1 = ωh(λ) the

variables

u := Phuh, zh := (λ− μ)L−1
μ,huh, z := (λ− μ)L−1

μ uh with μ from (11.25e).

Without loss of generality it can be assumed that μ /∈ K . We have
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|u− z|1 = |Ph (uh − zh) + Phzh − z|1 ≤ |Ph|1←1 |uh − zh|1 + |Phzh − z|1 ,
|Phzh − z|1 = |Ph [zh −Rhz]− [I − PhRh] z|1

≤ |Ph|1←1 |λ−μ|
∣∣∣L−1

μ,h[ŘhLμ−Lμ,hRh]L
−1
μ u+L−1

μ,h[I−ŘhPh]uh

∣∣∣
1

+ | [I − PhRh] z |1 → 0 for h→ 0

(cf. (11.25g,j,m)) so that

|uh − zh|1 ≥ C1 |u− z|1 − o(1) with C1 > 0. (11.27a)

As in (11.8d) one obtains

|u− z|1 ≥ C2ω(λ) |u|1 with C2 > 0. (11.27b)

From

ωh(λ) = |Lλ,huh|−1 = |Lμ,huh + (μ− λ)uh|−1

≥ (Lμ,huh + (μ− λ)uh, uh)0 ≥ − |μ− λ| |uh|20 + (Lμ,huh, uh)0

≥ −Cμ |uh|20 + CE |uh|21 = −Cμ |uh|20 + CE

with Cμ := max{|μ− λ| : λ ∈ K} > 0 follows

|uh|20 ≥ C−1
μ [CE − ωh(λ)] .

Either ωh(λ) ≥ CE

2 from which the statement results directly, or ωh(λ) ≤ CE

2
which yields

|uh|0 ≥ C0 = C0 |uh|1 with C0 :=
√
CE/ (2Cμ) .

We want to show that there exists h0 > 0 and CP = CP (C0) such that

|uh|1 ≤ CP |Phuh|1 for all uh with |uh|0 ≥ C0 |uh|1 and h ≤ h0 . (11.27c)

The negation of (11.27c) reads: there exists uh with |uh|1 = 1, |uh|0 ≥ C0, and

|Phuh|1 → 0 (h→ 0). From |RhPhuh|0 ≤ |RhPhuh|1 ≤ C |Phuh|1 → 0 and

|uh −RhPhuh|0 ≤ |I −RhPh|0←1 |uh|1 ≤ Ch→ 0

follows |uh|0 → 0 in contrast to |uh|0 ≥ C0. Thus we have (11.27c).

Together with Lμ,h(uh − zh) = Lλ,huh , (11.25d) and (11.27a–c) yield the first

of the inequalities (11.26):

ωh(λ) = |Lλ,huh|−1 = |Lμ,h (uh − zh) |−1 ≥ CE |uh − zh|1
≥ CEC1|u− z|1 − o(1) ≥ CEC1C2ω(λ)|u|1 − o(1) ≥ Cω(λ)− o(1)

with C := CEC1C2/CP > 0.
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(iii) Let ε > 0 be arbitrary; u ∈ H1
0 (Ω) with |u|1 = 1 can be selected such that

ω(λ) ≥ |Lλu|−1 − ε. Set uh := Rhu. According to Exercise 11.36 it holds that

|Lλu|2−1 = (v, Lλu)0 for v := Λ−1Lλu ∈ H1
0 (Ω), where Λ = I −Δ,

|Lλ,huh|2−1 = (vh, Lλ,huh)0 for vh := Λ−1
h Lλ,huh.

From

Rhv − vh = Λ−1
h

[
ΛhRh − ŘhΛ

]
Λ−1Lλu+ Λ−1

h

[
ŘhLλ − Lλ,hRh

]
u→ 0,

ŘhLλu− Lλ,huh =
[
ŘhLλ − Lλ,hRh

]
u→ 0,

(v, Lλu)0 −
(
Rhv, ŘhLλu

)
0
=

([
I − Ř∗

hRh

]
v, Lλu

)
0
→ 0

for h→ 0 (cf. (11.25m,k)), one infers |Lλ,huh|−1 → |Lλu|−1 and

ω(λ) ≥ |Lλu|−1 − ε ≥ |Lλ,huh|−1 − ε− o(1) ≥ ωh(λ)− ε− o(1) (h→ 0)

for each ε > 0. Thus ω(λ) ≥ limh→0 ωh(λ) has been proved.

Conclusion 11.38. Under the assumptions of Lemma 11.37 the following holds:

If there exists L−1
λ for all λ ∈ K then there exists an h0 > 0 such that Lλ,h

for all λ ∈ K and h ≤ h0 is H1
0 -regular:

sup
{∣∣L−1

λ,h

∣∣
1←−1

: λ ∈ K, h ≤ h0

}
≤ C.

Proof. We have assumed ω(λ) > 0 in K so max{ω(λ) : λ ∈ K} =: η > 0.

Choose h0 according to Lemma 11.37 such that ωh(λ) ≥ Cω(λ) − 1
2Cη ≥ 1

2Cη

for h ≤ h0. Then |L−1
λ,h|1→−1 ≤ 2/(Cη) for all λ ∈ K, h ≤ h0.

The proof of Theorem 11.13 can be carried over without change.

Theorem 11.39. Assume (11.25a–d,f). If λh (h → 0) are discrete eigenvalues of

problem (11.24) with λh → λ0 then λ0 is an eigenvalue of (11.2a).

Lemma 11.14 and Theorem 11.15 can also be carried over without changes.

Theorem 11.40. Let (11.25a–d,f) hold. Let λ0 be an eigenvalue of (11.2a). Then

there exist discrete eigenvalues λh of (11.24) [for all h] such that limh→0 λh = λ0.

Theorem 11.41. Let (11.25a–d,f) hold. Let eh be discrete eigenfunctions with

|eh|1 = 1 for λh, where λh → λ0 (h → 0). Then there exists a subsequence

ehi such that Phiehi converges in H1
0 (Ω) to an eigenfunction 0 �= e ∈ E(λ0).

Further, we have |ehi −Rhie|1 → 0.

Proof. Because of |Pheh|1 ≤ C (cf. (11.25g)) the functions eh := Pheh are

uniformly bounded. H1
0 (Ω) is compactly embedded in L2(Ω) (cf. (11.25a) and

Theorem 6.86a) such that a subsequence ehi converges in L2(Ω) to an L2(Ω):∣∣ehi − e
∣∣
0
→ 0. We have in particular

|Rhe− eh|0 ≤ |Rh (e− eh)− (RhPh − I) eh|0 → 0 (h = hi → 0).
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Estimate (11.25c) yields

|Rhz − zh|0 ≤ |Rhz − zh|1 ≤ Ch |e|0 → 0

for z := (λ0 − μ)L−1
λ e, zh := (λ0 − μ)L−1

λ,hŘhe.

From Lμ,h(zh − eh)= (λ0 − μ)(Řhe − eh) + (λh − λ0)eh → 0 in H−1
h follows

|zh−eh|1 → 0 such that |Rh(e− z)|0 → 0 (h = hi → 0) results. Lemma 11.35b

shows that e = z ∈ H1
0 (Ω), and e = 0 is excluded because of |limRhi

e|1 =
| lim eh |1 = 1.

Theorem 11.42. Let (11.25a–d,f) hold. Let e⋆h be the solution of the discrete eigen-

value problem L⋆
he

⋆
h = λ̄he

⋆
h with |e⋆h|1 = 1, limh→0 λh = λ0. Then there exists

a subsequence e⋆hi
such that Phi

e⋆hi
in H1

0 (Ω) converges to an eigenfunction

0 �= e⋆ ∈ E⋆(λ0). Furthermore, |e⋆hi
−Rhie

⋆|1 → 0.

Proof Sketch. The proof is not analogous to that of Theorem 11.41 since the

consistency condition (11.25a,m) does not necessarily imply the corresponding

statements for the adjoint operators. One has to carry out the following steps:

(i) e⋆h := Phe
⋆
h → e⋆ converges in L2(Ω) for a subsequence h = hi → 0.

(ii) For z = (λ0 − μ)L⋆−1
μ e⋆ and zh := (λ0 − μ)L⋆−1

μ,h e
⋆
h the following holds:

z − Ř∗
hzh = (λ0 − μ)L⋆−1

μ

[
(e⋆ −R∗

he
⋆
h) +

(
R∗

hL
∗
μ,h − L∗

μŘ
∗
h

)
L⋆−1
μ,h e

⋆
h

]
.

For each v ∈ L2(Ω) we obtain

(
v, z − Ř∗

hzh
)
0
= (λ0 − μ)

{(
L−1
μ v, e⋆ − e⋆h

)
0
+

(
[P ∗

h −Rh]L
−1
μ v, e⋆h

)
0

+
(
L−1
μ,h

[
Lμ,hRh − ŘhLμ

]
L−1
μ v, e⋆h

)
0

}
→ 0

for h = hi → 0 (cf. (11.25i,c)).

(iii) |zh−e⋆h|1→ 0 may be inferred from L⋆
μ,h(zh − e⋆h) = (λ0−λh)e

⋆
h → 0.

In particular, (v, Ř⋆
hzh −R⋆

he
⋆
h)0→ 0 for each v ∈ L2(Ω).

(iv) (v, Ř⋆
he

⋆
h − R⋆

he
⋆
h)0 = ([Řh − Rh]v, e

⋆
h)0 → 0 for each v ∈ L2(Ω)

(cf. (11.25l)).

(v) (v,R⋆
he

⋆
h − e⋆)0 → 0 for each h = hi → 0.

(vi) From (ii) and (v) follows (v, z − e⋆)0 = 0, thus z = e⋆ ∈ E⋆(λ0), where

e⋆ �= 0.

Exercise 11.43. Carry over Exercise 11.17 to the present situation.

In Lemma 11.21 ω̂h(λ) is defined. Now set

V̂h := {uh : (uh, e
∗
h)0 = 0} = {e∗h}⊥ , L∗

he
⋆
h = λ̄he

⋆
h, λh → λ0,

ω̂h(λ) := inf
0 	=uh∈V̂h

sup
0 	=vh∈V̂h

∣∣(Lλ,huh, vh)0 / (|uh|1 |vh|1)
∣∣ .
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A basic condition for the following is

dimEh(λh) = 1, Eh(λh) = span{eh}, E∗
h(λh) = span{e∗h}. (11.28)

Here

Eh(λh) :=
{
uh ∈ H1

h : Lhuh=λhuh
}
, E∗

h(λh) :=
{
uh ∈ H1

h : L∗
huh= λ̄huh

}
.

Exercise 11.43 shows that (11.28) is valid for h ≤ h0 if dimE(λ0) = 1.

Lemma 11.44. Let (11.25a–d,f), dimE(λ0) = 1, and (11.10) hold. Then there

exist h0 > 0 and a C > 0 that is independent of h ≤ h0 and λ ∈ C such that

ω̂h(λ) ≥ Cωh(λ) for h ≤ h0. If ε > 0 and h are sufficiently small then

ω̂h(λ) ≥ η > 0 for all |λ− λ0| ≤ ε.

Proof. (i) There exists a C > 0 such that

|vh + αe∗h|1 ≥ |vh|1 /C for all vh ∈ V̂h, α ∈ C, h > 0.

For fixed h the quotient space norm |||vh|||1 := inf{|vh + αe∗h|1 : α ∈ C} and |·|1
are two norms on V̂h. Because of the equivalence of norms in finite-dimensional

vector spaces, the above inequality holds with C = C(h) possibly depending on h.
It remains to investigate the behaviour of C for h→ 0.

Indirect proof: Assume that there exists a sequence vhi with hi → 0, |vhi |1 = 1,

αi ∈ C, whi := vhi + αie
⋆
hi
, |whi |1 → 0. For a subsequence of {hi}

αi → α∗, Phi
vhi

→ v∗, and Phi
e∗hi

→ e∗ �= 0 in L2(Ω),

Phi
whi

→ w∗ := v∗ + α∗e∗ = 0

converge. From

0 =
(
vhi

, e∗hi

)
0
=

(
vhi

,
[
I − P ∗

hi
Phi

]
e∗hi

)
0
+

(
Phi

vhi
, Phi

e∗hi

)
0
→ (v, e∗)0

one infers (v⋆, e⋆)0 = 0, α⋆ = (w⋆, e⋆)0/(e
⋆, e⋆)0 = 0, v⋆ = 0. The contradiction

results from 1 = lim |vhi
|1 = lim |whi

|1 = 0.

(b) The rest of the proof runs as in Lemma 11.21.

Lemma 11.45. Let (11.25a–m), dimE(λ0) = 1, and (11.10) hold. One may choose

0 �= e ∈ E(λ0) and eh ∈ Eh(λh) so that

|Rhe− eh|1 ≤ C
[
h+ |λ0 − λh|

]
for all h > 0.

Proof. We have that e = (λ0 − μ)L−1
μ e ∈ H2(Ω) ∩ H1

0 (Ω). Assume also that

zh := (λ0 − μ)L−1
μ,hŘhe. The inequality (9.49) implies |Rhe− zh|1 ≤ Ch |e|2.

For sufficiently small h we have (eh, e
⋆
h) �= 0 so that one can scale eh such that

(eh − zh, e
⋆
h)0 = 0. From
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Lλ,h (eh − zh) = (λh − λ0) Řhe+ (λh − μ) (zh − Řhe)

= (λh − λ0) Řhe+ (λh − μ)
[
(zh −Rhe) + (Rh − Ř)e

]

one infers that |eh − zh|1 ≤ C
[
|λh − λ0|+ h

]
(cf. Lemma 11.44) since

|(Rh − Řh)e|−1 = O(h).

The statement follows from this.

Lemma 11.46. Under the assumptions of Lemma 11.45 we have the inequality

|λh − λ0| ≤ Ch.

Proof. Choose eh, e
⋆
h such that (Rhe− eh, e

⋆
h)0 = (eh, Rhe

⋆ − e⋆h)0 = 0. For the

Rayleigh quotient λ̃h := (LhRhe,Rhe
⋆)0/(Rhe,Rhe

⋆)0 we then have

|λ̃h − λh| ≤ C |Rhe− eh|1 |Rhe
⋆ − e⋆h|1 ≤ εh [h+ |λh − λ0|]

with εh := C |Rhe
⋆ − e⋆h|1 . From (11.25c,j) one infers that

(LhRhe,Rhe
⋆)0 − (Le, e∗)0

=
([
LhRh − ŘhL

]
e,Rhe

⋆
)
0
+

(
Le,

[
Ř∗

hRh − I
]
e⋆

)
0
= O(h)

and |λ̃h − λ0| = O(h) such that |λh − λ0| ≤ Ch + εh |λh − λ0|. For sufficiently

small h we have εh ≤ 1
2 (cf. Theorem 11.42, Exercise 11.43) thus |λh − λ0| ≤

2Ch.

Lemmata 11.45 and 11.46 give the next theorem.

Theorem 11.47. Let (11.25a–m), E(λ0) = span{e}, and (11.10) hold. For all

h > 0 there exists eh ∈ Eh(λh) with |Rhe− eh|1 ≤ Ch.

Since |Rhe
⋆ − e⋆h|1 = o(1) or even |Rhe

⋆ − e⋆h|1 = O(h), according to

Theorem 11.24 one expects that |λ0 − λh| = o(h) [resp. O(h2)]. In general,

this estimate is false as the following counterexample shows.

Example 11.48. The eigenvalue problem −u′′ + u′ = λu in Ω = (0, 1) with

u(0) = u(1) = 0 has the solution u(x) = exp(x/2) sin(πx). The eigenvalue is

λ0 = π2 + 1/4. One calculates that the discretisation −∂−∂+u + ∂+u = λu
has the eigenvalue

λh= 2h−2 [1− cos(πh) cosh(Λh)− i sin(πh) sinh(Λh)] + h−1
[
eiπh − 1

]

= π2 +
1

4
+

1− 3π2

8
h+O(h2) with Λ :=

log(1− h)

2h
,

such that |λ0 − λh| turns out no better than O(h).
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11.4 Further Remarks

In the quantitative error estimates of §11.2.3 we often assumed that the eigenvalue

is simple. The discussion of multiple eigenvalues can be found in Babuška–Osborn

[17, 18, 19].

A-posteriori error estimates and adaptive discretisations of boundary-value

problems are mentioned in §8.7. Concerning corresponding investigations for

eigenvalue problems we refer to Larson [182], Heuveline–Rannacher [151, 152],

and Giani–Grubišić–Miȩdlar–Ovall [114].

The constants in the error estimates of §11.2.3 are valid for a fixed eigenpair

(λh, eh). They are not uniform for all eigenvalues. The larger the eigenvalue λh, the

worse is the approximation. Statements about the concrete quantitative behaviour

are given by Sauter [249] and Yserentant [314].

Example 11.4 explicitly describes the eigenvalues λνμ of the Laplace operator in

the unit square. Given some bound Λ one may ask about the number of eigenvalues

with λνμ ≤ Λ (counted with respect of their multiplicity).

Exercise 11.49. #{(ν, μ) : (ν2 + μ2)π2 ≤ Λ : ν, μ ∈ N} ≤ Λ
4π is the number of

eigenvalues below Λ for the above eigenvalue problem.

This result about the asymptotic eigenvalue distribution can be generalised. Let

N(Λ) be the number of all eigenvalues λ of a selfadjoint elliptic operators in

Ω ⊂ Rn with λ ≤ Λ Then there holds

lim
Λ→∞

N(Λ)

Λn/2
= C

with a constant C depending on the spatial dimension n and the volume of Ω (cf.

Weyl [304], Courant–Hilbert [78, page 442], Levendorskii [192, Theorem 13.1]).



Chapter 12

Stokes Equations

Abstract Besides differential equations of second or higher order there are systems

of q differential equations for q scalar functions. In Section 12.1 we present the

systems of the Stokes and Lamé equations as particular examples and define the

ellipticity of such systems. Section 12.2 starts with the variational formulation of

Stokes’ equations. The saddle-point structure is discussed in §12.2.2. Solvability

of general saddle-point problems is analysed in §12.2.3. The corresponding con-

ditions are verified for the Stokes equations. A reinterpretation in §12.2.5 leads to

a V0-elliptic problem in a special subspace V0. In Section 12.3 the finite-element

discretisation is studied. Special inf-sup conditions are to be satisfied since other-

wise the problem is not solvable or unstable. Examples of stable finite elements are

presented in §12.3.3.

12.1 Elliptic Systems of Differential Equations

In Example 1.11 we have already stated the Stokes equations for Ω ⊂ R2:

−Δu1 + ∂p/∂x1 = f1, (12.1a1)

−Δu2 + ∂p/∂x2 = f2, (12.1a2)

−∂u1/∂x1 − ∂u2/∂x2 = 0. (12.1b)

In the case of Ω ⊂ R3 another equation −Δu3 + ∂p/∂x3 = f3 needs to be added,

and the left-hand side of (12.1b) must be supplemented by −∂u3/∂x3. A represen-

tation independent of the dimension can be obtained if one takes together (u1, u2)
[resp. (u1, u2, u3)] as a vector-valued function u satisfying the equations

−Δu+∇p = f in Ω, (12.2a)

− div u = 0 in Ω, (12.2b)

Here, div is the divergence operator
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div u =

n∑

i=1

∂ui
∂xi

and n is both the dimension of Ω ⊂ Rn and the number of components of u(x) ∈
Rn. Only n ≤ 3 is of physical interest here. In fluid mechanics the Stokes equation

describes the flow of an incompressible medium (neglecting the inertial terms) and

describes the velocity field. With x ∈ Rn, ui(x) is the velocity of the medium in

the xi direction; the function p denotes the pressure.

Including the inertial terms, we are led to the Navier–Stokes equations. This

system combines even three difficulties: the indefinite structure of the Stokes sys-

tem, the nonlinearity, and the singular perturbation (cf. §10.2) for high Reynolds

numbers. Monographs on this subject – including the Stokes system – are John

[161], Girault–Raviart [117], Ladyženskaja [179, 178], Marion–Temam [200],

Temam [282, 281], and Thomasset [284].

Up to now we have not formulated any boundary conditions. In the following we

limit ourselves to Dirichlet boundary values:

u = 0 on Γ . (12.3)

This implies that the flow vanishes at the boundary. No boundary condition is given

for p. Since both the pairs (u, p) and (u, p + const) for any value of const satisfy

the Stokes equations (12.2a,b), (12.3), one obtains the following statement.

Remark 12.1. p is determined only up to a constant by the Stokes equation (12.2a,b)

and the boundary conditions (12.3).

The Stokes equations have been chosen as an example of a system of differential

equations. It remains to investigate whether equation (12.2a,b) is elliptic in a sense

yet to be defined. Even though the functions ui, for given p, are solutions of the

elliptic Poisson equations −Δui = fi − ∂p/∂xi, in determining p, (12.2a,b) do

not provide an elliptic equation, in any current sense of elliptic.

A general system of q differential equations for q functions u1, . . . , uq can be

written in the form

q∑

j=1

Lij uj = fi in Ω ⊂ Rn (1 ≤ i ≤ q) (12.4a)

with the differential operators

Lij =
∑

|α|≤kij

cαD
α (1 ≤ i, j ≤ q) . (12.4b)

The equations (12.4a) are summarised as Lu = f where L is the matrix (Lij) of

differential operators and u = (u1, . . . , uq)
T, f = (f1, . . . , fq)

T. The order of the

operator Lij is at most kij . Let the numbers m1, . . . ,mq,m
′
j , . . . ,m

′
q be chosen so
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that1

kij = mi +m′
j (1 ≤ i, j ≤ q) . (12.5)

As the principal part of Lij one defines LP
ij :=

∑
|α|=mi+m′

j

cαD
α. The character-

istic polynomial associated with Lij reads:

LP
ij(ξ;x) :=

∑

|α|=mi+m′
j

cα(x)ξ
α (ξ ∈ Rn, x ∈ Ω)

and forms the matrix-valued function

LP (ξ;x) =
(
LP
ij(ξ;x)

)
i,j=1,...,q

.

Agmon–Douglis–Nirenberg [4] generalise the notion of ellipticity to a system as

follows.

Definition 12.2. Let (12.5) hold for mi, m
′
j . The differential operator L = (Lij)

is said to be elliptic in x ∈ Ω if

detLP (ξ;x) �= 0 for all 0 �= ξ ∈ Rn. (12.6a)

L is said to be uniformly elliptic in Ω if there exists an ε > 0 such that

∣∣detLP (ξ;x)
∣∣ ≥ ε |ξ|2m

⎧
⎨
⎩

for all x ∈ Ω, ξ ∈ Rn

with 2m :=
q∑

i=1

(mi +m′
i).

(12.6b)

To be more precise one should call L elliptic with indices mi, m
′
j , since the

definition does depend on mi, m
′
j . In connection with this problem, as well as for

an additional condition for x ∈ Γ , q = 2, see the original paper of Agmon–

Douglis–Nirenberg [4]. Further information on this subject can be found in Cosner

[75].

Exercise 12.3. (a) Show that the numbers mi, m
′
j are not unique. If mi and m′

j

satisfy the inequality (12.5), then so do mi−k and m′
j+k for any k. The definition

of LP
ij is independent of k.

(b) Show that for q = 1, i.e., for the case of a single equation one recovers from

(12.6a) the Definitions 1.14a [resp. (5.4a)]; (12.6b) corresponds to (5.4b).

(c) For a first-order system (i.e., kij = 1, mi = 1, m′
j = 0), (12.6a) coincides with

Definition 1.18.

In order to describe the Stokes equations in the form (12.4a,b) we set

q := n+ 1, u = (u1, . . . , un, p)
T
, f = (f1, . . . , fn, 0)

T
,

Lii = −Δ, Liq = −Lqi = ∂/∂xi for 1 ≤ i ≤ n, Lij = 0 otherwise.

1 If kij < mi +m′
j , replace kij by k′

ij := mi +m′
j and set cα := 0 for kij < |α| ≤ k′

ij .
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The orders are kii = 2, kiq = kqi = 1 (i ≤ n), kij = 0 otherwise. The numbers

mi = m′
i =

{
1 for 1 ≤ i ≤ n = q − 1,
0 for i = q

}

satisfy (12.5). LP
ij coincides with Lij and is independent of x:

LP
ii(ξ) = − |ξ|2 , LP

iq(ξ) = −LP
qi(ξ) = ξi for i ≤ n, LP

ij(ξ) = 0 otherwise.

From this we see

∣∣detLP (ξ;x)
∣∣ =

∣∣∣∣∣∣∣∣∣
det

⎡
⎢⎢⎢⎣

− |ξ|2 ξ1
. . .

− |ξ|2 ξn
−ξ1 . . . −ξn 0

⎤
⎥⎥⎥⎦

∣∣∣∣∣∣∣∣∣
= |ξ|2m with 2m = 2n,

so that (12.6b) is satisfied, with ε = 1.

Exercise 12.4 (Lamé system). In elasticity theory2 the so-called displacement

function u : Ω ⊂ R3 → R3 is described by the Lamé system:

μΔu+(λ+ μ) grad div u = f in Ω, u = ϕ on Γ

(μ, λ > 0). Show that this system of three equations is uniformly elliptic, in

particular:
∣∣detLP (ξ)

∣∣ = μ2(2μ+ λ) |ξ|6.

For the treatment of Stokes equations we will use a variational formulation in the

next section. For reasons of completeness we point out the following transformation.

Remark 12.5. Let n = 2 and thus u = (u1, u2). Because divu = 0 holds for

the Stokes solution there exists a so-called stream function Φ with

u1 =
∂Φ

∂x2
, u2 = − ∂Φ

∂x1
.

Insertion in equations (12.1a1,a2) results in the biharmonic equation

Δ2Φ =
∂f2
∂x1

− ∂f1
∂x2

.

The boundary condition (12.3) means∇Φ=0 on Γ . This is equivalent to ∂Φ/∂n=0
and ∂Φ/∂t = 0 on Γ where ∂/∂t is the tangential derivative. ∂Φ/∂t = 0 im-

plies Φ = const on Γ . Since the constant may be chosen arbitrarily, one sets

Φ = ∂Φ/∂n = 0 on Γ .

2 A detailed discussion of the various differential equations in elasticity theory can be found in

Braess [45, Chapter VI, §3].
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12.2 Variational Formulation

12.2.1 Weak Formulation of the Stokes Equations

Since u = (u1, . . . , un) is a vector-valued function, we introduce

H1
0(Ω) := H1

0 (Ω)×H1
0 (Ω)× . . .×H1

0 (Ω) (n-fold product) .

A corresponding definition holds for H−1(Ω), H2(Ω), etc. The norm associated

with H1
0(Ω) will again be denoted by |·|1 in the following.

According to Remark 12.1 the pressure component p of the Stokes problem is not

uniquely determined. In order to determine uniquely the constant in p = p̃+ const,
we standardise p by the requirement

∫
Ω
pdx = 0. That is the reason why in the

following p will always belong to the subspace L2
0(Ω) ⊂ L2(Ω):3

L2
0(Ω) :=

{
p ∈ L2(Ω) :

∫

Ω

p(x)dx = 0

}
.

To derive the weak formulation we proceed as in Section 7.1 and assume that u and

p are classical solutions of the Stokes problem (12.2a,b). Multiplication of the i-th
equation in (12.2a) with vi ∈ C∞

0 (Ω) and subsequent integration implies that

∫

Ω

fi(x)vi(x)dx =

∫

Ω

[−Δui(x) + ∂p(x)/∂xi] vi(x)dx (12.7)

=

∫

Ω

[〈∇ui(x),∇vi(x)〉 − p(x)∂vi(x)/∂xi] dx for vi ∈ C∞
0 (Ω)

with v = (vi)i=1,...,n . Summation over i now gives

∫

Ω

[
〈∇u(x),∇v(x)〉 − p(x) div v(x)

]
dx =

∫

Ω

〈
f(x), v(x)

〉
dx,

where the abbreviation

〈∇u,∇v〉 :=
n∑

i=1

〈∇ui,∇vi〉 :=
n∑

i,j=1

∂ui
∂xj

∂vi
∂xj

is used. Equation (12.2b) is then multiplied with some q ∈ L2
0(Ω) and integrated,

giving

−
∫

Ω

q(x) div u(x) = 0 for all q ∈ L2
0(Ω).

With the bilinear forms

3 Often, L2(Ω)/R is written instead of L2
0(Ω). This denotes the quotient space of L2(Ω) over the

constant functions. L2(Ω)/R is isomorphic to L2
0(Ω). The quotient space norm of an equivalence

class F ∈ L2(Ω)/R coincides with the L2 norm of the representative f ∈ L2
0(Ω) of F .
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a(u, v) :=

∫

Ω

[〈∇u(x),∇v(x)〉−p(x) div v(x)] dx for u, v ∈ H1
0(Ω), (12.8a)

b(p, v) := −
∫

Ω

p(x) div v(x)dx for p ∈ L2
0(Ω), v ∈ H1

0(Ω) (12.8b)

we obtain the weak formulation of the Stokes problem as (12.9a–c):

find u ∈ H1
0(Ω) and p ∈ L2

0(Ω) such that (12.9a)

a(u, v) + b(p, v) = f(v) :=

∫

Ω

〈f(x), v(x)〉 dx for all v ∈ H1
0(Ω), (12.9b)

b(q, u) = 0 for all q ∈ L2
0(Ω). (12.9c)

In (12.9b) we first replace ‘v ∈ H1
0 (Ω)’ by ‘v ∈ C∞

0 (Ω)’. Since both sides of

(12.9b) depend continuously on v ∈ H1
0 (Ω) and since C∞

0 (Ω) is dense in H1
0 (Ω),

(12.9b) follows for all v ∈ H1
0 (Ω).

Remark 12.6. A classical solution u ∈ C2(Ω) ∩ H1
0 (Ω), p ∈ C1(Ω) ∩ L2

0(Ω)
of the Stokes problem (12.2a,b), (12.3) is also a weak solution, i.e., a solution of

(12.9a–c). If conversely (12.9a–c) has a solution with u ∈ C2(Ω), p ∈ C1(Ω),
then it is also the classical solution of the boundary-value problem (12.2a,b), (12.3).

Proof. (a) The above considerations prove the first part.

(b) Equation (12.9c) implies div u = 0. Let i ∈ {1, . . . , n}. In equation (12.9b)

one can choose v with vi ∈ C∞
0 (Ω), vj = 0 for j �= i. Integration by parts recovers

(12.7) and hence the i-th equation in (12.2a).

12.2.2 Saddle-Point Problems

The situation in (12.9a–c) is a special case of the following problem. We replace the

spaces H1
0(Ω) and L2

0(Ω) in (12.9a–c) by two Hilbert spaces V and W . Let

a(·, ·) : V × V → R be a continuous bilinear form on V × V, (12.10a)

b(·, ·) : W× V → R be a continuous bilinear form on W× V, (12.10b)

f1 ∈ V ′, f2 ∈W ′. (12.10c)

In generalisation of (6.42) we call b(·, ·) : W×V → R continuous (or bounded),

if there exists a Cb ∈ R such that

|b(w, v)| ≤ Cb ‖w‖W ‖v‖V for all w ∈W, v ∈ V.

The objective of this chapter is to solve the problem (12.11):

find v∈V and w∈W with

{
a(v, x)+b(w, x)=f1(x) for all x∈V,
b(y, v) =f2(y) for all y∈W.

(12.11)

Formally, (12.11) can be transformed to the form
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find u ∈ X with c(u, z) = f(z) for all z ∈ X (12.12a)

if one sets: X := V ×W and

{
c(u, z) := a(v, x) + b(w, x) + b(y, v)

f(z) := f1(x) + f2(y)

}
for u =

(
v

w

)
, z =

(
x

y

)
. (12.12b)

Exercise 12.7. Show that (a) c(·, ·) : X ×X → R is a continuous bilinear form.

(b) Problems (12.11) and (12.12a,b) are equivalent.

That the variational problems (12.11) and (12.12a) must be handled differently

than in Chapter 7 is made clear by the following statement which follows from

c(u, u) = 0 for all u =
(
0
w

)
.

Remark 12.8. The bilinear form c(·, ·) in (12.12b) cannot be X-elliptic.

In analogy to (6.47) we set

J(v, w) := a(v, v) + 2b(w, v)− 2f1(v)− 2f2(w),

and therefore J(v, w) = c(u, u) − 2f(u) for u =
(
v
w

)
. For v ∈ V , w ∈ W we

know J(v, w) is neither bounded below nor above. Therefore the solution v⋆, w⋆

of (12.11) does not give a minimum of J ; however, under suitable conditions,

v⋆, w⋆ may be a saddle point with the property (12.13), i.e., J is minimal with

respect of variations in V and maximal for variations in W .

Theorem 12.9. Let (12.10a–c) hold. Let a(·, ·) be symmetric and V-elliptic. The

pair v⋆ ∈ V and w⋆ ∈W is a solution of the problem (12.11) if and only if

J(v⋆, w) ≤ J(v⋆, w⋆) ≤ J(v, w⋆) for all w ∈W, v ∈ V. (12.13)

Another equivalent characterisation is

J(v⋆, w⋆) = min
v∈V

J(v, w⋆) = max
w∈W

min
v∈V

J(v, w). (12.14)

Proof. (ia) Let v⋆, w⋆ solve (12.11). Symmetry of a(·, ·) gives

a(v⋆ − v, v⋆ − v)− 2a(v⋆, v⋆ − v) = −a(v⋆, v⋆)− a(v, v⋆) + a(v⋆, v) + a(v, v)

= a(v, v)− a(v⋆, v⋆) for all v ∈ V.

Let δv := v⋆ − v. The expression in brackets in

J(v, w⋆)− J(v⋆, w⋆) = a(δv, δv) + 2
[
a(v⋆, δv) + b(w⋆, δv)− f1(δv)

]

vanishes because of (12.11). Since a(v⋆ − v, v⋆ − v) > 0 for all v⋆ �= v ∈ V , the

second inequality in (12.13) follows. One also proves the converse as for Theorem

6.104: If J(v, w⋆) is minimal for v = v⋆ then the first equation in (12.11) holds.
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(ib) If v⋆ is a solution of (12.11), then

J(v⋆, w⋆)− J(v⋆, w) = 2 [ b(w⋆ − w, v⋆)− f2(w
⋆ − w) ]

vanishes for all w, which proves the first part of (12.13) in the stronger form

J(v⋆, w) = J(v⋆, w⋆). For the reverse direction define w± = w⋆ ± w. The first

part of (12.13) implies

0 ≤ J(v⋆, w⋆)− J(v⋆, w±) = ±2 [b(w, v⋆)− f2(w)]

for both signs, and so b(w, v⋆) = f2(w). Since w ∈ W is arbitrary, one obtains

(12.11).

(iia) We set

j(w) := min
v∈V

J(v, w).

According to Theorem 6.104, j(w) = J(vw, w), where vw ∈ V is the solution

of the upper equation in (12.11). If vw and vw′ are the solutions for w and w′, it

follows that

a(vw − vw′ , x) = F (x) := b(w − w′, x) for all x ∈ X.

Since ‖F‖V ′ ≤ Cb ‖w − w′‖V and ‖vw − vw′‖V ≤ C ′ ‖F‖V ′ one obtains

‖vw − vw′‖V ≤ C ‖w − w′‖V for all w,w′ ∈W. (12.15a)

(iib) By using the definition of vw in (12.11) we can write:

J(v⋆,w⋆)− J(vw, w) =

(
since a(v⋆, v⋆)− a(vw, vw) =
= −2a(vw, vw − v⋆) + a(vw − v⋆, vw − v⋆)

)

= [ a(v⋆, v⋆) + 2b(w⋆, v⋆)− 2f1(v
⋆)− 2f2(w

⋆) ]

− [ a(vw, vw) + 2b(w, vw)− 2f1(vw)− 2f2(w) ]

= 2 [ f1(vw − v⋆)− b(w, vw − v⋆)− a(vw, vw − v⋆) ]

+ a(vw − v⋆, vw − v⋆) + 2 [ b(w⋆ − w, v⋆)− f2(w
⋆−w) ]

= a(vw − v⋆, vw − v⋆) + 2 [ b(w⋆ − w, v⋆)− f2(w
⋆ − w) ] . (12.15b)

(iic) Let (v⋆, w⋆) be a solution of (12.11). Because of the second equation in

(12.11) the expression in brackets in (12.15b) vanishes and we have

J(v⋆, w⋆) = J(vw, w) + a(vw − v⋆, vw − v⋆) ≥ J(vw, w) = j(w).

The upper equation in (12.11) gives vw⋆ = v⋆, and so

J(v⋆, w⋆) = j(w⋆) = max
w∈W

j(w),

i.e., (12.14) holds.
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(iid) Now let (v⋆, w⋆) be a solution of (12.14). If in (12.15b) one sets w = w⋆

and vw = vw⋆ one obtains from J(v⋆, w⋆) = j(w⋆) that v⋆ = vw⋆ . Hence

a(vw−v⋆, vw−v⋆) = a(vw−vw⋆ , vw−vw⋆) depends quadratically on ‖w − w⋆‖V
(cf. (12.15a)). The variation over w := w⋆ − λy (λ ∈ R, y ∈W arbitrary) gives

0 =
d

dλ
j(w⋆ − λy)|λ=0 = 2 [b(y, v⋆)− f2(y)] ,

and so the second equation in (12.11) is proved. The upper equation in (12.11) has

already been established with v⋆ = vw⋆ .

12.2.3 Existence and Uniqueness of the Solution of a Saddle-Point

Problem

To make the saddle-point problem (12.11) somewhat more transparent we introduce

the operators associated with the bilinear forms:

A ∈ L(V, V ′) with a(v, x) = 〈Av, x〉V ′×V for all v, x ∈ V, (12.16a)

B ∈ L(W,V ′), B∗∈L(V,W ′)
with b(w, x) = 〈Bw, x〉V ′×V = 〈w,B∗x〉W×W ′ ,

(12.16b)

C ∈ L(X,X ′) with c(u, z) = 〈Cu, z〉X′×X for all u, z ∈ X, (12.16c)

Thus problem (12.12a,b) now has the form Cu = f , while (12.11) can be written

as

Av +Bw = f1, (12.17a)

B∗v = f2. (12.17b)

If one assumes the existence of A−1 ∈ L(V ′, V ), one can solve (12.17a) for v:

v = A−1 (f1 −Bw) (12.18a)

and substitute in (12.17b):

B∗A−1Bw = B∗A−1f1 − f2. (12.18b)

The invertibility of A is in no way necessary for the solvability of the saddle-point

problem (the exact condition is discussed in Theorem 12.12). However, it does

simplify the analysis, and does hold true in the case of the Stokes problem.

Remark 12.10. (a) Under the assumptions

A−1 ∈ L(V ′, V ), B∗A−1B ∈ L(W ′,W ),

the saddle-point problem (12.11) [resp. equations (12.17a,b)] are uniquely solvable.
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(b) A necessary condition for the existence of (B⋆A−1B)−1 is

B ∈ L(W,V ′) is injective. (12.19)

Proof. (a) Under the assumption of (B⋆A−1B)−1 ∈ L(W ′,W ) , (12.18b) is

uniquely solvable for w, and then (12.18a) yields v.

(b) The injectivity of B⋆A−1B implies (12.19).

Attention. In general, B : W → V ′ is not bijective so that the representation of

(B⋆A−1B)−1 as B−1AB⋆−1 is not possible.

The example of the 3 × 3 matrix C =

[
A B
BT 0

]
with A =

[
1 −1

−1 1

]
and

B =

[
1
1

]
shows that a system of the form (12.17a,b) can be solvable even with

a singular matrix A. Therefore the assumption A−1 ∈ L(V ′, V ) is not necessary.

A closer look reveals the subspace

V0 := ker(B∗) = {v ∈ V : b(y, v) = 0 for all y ∈W} ⊂ V, (12.20)

which, as we noted before, in general is not trivial. The kernel of a continuous

mapping is closed so that V , according to Lemma 6.15, can be represented as the

sum of orthogonal spaces:

V = V0 ⊕ V⊥ with V⊥ := (V0)
⊥
. (12.21a)

Exercise 12.11. Let (12.21a) hold. Show that (a) the dual space V ′ can be repre-

sented as

V ′ = V ′
0 ⊕ V ′

⊥ , (12.21b)

where
V ′
0 := {v′ ∈ V ′ : v′(v) = 0 for all v ∈ V⊥},

V ′
⊥ := {v′ ∈ V ′ : v′(v) = 0 for all v ∈ V0}

are orthogonal spaces with respect to the dual norm ‖·‖V ′ .

(b) The Riesz isomorphism JV : V → V ′ maps V0 onto V ′
0 and V⊥ onto V ′

⊥.

(c) The following holds:

‖v′‖2V ′ = ‖v′0‖
2
V ′ + ‖v′⊥‖

2
V ′

{
for all v′ = v′0 + v′⊥ ∈ V ′,

where v′0 ∈ V ′
0 , v

′
⊥ ∈ V ′

⊥ .

The decompositions (12.21a,b) of V and V ′ define a block decomposition of

the operator A:

A =

[
A00 A0⊥
A⊥0 A⊥⊥

]
, with

{
A00 ∈ L(V0, V

′
0), A0⊥ ∈ L(V⊥, V ′

0),

A⊥0 ∈ L(V0, V
′
⊥), A⊥⊥ ∈ L(V⊥, V ′

⊥).

Here, for example, A00 is defined as follows:
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A00v0 = v′0 for v0 ∈ V0, if Av0 = v′0 + v′⊥, v
′
0 ∈ V ′

0 , v
′
⊥ ∈ V ′

⊥ .

The corresponding decomposition of B⋆ into (B⋆
0 , B

⋆
⊥) is written as (0, B⋆), since

B⋆
0 = 0 according to the definition of V0. Conversely, we have range(B) ⊂ V ′

⊥,

so that B =
(
0
B

)
. System (12.17a,b) thus becomes

A00v0 + A0⊥v⊥ = f10 , (12.22a)

A⊥0v0 +A⊥⊥v⊥ +Bw = f1⊥ , (12.22b)

B∗v⊥ = f2 , (12.22c)

where v = v0 + v⊥, v0 ∈ V0, v⊥ ∈ V⊥, f1 = f10 + f1⊥, f10 ∈ V ′
0 , f1⊥ ∈ V ′

⊥.

Theorem 12.12. Let (12.10a–c) hold. Let V0 be defined by (12.20). A necessary

and sufficient condition for the unique solvability of the saddle-point problem

(12.11) for all f1 ∈ V ′ is the existence of the inverses

A−1
00 ∈ L(V ′

0 , V0) and B−1 ∈ L(V ′
⊥,W ). (12.23)

Proof. (i) (12.22a–c) represents a staggered system of equations. (12.23) implies

B⋆−1 = (B−1)⋆ ∈ L(W ′, V⊥) so that one can solve (12.22c) for v⊥ = B⋆−1f2.

v0 ∈ V0 is obtained from (12.22a): v0 = A−1
00 (f10 − A0⊥v⊥). Finally, w results

from (12.22b).

(ii) In order to show that (12.23) is necessary, we take f10∈V ′
0 arbitrary, f1⊥=0

and f2 = 0. By hypothesis here we have a solution (v0, v⊥, w) ∈ V0×V⊥×W .

B⋆v⊥ = 0 implies v⊥ ∈ V0, so that v⊥ = 0 because V0 ∩ V⊥ = {0}. Thus

A00v0 = f10 has a unique solution v0 ∈ V0 for each f10 ∈ V ′
0 . Since A00 : V0 → V ′

0

is bijective and bounded, Theorem 6.12 shows that A−1
00 ∈ L(V ′

0 , V0). If one

takes f1⊥ ∈ V ′
⊥ arbitrary and f10 = 0, f2 = 0, one infers v⊥ = 0 and v0 = 0,

so that Bw = f1⊥ has a unique solution w ∈W . As we did for A00, one also infers

that B−1 ∈ L(V ′
⊥,W ).

The formulation of conditions (12.23) in terms of the bilinear forms results in the

Babuška–Brezzi conditions (cf. Footnote 3 on page 153):

inf
v0∈V0, ‖v0‖V =1

sup
x0∈V0, ‖x0‖V =1

|a(v0, x0)| ≥ α > 0, (12.24a)

sup
x0∈V0, ‖x0‖V =1

|a(x0, v0)| > 0 for all 0 �= v0 ∈ V0, (12.24b)

inf
w∈W, ‖w‖W=1

sup
x∈V, ‖v‖V =1

|b(w, x)| ≥ β > 0. (12.24c)

Exercise 12.13. Show that (12.24a) [resp. (12.24c)] are equivalent to

sup
x0∈V0, ‖x0‖V =1

|a(v0, x0)| ≥ α‖v0‖V for all v0 ∈ V0,

sup
x∈V, ‖v‖V =1

| b(w, x) | ≥ β‖w‖W for all w ∈W.
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Lemma 12.14. Let (12.10a,b) hold. Let V0 be defined by (12.20). Then conditions

(12.23) and (12.24a–c) are equivalent. Here we have

‖A−1
00 ‖V0←V ′

0
≤ 1/α, ‖B−1‖W←V ′

⊥
≤ 1/β.

Proof. Because of (12.21b) and b(w, x) = 0 for x ∈ V0 one can write (12.24c)

in the form

inf
w∈W, ‖w‖W=1

sup
x∈V⊥, ‖v‖V =1

|b(w, x)| ≥ β > 0. (12.24d)

For 0 �= x ∈ V⊥ one has that x �∈ V0, therefore according to (12.20):

sup
w∈W, ‖w‖W=1

|b(w, x)| > 0 for all 0 �= x ∈ V⊥ . (12.24e)

As in the proof of Lemma 6.94, we obtain the equivalence of (12.24a,b) with

A−1
00 ∈ L(V ′

0 , V0) and of (12.24d,e) with B−1 ∈ L(V ′
⊥,W ).

Corollary 12.15. (a) Condition (12.24b) becomes superfluous if a(·, ·) is symmetric

on V0 × V0 or if Lemma 6.109 applies.

(b) Each of the following conditions is sufficient for (12.24a,b) and hence also for

A−1
00 ∈ L(V ′

0 , V0):

a(·, ·) : V0×V0 → R is V0-elliptic: a(v0, v0)≥α‖v0‖2V for all v0∈V0 , (12.25a)

a(·, ·) : V × V → R is V-elliptic. (12.25b)

Proof. (a) As in Lemma 6.109.

(b) (12.25b) implies (12.25a); (12.25a) yields (12.24a,b).

Exercise 12.16. Show that under the assumptions (12.10a), condition (12.23) is also

equivalent to the existence of C−1 ∈ L(X ′, X) (cf. (12.16c)). Find a bound for

‖C−1‖X←X′ in terms of ‖A−1
00 ‖V0←V ′

0
, ‖A‖V ′←V ′ , and ‖B−1‖W←V ′

⊥
.

12.2.4 Solvability and Regularity of the Stokes Problem

Conditions (12.24a,b) (i.e., A−1
00 ∈ L(V ′

0 , V0)) are easy to satisfy for the Stokes

problem.

Lemma 12.17. Let Ω be bounded. Then the forms (12.8a,b) describing the Stokes

problem satisfy the conditions (12.10a,b) and (12.24a,b).

Proof. (12.10a,b) is self-evident. According to Example 7.10,
∫
Ω
〈∇u,∇v〉dx is

H1
0 (Ω)-elliptic. From this follows the H1

0(Ω)-ellipticity of a(·, ·). Corollary 12.15b

proves (12.24a,b).
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It remains to prove condition (12.24c), which for the Stokes problem assumes

the form

sup
u∈H1

0(Ω), |u|1=1

∣∣∣∣
∫

Ω

w(x) div u(x)dx

∣∣∣∣ ≥ β|w|0 for all w ∈ L2
0(Ω) (12.26a)

or equivalently

‖∇w‖H−1(Ω) ≥ β ‖w‖L2(Ω) for all w ∈ L2
0(Ω). (12.26b)

Lemma 12.18. Sufficient and necessary for (12.26a) is that for each w ∈ L2
0(Ω)

there exists u ∈ H1
0(Ω) such that

w = div u, |u|1 ≤ 1
β |w|0 . (12.26c)

Proof. (i) For w ∈ L2
0(Ω) select u such that (12.26c) holds and set ũ := u/ |u|1.

The left-hand side in (12.26a) is ≥
∫
Ω
w(x) div ũ(x)dx = |w|20 / |u|1 ≥ β |w|0.

(ii) If (12.26a) holds one infers as in §12.2.3 the bijectivity of B⋆ : V⊥ → W
with ‖B⋆−1‖V⊥←W ≤ 1/β. Therefore u :=B⋆−1w satisfies condition (12.26c).

Nečas [211] proves the following theorem.

Theorem 12.19. Condition (12.26a) is satisfied if Ω ∈ C0,1 is bounded. Under this

assumption, the Stokes problem

−Δu+∇p = f, − div u = g in Ω, u = 0 on Γ (12.27)

has a unique solution (u, p) ∈ H1
0(Ω)×L2

0(Ω) for f ∈ H−1(Ω) and g ∈ L2
0(Ω),

with |u|1 + |p|0 ≤ CΩ

[
|f |−1 + |g|0

]
.

Remark 12.20. Under the conditions that n = 2 and that Ω ∈ C2 is a bounded

domain, the existence proof can be carried out as follows.

Proof. We need to prove (12.26c). For w ∈ L2
0(Ω) solve

−Δϕ = w in Ω, ϕ = 0 on Γ.

Theorem 9.19 shows that ϕ ∈ H2(Ω). Since ∇ϕ ∈ H1(Ω) and n(x) ∈ C1(Γ )
it follows that g := ∂ϕ/∂n ∈ H1/2(Γ ) (cf. Theorem 6.58a). From (3.17) one

infers that
∫
Γ
gdΓ =

∫
Ω
wdx = 0 since w ∈ L2

0(Ω). Integration of g over Γ

yields G ∈ H3/2(Γ ) with ∂G/∂t = g, where ∂/∂t is the tangential derivative.

There exists a function ψ ∈ H2(Ω) with ψ = G and ∂ψ/∂n = 0 on Γ and

|Ψ |2 ≤ C |G|3/2 ≤ C ′ |g|1/2 ≤ C ′′ |ϕ|2 ≤ C ′′′ |w|0. We set

u1 := −ϕx − ψy, u2 := −ϕy + ψx .

Clearly, u1, u2 ∈ H1(Ω). Let the normal direction at u1, u2 ∈ H1(Ω) be n(x) =(
n1

n2

)
. The tangent direction is thus t(x) :=

(
n2(x)
−n1(x)

)
. For u =

(
u1

u2

)
one obtains

〈u,n〉 = −ϕxn1 − ψyn1 − ϕyn2 + ψxn2 = −∂ϕ
∂n

+
∂ψ

∂t
= −g + ∂G

∂t
= 0,

〈u, t〉 = −ϕxn2 − ψyn2 − ϕyn1 + ψxn1 = −∂ϕ/∂t− ∂ψ/∂n = 0,
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since ϕ = 0 on Γ implies ∂ϕ/∂t = 0, while ∂ψ/∂n = 0 holds by definition.

〈u,n〉 = 〈u, t〉 = 0 yields u = 0 on Γ such that u = (u1, u2)
T ∈ H1

0(Ω) is

proved. One verifies that

div u = ∂u1/∂x+ ∂u2/∂y = (−ϕxx − ψyx) + (−ϕyy + ψxy) = −Δϕ = w

with |u|1 ≤ |ϕ|2 + |ψ|2 ≤ C |w|0 .

The above proof uses the H2-regularity of the Poisson problem and requires

corresponding assumptions on Ω. Theorem 12.19 also assumes Ω ∈ C0,1. Since

the Poisson equation −Δu = f is solvable for any domain Ω which is contained

in the ball KR(0), or at least in a strip {x ∈ Rn : |x1| < R}, resulting in the

inequality |u|1 ≤ CR |f |−1 with CR only depending on R, one might conjecture

that a similar result holds for the Stokes problem. However, there is the following

counterexample.

Example 12.21. For ε ∈ (0, 1) let

Ωε := {(x, y) : −1 < x < 1, 0 < y < ε+ (1− ε) |x|}

be the underlying domain (cf. Figure 12.1). All domains Ωε ∈ C0,1 are located

in the rectangle (−1, 1) × (0, 1). Nevertheless, there exists no β > 0 such that

(12.26c) holds for all ε > 0, w ∈ L2(Ωε).

Proof. We select w ∈ L2
0(Ωε) such that w(x, y) = 1 for x > 0, w(x, y) = −1

for x ≤ 0. Let the inequality (12.26c) hold for Ωε with βε > 0. Let u ∈ H1
0(Ωε)

with |u|1 ≤ |w|0 /βε be chosen according to Lemma 12.18. We continue u by

u = 0 onto R2. For the restriction on x = 0 we have

‖u1(0, ·)‖L2(R) ≤ ‖u1(0, ·)‖H1/2(R) ≤ C |u|1 ≤ C |w|0 /βε ≤ 2C/βε

according to Theorem 6.46. Let χ(y) = 1 for 0 < y < ε and χ(y) = 0 otherwise.

Since u1(0, y) = u1(0, y)χ(y) and |χ|0 =
√
ε, we have

∣∣∣∣
∫ ε

0

u1(0, y)dy

∣∣∣∣ =
∣∣∣∣
∫

R

u1(0, y)χ(y)dy

∣∣∣∣ ≤ |u1(0, ·)|0 |χ|0 ≤ 2C
√
ε/βε .

Let Ω+
ε = {(x, y) ∈ Ωε : x > 0} and γ := {(x, y) : x = 0, 0 < y < ε} =

∂Ω+
ε \∂Ωε. Because w = 1 in Ω+

ε , and because div u = w we have

1

2
≤

∫

Ω+
ε

|w(x)|2 dx =

∫

Ω+
ε

w div udx =

∫

Ω+
ε

div udx =

∫

γ

〈u,n〉 dΓ

= −
∫

γ

u1dΓ = −
∫ ε

0

u1(0, y)dy.

The last two inequalities result in 1/2 ≤ 2C
√
ε/βε, from which we infer that βε

cannot be bounded from below by some β0 > 0 independent of ε.
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Exercise 12.22. Construct a domain Ω located on the strip R× (0, 1) in which

the Stokes equations are not solvable. Hint: Join the domains Ω1/ν (ν ∈ N) from

Figure 12.1.

ε

+10−1

Ω

}ε

Fig. 12.1 Domain Ωε.

In Braess [45, §III, Bemerkung 6.6 in the fifth

German edition] one finds an example of a non-

Lipschitz domain for which the statement of the

Theorem 12.19 is not valid.

As for the case of scalar differential equations

one obtains stronger regularity of the Stokes solu-

tion u, p if one assumes more than f ∈ H−1(Ω).

Theorem 12.23. Let Ω be bounded and sufficiently smooth. Let u and p be the

(weak) solution of the Stokes problem (12.27) with

f ∈ Hk(Ω), g ∈ Hk+1(Ω) ∩ L2
0(Ω) for k ∈ N0.

Then we have u∈Hk+2(Ω) ∩ H1
0 (Ω), p∈Hk+1(Ω) ∩ L2

0(Ω) and there exists a

C depending only on Ω such that

|u|k+2 + |p|k+1 ≤ C
[
|f |k + |g|k+1

]
.

Proof. Cf. Ladyženskaja [179, Chapter III, §5].

In analogy to Theorem 9.24 it is sufficient to assume the convexity of Ω in order

to obtain u ∈ H2(Ω) and p ∈ H1(Ω) from f ∈ L2(Ω) as proved by Kellogg–

Osborn [170].

Theorem 12.24. Let Ω⊂R2 be bounded and convex. If f ∈L2(Ω), then the Stokes

equation (12.2a,b) has a unique solution u∈H2(Ω)∩H1
0(Ω), p∈H1(Ω)∩L2

0(Ω),
which satisfy the estimate

|u|2 + |p|1 ≤ C |f |0 .
For the more general problem (12.27) with g �= 0 in a convex polygonal domain

the solution satisfies

|u|2 + |p|1 ≤ C
[
‖f‖L2(Ω) + ‖g‖H1

δ(Ω)

]
,

if f ∈ L2(Ω) and g ∈ L2
0(Ω) ∩H1

δ (Ω). Here, H1
δ (Ω) is the subspace of H1(Ω)

with the following (stronger) norm:

‖g‖H1
δ (Ω) :=

√ ∑

|α|=1

‖Dαg‖2L2(Ω) + ‖δ−1g‖2L2(Ω)

with δ(x) := min
{
|x− e| : e ∈ Γ corner of the polygon Ω

}
.
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12.2.5 A V0-elliptic Variational Formulation of the Stokes Problem

V0 ⊂ H1
0(Ω) has been defined in (12.20) by V0 := {u ∈ H1

0(Ω) : div u = 0}.
As kernel for the mapping B⋆ = − div ∈ L(H1

0(Ω), L2
0(Ω)), V0 is a closed sub-

space of H1
0(Ω), i.e., again a Hilbert space for the same norm |·|1. In the following

we investigate the problem

find u ∈ V0 with a(u, v) = f(v) for all v ∈ V0 , (12.28)

where a(u, v) :=
∫
Ω
〈∇u(x),∇v(x)〉dx. Problem (12.28) has the same form as

the weak formulation of the Poisson equations −Δui = fi (1 ≤ i ≤ n), only here

H1
0(Ω) has been replaced by V0.

Lemma 12.25. Let Ω be a bounded domain (at least bounded in one direction;

cf. Exercise 6.30b). The bilinear form a(·, ·) is V0-elliptic. The constant CE > 0

in a(u, u) ≥ CE |u|21 depends only on the diameter of Ω. In particular, problem

(12.28) has a unique solution u ∈ V0 with

|u|1 ≤ C−1
E |f |V ′

0
for f ∈ V ′

0 .

Proof. The H1
0 (Ω)-ellipticity of a(·, ·) (cf. Lemma 12.17) implies the V0-ellipticity

on the subspace V0 ⊂ H1
0 (Ω) (cf. Exercise 6.98a). This implies the other state-

ments (cf. Theorem 6.101).

Theorem 12.26. Let Ω ∈ C0,1 be a bounded domain. Assume f ∈ H−1(Ω). Then

the solution u ∈ V0 of problem (12.28) coincides with the solution component u
of the mixed formulation (12.3).

Proof. Let V0 and V⊥ = (V0)
⊥

be as in (12.21a). According to Exercise 12.11

one can split f ∈ H−1(Ω) in such a way that

f = f0 + f⊥ , f0 ∈ V ′
0 , f⊥ ∈ V ′,

{
f0(v⊥) = 0 for v⊥ ∈ V⊥ ,

f⊥(v) = 0 for v ∈ V0 .

In problem (12.28) one can replace f(v) by f0(v). u ∈ V0 ⊂ H1
0(Ω) results in

−Δu ∈ H−1(Ω). The part of −Δu that belongs to V ′
⊥ is g⊥ ∈ V ′

⊥ with

g⊥(v⊥) := a(u, v⊥) for all v⊥ ∈ V⊥ = (V0)
⊥
.

Theorem 12.19 proves the condition (12.19), which results in the bijectivity of

B : L2
0(Ω) → V ′

⊥ for B = ∇ (cf. Lemma 12.18). p := B−1(f⊥ − g⊥), by

definition, satisfies

b(p, v⊥) = 〈Bp, v⊥〉H−1(Ω)×H
−1
0 (Ω) = f⊥(v⊥)− g⊥(v⊥) = f⊥(v⊥)− a(u, v⊥)
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for all v⊥ ∈ V⊥. Furthermore, since div v0 = 0 for v0 ∈ V0, it follows that

b(p, v0) = 0 for all v0 ∈ V0 .

For arbitrary v ∈ H1
0(Ω), to be split into v = v0+v⊥ with v0 ∈ V0 and v⊥ ∈ V⊥,

one obtains

b(p, v) = b(p, v0) + b(p, v⊥) = f⊥(v⊥)−a(u, v⊥) = f⊥(v⊥)− a(u, v) + a(u, v0)

= f(v⊥)− a(u, v) + f(v0) = f(v)− a(u, v)

by (12.28). Since also b(w, u)= 0 for all w∈L2
0(Ω) because u∈V0, the functions

u and p satisfy the variational formulation (12.9a–c) of the Stokes problem.

Note that problem (12.28) is solvable for all bounded domains although prob-

lem (12.9a–c) depends more sensitively on Ω (cf. Example 12.21). Theorem 12.26

shows that only the component p has a domain-dependent bound |p|0 ≤CΩ |f |−1

while |u|1 ≤ C |f0|−1 ≤ C |f |−1 for all Ω ⊂ KR(0).

Strictly speaking, the variational problem (12.28) is not equivalent to the Stokes

problem since, for example, for Ω from Exercise 12.22 the Stokes equations are

not solvable, whereas problem (12.28) definitely has a solution.

The original formulation (12.9a–c) may be interpreted as equation (12.28), into

which one has introduced the side condition div u = 0 using the Lagrange function

p (cf. §8.4.6).

12.3 Finite-Element Method for the Stokes Problem

12.3.1 Finite-Element Discretisation of a Saddle-Point Problem

One would have an ordinary Ritz–Galerkin discretisation if in the variational for-

mulation (12.28) one were to replace the space V0 by a finite-dimensional subspace

Vh ⊂ V0. But this is not as easy as it sounds (more details in §12.3.4).

The remaining procedure is thus oriented toward the weak formulation (12.9a–c).

The space X = V ×W is replaced with Xh = Vh ×Wh . The discrete problem

find vh ∈ Vh and wh ∈Wh

with

{
a(vh, x) + b(wh, x) = f1(x) for all x ∈ Vh ,
b(y, vh) = f2(y) for all y ∈Wh ,

(12.29)

is called a mixed Galerkin problem [resp. a mixed finite-element] since the side

condition B∗v = f2 is included by the Lagrange parameter wh ∈ Wh. To the
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formulation (12.12a,b) corresponds the equivalent way of writing (12.29):

find xh ∈ Xh with c(xh, z) = f(z) for all z ∈ Xh. (12.29′)

In the case of the Stokes equations, (12.9a–c) provides the desired solution which

satisfies the side condition div u = 0. However, the finite-element solution of

(12.29) generally does not satisfy the condition div uh = 0. One can view vh from

(12.29) as the solution of a nonconforming finite-element discretisation of (12.28),

as is shown in the following exercise.

Exercise 12.27. Let f2 = 0 in the last equation of (12.29); set V0,h := {x ∈ Vh :
b(y, x) = 0 for all y ∈ Wh}. Show that each solution vh in (12.29) is also a

solution of

find vh ∈ V0,h with a(vh, x) = f1(x) for all x ∈ V0,h . (12.30)

Since in general V0,h �⊂ V0 (cf. (12.20)), (12.30) is a nonconforming discretisa-

tion of (12.28).

Let {bV1 , . . . , bVNV,h
} and {bW1 , . . . , bWNW,h

} be suitable bases of Vh and Wh,

where

NV,h := dimVh, NW,h := dimWh.

Let the coefficients of v ∈ Vh and w ∈Wh be v and w:

v = PV v :=

NV,h∑

i=1

vi b
V
i , w = PWw :=

NW,h∑

i=1

wi b
W
i .

As in Section 8.2, we prove the following theorem.

Theorem 12.28. The variational problem (12.29) is equivalent to the system of

equations [
Ah Bh

BT

h 0

] [
v

w

]
=

[
f1
f2

]
(12.31a)

where the matrices and vectors are given by

Ah,ij := a(bVj , b
V
i ), Bh,ik := b(bWk , bVi )

f1,i := f1(b
V
i ), f2,k := f2(b

W
k )

for

{
1 ≤ i, j ≤ NV,h,

1 ≤ k ≤ NW,h .
(12.31b)

The connection between (12.29) and (12.31a,b) is given by vh=PV v, wh=PWw.

For u :=
(
v
w

)
, f :=

(
f1
f2

)
one obtains the system of equations

Chu = f with Ch :=

[
Ah Bh

BT

h 0

]
, (12.31a′)

which corresponds to the formulation (12.29′).
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12.3.2 Stability Conditions

When selecting the subspaces Vh and Wh, one has to be careful, for even seemingly

reasonable spaces lead to singular or unstable systems of equations (12.29). The

former occurs in the following example.

Example 12.29. Let the Stokes problem be posed for the L-shaped domain in Figure

8.2. For all three components u1, u2, and p we use piecewise linear triangular

elements over the triangulation T which is given by the second or third picture of

Figure 8.2. Here, let u1 = u2 = 0 on Γ and let p ∈ Wh satisfy the side condition

p ∈ L2
0(Ω), i.e.,

∫
Ω
pdx = 0. Then the discrete variational problem (12.29) is not

solvable.

Proof. The second [third] triangulation in Figure 8.2 has 5 [10] inner nodes xi,

with each of them carrying values u1(x
i) and u2(x

i). Thus dimVh = 2 · 5 = 10
[dimVh = 20]. Because of the side condition

∫
Ω
pdx = 0 the dimension of Wh is

smaller by one than the number of inner and boundary nodes: dimWh = 21− 1 =
20 [dimWh = 21]. In both cases the statement results from the following lemma.

Lemma 12.30. It is necessary for the solvability of (12.29) that NV,h ≥ NW,h , i.e.,

dimVh ≥ dimWh.

Proof. According to Theorem 12.28 the solvability of (12.29) is equivalent to the

nonsingularity of the matrix Ch in (12.31a′). Elementary considerations show that

rank(Ch) ≤ NV,h + rank(Bh). Since Bh is an NV,h×NW,h-matrix it follows

from NV,h < NW,h that rank(Ch) < NV,h +NW,h , and hence Ch is singular.

Thus an increase in the dimension of Wh does not always lead to an better ap-

proximation of w ∈W . The choices of Vh and Wh must be mutually adjusted. The

inequality dimVh ≥ dimWh corresponds to the requirement that B in (12.16b)

needs to be injective, but not necessarily to be surjective.

Since W = L2
0(Ω), the finite elements in Wh need not be continuous. Consider

a tessellation of Ω = (0, 1) × (0, 1) by a regular square grid of step size h.
Define Wh by piecewise constant functions, while Vh uses bilinear elements.

One checks that dim(Vh) = 2( 1h − 1)2 and dim(Wh) = ( 1h )
2 − 1. Hence the

condition dimVh ≥ dimWh is satisfied for h ≤ 1/4. Nevertheless, this ansatz

for Vh and Wh leads to an instability (cf. Braess [45, §III.7]).

In order to formulate the necessary stability conditions, we define

V0,h := {v ∈ Vh : b(y, v) = 0 for all y ∈Wh}

(cf. Exercise 12.27). V0,h is the discrete analogue of the space V0 in (12.20). The

conditions, which can be traced back to Brezzi [53], read:

inf
v0∈V0,h, ‖v0‖V =1

sup
x0∈V0,h, ‖x0‖V =1

|a(v0, x0)| ≥ αh > 0, (12.32a)

inf
w∈Wh, ‖w‖W=1

sup
x∈Vh, ‖v‖V =1

| b(w, x) | ≥ βh > 0. (12.32b)
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Theorem 12.31. Let (12.10a–c) hold and dimVh < ∞. The Brezzi conditions

(12.32a,b) are necessary and sufficient for the solvability of the discrete problem

(12.29). The solution uh = (vh, wh) ∈ Vh ×Wh satisfies

‖uh‖X :=
√
‖vh‖2V + ‖wh‖2W ≤ Ch‖f‖X′ := Ch

√
‖f1‖2V ′ + ‖f2‖2W ′ ,

where Ch depends on αh, βh and on the bounds Ca and Cb in |a(v, x)| ≤
Ca ‖v‖V ‖x‖V and |b(w, x)| ≤ Cb ‖w‖W ‖x‖V . If

αh ≥ α > 0, βh ≥ β > 0

holds for all parameters h of a sequence of discretisations, then the discretisation is

said to be stable and Ch remains bounded: Ch ≤ C for all h.

Proof. Theorem 12.12 and Lemma 12.14 are applicable with V0,h, Vh, Wh instead

of V0, V , W . (12.24a,c) then are the same as (12.32a,b), while (12.24b) follows

from (12.24a) because dimV0,h <∞ (cf. Exercise 6.95).

Condition (12.32a) is trivial for the Stokes problem.

Exercise 12.32. Show that condition (12.32a) is always satisfied with a constant αh

independent of h, if a(·, ·) : V × V → R is V-elliptic.

It is important to emphasise the role of the uniform (i.e., h-independent) esti-

mates αh ≥ α > 0, βh ≥ β > 0, and Ch ≤ C . Obviously such statements

require an infinite family of discretisations. If the bounds αh or βh are positive

but h-dependent, Ch ≤ const · h−α may holds with α > 0 (cf. Braess [45,

(7.8) in §III]). The later error analysis will lead to a consistency error O(hκ) with

κ > 0. The final discretisation error is the product O(hκ−α). In the case of a weak

instability one has α < κ and observes a reduced convergence speed. However,

if α ≥ κ, the method does not converge.

12.3.3 Stable Finite-Element Spaces for the Stokes Problem

A detailed description of stable finite-element discretisations can be found in the

monograph of Brezzi–Fortin [55]. We also refer to Braess [45, §III.7], John [161,

§§3.5–3.6], and Girault–Raviart [117, §II].

12.3.3.1 Stability Criterion

For the Stokes problem Vh ⊂ H1
0 (Ω) and Wh ⊂ L2

0(Ω) must hold. In a bounded

domain a(·, ·) is H1
0 (Ω)-elliptic so that (12.32a) is satisfied with αh ≥ CE > 0.

It is somewhat more difficult to prove the conditions (12.32b,c), which for the Stokes

problem assume the form

sup
u∈Vh, |u|1=1

|b(p, u)| ≥ β |p|0 for all p ∈Wh (12.33)
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wherein β > 0 must be independent of p and h. It is simpler to prove the modified

condition

sup
u∈Vh, |u|0=1

|b(p, u)| ≥ β̃ |p|1 for all p ∈Wh (12.34)

(β̃ > 0 independent of p and h) in which the roles of the |·|0 and |·|1 norms are inter-

changed. Since in (12.34) the norm |p|1 occurs, the latter requires Wh ⊂ H1(Ω).
This excludes, for example, piecewise constant finite elements.

The following condition (12.35a) is the result of Remark 9.27. The inverse in-

equality (12.35b) holds for uniform grids, while Theorem 9.28 yields the estimate

(12.35c) of the L2(Ω)-orthogonal projection Q0.

Theorem 12.33. Let Ω ∈ C0,1 be bounded. Suppose that Vh satisfies

inf
uh∈Vh

|u− uh|0 ≤ C1h |u|1 for all u ∈ H1
0(Ω), (12.35a)

|uh|1 ≤ Cih
−1|uh|0 for all uh ∈ Vh , (12.35b)

|Q0|1←1 ≤ C0 (12.35c)

Then condition (12.34) is sufficient for the Brezzi condition (12.32b,c).

Proof. (i) For given p ∈ Wh there exists u ∈ H1
0(Ω) with |u|1 = 1 and b(p, u) ≥

β |p|0 (cf. Theorem 12.19 and (12.26a)). According to Exercise 9.26, the orthogonal

L2(Ω)-projection uh := Q0u on Vh satisfies the conditions

u = uh + e, |uh|1 ≤ C0|u|1 = C0, |e|0 ≤ C1h|u|1 = C1h.

Here |uh|1 ≤ C0|u|1 follows from (12.35c) and |e|0 ≤ C1h|u|1 from (12.35a).

From b(p, uh) = b(p, u) − b(p, e) ≥ β |p|0 − b(p, e) ≥ β |p|0 − |p|1 |e|0 ≥
β |p|0 − C1h |p|1 and |uh|1 ≤ C0 one infers

sup
vh∈Vh, |vh|1=1

|b(p, vh)| ≥ |b(p, uh)|
C0

≥ β |p|0 − C1h |p|1
C0

. (12.36)

(ii) Because of (12.34) and (12.35b) there exists u⋆ ∈ Vh with |u⋆|0 = 1 and

|b(p, u⋆)| ≥ β′ |p|1 = β′ |p|1 |u⋆|0 ≥
β′

Ci
h |p|1 |u⋆|1 .

From this follows

sup
vh∈Vh, |vh|1=1

∣∣b(p, vh)
∣∣ ≥ β̂h |p|1 with β̂ := β′/Ci . (12.37)

If one multiplies (12.36) by C0/C1 and (12.37) by 1/β̂ the sum reads:

sup
vh∈Vh mit |vh|1=1

∣∣b(p, vh)
∣∣ ≥ β |p|0 with β :=

β/C1

C0/C1 + 1/β̂
=

ββ̂

C0β̂ + C1

.

Since β is independent of p and h, (12.33) [i.e., (12.32b,c)] has been proved.
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12.3.3.2 Finite-Element Discretisations with the Bubble Function

In the following let Ω be a polygonal domain and Th an admissible triangulation.

Example 12.29 shows that linear triangular elements make no sense for u and p.

We increase the dimension of Vh by adding to it the so-called bubble functions

or ‘bulb functions’.

On the reference triangle T = {(ξ, η) : ξ, η > 0, ξ+η < 1} the bubble function

is defined by

u(ξ, η) := ξη(1− ξ − η) in T, u = 0 otherwise.

The name derives from the fact that u is positive only in T and vanishes on ∂T and

outside. The map φ : T → T̃ to a general T̃ ∈ Th (cf. Exercise 8.43) results in the

expression

ũT̃ (x, y) := u(φ−1(x, y)) (12.38)

for the bubble function on T̃ .

Exercise 12.34. Prove
∫
T̃
ũT̃ (x, y)dxdy = 1

60 area(T̃ ) for all T̃ ∈ Th.

We set

V 1
h :

{
linear combinations of the linear elements in H1

0 (Ω)

and the bubble functions for T̃ ∈ Th,
Vh := V 1

h × V 1
h , Wh : linear elements in L2

0(Ω). (12.39)

For the side condition Wh ⊂ L2
0(Ω) see Section 8.4.6. Since ũT̃ ∈ H1

0 (Ω), we

have Vh ⊂ H1
0(Ω). These finite elements are introduced by Arnold–Brezzi–Fortin

[8] under the name mini elements.

Theorem 12.35. Let Th be the quasi-uniform triangulation on a bounded poly-

gonal domain Ω. Let Vh and Wh be given by (12.39). Then the stability condition

(12.34) is satisfied.

Proof. Choose an arbitrary p ∈ Wh. On every T̃ ∈ Th, ∇p is constant: ∇p =
(px|T̃ , py|T̃ ). We set

v :=
∑

T̃∈Th

(
px|T̃ ũT̃
py|T̃ ũT̃

)
∈ Vh, ṽ :=

1

|v|0
v (ũT̃ bubble function (12.38) on T̃ ),

so that |ṽ|0 = 1. Exercise 12.34 yields

b(p, v) =

∫

Ω

〈∇p, v〉 dx =
∑

T̃∈Th

(
|px|T̃ |

2
+ |py|T̃ |

2
)∫

T̃

ũT̃dxdy

≥ 1

60

∑

T̃∈Th

∫

T̃

(
|px|T̃ |

2
+ |py|T̃ |

2
)
dxdy =

1

60
|∇p|20 .
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Since |∇p|0 and |p|1 are equivalent norms on the subspace H1(Ω) ∩ L2
0(Ω)

it follows that |b(p, v)| ≥ C|p|1 |∇p|0 and |b(p, ṽ)| ≥ C |p|1 |∇p|0 / |v|0. In a

similar way one shows that |v|0 ≤ C ′ |∇p|0 and obtains |b(p, ṽ)| ≥ β̃ |p|1 with

β̃ := C/C ′ independent of h. The left-hand side in (12.34) is ≥ |b(p, ṽ)| , so that

(12.34) follows.

A general result on the stabilisation by bubble functions can be found in Brezzi–

Pitkäranta [57].

The bubble functions are examples of basis functions having only one element as

support. Another example are piecewise constant functions. In this case the solution

of the system of equations can be simplified. The submatrix restricted to these basis

functions is diagonal, so that the corresponding variables can be eliminated without

filling the matrix (cf. Braess [45, page 99], Schwarz [262, §3.3.1]). The elimination

is also called the static condensation.

12.3.3.3 Stable Discretisations with Linear Elements in Vh

T
~

T
~

T
~

T
~

T
~1 2

3

4

Fig. 12.2 Triangulations Th and T h

2

.

If one wants to avoid bubble functions, one

must increase the dimension of Vh in some

other way. In this section we shall consider

for Vh and Wh two different triangulations

Th/2 and Th. By decomposing each T̃ ∈ Th
as in Figure 12.2, through halving the sides,

into four similar triangles, one obtains Th/2.

We define:

Vh ⊂ H1
0(Ω) : linear elements for triangulation Th/2,

Wh ⊂ H1(Ω) ∩ L2
0(Ω) : linear elements for triangulation Th,

(12.40)

or

Vh ⊂ H1
0(Ω) : quadratic elements for triangulation Th,

Wh ⊂ H1(Ω) ∩ L2
0(Ω) : linear elements for triangulation Th.

(12.41)

1γT
2T γγ

d/dn
d/dt

Fig. 12.3 γ, T1γ , T2γ .

The finite elements in (12.41) are called the Taylor–Hood

elements.

Theorem 12.36. Theorem 12.35 holds analogously for

Vh ×Wh in (12.40) or (12.41).

Proof. (i) Let Vh ×Wh be given by (12.40). For each in-

ner triangular side γ of the triangulation Th there exist two

triangles T1γ , T2γ ∈ Th with γ = T1γ ∩ T2γ (cf. Figure 12.3). Let ∂/∂t be the

derivative in the direction of γ, let ∂/∂n be the directional derivative perpendicular

to it. There exists aγ and bγ with
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a2γ + b2γ = 1,
∂

∂x
= aγ

∂

∂n
+ bγ

∂

∂t
,

∂

∂y
= bγ

∂

∂n
− aγ

∂

∂t
.

In contrast to ∂p/∂n, ∂p/∂t is constant on T1γ ∪ T2γ ∪ γ. We denote its value by

pt|γ . The midpoint xγ of γ is a node of Th/2. We define the piecewise linear function

uγ over Th/2 by its values at the nodes

uγ(x
γ) = pt|γ , uγ(x

j) = 0 at the remaining nodes (12.42a)

and set

v :=
∑

γ

(
bγ
−aγ

)
pt|γ uγ ∈ Vh, ṽ :=

1

|v|0
v. (12.42b)

The sum
∑

γ extends over all interior sides of Th. In T1γ ∪ T2γ we have〈
∇p,

(
bγ

−aγ

)〉
pt|γ = |pt|γ |2 , so that

b(p, v) =
∑

γ

∫

T1γ∪T2γ

〈
∇p,

(
bγ

−aγ

)
pt|γ uγ

〉
dx =

∑

γ

|pt|γ |2
∫

T1γ∪T2γ

uγ dx

≥ Ch2
∑

γ
|pt|γ |2 .

If γ1, γ2, γ3 are the sides of T̃ ∈ Th (Th is quasi-uniform!), then
∫
T̃
|∇p|2 dx ≤

C ′h2
∑3

i=1 |pt|γi|
2
. From this one infers that b(p, v) ≥ C ′′ |p|1 |∇p|0 , as in the

proof of Theorem 12.35, and finishes the proof analogously.

(ii) In the case of quadratic elements given by (12.41) one has the same nodes as

in part (i) (cf. Figures 8.8a and 12.2). Use (12.42a,b) to define the quadratic function

v ∈ Vh and carry out the proof as in (i).

12.3.3.4 Error Estimates

In the following, the condition (8.17a) should be replaced by the stability condition

(12.32a–c). In the place of the approximation property (8.54′) we now have the

inequalities

inf
vh∈Vh

∣∣v − vh
∣∣
1
≤ Ch |v|2 for all v ∈ H2(Ω) ∩H1

0(Ω), (12.43a)

inf
ph∈Wh

∣∣p− ph
∣∣
1
≤ Ch |p|1 for all p ∈ H1(Ω) ∩ L2

0(Ω). (12.43b)

The following theorem applies to general saddle-point problems, and can be re-

duced to Theorem 8.21.

Theorem 12.37. Let u =
(
v
p

)
∈ X = V ×W be the solution of (12.11) [resp.

(12.32a)]. Let the discrete problem (12.29) with Xh = Vh ×Wh ⊂ X satisfy the

Brezzi condition (12.32a–c) and have the solution uh = (vh, wh). Then there exists

a variable C independent of h such that

‖u− uh‖X ≤ C inf
xh∈Xh

∣∣u− xh
∣∣
1
. (12.44)
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Proof. The Brezzi condition (cf. Theorem 12.31) yields ‖uh‖X ≤ C̄ ‖f‖X′ for

all right-hand sides f ∈ X ′ in (12.11), in particular for all f ∈ Xh = X ′
h.

The above inequality means ‖L−1
h ‖Xh←X′

h
≤ C̄ for the operator Lh : Xh → X ′

h

which belongs to c(·, ·) :Xh×Xh → R. According to §8.2.3.1, ‖L−1
h ‖Xh←X′

h
≤ C̄

is equivalent to condition (8.17a) for c(·, ·) : X × X → R [instead of a(·, ·) :
V × V → R] with εN = 1/C̄. Theorem 8.21 yields the statement (12.44).

For the Stokes problem with
(
u
p

)
,
(
uh

ph

)
instead of u =

(
v
p

)
, uh =

(
vh

ph

)
, inequality

(12.44) is now rewritten as follows:

|u− uh|21 + |p− ph|20 ≤ C2 inf
{
|u− vh|21 + |p− qh|20 : vh ∈ Vh, q

h ∈Wh

}

(12.45a)

and

|u− uh|1 + |p− ph|0 ≤
√
2C inf

{
|u− vh|1 + |p− qh|0 : vh ∈ Vh, q

h ∈Wh

}
.

(12.45b)

Theorem 12.38. Let the Stokes equation (12.2a,b) have a solution with the compo-

nents u ∈ H2(Ω) ∩ H1
0(Ω), p ∈ H1(Ω) ∩ L2

0(Ω) (cf. Theorem 12.24). For the

subspaces Vh ⊂ H1
0(Ω) and Wh ⊂ L2

0(Ω) let the Brezzi condition (12.32a–c)

and the approximation conditions (12.43a,b) be satisfied. Then the discrete solution

uh, ph satisfies the estimate

|u− uh|1 + |p− ph|0 ≤ C ′h [ |u|2 + |p|1 ] . (12.46)

Proof. Combine inequalities (12.45a,b) and (12.43a,b).

Using the same reasoning as in the second proof for Theorem 8.65 with c(·, ·)
instead of a(·, ·), one proves the following theorem.

Theorem 12.39. For each f ∈ L2(Ω), g ∈ L2
0(Ω) ∩H1(Ω) let the Stokes problem

−Δu+∇p = f, − div u = g have a solution

u ∈ H2(Ω) ∩H1
0(Ω), p ∈ H1(Ω) ∩ L2

0(Ω)

with |u|2+ |p|1 ≤ C[|f |0+ |g|1]. Under the assumptions of Theorem 12.38 we then

have the estimates

|u− uh|0 + |p− ph|−1 ≤ C ′ h [ |u|1 + |p|0 ] ,
|u− uh|0 + |p− ph|−1 ≤ C ′′h2 [ |u|2 + |p|1 ] (12.47)

for the finite-element solutions. Here |p|−1 is the dual norm for H1(Ω) ∩ L2
0(Ω).

Corollary 12.40. Combining (12.47) and (12.46) one obtains

|u− uh|0 + h|p− ph|0 ≤ C ′h2 [ |u|2 + |p|1 ] .
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12.3.4 Divergence-Free Elements

We return to the formulation of the Stokes problem in §12.2.5. There the V0-elliptic

problem a(u, v) = f1(v) has to be solved in the space V0 = {u ∈ H1
0(Ω) :

div u = 0} ⊂ H1
0(Ω) of the divergence-free functions (cf. (12.20)). The (con-

forming) Galerkin method requires a subspace VN ⊂ V0.

An example for such a VN in the case of Ω = (0, 1)×(0, 1) can be as follows.

Let PN be the set of polynomials of degree N with (at least) double zero at

x, y ∈ {0, 1} and set VN :=
{(

py

−px

)
: p ∈ PN

}
. Because of the double zero

the derivatives py and−px vanish on Γ = ∂Ω. The divergence condition div u = 0
follows from pyx = pxy. Instead of these global ansatz functions one would like to

use finite elements with small support. The construction of such elements however

turns out to be complicated (cf. Fortin [104]).

Exercise 12.41. Let the square Ω = (0, 1) × (0, 1) be triangulated regularly as

in Figures 8.2 and 8.5a or decomposed into grid squares. Let V
(1)
h ⊂ H1

0 (Ω) be

the space of the finite triangular elements (cf. (8.36)) [resp. of bilinear elements,

cf. (8.39b)]. Define the corresponding subspace for the Stokes problem as Vh :=

{u = (u1, u2) : u1, u2 ∈ V
(1)
h and div u = 0} ⊂ V0. Show that Vh contains only

the null function.

A remedy is the nonconforming discretisation. The Crouzeix–Raviart elements

are piecewise linear elements on triangles which are continuous only at the mid-

points of the side. If the triangle side lies on the boundary Γ , the homogeneous

Dirichlet condition also holds only at the midpoint (cf. Crouzeix–Raviart [79] and

Braess [45, pages 170f]).

The V0-elliptic formulation in §12.2.5 was obtained by incorporating the side

condition (12.1b) of the Stokes equations into the subspace V0. The same idea can

be applied to the discrete formulation (12.29) with f2 = 0. The corresponding

subspace is

V0,h :=
{
vh ∈ Vh : b(y, vh) = 0 for all y ∈Wh

}
.

Its elements are called weakly divergence-free since b(y, vh) = 0 for all y ∈ Wh

is the weak formulation of div vh = 0. One difficulty of the practical implemen-

tation is the construction of a basis (with possibly small support). Severe problems

arise for domains of genus larger than zero. Literature about this subject can be

found in Griffiths [122], Gustafson–Hartman [128], Ye–Hall [311], John [161, §4.6],

Carrero–Cockburn–Schötzau [64], and Le Borne [186].



Appendix A

Solution of the Exercises

Exercises of Chapter 1

Solution of Exercise 1.5. Introduce the new independent variables

ξ = x+ y, η = x− y. (A.1)

The substitution rule gives

∂

∂x
= ξx

∂

∂ξ
+ ηx

∂

∂η
,

∂

∂y
= ξy

∂

∂ξ
+ ηy

∂

∂η
. (A.2)

(A.1) implies ξx = ξy = ηx = 1 and ηy = −1. Insertion into (A.2) yields

∂

∂x
=

∂

∂ξ
+

∂

∂η
,

∂

∂y
=

∂

∂ξ
− ∂

∂η
.

Correspondingly the second derivatives are

∂2

∂x2
=

(
∂

∂ξ
+

∂

∂η

)2

=
∂2

∂ξ2
+2

∂

∂ξ

∂

∂η
+

∂2

∂η2
,

∂2

∂y2
=

∂2

∂ξ2
−2

∂

∂ξ

∂

∂η
+

∂2

∂η2
.

Substituting x, y by (ξ + η) /2, (ξ − η) /2, the function u(x, y) becomes

U(ξ, η) := u( ξ+η
2 , ξ−η

2 ). The differential equation (1.6) (this is uxx − uyy = 0)

is now written as

0 =

(
∂2

∂ξ2
+ 2

∂

∂ξ

∂

∂η
+

∂2

∂η2

)
U−

(
∂2

∂ξ2
− 2

∂

∂ξ

∂

∂η
+

∂2

∂η2

)
U = 4

∂

∂ξ

∂

∂η
U(ξ, η).

Hence ∂
∂ηU(ξ, η) is constant with respect to ξ, i.e.,

∂

∂η
U(ξ, η) = a(η)
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only depends on η. Integration over η yields

U(ξ, η) = U(ξ, 0) +

∫ η

0

a(η)dη.

Therefore the functions

ϕ (ξ) := U(ξ, 0), ψ (η) :=

∫ η

0

a(η)dη

produce the sum

U(ξ, η) = ϕ (ξ) + ψ (η) .

Inserting (A.1), we obtain u(x, y) = U(x + y, x − y) = ϕ (x+ y) + ψ (x− y) ,
i.e., any solution of (1.6) is of the form (1.7).

Solution of Exercise 1.7. Taking a look at a formulary (e.g., the Oxford Users’

Guide to Mathematics [315, page 186]) we find that

1√
4πy

∫ ∞

−∞
exp

(−t2
4y

)
dt = 1 for y > 0. (A.3)

Substitution t = ξ − x yields the reformulation

u(x, y) =
1√
4πy

∫ ∞

−∞
u0(ξ) exp

(
− (x− ξ)

2

4y

)
dξ

= u0(x) +
1√
4πy

∫ ∞

−∞
[u0(ξ)− u0(x)] exp

(
− (x− ξ)

2

4y

)
dξ.

For the proof of limyց0 u(x, y) = u0(x) one has to show that the last term tends

to zero as y ց 0.

Let x and ε > 0 be fixed. Because u0 is continuous there is a δ > 0 so that

|u0(ξ)− u0(x)| ≤ ε/2 for all ξ with |ξ − x| ≤ δ. We split the integral into three

terms:

I1(x, y) :=
1√
4πy

∫ x+δ

x−δ

[u0(ξ)− u0(x)] exp

(
− (x− ξ)

2

4y

)
dξ,

I2(x, y) :=
1√
4πy

∫ x−δ

−∞
[u0(ξ)− u0(x)] exp

(
− (x− ξ)

2

4y

)
dξ,

I3(x, y) :=
1√
4πy

∫ ∞

x+δ

[u0(ξ)− u0(x)] exp

(
− (x− ξ)

2

4y

)
dξ.

The first integral is bounded by
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|I1(x, y)| ≤
1√
4πy

∫ x+δ

x−δ

|u0(ξ)− u0(x)| exp
(
− (x− ξ)

2

4y

)
dξ

≤ ε/2√
4πy

∫ x+δ

x−δ

exp

(
− (x− ξ)

2

4y

)
dξ

≤ ε/2√
4πy

∫ ∞

−∞
exp

(
− (x− ξ)

2

4y

)
dξ =

(A.3)

ε

2
.

Set C := supx∈R |u0(x)| <∞. Then I2 is bounded by

|I2(x, y)| ≤
1√
4πy

∫ x−δ

−∞
|u0(ξ)− u0(x)| exp

(
− (x− ξ)

2

4y

)
dξ

≤ 2C√
4πy

∫ x−δ

−∞
exp

(
− (x− ξ)

2

4y

)
dξ =

substitution by t=(x−ξ)/
√
4y

=
2C√
π

∫ ∞

δ/
√
4y

exp
(
−t2

)
dt.

Since the improper integral
∫ ∞
−∞ exp

(
−t2

)
dt exists,

∫ ∞
R

exp
(
−t2

)
dt → 0 holds

for R → ∞. For a sufficiently small y > 0 we have |I2(x, y)| ≤ ε
4 . Also I3 has

the bound |I3(x, y)| ≤ ε
4 . Altogether,

∣∣∣∣∣
1√
4πy

∫ ∞

−∞
[u0(ξ)− u0(x)] exp

(
− (x− ξ)

2

4y

)
dξ

∣∣∣∣∣ ≤
ε

2
+
ε

4
+
ε

4
= ε

holds for sufficiently small y > 0. Since x and ε are arbitrarily chosen, we have

for all x that

lim
yց0

1√
4πy

∫ ∞

−∞
[u0(ξ)− u0(x)] exp

(
− (x− ξ)

2

4y

)
dξ = 0.

The proof even yields a stronger result.

Remark A.1. If u0 is uniformly continuous then lim
yց0

u(·, y) = u0 converges

uniformly.

Solution of Exercise 1.16. We have to reformulate the differential equation (1.16)

by means of derivatives in ξi = Φi(x). The chain rule yields

∂

∂xi
=

n∑

α=1

∂ξα
∂xi

∂

∂ξα
=

n∑

α=1

∂Φα(x)

∂xi

∂

∂ξα
, (A.4a)

while the product rule shows
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∂

∂xi

∂

∂xj
=

n∑

α,β=1

∂Φα(x)

∂xi

∂Φβ(x)

∂xj

∂

∂ξα

∂

∂ξβ
+

n∑

α=1

∂2Φα(x)

∂xi∂xj

∂

∂ξα
. (A.4b)

The principal part
∑n

i,j=1 aij(x)uxixj
becomes

n∑

i,j=1

n∑

α,β=1

aij(x)
∂Φα(x)

∂xi

∂Φβ(x)

∂xj
uξαξβ +

n∑

i,j=1

n∑

α=1

aij(x)
∂2Φα(x)

∂xi∂xj
uξα

with x = Φ−1(ξ), where only the first double sum belongs to the new principal

part. S := ∂Φ/∂x = (∂Φα

∂xi
)α,i=1,...,n is the functional matrix. Therefore the new

principal part is
∑n

α,β=1 bαβuξαξβ with

B = SAST.

The signature of a matrix is the triple of the numbers of negative, vanishing, and

positive eigenvalues. Sylvester’s law of inertia states that A and SAST have the

same signature. Since the definition of types is based on the signature, the type is

invariant under the transformation.

Solution of Exercise 1.20. By assumption, ϕ ∈ C0[0, 1] has a representation as the

absolutely convergent Fourier series
∑∞

ν=1 αν sin(νπx). Hence C := sup |αν | is

finite. We define the function

u(x, y) :=

∞∑

ν=1

αν

sinh(νπ)
sin(νπx) sinh(νπy) for 0 ≤ x ≤ 1, 0 ≤ y < 1

and recall the definition sinh(x) = 1
2 (e

x − e−x) of the hyperbolic sine. Since

sinh(A)

sinh(B)
= exp(A−B)

exp(2B)− exp(2(B −A))

exp(2B)− 1
< exp(A−B) for A < B,

the coefficients βν(y) :=
αν

sinh(νπ)
sinh(νπy) decay exponentially for y < 1:

|βν(y)| ≤ Ceνπ(y−1). Therefore converges u(x, y) =
∑∞

ν=1 βν(y) sin(νπx)
absolutely. Since also νkβν decays exponentially, also multiple derivatives con-

verge, i.e., u(·, ·) ∈ C∞([0, 1]× [0, 1)).

Since the Fourier series of ϕ converges absolutely, limy→1 u(x, y) = ϕ follows.

The other boundary values result from sin(0) = sin(π) = 0 and sinh(0) = 0.

It remains to show that the Laplace equation is satisfied for y < 1. Because

of the exponentially decreasing coefficients differentiation and summation can be

interchanged:

Δu(x, y) =

∞∑

ν=1

αν

sinh(νπ)

(
d2 sin(νπx)

dx2
sinh(νπy) + sin(νπx)

d2 sinh(νπy)

dy2

)
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=

∞∑

ν=1

αν(νπ)
2

sinh(νπ)
(− sin(νπx) sinh(νπy) + sin(νπx) sinh(νπy)) = 0.

Here (sinh(t))
′′
= sinh(t) and (sin(t))

′′
= − sin(t) are used.

Solution of Exercise 1.21. Given sets X,Y ⊂ R and a real number a ∈ R, we

introduce the notation

X + aY := {x+ ay : x ∈ X, y ∈ Y } , X + a := {x+ a : x ∈ X} .

First we prove the following statement.

Lemma A.2. Let p1 > p2 > 0 be two numbers so that p1/p2 is irrational. Assume

that the nonempty set A is translation invariant with respect to shifts by p1 and p2,

i.e., A+ p1 = A+ p2 = A. Then the closure is Ā = R.

Proof. (i) A + p = A implies A − p = A and, more general, A +mp = A for all

m ∈ Z.

(ii) The numbers p1, p2 can be extended to a zero sequence pk > 0 with

pk+1 ≤ pk/2 for k ≥ 2 such that A + pk = A for all k and all ratios pk+1/pk+2

are irrational. For this purpose we start with p1 > p2 > 0. The quotient p1/p2
has a unique representation as n + r with n ∈ N0 and r ∈ (0, 1). Set p3 := rp2.
Obviously, 0 < p3 < p2 holds and p2/p3 is irrational. From p3 = p1 − np2
we infer A + p3 = A. If p3 ≤ p2/2, the numbers p2, p3 satisfy all required

conditions. Otherwise 0 < p2/2 < p3 < p2 must hold, and p̂3 := p2 − p3 satisfies

0 < p2/2 < p̂3 < p2. Again, one checks that p2/p̂3 is irrational and A+ p̂3 = A.

The construction of p2, p3 from p1, p2 can be repeated by induction and yields

the desired sequence {pk}.
(iii) Indirect proof of Ā=R. If Ā �=R, R\Ā is open and there is an open interval

I ⊂ R\Ā of length L > 0. Choose some 0 < pk < L from part (ii) and an element

ξ ∈ A (here we need A �= ∅). The point set G := {ξ +mpk : m ∈ Z} ⊂ A forms a

grid of step size pk < L. Hence at least one point ξ +mpk lies in the interval I in

contradiction to I ⊂ R\Ā .

The setA := N+2πZ is translation invariant with respect 2π, but not with respect

to 1, since the inclusion A+ 1 ⊂ A only holds in one direction. By A(·) we denote

the set of accumulation points: Ȧ := A(A) and recall their definition: α ∈ Ȧ holds

if and only if each neighbourhood of α contains infinitely many elements of A.

A+ 2π = A implies Ȧ+ 2π = Ȧ. In addition we have the following statement.

Lemma A.3. A = N+2πZ satisfies Ȧ+ 1 = Ȧ.

Proof. (i) Obviously, A(A+ a) = Ȧ+ a holds for all a ∈ R.
(ii) A + 1 ⊂ A implies A(A + 1) ⊂ A(A) = Ȧ. According to part (i), the

reverse inclusion A(A + 1) ⊃ Ȧ is equivalent to A(A − 1) ⊂ Ȧ. Let α be an
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accumulation point of A − 1, i.e., each neighbourhood U ⊂ (α− π, α+ π) of α
contains infinitely many elements ak − 1 of A− 1. The numbers ak are of the form

nk + 2πmk with nk ∈ N and mk ∈ Z. U contains at most one ak = nk + 2πmk

with nk = 1. The remaining infinitely many ak−1 satisfy nk−1 ∈ N and therefore

lie in A so that α ∈ Ȧ. This proves A(A− 1) ⊂ Ȧ.

One requirement of Lemma A.2 with A = N+2πZ is still to be proved.

Lemma A.4. Ȧ = A(N+2πZ) is not empty.

Proof. For each n∈N there is exactly one rn∈ [0, 2π) with n− rn ∈ 2πZ. Since π
is irrational, all rn are different. By definition of A all rn belong to A. The infinitely

many and bounded rn must possess an accumulation point so that Ȧ is not empty.

Now we can apply Lemma A.2 and obtain Ȧ = R. Since Ȧ is closed (limits of

accumulation points are again accumulation points), we obtain Ȧ = R. Since Ȧ
always satisfies Ȧ ⊂ Ā also Ā = R is proved.

Finally, we state that sin ν = sin (ν + 2πm) holds for all m ∈ Z. Hence

{sin ν : ν ∈ N} = {sinα : α ∈ A} = sin(A). Continuity of sin(·) shows

sin(A) = sin(Ā) = sin(R) = [−1, 1].

Exercises of Chapter 2

Solution of Exercise 2.6. Applying the chain rule to F (y) := f(UT (y − z))
yields

∂2

∂y2i
F (y) =

n∑

α,β=1

∂

∂xα

∂

∂xβ
f(x)Uiα Uiβ with x = UT (y − z) . (A.5)

H = ( ∂
∂xα

∂
∂xβ

f(x))nα,β=1 is the Hessian matrix . The right-hand side in (A.5) is a

diagonal element of the matrix UHUT. The sum of the diagonal elements defines

the trace of the matrix. This proves ΔF = trace(UHUT). The rule trace(AB) =
trace(BA) yields trace(UHUT) = trace(HUTU) = trace(H) = Δf.

Solution of Exercise 2.5. The polar coordinates in (2.2) are x = r cosϕ, and

y = r sinϕ. The Jacobian matrix is

∂(x, y)

∂(r, ϕ)
=

[
xr xϕ
xr xϕ

]
=

[
cosϕ −r sinϕ
sinϕ r cosϕ

]
.

The inverse function has the inverse Jacobian:
∂(r,ϕ)
∂(x,y) =

(
∂(x,y)
∂(r,ϕ)

)−1

, hence

[
rx ry
ϕx ϕy

]
=

∂(r, ϕ)

∂(x, y)
=

[
cosϕ −r sinϕ
sinϕ r cosϕ

]−1

=

[
cosϕ sinϕ

− 1
r sinϕ

1
r cosϕ

]
.
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This equation defines the factors in the chain rules ∂
∂x = rx

∂
∂r + ϕx

∂
∂ϕ and

∂
∂y = ry

∂
∂y + ϕy

∂
∂ϕ :

∂

∂x
= cosϕ

∂

∂r
− 1

r
sinϕ

∂

∂ϕ
,

∂

∂y
= sinϕ

∂

∂r
+

1

r
cosϕ

∂

∂ϕ
.

We introduce the abbreviations s := sinϕ, c := cosϕ. The product rule shows

∂

∂r

(
c
∂

∂r
− 1

r
s
∂

∂ϕ

)
= c

∂2

∂r2
+

1

r2
s
∂

∂ϕ
− 1

r
s
∂

∂r

∂

∂ϕ
,

∂

∂ϕ

(
c
∂

∂r
− 1

r
s
∂

∂ϕ

)
= −s ∂

∂r
− 1

r
c
∂

∂ϕ
+ c

∂

∂ϕ

∂

∂r
− 1

r
s
∂2

∂ϕ2
.

The double x-derivative is

∂2

∂x2
=

(
c
∂

∂r
− 1

r
s
∂

∂ϕ

)(
c
∂

∂r
− 1

r
s
∂

∂ϕ

)

= c

(
s

r2
∂

∂ϕ
+ c

∂2

∂r2
− s

r

∂2

∂ϕ∂r

)
− s

r

(
−s ∂

∂r
− c

r

∂

∂ϕ
+ c

∂2

∂ϕ∂r
− s

r

∂2

∂ϕ2

)

=
1

r
s2

∂

∂r
+

2

r2
sc

∂

∂ϕ
+ c2

∂2

∂r2
− 2

r
sc

∂2

∂ϕ∂r
+

1

r2
s2

∂2

∂ϕ2
.

The analogous result for ∂2

∂y2 reads

∂2

∂y2
=

1

r
c2

∂

∂r
− 2

r2
sc

∂

∂ϕ
+ s2

∂2

∂r2
+

2

r
sc

∂2

∂ϕ∂r
+

1

r2
c2

∂2

∂ϕ2
.

Summation yields Δ = 1
r

∂
∂r + ∂2

∂r2 + 1
r2

∂2

∂ϕ2 .

In principle, the proof of part (b) of the exercise is similar, but more tedious.

Instead we recommend a formulary.

The representation Δ = ∂2

∂r2 +
n−1
r

∂
∂r +

1
r2B in part (c) can be proved by means

of an ansatz Δ = â ∂2

∂r2 + b̂ ∂
∂r + ĉB with functions â = â(r, ω), b̂ = b̂(r, ω),

ĉ = ĉ(r, ω) in r and the angle variable ω. The Laplace operator is rotationally

symmetric, i.e.,ΔF (x)=(Δf) (Ux) holds forF (x) :=f(Ux) with a unitary matrix

U. This fact implies that the functions â, b̂, ĉ cannot depend on the angle variable.

Obviously, F (x) := f(αx) for some α > 0 leads to ΔF (x) = α2Δf(αx).
The derivatives with respect to r and to an angle variable ω scale like Fr = αfr,

Frr = α2frr, and Fω = fω. This proves that â = a is constant, while b̂(r) = b/r

and ĉ(r) = c/r2. The test with f(x) =
√∑n

i=1 x
2
i = r yields Δf = n−1

r . Since

f is rotationally invariant, we obtain Δf = b̂ so that b = n− 1. A second test with

f(x) =
∑n

i=1 x
2
i = r2 shows Δf = 2n. From 2n = Δf = 2â + 2b̂r = 2a + 2b

one concludes a = n− b = 1.
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x2 x

Rξ ξ’x1

Fig. A.1 Plane containing 0, ξ, x.

Solution of Exercise 2.10. The

underlying domain is the ball Ω =
KR(y). For any ξ ∈ Ω we define

ξ′ = y +R2|ξ − y|−2(ξ − y).

ξ′ is the result of a reflection of ξ at

the sphere ∂Ω. Note that y, ξ, and ξ′

are collinear. According to Exercise

2.6, y may be moved into the origin.

Further we rotate the plane spanned

by 0,x, and ξ so that ξ is the direction

of the first axis. We obtain the situation depicted in Figure A.1 with x = (x1, x2),
ξ = (ξ, 0), and ξ′ = (ξ′, 0), where ξ′ = R2/ξ. Since we may apply the reflection

ξ �→ −ξ, we assume without loss of generality that ξ > 0.

Note that ξ ∈ ∂Ω leads to ξ′ = ξ, i.e., ξ = ξ′ = R. In this case, |x− ξ| and
ξ
R

∣∣x− ξ′
∣∣ coincide and their difference prove part (a): γ(x, ξ) = 0.

The first term in γ(x, ξ) =
|x− ξ|2−n −

(
|ξ−y|

R

∣∣x− ξ′
∣∣
)2−n

(n− 2)ωn
(n > 2) is

the singularity function s(x, ξ). Up to a constant factor
|ξ−y|

R the second term

1
(n−2)ωn

(
|ξ−y|

R

∣∣x− ξ′
∣∣
)2−n

is the singularity function s(x, ξ′). Since the re-

flected point ξ′ lies outside of Ω = KR(y), Δs(x, ξ
′) = 0 holds for all x ∈ Ω.

Thus γ(x, ξ) is a fundamental solution in Ω (cf. (2.10)) and part (b) is proved.

The symmetry γ(x, ξ) = γ(ξ,x) will be proved in Exercise 3.9 under more

general assumptions. For the direct proof we again consider the situation in Figure

A.1 where now x ∈ Ω does not lie on the boundary. Both expressions

|x− ξ|2 = x21 − 2ξx1 + ξ2 + x22 = |x|2 − 2 〈x, ξ〉+ |ξ|2 and
[ |ξ|
R

∣∣x−ξ′
∣∣
]2

=

[ |ξ|
R

]2(
x21−2ξ′x1+ξ

′2+x22
)
=

[ |ξ|
R

]2(
|x|2−2

〈
x, ξ′

〉
+

∣∣ξ′
∣∣2
)

=
ξ′=R2/ξ

[ |ξ| |x|
R

]2
− 2 〈x, ξ〉+R2

are symmetric in x and ξ so that the assertion of part (c) is proved.

To determine the normal derivative in part (d) again we consider the situation

in Figure A.1, i.e., ∂
∂nξ

γ(x, ξ) = − 1
Rωn

R2−|x|2
|x−ξ|n is to be shown. At the boundary

ξ = R the normal direction coincides with the first axis x1 = ξ, i.e., ∂
∂nξ

= ∂
∂ξ .

In ξ = R we have

∂

∂ξ
|x− ξ|2 = −2x1 + 2ξ = 2 (R− x1) (ξ = (ξ, 0))
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and

∂

∂ξ

[ |ξ|
R

∣∣x− ξ′
∣∣
]2

=
∂

∂ξ

([
ξ |x|
R

]2
− 2x1ξ +R2

)

= 2ξ

[ |x|
R

]2
− 2x1 =2

[
|x|2
R
− x1

]
.

For n > 2 we conclude

∂

∂ξ
|x−ξ|2−n

=
∂
[
|x−ξ|2

]1−n
2

∂ξ
=

1− n
2[

|x−ξ|2
]n

2

∂

∂ξ
|x− ξ|2 = (2− n)

R− x1
|x−ξ|n

and

∂

∂ξ

[ |ξ|
R

∣∣x−ξ′
∣∣
]2−n

=
∂

∂ξ

[[ |ξ|
R

∣∣x− ξ′
∣∣
]2]1−n

2

=
ξ=ξ′

1− n
2[

|x− ξ|2
]n

2
2

(
|x|2
R
− x1

)

= (2− n)
|x|2
R − x1

|x− ξ|n .

Altogether we obtain

∂γ(x, ξ)

∂nξ
=

1

(n−2)ωn

[
2− n

|x− ξ|n
(
R−x1−

(
|x|2
R
− x1

))]
=

R2 − |x|2
Rωn |x− ξ|n

which proves part (d).

Solution of Exercise 2.12. Assume that u ∈ C0(Ω) possesses the mean-value

property in Ω. For a ball KR(x) contained in Ω we have

u(x) =
1

ωnrn−1

∫

∂Kr(x)

u(ξ) dΓ for all 0 < r ≤ R. (A.6)

The volume and surface integrals are connected by

∫

KR(x)

u(ξ)dξ =

∫ R

0

(∫

∂Kr(x)

u(ξ)dΓ

)
dr. (A.7)

The second mean-value property follows from

n

Rnωn

∫

KR(x)

u(ξ) dξ =
n

Rnωn

∫ R

0

[∫

∂Kr(x)

u(ξ)dΓ

]
dr

=
(A.6)

n

Rnωn

∫ R

0

ωnr
n−1u(x)dr = u(x) · n

Rnωn
ωn

∫ R

0

rn−1dr
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= u(x) · n

Rnωn
ωn

Rn

n
= u(x).

For the reverse direction differentiate (A.7) in R:

d

dR

∫

KR(x)

u(ξ)dξ =

∫

∂KR(x)

u(ξ)dΓ.

Assume the second mean-value property
∫
KR(x)

u(ξ)dξ = Rnωn

n u(x). Hence the

derivative is
∫
∂KR(x)

u(ξ)dΓ = Rn−1ωnu(x) and proves the (first) mean-value

property.

Solution of Exercise 2.19. The difference u := u2−u1 is again a harmonic function

in Ω with the boundary value ϕ := ϕ2 − ϕ1 ≥ 0. According to Theorem 2.18 u
takes its minimum on the boundary: u(x) ≥ minΩ u = minΓ u = minΓ ϕ ≥ 0.
This proves part (a).

If ϕ1(x) < ϕ2(x) holds in at least one point x0 ∈ Γ = ∂Ω, we have ϕ ≥ 0 on

Γ and ϕ(x0) > 0. Part (a) shows u(x) ≥ 0. For an indirect proof assume that

Ω0 := {x ∈ Ω : u(x) = 0}

is not empty. Because u(x0) = ϕ(x0) > 0, Ω0 cannot coincide withΩ, in particular

∂Ω0 �= Γ = ∂Ω. One infers that ∂Ω0\Γ is not empty. In x ∈ ∂Ω0\Γ ⊂ Ω
we have u(x) = 0. Since x ∈ Ω there is an R > 0 with KR(x) ⊂ Ω. The

second mean-value property yields 0 =
∫
KR(x)

u(ξ) dξ. Since u is continuous and

u ≥ 0, it follows that u(ξ) = 0 for all ξ ∈ KR(x). Hence KR(x) ⊂ Ω0 holds in

contradiction to x ∈ ∂Ω0. This proves Ω0 = ∅, thus u(x) > 0 in Ω.

Solution of Exercise 2.24. Let Γ = ∂KR(y). Poisson’s integral formula (2.15)

defines

u(x) =
R2 − |x− y|2

Rωn

∫

Γ

ϕ(ξ)

|x− ξ|n dΓξ for x ∈ KR(y)

(note that KR(y) is an open ball). We only assume ϕ ∈ L1(Γ ). The function

|x− ξ|−n
is analytic in all components xi of x. Let Dx be a k-fold partial deriva-

tive. Dx |x− ξ|−n
has a singularity of order O(|x− ξ|−n−k

in x = ξ. Since

x ∈ KR(y) does not lie on the boundary, Dx |x− ξ|−n
is bounded on Γ and∫

Γ
ϕ(ξ)Dx |x− ξ|−n

dΓξ exists. Thus Dxu(x) exists and has the representation

Dxu(x) = −
Dx |x− y|2

Rωn

∫

Γ

ϕ(ξ)dΓξ

|x− ξ|n +
R2 − |x−y|2

Rωn

∫

Γ

ϕ(ξ)Dx

1

|x− ξ|n dΓξ .

This proves u ∈ C∞(KR(y)). In particular, the proof on page 22 for Dx = Δ
shows that Δu(x) = 0.
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Let ϕ be continuous at z ∈ Γ (cf. (2.18)). The integral I0 can be estimated as in

(2.20b). The estimation of I1 must be modified since ϕ may be unbounded. We use

|I1| ≤
2

ωn

δ(ε)

(ρ/2)
n

∫

Γ1

|u(ξ)− ϕ(z)| dΓξ ≤
2

ωn

δ(ε)

(ρ/2)
n

∫

Γ

|u(ξ)− ϕ(z)| dΓξ

≤ 2

ωn

δ(ε)

(ρ/2)
n

(∫

Γ

|u(ξ)| dΓξ + |ϕ(z)|
∫

Γ

dΓξ

)
.

The round bracket is bounded since |u(ξ)| is integrable on Γ and |ϕ(z)| is finite.

Thus (2.20d) follows for a suitably chosen δ(ε).

Exercises of Chapter 3

Solution of Exercise 3.4. (a) f ∈ C0(Ω \{x0}) has a singularity at x0 ∈ Ω ⊂ Rn

bounded by |f(x)| ≤ C |x− x0|−s
with s < n. Choose R so that KR(x0) ⊂ Ω.

Since
∫
Ω

=
∫
Ω\KR(x0)

+
∫
KR(x0)

it is sufficient to investigate
∫
KR(x0)

f(x)dx .

According to (2.14) the integral can be estimated by

∣∣∣∣∣

∫

KR(x0)

f(x)dx

∣∣∣∣∣ ≤
∫

KR(x0)

|f(x)| dx ≤ C

∫

KR(x0)

|x− x0|−s
dx

= C

∫ R

0

(∫

∂Kr(x)

|x− x0|−s
dΓξ

)
dr.

Since |x− x0|−s
= r−s holds on ∂Kr(x) and ωnr

n−1 is the surface measure

of ∂Kr(x) (cf. (2.4b)), it follows that
∫
∂Kr(x)

|x− x0|−s
dΓξ = ωnr

n−1−s.

The assumption n− s > 0 yields

∫

KR(x0)

|f(x)| dx ≤ C

∫ R

0

ωnr
n−1−sdr =

Cωn

n− s
Rn−s,

i.e., f ∈ L1(Ω).

(b) f(x, ξ) has a movable singularity at x0(ξ). Because of

|f(x, ξ)| ≤ C |x− x0(ξ)|−s
with s < n

part (a) shows that the integral F (ξ) :=
∫
Ω
f(x, ξ) dx exists. It remains to

prove F ∈ C0(D). Let ε > 0. Continuity of f(x, ξ) in the compact set

Gε := Ω\Kε(x0(ξ)) shows that also Fε(ξ) :=
∫
Gε

f(x, ξ) dx is continuous for

ξ ∈ D. The estimate |Fε(ξ) − F (ξ)| =
∣∣ ∫

Kε(x0(ξ))∩Ω
f(x, ξ) dx

∣∣ ≤ Cωn

n−s ε
n−s

follows as in part (a) and proves the uniform convergence Fε → F (ε → 0)

in D. Because of the uniform convergence the limit function is again continuous:

F ∈C0(D).
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Solution of Exercise 3.9. The functions u(x) := g(x,x′) and v(x) := g(x,x′′)
have their singularities at x′ ∈ Ω and x′′ ∈ Ω. Correspondingly, we remove

ε-neighbourhoods from Ω: Ωε := Ω\Kε(x′) ∪Kε(x′′). Here ε > 0 must be small

enough so that both balls are disjoint and contained in Ω. For smooth functions

u, v ∈ C2(Ωε) the Green formula (2.6b) can be applied:
∫

Ωε

u(x)Δv(x) dx =

∫

Ωε

v(x)Δu(x) dx+

∫

∂Ωε

[
u(x)

∂v(x)

∂n
− v(x)

∂u(x)

∂n

]
dΓ.

The first two integrals vanish because Δu = Δv = 0 (cf. (3.5). The boundary of Ωε

consists of ∂Ω and of the boundaries ∂Kε(x
′) and ∂Kε(x

′′). The boundary values

on ∂Ω are u = v = 0. The remaining expressions are
∫

∂Kε(x′)

[
u(x)

∂v(x)

∂n
− v(x)

∂u(x)

∂n

]
dΓ =

∫

∂Kε(x′′)

[
v(x)

∂u(x)

∂n
− u(x)

∂v(x)

∂n

]
dΓ.

(A.8)

On the right-hand side of (A.8) we insert v(x) = g(x,x′′) and conclude from (2.11)

that
∫

∂Kε(x′′)

[
v(x)

∂u(x)

∂n
− u(x)

∂v(x)

∂n

]
dΓ

=

∫

∂Kε(x′′)

[
g(x,x′′)

∂u(x)

∂n
− u(x)

∂g(x,x′′)
∂nx

]
dΓx = u(x′′) = g(x′′,x′).

On the left-hand side of (A.8) the roles of u and v are interchanged. Correspond-

ingly, (2.11) yields the value v(x′) = g(x′,x′′), which proves the assertion.

Solution of Exercise 3.12. (a) If n ≥ 3 we have s(x,y) > 0 for all x,y ∈ Rn, in

particular for y ∈ Ω and x ∈ ∂Ω. Since Φ(·,y) is the solution of ΔΦ(·,y) = 0 in

Ω and Φ(·,y) = −s(·,y) < 0 on ∂Ω, Exercise 2.19b shows Φ < 0 for x,y ∈ Ω.
Because s− g = −Φ > 0, the inequality (3.9) is proved.

For n=2 inequality (3.9) is not generally true since s(x,y) = − 1
ω2

log |x− y|
becomes negative for |x− y| > 1. However, for domains with a diameter below

one, this case does not occur and (3.9) holds true.

The reason of the exceptional behaviour of n = 2 is the fact that with s(x,y)
also s(x,y) + C for any constant C satisfies the characteristic conditions of a

singularity function. As soon as n > 2 the constant is uniquely determined by

lim|x−y|→∞ s(x,y) = 0.

(b) The function Ψ(x,y) := g2(x,y) − g1(x,y) contains no singularity and is

harmonic in Ω1. Its boundary values are Ψ(·,y) = g2(·,y) since g1 = 0 on ∂Ω1.
Inequality (3.8) implies g2 ≥ 0 on ∂Ω1. Since Ω1 � Ω2, there are boundary

points of Ω1 lying in the interior of Ω2. There g2 > 0 holds (cf. (3.8)). Exercise

2.19b shows that Ψ > 0 and thus proves part (b).

Solution of Exercise 3.15. (a) If f is locally Hölder-continuous it is in particular

continuous. Since D is compact, f must be bounded, i.e., C := ‖f‖C(D) <∞.
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Let ε(x) be the radius of the ball Kε(x) appearing in the definition of the local

Hölder-continuity. Since {Kε(x)(x) : x ∈ D} is a covering of D, compactness

implies that D possesses a finite covering by Ki := Kε(xi)(xi), 1 ≤ i ≤ m.

For each ball Ki there is a Hölder bound Li = ‖f‖Cλ(Ki)
of f .

F (x,y) := |f(x)−f(y)|
|x−y|λ is defined on E := {(x,y) ∈ D×D : x �= y}. We have

to show that L := sup {F (x,y) : (x,y) ∈ E} is finite. In the positive case f is

globally Hölder-continuous with ‖f‖Cλ(D) := max{C,L}.
There is a sequence (xv,yv) (v ∈ N) with F (xv,yv) → L. By compact-

ness we may choose a subsequence (again denoted by (xv,yv)) converging to

(x∗,y∗) ∈ D ×D. Two cases are to be distinguished.

Case 1: x∗ �= y∗. Then F (x∗,y∗) ≤ 2C/ |x∗ − y∗|λ proves that L <∞.

Case 2: x∗ = y∗. There is an index i ∈ {1, . . . ,m} with x∗ ∈ Ki. Since Ki

is open, x∗ has a positive distance from the boundary ∂Ki. For sufficiently large v
all xv, yv lie in Ki so that F (xv,yv) ≤ Li and L ≤ max1≤i≤m Li <∞.

A function is called k-fold locally Hölder-continuous of for any x ∈ D there is

a ball Kε(x) with ε > 0 so that the k-fold derivatives belong to Cλ(Kε(x) ∩D).
In the case of (local) Lipschitz-continuity only the value λ = 1 is admitted.

(b) For part (b) of the exercise we need the following inequality.

Lemma A.5. 1− ts ≤ (1− t)s holds for all 0 ≤ t ≤ 1 and s ≥ 0.

Proof. If 0 < t < 1 both sides of the inequality are positive. We set f(t) :=

(1 − t)s − 1 − ts. From d
dtf

′(t) = −s[(1− t)
s−1

+ ts−1] < 0 we conclude that

f(t) ≤ f(0) = 0. The remaining case t ∈ {0, 1} is trivial.

First we consider the case 0 < s < 1 and investigate (|x|s − |y|s) / |x− y|s.

This expression is invariant with respect to a scaling of x and y. Without loss of

generality we may assume that 0 ≤ t := |y| ≤ |x| = 1. The reversed triangle

inequality (6.1) states |x− y| ≥ |x| − |y| = 1 − t. Therefore the previous lemma

yields the Hölder estimate
|x|s − |y|s
|x− y|s ≤ 1− ts

(1− t)
s ≤ 1. On KR(0) the function

|x|s is bounded by Rs. This proves |x|s ∈ Cs(KR(0)) with
∥∥ |x|s

∥∥
Cs(KR(0))

≤
max{1, Rs}.

Since the latter inequality also holds for s = 1, |x| ∈ C0,1(KR(0)) has a norm

bounded by max{1, R}.
If 1 < s < 2, |x|s is differentiable: ∂

∂xi
|x|s = sxi |x|s−2

. More general,

the k-fold derivative of |x|s with s = k + λ, k ∈ N , 0 < λ < 1 is of the

form F (x) := p(x) |x|s−2k
with a homogeneous polynomial p of degree k (i.e.,

p(tx) = tkp(x)). The function p(x) |x|s−2k
is homogenous of degree s − k =

λ. Hence the expression |F (x)− F (y)| / (|x| − |y|)λ is scaling invariant. Again,

without loss of generality, we may assume |x| = 1 and t := |y| ≤ 1.

Case 1. Assume t = 1 and x,y ∈ ∂K1(0). On the compact surface ∂K1(0)
the function F is differentiable of any order: F ∈ C∞(∂K1(0)). This implies

F ∈ Cλ(∂K1(0)) with some Hölder constant L1.
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Case 2. Let 0 ≤ t < 1 and y = tx with |x| = 1. Homogeneity of F implies

|F (x)− F (y)| / |x− y|λ = |F (x)|
(
1− tλ

)
/ (1− t)

λ ≤ |F (x)| ≤ L2 , where

L2 := max∂K1(0) F <∞.

Case 3. Consider the general case |x| = 1 and |y| = t ≤ 1. Set x̂ := tx. The

triangle inequality gives |x− y| ≤ |x− x̂| + |x̂− y| . The terms can be bounded

by |x− x̂| ≤ |x− y| (x̂ is the projection of x onto ∂Kt(0)) and |x̂−y| ≤ |x−y|.
Therefore we obtain the Hölder estimate

|F (x)− F (y)| ≤ |F (x)− F (x̂)|+ |F (x̂)− F (y)| ≤ L1 |x− x̂|λ + L2 |x̂− y|λ

≤ (L1 + L2) |x− y|λ .

Solution of Exercise 3.17. We start with the first derivative D
(1,0,...,0)
x = ∂/∂x1

(derivatives ∂/∂xi for i = 2, . . . , n are treated analogously). We define F (x) :=∫
Ω
f(ξ,x)dξ and

G(x) :=

∫

Ω

∂

∂x1
f(ξ,x) dξ .

Since fx1
∈ C0(A) and |fx1

(ξ,x)| ≤ C |x− ξ|−s
, Exercise 3.4b shows that

G ∈ C0(Ω). Let e1 = (1, 0, . . . , 0) be the first unit vector and let t > 0. The

integrations on the right-hand side of

∫ t

0

G(x+ τe1)dτ =

∫ t

0

∫

Ω

∂

∂x1
f(ξ,x+ τe1) dξ dt

can be interchanged since
∣∣∣ ∂
∂x1

f(ξ,x+ τe1)
∣∣∣ is integrable on Ω × [0, t] (theorem

of Fubini):

∫ t

0

G(x+τe1)dτ =

∫

Ω

∫ t

0

∂

∂x1
f(ξ,x+ τe1)dtdξ

=

∫

Ω

∫ t

0

[f(ξ,x+ te1)−f(ξ,x)] dtdξ = F (x+ te1)− F (x).

Since G is continuous, differentiation at t = 0 proves G(x) = ∂
∂x1

F (x).

This proof can be repeated for the next k − 1 derivatives.

Solution of Exercise 3.23. The chain rule gives

Δζu(Φ(z)) =
(
∂2/∂x2 + ∂2/∂y2

)
u(ξ(x, y), η(x, y))

= uξξ
(
ξ2x + ξ2y

)
+ uηη

(
η2y + η2x

)
+ 2uξη (ξxηx + ξyηy)

+ uξ (ξxx + ξyy) + uη (ηxx + ηyy) .

The real and imaginary parts of Φ = ξ + iη are holomorphic: ξxx + ξyy =
ηxx+ηyy = 0. The Cauchy–Riemann differential equations ξx+ηy = ξy−ηx = 0

imply ξ2x + ξ2y = η2y + η2x = |Φ′|2 and ξxηx + ξyηy = 0. Insertion proves the

assertion Δζu(Φ(z)) = |Φ′|2 (uξξ + uηη) .
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Exercises of Chapter 4

Solution of Exercise 4.5. uTh =
[
uTh,1, . . . , u

T

h,n−1

]
is the block structure of the

vector uh, where the component (uTh,i)j corresponds to the grid point (ih, jh). The

block uh,i belongs to the i-th row. For qh = Lhuh one chooses the same block de-

composition. The definition ofLh shows that qh.i = h−2 [Tuh.i − uh.i−1 − uh.i+1 ]
with T in (4.16) (here the terms uh.i±1 are omitted if i ± 1 ∈ {0, n}). This proves

the block structure in (4.16) and part (a).

In the case of (b) the rows contain n − 1 inner grid points, i.e., T and I are

(n − 1) × (n − 1) matrices. Since there are m − 1 row blocks, Lh consists of

(m− 1)2 blocks.

Solution of Exercise 4.6. Since all neighbours of a ‘red’ grid point (x, y) ∈ Ωr
h

belongs to Ωb
h and vice versa, the diagonal blocks are diagonal matrices. The

remaining coefficients are situated in the off-diagonal blocks A and AT.
Symmetry of Lh shows that one off-diagonal block is the transposed of the other.

Solution of Exercise 4.11. Part (a) is a direct consequence of the definition.

For part (b) assume first that the matrix has the form A =

[
A11 A12

O A22

]
, where

A11 ∈ RI′×I′

and A22 ∈ RI′′×I′′

with n1 = #I ′ ≥ 1 and n2 = #I ′′ ≥ 1.
Choose any indices α ∈ I ′′ and β ∈ I ′. For an indirect proof assume that A is

irreducible. Then there must be a connection α = α0, α1, . . . , αk = β. For at least

one pair (αℓ−1, αℓ) ∈ G(A) we have αℓ−1 ∈ I ′′ and αℓ ∈ I ′. This cannot be true

since the entry Aαℓ−1,αℓ
belongs to the zero block O ∈ RI′′×I′

. Hence there is no

connection and A is not irreducible.

Now assume that A is not irreducible: there is at least one pair (α, β) /∈ G(A).

Case 1: (γ, β) /∈ G(A) for all γ ∈ I. Set I ′ := {β}, I ′′ := I\{β}, choose β as first

index followed by all indices of I ′′. Then the first column of A is filled by zeros,

in particular Aγβ = 0 holds for all (γ, β) ∈ I ′′ × I ′.

Case 2: At least one γ ∈ I with (γ, β) ∈ G(A) exists. Then

I ′ :=
{
γ ∈ I : (γ, β) ∈ G(A)

}
, I ′′ := I\I ′

are not empty (note that α ∈ I ′′). All entries Aδγ with (δ, γ) ∈ I ′′ × I ′ must

vanish, since otherwise (δ, γ) ∈ G(A) and (γ, β) ∈ G(A) implies (δ, β) ∈ G(A)
in contradiction to δ ∈ I ′′. A corresponding ordering of the indices of I ′ and I ′′

yields the zero block in

[
A11 A12

O A22

]
.

Solution of Exercise 4.13. Consider the eigenpair (λ, u) of Assertion 2 on page 52.

The proof of Criterion 4.12 shows that |uγ |=1 and |λ− aγγ |=rγ implies |uβ |=1
and |λ− aββ | = rβ for all β ∈ Iγ , thus λ ∈ Krγ (aγγ) ∪

⋂
β∈Iγ

∂Krβ (aββ).

The case Iγ = ∅ is not excluded. Then λ = aγγ = rγ = 0 holds and the latter

statement becomes 0∈{0}∪∅. The union over all γ∈I yields a superset of σ(A).
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Solution of Exercise 4.16. The assumptions in part (a) imply that for all γ ∈ I there

is an α ∈ Iγ (Iγ from Exercise 4.13) with ∂Krα(aαα) = ∂Krα(0) ⊂ K1(0) since

rα < 1. Exercise 4.13 shows that σ(D−1B) ⊂ K1(0) and hence ρ(D−1B) < 1.

In part (b) C is an n × n matrix with ρ(C) < 1. There is a unitary matrix Q so

that C = QRQT holds with an upper triangular matrix R (Schur normal form,

cf. Liesen–Mehrmann [193, §14.3], Hackbusch [142, §A.6.1]). We split R into R =
D+T, where D is the diagonal part and T the strictly upper part. Note that T ν = O
for ν ≥ n. If D and T commuted, the binomial formula Rν =

∑n−1
μ=0

(
μ
n

)
Dn−μTμ

would hold and give

‖Rν‖∞ ≤
min{ν,n−1}∑

μ=0

(
μ

n

)
‖D‖ν−μ

∞ ‖T‖μ∞ .

In the non-commutative case, e.g., the term nDn−1T 1 corresponding to μ = 1
becomes TDn−1 + DTDn−2 + . . . + Dn−1T. This sum has the same bound

n ‖D‖n−1
∞ ‖T‖∞ . Therefore the above estimate holds in general. If ‖D‖∞ = 0

we conclude D = O, C = T and the convergence of
∑∞

ν=0 C
ν =

∑n−1
ν=0T

ν

is trivial. Otherwise set K := ‖Q‖∞
∥∥QT

∥∥
∞

∑n−1
μ=0

(
μ
n

)
‖D‖−μ

∞ ‖T‖μ∞ and esti-

mate by ‖Cν‖∞ ≤ ‖Q‖∞
∥∥QT

∥∥
∞ ‖Rν‖∞ ≤ K ‖D‖ν∞ . Since the diagonal D

contains the eigenvalues as diagonal entries, it follows that ‖D‖∞ = ρ(C) < 1,

and ‖Cν‖∞ ≤ K[ρ(C)]ν proves Cν → O. From the representation
∑μ−1

ν=0 C
ν =

(C − I)
−1

(Cμ − I) of the finite geometric sum and Cμ → O we infer the con-

vergence of the series
∑∞

ν=0 C
ν = (C − I)

−1
.

Statement 1) in part (c) is trivial since (AB)ij =
∑

k AikBkj only contains

nonnegative (resp. positive) terms.

A regular diagonal matrix D ≥ O has positive diagonal entries and the scaling

of A > O into AD does not change the signs (Statement 2).

The first part of Statement 3) follows from (Av)i =
∑

k Aikvk ≤
∑

k Aikwk =
(Aw)i . 0 ≤ v ≤ w implies ‖v‖∞ = maxi vi ≤ maxi wi = ‖w‖∞ .

(Au)i ≤ |(Au)i| = |
∑

k Aikuk| ≤
∑

k |Aik| |uk| =
∑

k Aik |uk| = (A |u|)i is

the componentwise Statement 4).

Solution of Exercise 4.22. Definition 4.30 and |||A |||= 0 imply ‖Au‖ = 0, hence

Au = 0 for all u. Therefore A = O is the zero matrix. Using

|||λA |||= sup
u 	=0

‖λAu‖
‖u‖ = sup

u 	=0

|λ| ‖Au‖
‖u‖ = |λ| sup

u 	=0

‖Au‖
‖u‖ = |λ| |||A |||

and

||| A+B ||| = sup
‖(A+B)u‖

‖u‖ ≤ sup
‖Au‖+ ‖Bu‖

‖u‖

≤ sup
‖Au‖
‖u‖ + sup

‖Bu‖
‖u‖ ≤ ||| A ||| + ||| B |||,
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we prove the other norm axioms and part (a).

Part (b): ‖Au‖ ≤ |||A ||| ‖u‖ is trivial for u = 0. Let u �= 0. Now the inequality

follows from |||A |||= supv 	=0
‖Av‖
‖v‖ ≥ ‖Au‖

‖u‖ .

Let u �= 0 be arbitrary. Then ‖(AB)u‖ = ‖A (Bu)‖ ≤ ||| A ||| ‖Bu‖ ≤
|||A ||| |||B ||| ‖u‖ and thus |||AB |||= sup ‖(AB)u‖

‖u‖ ≤ |||A ||| |||B ||| holds.

Furthermore we have |||I |||= sup ‖Iu‖
‖u‖ = sup 1 = 1.

Let λ be an eigenvalue and e �= 0 the corresponding eigenvector: Ae = λe.

Then ‖Ae‖ = ‖λe‖ = |λ| ‖e‖ implies |||A |||= supu 	=0
‖Au‖
‖u‖ ≥ ‖Ae‖

‖e‖ = |λ| .
Solution of Exercise 4.23. Let ||| · |||∞ be the matrix norm associated to the

maximum norm. Let ‖·‖∞ be as defined in (4.32). ‖Au‖∞ = maxi |
∑

k Aikuk| ≤
maxi

∣∣∑
k |Aik|

∣∣maxk |uk| = ‖A‖∞ ‖u‖∞ implies ||A |||∞≤ ‖A‖∞.

Let α be an index with
∑

k |Aαk| = maxi |
∑

k |Aik|| = ‖A‖∞ . Define u
by uk = sign(Aαk). Since ‖u‖∞ = 1 and Aαkuk = |Aαk|, the reverse inequal-

ity also follows: ‖A‖∞ =
∑

k |Aαk| = |∑k Aαkuk| = |(Au)k| ≤ ‖Au‖∞ =
‖Au‖∞

‖u‖∞
≤ supv 	=0

‖Av‖∞

‖v‖∞
= |||A |||∞ . Therefore (4.32) and part (a) are proved.

Part (b) is trivial.

Solution of Exercise 4.26. Part (a) of the proof of Lemma 4.17 uses the splitting

A = D − B and shows that A−1 =
(∑∞

ν=0(D
−1B)ν

)
D−1 with D ≥ O and

B ≥ O. For A′ = D′ − B′ we have O ≤ D ≤ D′ and O ≤ B′ ≤ B.
By ρ(D′−1B′) ≤ ρ(D−1B) < 1, the series A′−1 =

[∑∞
ν=0(D

′−1B′)ν
]
D′−1

converges. O ≤ D′−1 ≤ D−1 and O ≤ B′ ≤ B imply A′−1 ≤ A−1.

Solution of Exercise 4.27. Let A′ be the matrix mentioned in the hint. Without

loss of generality we may order the index set I so that first the indices of I ′ appear.

The decomposition I = I ′ ∪ (I\I ′) leads to the block form A′ =

(
B O
O D

)
with

the diagonal matrix D = diag{aαα : α ∈ I\I ′}. The M-matrix property Aαβ ≤ 0
for α �= β shows A ≤ A′, and Exercise 4.26 proves O ≤ A′−1 ≤ A−1. The

restriction of A′−1 =

(
B−1 O
O D−1

)
≤ A−1 to the left upper block proves the

assertion.

Solution of Exercise 4.28. (i) ‖u‖2 = max {|〈u, v〉| / ‖v‖2 : v �= 0} follows from

|〈u, v〉| ≤ ‖u‖2 ‖v‖2 and |〈u, v〉| = ‖u‖22 for v := u.

(ii) For (b), i.e., ‖A‖2 = ‖AT‖2, we use ‖A‖2 = max
u

‖Au‖2

‖u‖2
= max

u,v

|〈Au,v〉|
‖u‖2‖v‖2

,

insert 〈Au, v〉 =
〈
u,ATv

〉
and obtain max

u,v

|〈u,AvT〉|
‖u‖2‖v‖2

= max
v

‖ATv‖2

‖v‖2
= ‖AT‖2.

(iii) Let Q be a unitary matrix. We want to show that

‖A‖2 = ‖QA‖2 = ‖AQ‖2.

‖Qu‖2 = ‖u‖2 holds for all u. This shows ‖Q‖2 = 1. Inequality (4.31a) implies

‖QA‖2 ≤ ‖A‖2 . Analogously ‖AQ‖2 = ‖QTAT‖2 ≤ ‖AT‖2 = ‖A‖2 holds.
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By QTQ = I also the reverse inequality is valid: ‖A‖2 = ‖QTQA‖2 ≤ ‖QA‖2
respectively ‖A‖2 = ‖AQQT‖2 ≤ ‖AQ‖2.

(iv) ‖D‖2 = ρ(D) for diagonal matrices D is trivial.

(v) Symmetric matrices allow a diagonalisation A = QDQT with a unitary Q.

According to (iii) and (iv), ‖A‖2 = ‖D‖2 = ρ(A). This proves the part (a).

(vi) ‖A‖22 =
(
maxu

‖Au‖2

‖u‖2

)2
= maxu‖Au‖22 / ‖u‖

2
2 and ‖Au‖22 =

〈
u,ATAu

〉

imply ‖A‖22 ≤ ‖ATA‖2. On the other hand ‖ATA‖2 ≤ ‖AT‖2 ‖A‖2 = ‖A‖22
follows from (ii). This proves ‖A‖2 =

√
‖ATA‖2. The symmetry of ATA yields

part (c): ‖A‖2 =
√
ρ(ATA).

(vii) The eigenvalues of ATA can be estimated by ‖ATA‖∞. Hence ‖A‖22 =
ρ(ATA) ≤ ‖A‖∞ ‖AT‖∞ proves part (d).

Solution of Exercise 4.30. (a) A symmetric matrix A has a representation A =
QTDQ with unitary Q and D = diagi∈I{λi}. In the case of positive eigenvalues

we have 〈Ax, x〉 = 〈DQx,Qx〉 . For x �= 0 and y := Qx we obtain 〈Ax, x〉 =
〈Dy, y〉 ≥ (mini∈I λi) · ‖y‖2 = (mini∈I λi) · ‖x‖2 > 0. If, however, an eigenvalue

is negative, the corresponding eigenvector x �= 0 leads to 〈Ax, x〉 = λ ‖x‖2 ≤ 0.

(b) Let A′ := A|I′×I′ with I ′ ⊂ I be the principal submatrix corresponding to

I ′×I ′. Each vector x′ ∈ RI′

can be extended to x ∈ RI by xα := x′α for α ∈ I ′

and xα := 0 for α ∈ I\I ′. Obviously, 〈A′x′, x′〉 = 〈Ax, x〉 . Since x′ �= 0
implies x �= 0 and 〈Ax, x〉 > 0 it follows that A′ is positive definite.

(c) The special case I ′ = {α} in (b) yields part (c).

(d) Let A=QDQT with D=diag{λα : α∈I}. Set D
1
2 := diag{ +

√
λα : α∈I}.

B := QD
1
2QT is the unique positive-definite root of the matrix equation B2 = A.

(e) The proofs of (b–d) easily carry over to the semidefinite case (alternative:

let A be the limit of the positive-definite matrices A+ εI , εց 0).

Solution of Exercise 4.52. Case s ∈ (2, 3). u(x±h, y)−u(x, y)=±
h∫
0

ux(±ξ, y)dξ
yields

u(x+ h, y) + u(x− h, y)− 2u(x, y)

=

∫ h

0

[ux(x+ ξ, y)− ux(x− ξ, y)] dξ =

∫ h

0

∫ ξ

−ξ

uxx(x+ t, y) dtdξ

= h2uxx(x, y) +

∫ h

0

∫ ξ

−ξ

[uxx(x+ t, y)− uxx(x, y)] dtdξ.

Using |uxx(x+ t, y)− uxx(x, y)| ≤ |t|s−2 ‖u‖Cs(Ω) , we can estimate the re-

mainder by

∫ h

0

∫ ξ

−ξ

|t|s−2
dtdξ ‖u‖Cs(Ω) =

2hs

(s− 1)s
‖u‖Cs(Ω) .
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Together with the analogous inequality for the y direction we obtain

‖ΔhRhu− R̃hΔu‖∞ ≤ Ksh
s ‖u‖Cs(Ω) with Ks =

4

(s− 1)s
.

Case 3 < s < 4. Use uxx(x+ t, y)− uxx(x, y) =
∫ t

0
uxxx(x+ τ, y)dτ :

∫ ξ

−ξ

[uxx(x+ t, y)− uxx(x, y)] dt

=

∫ ξ

0

[uxx(x+ t, y)− uxx(x, y)] dt+

∫ ξ

0

[uxx(x− t, y)− uxx(x, y)] dt

=

∫ ξ

0

∫ t

0

[uxxx(x+ τ, y)− uxxx(x− τ, y)] dτdt.

By |uxxx(x+ τ, y)− uxxx(x− τ, y)| ≤ (2τ)s−3 ‖u‖Cs(Ω) and integration we ob-

tain the estimate 2s−3 1
s−2

1
s−1

1
sh

s for each direction, thus Ks = 2s−2 1
(s−2)(s−1)s .

Case s = 3. Use |uxxx(x+ τ, y)− uxxx(x− τ, y)| ≤ 2 ‖u‖Cs(Ω) and argue as

above. The same estimate holds for C2,1(Ω) (cf. Corollary 4.50).

Solution of Exercise 4.54. (a) Lh satisfies the sign conditions (4.21a) and is

irreducibly diagonal dominant. Criterion 4.18 proves the M-matrix property.

(b) The same choice w(x, y) = x(1 − x)/2 as in the proof of (4.36c) yields

the estimate ‖L−1
h ‖∞ ≤ 1/8. The row-sum norm ‖Lh‖∞ ≤ 20h−2/3 is easy to

determine.

Solution of Exercise 4.56. The matrix Lh has the entries Lh,xξ with x, ξ ∈ Ω
′
h.

The entries for x, ξ ∈ Ωh are the same as in the Dirichlet case, in particular they

are symmetric. The five-point formula shows Lh,xξ = −h−2 for x ∈ Ωh and

ξ ∈ Γ ′
h. The same value holds for Lh,ξx after the rescaling. The case x, ξ ∈ Γ ′

h

is uninteresting since Lh,xξ = Lh,ξx = 0. The sign conditions (4.21a) follows from

(4.62b).

Solution of Exercise 4.63. If 0 < x1 = νh < 1, the neighbouring grid points

x1 ± h exist so that the usual difference star h−2 [−1 2 − 1] appears. For x1 = 0
one starts with the difference h−2 [−1 2 − 1] and eliminates the value at −h by

h−2 [1 0 − 1] , resulting in h−2 [0 2 − 2].

The block representation of the matrix in Exercise 4.63 defines the standard five-

point formula
[
−1

−1
4

−1
−1

]
for interior points. If x1 = 0 the term corresponding to

u(−h, x2) is eliminated by 2h−1∂0
n and yields

[
0
−1
4

−1
−2

]
. This explains the coeffi-

cients
[
4 −2

]
at the left upper position in the matrix T. For x2 = 0 the analogous

elimination leads to the blocks
[
T −2I

]
in Lh. Similar for x1 = 1 and x2 = 1. This

proves part (a).
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The scaling in part (b) transfers T into T̂ =

⎡
⎢⎢⎢⎢⎣

2 −1
−1 4 −1

. . .
. . .

. . .

. . .
. . .

⎤
⎥⎥⎥⎥⎦

and Lh into

Lh = h−2

⎡
⎢⎢⎢⎢⎣

1
2 T̂ −I
−I T̂ −I

. . .
. . .

. . .

. . .
. . .

⎤
⎥⎥⎥⎥⎦
. Obviously T̂ and Lh are symmetric.

Solution of Exercise 4.75. Without loss of generality let x = 0. We have

u(x′′)− u(x)

x′′ − x
=

u(x′′)− u(0)

x′′
=

1

x′′

∫ x′′

0

u′(ξ)dξ =
∫ 1

0

u′(ξx′′)dξ

and analogously
u(x)−u(x′)

x−x′ =
∫ 1

0
u′(ξx′)dξ. The second divided difference be-

comes

2

x′′ − x′

∫ 1

0

[u′(ξx′′)− u′(ξx′)] dξ =
2

x′′ − x′

∫ 1

0

∫ ξx′′

ξx′

u′′(t)dtdξ.

Using the identity 2
x′′−x′

∫ 1

0

∫ ξx′′

ξx′ dtdξ = 1, the right-hand side can be written as

u′′(x) + rem with the remainder

rem =
2

x′′ − x′

∫ 1

0

∫ ξx′′

ξx′

[u′′(t)− u′′(0)] dtdξ.

The estimate |u′′(t)− u′′(0)| ≤ |t| ‖u‖C3([x′,x′′]) and 2
x′′−x′

∫ 1

0

∫ ξx′′

ξx′ |t| dtdξ =

1
x′′−x′

∫ 1

0

[
(ξx′′)2 + (ξx′)2

]
dξ = x′′2+x′2

x′′−x′

∫ 1

0
ξ2dξ = 1

3
x′′2+x′2

x′′−x′ implies the state-

ments of the parts (a,b).

Inserting x′′ = x+ h and x′ = x− h, we obtain the statement of part (c).

Solution of Exercise 4.78. Split the system Lhuh = qh with qh = fh + ϕh

into Lhu
′
h = fh and Lhu

′′
h = ϕh. In ‖uh‖∞ ≤ ‖u′h‖∞ + ‖u′′h‖∞ we estimate

‖u′h‖∞ ≤ ‖L−1
h ‖∞ ‖fh‖∞ ≤ d2

8 maxx∈Ωh
|f(x)| by (4.91). The matrix Lh is

weakly diagonal dominant. This allows us to apply Remark 4.37 to Lh: u′′h attains

the maximum on the boundary: ‖u′′h‖∞ ≤ ‖ϕh‖∞ = maxξ∈Γh
|ϕ(ξ)| . Together

we obtain the desired estimate.

Solution of Exercise 4.80. As in the proof of Theorem 4.79 the consistency error

is split into ch = c1h + c2h, where c1h arises from the irregular Shortley–Weller ap-

proximation at the near-boundary points, while c2h = O(h4) for sufficiently smooth

u belongs to the mehrstellen method. As in (4.94) c1h leads to ‖w1
h‖∞ ≤ O(h3),

while ‖w2
h‖∞ ≤ O(h4). Together we obtain ‖uh −Rhu‖∞ = O(h3).
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Solution of Exercise 4.82. Let x = (x, y) ∈ Ωh and ξ = (x − sℓh, y). The

coefficient of uh(ξ) in (4.96) is −h−2/sℓ. It is an entry of the matrix Lh only if

ξ ∈ Ωh, which implies sℓ = 1. Therefore the coefficient is Lh,xξ = −h−2 as for

the standard five-point formula. The change of the diagonal coefficient Lh,xx does

not matter, since this does not disturb the symmetry.

The previous consistency error |c1h(x, y)|∞ ≤ 1
2srsℓ (sr + sℓ)h

2 ‖u‖C1,1(Ω) in

the proof of Theorem 4.81 is scaled by 1/ (srsℓ) and is used for both directions.

Together we obtain

1
2h

2 (sr + sℓ + so + su) ‖u‖C1,1(Ω) ≤ 2h2 ‖u‖C1,1(Ω) .

This bound of u1h = L−1
h c1h yields the first term 2h2 ‖u‖C1,1(Ω) in the estimate of

Exercise 4.82.

Exercises of Chapter 5

Solution of Exercise 5.2. (a) Since L is elliptic in K, c(x) > 0 holds in K.

(b) By assumption c(·) is continuous and takes its minimum on K. By part (a) the

minimum is positive.

Solution of Exercise 5.3. Use (A.4a,b) with
∂Φα(x)
∂xi

= Sαi and
∂2Φα(x)
∂xi∂xj

= 0.

Hence the differential equation in x̂ reads

L̂ =
n∑

i,j=1

âij(x̂)
∂2

∂x̂i∂x̂j
+

n∑

i=1

âi(x̂)
∂

∂x̂i
+ â(x̂)

with Â := (âij) = SAST, â := (âi) = Sa, and â = a. These quantities are

functions of x̂ = Φ(x). If A is negative definite, then so is Â, i.e., ellipticity in

the x-formulation implies ellipticity with respect of x̂.

Uniform ellipticity in Ω requires −〈A(x)ξ, ξ〉 ≥ c0 |ξ|2 with c0 > 0 for all

x ∈ Ω. Â = SAST leads to −〈Â(x̂)ξ, ξ〉 = −〈A(x)STξ, STξ〉 ≥ c0
∣∣STξ

∣∣2 .
Since S is regular, the smallest eigenvalue λ of SST is positive. From

∣∣STξ
∣∣2 =〈

SSTξ, ξ
〉
≥ λ |ξ|2 it follows that −〈Â(x̂)ξ, ξ〉 ≥ ĉ0λ |ξ|2 with ĉ0 := c0λ > 0,

i.e., the differential equation in x̂ is also uniformly elliptic.

Solution of Exercise 5.6. (a) The diagonal entries of AB and BA are
∑n

j=1 aijbji
and

∑n
j=1 bijaji, respectively. Summation over i gives

∑n
i,j=1 aijbji respectively∑n

i,j=1 bijaji. Renaming i↔ j in the latter case shows the equality.

(b) aii ≥ 0 is already shown in Exercise 4.30e. Summation yields trace(A) ≥ 0.

(c) According to Exercise 4.30e a positive-semidefinite matrix B1/2 exists with

the property (B
1
2 )2 = B . If A is positive semidefinite then so is B1/2AB1/2,

hence trace(B1/2AB1/2) ≥ 0 according to (b). Application of (a) shows

trace(B1/2AB1/2) = trace(AB1/2B1/2) = trace(AB).
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Solution of Exercise 5.13. (a) Since Ω is bounded and closed, it is compact.

Uniform ellipticity follows from Exercise 5.2.

(b) v := u2 − u1 satisfies Lv = 0 in Ω with boundary values v = ϕ1 − ϕ2

on Γ. Set w(x) := ‖ϕ1 − ϕ2‖∞. Then Lw = a(x) ‖ϕ1 − ϕ2‖∞ ≥ Lv holds

since a ≥ 0. Lemma 5.10 yields v ≤ w in Ω and thus u2 − u1 ≤ ‖ϕ1 − ϕ2‖∞ .
The analogously provable inequality−w ≤ v yields ‖u2 − u1‖∞ ≤ ‖ϕ1 − ϕ2‖∞ .

(c) A suitable translation and rotation maps Σ onto the strip

Σ̂ = {x ∈ Rn : −δ/2 ≤ x1 ≤ δ/2},
i.e., the affine transformation is x̂ := x0 + Sx with a unitary matrix S. Therefore

the constant of the uniform ellipticity is unchanged in the new variables (cf. Exer-

cise 5.3). The constant R in the proof of Theorem 5.12 is R = δ/2 and defines

the quantity M = e2Rα = eδα.

(d) Apply Theorem 5.12 for u1 := u and u2 := 0 with ϕ2 = 0 and f2 = 0.

Solution of Exercise 5.14. The transformation does not chance the ellipticity (cf.

Exercise 5.3). Since â(ξ) = a(Φ−1(x)), the sign condition â ≥ 0 is unchanged.

Hence, also after the transformation, the assumptions of Lemma 5.10 are satisfied.

By assumption Ω is bounded (cf. Lemma 5.10), so that Ω is compact. From this

and Φ ∈ C1(Ω), Φ−1 ∈ C1(Ω) we conclude that the smallest singular value of S =

∂Φ/∂x is positive on Ω, i.e., |Sξ|2 ≥ c0 |ξ|2 with c0 > 0. As in the solution of

Exercise 5.3 this ensures the uniform ellipticity of the transformed equation. Hence

Theorem 5.12 is applicable to L′.

Solution of Exercise 5.18. The off-diagonal entries a11 + |a12| and a22 + |a12|
are ≤ 0 because of (5.12). They cannot vanish simultaneously since otherwise

det(A) = 0 in contradiction to (5.4a). Hence the matrix graph has a direct con-

nection from (x, y) to (x ± h, y) or (x, y ± h). This path can be continued until

we reach a near-boundary point (x′, y′) in which the coefficient a11 + |a12| < 0
or a22 + |a12| < 0 belongs to a boundary point. Hence the strict inequality (4.26a)

is satisfied in (x′, y′) as required in Exercise 4.16a.

Solution of Exercise 5.20. The choice

a1(x, y) =

{
+6 for x = 1/3
−6 for x = 2/3

}
and a2(x, y) = a1(y, x)

leads to a difference formula Lh with Lh,xξ = 0 for ξ ∈ Γh. Lh is singular since

Lhuh = 0 holds for the constant grid function uh(x) = 1 (x ∈ Ωh).

Solution of Exercise 5.22. (a) The matrix Lh is weakly diagonal dominant. Its star

satisfies the sign condition

[
≤0
<0

<0
>0
<0

<0
≤0

]
for sufficiently small h. Therefore Lh is

irreducible and satisfies the strong diagonal dominance (4.26a) in near-boundary

points. Thus Lh is irreducibly diagonal dominant and an M-matrix. Because of

the symmetric differences Lh is symmetric and the method has consistency order 2.

Lh is positive definite because of Criterion 4.32.

(b) If a12 < 0, ∂2/∂x∂y is discretised as in (5.13) by the star
[
0∗
∗
∗∗
∗
∗∗
0

]
.
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Solution of Exercise 5.23. One verifies that transposition turns ∂±
x into −∂∓

x and

∂±
y into −∂∓

y . Furthermore, the position of the coefficient is changed: a11∂
+
x ∂

−
x

becomes ∂+
x ∂

−
x a11 etc. While a11∂

+
x ∂

−
x u discretises a11uxx, the transposed

expression ∂+
x ∂

−
x (a11u) is a discretisation of (a11u)xx . A comparison with the

adjoint differential operator (5.17) shows that LT

h is the discretisation of L′.
Since symmetric second differences and unsymmetric first differences are used,

LT

h is a discretisation of first consistency order.

Solution of Exercise 5.30. (a) The coefficients in (5.1) must satisfy: aii(x) =
aii(x

−) for i=1, 2, a12(x)=−a12(x−), a1(x)= a1(x
−), a2(x) = −a2(x−),

a(x) = a(x−) with x− =
(

x1

−x2

)
.

(b) In general one can only state that if u is a solution then so is u−(x1, x2) :=
u(x1,−x2). If the solution is unique, one concludes that u = u−, and hence u
is symmetric.

Solution of Exercise 5.32. T in (4.16) is to be replaced by

⎡
⎢⎢⎢⎢⎢⎣

4 −1 . . . 0 −1
−1 4 −1 0

...
. . .

. . .
. . .

...

0 −1 4 −1
−1 0 . . . −1 4

⎤
⎥⎥⎥⎥⎥⎦

.

Solution of Exercise 5.36. Clearly Δ2u = −Δv = f holds in Ω, and the boundary

conditions (5.28) are satisfied. In the case of the boundary conditions (5.27) there is

no boundary condition for the solution of Δv = f , whereas u with Δu = v in Ω
must fulfil two boundary conditions u = ϕ1 and ∂u

∂n = ϕ2 .

Solution of Exercise 5.40. (a) The coefficients of (5.1) are translated into aα with

m = 1, a(2,0) = a11, a(0,2) = a22, a(1,1) = a12 + a21,

a(1,0) = a1, a(0,1) = a2, a(0,0) = a.

L = Δ2 = ∂4/∂x4 + 2∂4/∂x2∂y2 + ∂4/∂y4 is described by

m = 2, a(4,0) = 1, a(2,2) = 2, a(0,4) = 1, aα = 0 otherwise.

(b) In the case of Δ2 the left-hand side in (5.30b) is ξ41 + 2ξ21ξ
2
2 + ξ42 =

(ξ21 + ξ22)
2 = |ξ|4 with c(x) = 1 on the right-hand side.

(c) An elliptic operator of order 2m + 1 (m ∈ N0) would be of the form

P (x, ξ) :=
∑

|α|=2m+1 aα(x)ξ
α �= 0 for all 0 �= ξ ∈ Rn. Since |α| is

odd, we have P (x, ξ) = −P (x,−ξ). Choose a path in Rn\{0} from ξ to −ξ.
By continuity there is an intermediate value 0 �= ξ0 ∈ Rn with P (x, ξ0) = 0 in

contradiction to ellipticity.

(d) For |α| = 1 use

a(x)Dαu = Dα (a(x)u)− (Dαa(x))u, i.e., a(x)Dα = Dαa(x)− (Dαa(x))

for any differentiable function a. Multiple application of this rule shifts the co-

efficients aα from (5.29) into the middle position until only terms of the form

Dβaαβ(x)D
α with |α| ≤ m appear. For odd |β| one reverses the sign of aαβ

and obtains (−1)|β|Dβaαβ(x)D
α.
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Exercises of Chapter 6

Solution of Exercise 6.3. The triangle inequality states ‖x‖ = ‖(x− y) + y‖ ≤
‖x− y‖ + ‖y‖ which implies ‖x‖ − ‖y‖ ≤ ‖x− y‖ . Interchanging x and y
we obtain (6.1). This inequality proves that the norm is continuous, even Lipschitz-

continuous.

Solution of Exercise 6.4. Let ‖·‖1 ≤ C ‖·‖2 . The corresponding balls Ki
ε(x) :=

{y : ‖x− y‖i ≤ ε} satisfy K1
ε/C ⊂ K2

ε , i.e., an open set of the ‖·‖2-topology is

also open with respect to ‖·‖1. If also the reverse inequality ‖·‖2 ≤ C ‖·‖1 holds,

the open sets coincide.

Solution of Exercise 6.5. (a1) If T is bounded, x→ ξ implies that

‖Tx− Tξ‖Y ≤ ‖T (x− ξ)‖ ≤ ‖T‖Y←X ‖x− ξ‖X → 0, i.e., Tx→ Tξ.

(a2) If the operator T is unbounded, there is a sequence xi with ‖xi‖X = 1 and

ci := ‖Txi‖Y → ∞. The quantities ξi :=
1√
ci
xi lead to ‖Tξi‖Y =

√
ci → ∞,

although ξi → 0. Hence, T is not continuous.

(b) For any 0 �= x ∈ X we have

‖(S + T )x‖Y
‖x‖X

≤ ‖Sx‖Y
‖x‖X

+
‖Tx‖Y
‖x‖X

≤ ‖S‖Y←X + ‖T‖Y←X .

Also the supremum of the left-hand side satisfies the estimate ‖S + T‖Y←X ≤
‖S‖Y←X + ‖T‖Y←X . If ‖T‖Y←X = 0, ‖Tx‖Y = 0 follows for all x, i.e., T
is the zero mapping: T = 0.

Solution of Exercise 6.6. (a) If x = 0, ‖Tx‖Y ≤ ‖T‖Y←X ‖x‖X is trivial.

Otherwise ‖Tx‖Y / ‖x‖X can be bounded by the supremum ‖T‖Y←X .

(b) Part (a) shows

‖T1T2x‖Z ≤ ‖T1‖Z←Y ‖T2x‖Y ≤ ‖T1‖Z←Y ‖T2‖Y←X ‖x‖X ,

hence ‖T1 T2 x‖Z / ‖x‖X ≤ ‖T1‖Z←Y ‖T‖Y←X . Since the right-hand side is

independent of x, it is also an upper bound of the supremum ‖T1T2‖Z←X .

Solution of Exercise 6.8. Let Tn∈L(X,Y ) be a Cauchy sequence. For any x, Tnx
is also a Cauchy sequence in Y since ‖Tnx− Tmx‖Y ≤ ‖Tn − Tm‖Y←X ‖x‖X .
Hence the limit limTnx exists and defines the map x �→ Tx. It is easy to verify

that T is linear. The Cauchy property implies C := supn ‖Tn‖Y←X < ∞ so that

‖Tx‖Y / ‖x‖X = limn ‖Tnx‖Y / ‖x‖X ≤ C, i.e., T is bounded: T ∈ L(X,Y ).
Therefore L(X,Y ) is not only a normed space but also complete, i.e., L(X,Y ) is

a Banach space.

Solution of Exercise 6.11. The equivalence of the norms implies that the completion

yields the same space as a set. Let x ∈ X be the limit of xn ∈ X0 with respect to

both norms. Continuity of the norms yields

‖x‖ = lim
n
‖xn‖ ≤ C lim

n
|||xn||| = |||x|||

as well as the reverse inequality.
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Solution of Exercise 6.13. (a) We denote the embeddings by IY←X and IZ←Y .
Continuity yields IY←X ∈ L(X,Y ) and IZ←Y ∈ L(Y, Z). By Exercise 6.6 the

product IZ←Y IY←X belongs to L(X,Z) and describes the embedding IZ←X . The

boundedness ‖IZ←Y ‖Z←Y ≤ C is identical with the statement

‖y‖Z = ‖IZ←Y y‖Z ≤ C ‖y‖Y for all y ∈ Y.

(b) In the case of dense embeddings one has to show that X is dense in Z. Let

z ∈ Z. For all ε > 0 one has to show that there is an x ∈ X with ‖z − x‖Z ≤ ε.

There is a y ∈ Y with ‖z − x‖Z ≤ ε/2 and an x ∈ X with ‖y − x‖Y ≤ ε/(2C).
Together with ‖y − x‖Z ≤ C ‖y − x‖Y from part (a) the assertion follows.

Solution of Exercise 6.14. (b) Inequality (6.6) is invariant with respect to a scaling

of x and y, so that without loss of generality ‖x‖ = ‖y‖ = 1 may be assumed.

Since (6.6) is trivial for (x, y) = 0, assume (x, y) �= 0. Use

0 ≤ ‖x− λy‖2 = (x− λy, x− λy) = ‖x‖2 − λ · (y, x)− λ̄ · (x, y) + |λ|2 ‖y‖2

with ‖x‖ = ‖y‖ = 1 and the choice λ = 1/(y, x). Then 0 ≤ −1 + |λ|2 and

1/ |λ| = |(x, y)| ≤ 1 = ‖x‖ ‖y‖ .

(a) The triangle inequality follows from

‖x+ y‖2 = ‖x‖2+2ℜe (x, y)+‖y‖2 ≤ ‖x‖2+2 ‖x‖ ‖y‖+‖y‖2 = (‖x‖+ ‖y‖)2 .

(c) For sequences xn → x and yn → y we obtain |(x, y)− (xn, yn)| =
|(x− xn, y) + (xn, y − yn)| ≤ ‖x− xn‖ ‖yn‖+ ‖xn‖ ‖y − yn‖ → 0.

Solution of Exercise 6.17. (a)⇒ (b): Let A be dense in X and 0 �= x ∈ X. Then

there is an element a ∈ A with ‖x− a‖ ≤ ‖x‖ /2. Hence

(a, x)X = (x, x)X − (x− a, x)X ≥ ‖x‖2X − ‖x−a‖X ‖x‖X
≥ ‖x‖2X −

1

2
‖x‖2X =

1

2
‖x‖2X > 0.

(b)⇒ (a): Assume that A is not dense. Then U := A � X. According to

Lemma 6.15 there exists a nontrivial subspace U⊥ ⊂ X. For 0 �= x ∈ U⊥ we

have (a, x)X = 0 for all a ∈ A ⊂ U in contradiction to statement (b).

Solution of Exercise 6.21. (a) Let v = Dαu ∈ L2(Ω) be the weak derivative

and ϕ ∈ C0(Ω′) the classical one. For all w ∈ C∞
0 (Ω′) ⊂ C∞

0 (Ω) integration

by parts yields (w,ϕ)0 = (w,Dαu)0 = (−1)|α|(Dαw, u)0. Subtraction of (6.10)

shows (w,ϕ− v)0 = 0 for all w ∈ C∞
0 (Ω′). Since A := C∞

0 (Ω′) is dense in

X := L2(Ω′) (cf. Lemma 6.19), Exercise 6.17 is applicable: If ϕ �= v in Ω′,
there is a w ∈ C∞

0 (Ω′) with (w,ϕ− v)0 �= 0 in contradiction to the previous

characterisation.
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(b) By assumption

(w, vα)0 = (−1)|α| (Dαw, u)0 and (ϕ, vα+β)0 = (−1)|β|
(
Dβϕ, vα

)
0

holds for all w,ϕ ∈ C∞
0 (Ω). Since w := Dβϕ again belongs to C∞

0 (Ω) it

follows that (ϕ, vα+β)0 = (−1)|β|
(
Dβϕ, vα

)
0
= (−1)|β| (−1)|α|

(
DαDβϕ, u

)
0
=

(−1)|α+β| (
Dα+βϕ, u

)
0
. Hence vα+β is the weak Dα+β-derivative of u.

(c) The case σ = 0 is trivial. The strong derivative ∂
∂xi
|x|σ = σxi |x|σ−2

exists

for x �= 0. In Ωε := Ω\Kε(0) we have

∫

Ωε

|x|σ Dαw(x)dx =− σ

∫

Ωε

xi |x|σ−2
w(x)dx+

∫

∂Kε(0)

|x|σ niw(x)dΓ

for Dα = ∂
∂xi

, w ∈ C∞
0 (Ω). Since

∣∣∣xi |x|σ−2
∣∣∣ ≤ |x|σ−1

and
∫
Kε(0)

|x|σ−1
dx =

ωn

∫ ε

0
rσ+n−2dr = ωn

σ+n−1ε
σ+n−1 → 0 for ε → 0,

∫
Ωε

→
∫
Ω

follows. The

boundary integral tends to zero, since
∫
∂Kε(0)

|x|σ dΓ = ωnε
σ+n−1 → 0. It re-

mains to check that the weak derivative σxi |x|σ−2
is square-integrable. This re-

quires 2σ + n > 2.

(d) The limit process ν → ∞ in (Dαuν , v)0 = (−1)|α| (Dαw, uν)0 for

w ∈ C∞
0 (Ω) yields (6.10).

Solution of Exercise 6.24. The classical derivative ux = x
r2 log(r/2) with

r2 = x2 + y2 exists for r > 0 and is discontinuous at r = 0. Since x
r2 log(r/2)

is improperly integrable, it follows as in Exercise 6.21c that x
r2 log(r/2) is the weak

derivative in R2. Also u2x = O(1/(r2 log2 r)) is improperly integrable in Ω.

Similar for u2y. Hence u belongs to H1(Ω).

Solution of Exercise 6.30. (a) u(x) = 1 belongs to Hk(Ω) with the norm

|u|k,0 = 0 for k ≥ 1. If Hk(Ω) = Hk
0 (Ω), Lemma 6.29 would imply |u|k = 0

in contradiction to u �= 0.

(b) Without loss of generality let ν=1. The proof of Lemma 6.29 can be applied

without modification.

Solution of Exercise 6.40. (a) Integration by parts yields

(2π)
n/2

(Fuxk
) (ξ) =

∫

Rn

e−i〈ξ,x〉 ∂

∂xk
u(x)dx = −

∫

Rn

(
∂

∂xk
e−i〈ξ,x〉

)
u(x)dx

= iξk

∫

Rn

e−i〈ξ,x〉u(x)dx.

Multiple application proves the assertion.

(b) One verifies that the ratios

∑
|α|≤k|ξα|2

(1+|ξ|2)k and
(1+|ξ|2)k∑
|α|≤k|ξα|2 are bounded in Rn.
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Solution of Exercise 6.44. (a) û(ξ) = (2π)
−1/2 ∫ 1

−1
e−iξxdx =

√
2
π

sin(ξ)
ξ is

analytic in ξ = 0. (1 + ξ2)s û(ξ)2 behaves like ξ2s−2 as ξ → ±∞, hence it

is integrable in R for s < 1/2, so that |u|∧s < ∞. However, for s ≥ 1/2 the

integral diverges.

(b) For |x| < 1 and y > 1 we have u(x) − u(y) = 1. The integral appear-

ing in the Sobolev–Slobodeckij norm is
∫ ∞
1

dy
|x−y|1+2s and has the value

(1−x)−2s

2s .
∫ 1

−1
dx

(1−x)2s exists as improper integral if and only if s < 1/2. Note that the integral
∫ ∞
1

∫ 1

−1
. . . dxdy is a part of the integral

∫∫
Ω×Ω

. . . dxdy in (6.22a).

Solution of Exercise 6.53. (a) After a rotation the corners of the rectangle and of the

L-shaped domain can be described by the Lipschitz-continuous functions t �→ |t| .
(b) The cut circle cannot be described by a function.

Solution of Exercise 6.66. 〈TSx, z′〉Z×Z′ = 〈Sx, T ′z′〉Y×Y ′ = 〈x, S′T ′z′〉X×X′

proves the assertion.

Solution of Exercise 6.67. Let T ′y′ = 0. If the functional y′ does not vanish, there

is a y ∈ Y with 〈y, y′〉Y×Y ′ �= 0. Since T ∈ L(X,Y ) is surjective, there is an

x ∈ X with Tx = y. 0 �= 〈y, y′〉Y×Y ′ = 〈Tx, y′〉Y×Y ′ = 〈x, T ′y′〉X×X′ =
〈x, 0〉X×X′ = 0 yields the contradiction. Therefore y′ = 0 holds and implies that

T ′ is injective.

Solution of Exercise 6.75. Hs
0(Ω) ⊂ L2(Ω) holds for s ≥ 0. The embedding

is continuous since ‖·‖Hs(Ω) ≤ ‖·‖L2(Ω). Since C∞
0 (Ω) is dense in both spaces,

the embedding is also dense. Similar for Hs(Ω) with C∞(Ω) as dense subspace.

Solution of Exercise 6.80. The image of the unit ball is the unit ball itself. Accord-

ing to Remark 6.78 this ball is (relatively) compact if and only if dim(X) <∞.

Solution of Exercise 6.83. Write T as T · I if dimX < ∞, or as I · T if

dimY <∞, and apply Lemma 6.82a and Exercise 6.80.

Solution of Exercise 6.92. The definition of the dual operator A′ is

a(x, y) = 〈Ax, y〉V ′×V = 〈Ax, y〉V ′×V ′′ = 〈x,A′y〉V×V ′ ,

where the middle equation uses V = V ′′ (cf. Conclusion 6.69b). Now

〈x,A′y〉V×V ′ = (A′y)(x) = 〈A′y, x〉V ′×V = a∗(y, x)

yields assertion (a). For symmetric a we have 〈Ax, y〉V ′×V = 〈A′x, y〉V ′×V for

all x, y ∈ V and thus A = A′.

Solution of Exercise 6.95. If n := dimV <∞, V is isomorphic to Rn. The map

A : V → V ′ becomes an n× n matrix.

Assertion 1: (6.43a) is equivalent to ‘A is injective’.

Assertion 2: (6.43b) is equivalent to ‘A is surjective’.
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For matrices (and general compact operators) the properties injective, surjective,

and regular are equivalent. Hence also (6.43a) and (6.43b) are equivalent. Lemma

6.94 implies ε′ = ε.

For an indirect proof of Assertion 1 assume that A is not injective. Then there

is some x with ‖x‖V = 1 and Ax = 0, i.e., |〈Ax, y〉| = |a(x, y)| = 0 for all y
in contradiction to (6.43a).

For an indirect proof of Assertion 2 assume that VA := range(A) � Rn.

Then there is a 0 �= y⊥VA and therefore |〈Ax, y〉| = 0 in contradiction to (6.43b).

Solution of Exercise 6.98. (a) Restriction of |a(v, v)| ≥ CE ‖v‖2V (v ∈ V ) to

W ⊂ V shows |a(w,w)| ≥ CE ‖w‖2V ≥ CEC
2 ‖w‖2W (x ∈ W ), where C is

taken from the inequality ‖w‖W ≤ ‖w‖V /C.

(b) Let V \{0} ∋ x = limxi with xi ∈ V0. The limit in a(xi, xi)/ ‖xi‖2V ≥ CE

proves the inequality for all x ∈ V .

(c) Since (x, y)a := a (x, y) satisfies all axioms (6.5), the form (·, ·)a is a scalar

product which defines the norm ‖x‖a (cf. Exercise 6.14). Continuity of a implies

the inequality ‖x‖a ≤
√
CS ‖x‖V (cf. (6.42)). The V-ellipticity (6.44) yields the

reverse inequality ‖x‖a ≥
√
CE ‖x‖V (CE > 0). Hence the norms ‖x‖a and ‖x‖V

are equivalent.

Solution of Exercise 6.103. Let y ∈ V be arbitrary with y = limi yi and yi ∈ V0.
The limit process in a(x, yi) = f(yi) also proves a(x, y) = f(y) for y ∈ V.

Solution of Exercise 6.106. Part (a) is trivial. (b) We have

ã(x, y) = a(x, y) + CK · (x, y)U = 〈Ax, y〉V ′×V + 〈x, y〉V ′×V

for x, y ∈ V (cf. Remark 6.74). This shows ã(x, y) = 〈Ãx, y〉V ′×V .

Exercises of Chapter 7

Solution of Exercise 7.1. (a) m-fold integration by parts of
∫
Ω
(Lu)vdx with

v ∈ C∞
0 (Ω) yields the assertion.

(b) The solutions in Example 2.26 are infinitely differentiable, but not bounded.

Even if the solution is bounded as, e.g., u = const �= 0, it does not belong to L2(Ω)
and hence also not to H1(Ω). If u ∈ H1(Ω) holds for unbounded domains, u and

∇u must decay in a suitable way as |x| → ∞. This can be regarded as a boundary

condition at∞.

Solution of Exercise 7.6. If aα0 �= 0 for α = (1, 0, . . .), a(u, u) contains the

additional integral
∫
Ω
aα0

∂u
∂x1

udx = aα0

2

∫
Ω

∂
∂x1

u2dx. Since the antiderivative

u2 vanishes at the boundary, this term does not change a(u, u). More generally,

the addition of antisymmetric bilinear forms (i.e., a(u, v) = −a(v, u)) does not

disturb the V -ellipticity.
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Solution of Exercise 7.17. The critical part is a(u0, v). For fixed u0 ∈ V the map

v �→ a(u0, v) ∈ R is a (continuous) functional with the V ′-norm

sup
v∈V

|a(u0, v)|
‖v‖V

≤
(6.42)

sup
v∈V

CS ‖u0‖V ‖v‖V
‖v‖V

= CS ‖u0‖V .

Together we obtain (7.18).

Solution of Exercise 7.22. Let u ∈ H1(Ω) be the solution. All other H1-functions

satisfying the posed boundary conditions are of the form u + v with v ∈ H1
0 (Ω).

As in Theorem 6.104 the inequality J(u+ v) = J(u) + a(v, v) ≥ J(u) +CE |v|21
proves that J(u) is minimal.

Solution of Exercise 7.24. (a) Using the inequalities ‖·‖L2(Ω) ≤ ‖·‖H1(Ω) and

‖v‖L2(Γ ) ≤ ‖v‖H1/2(Γ )≤ C ‖v‖H1(Ω) and

|f(v)| ≤ ‖g‖H1(Ω) ‖v‖H1(Ω) + ‖ϕ‖L2(Γ ) ‖γΓ v‖L2(Γ )

≤
[
‖g‖H1(Ω) + C ‖ϕ‖L2(Γ )

]
‖v‖H1(Ω) ,

we obtain the first inequality (γΓ v is the restriction of v on Γ ).

(b) For v ∈ H1(Ω) (and therefore γΓ v ∈ H1/2(Γ )) we have

∫

Ω

gvdx = 〈g, v〉(H1(Ω))′×H1(Ω) and

∫

Γ

ϕvdx = 〈g, v〉H−1/2(Γ )×H1/2(Γ ) .

This proves (7.20b).

Solution of Exercise 7.28. The coefficients are a11 = a22 = −1, a12 = a21 =
a0i = 0. According to (7.24), B = −∑n

i=1 ni
∂

∂xi
= − ∂

∂n is the boundary differ-

ential operator.

Solution of Exercise 7.37. (a) a(u, u)≥c ‖u‖2H1(Ω) holds for c :=min{1, α} > 0.

(b) If integration by parts is possible (i.e., if u and Γ are sufficiently smooth),

Green’s formula (2.6a) yields

∫

Ω

[〈∇u,∇v〉+ auv]dx =

∫

Ω

v[−Δu+ au]dx+

∫

Γ

v
∂u

∂n
dΓ.

The above form is equal to
∫
Ω
gvdx +

∫
Γ
ϕvdΓ. Variation of v ∈ H1

0 (Ω) ⊂ V

leads to −Δu + au = g in Ω. It remains
∫
Γ
v ∂u
∂ndΓ =

∫
Γ
ϕvdΓ. Since all

v ∈ V have constant boundary values we obtain the scalar equation
∫
Γ

∂u
∂ndΓ =∫

Γ
ϕdΓ proving part (b).
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Exercises of Chapter 8

Solution of Exercise 8.10. (a) Let P ⋆w = 0. The definition of P ⋆ yields 0 =
〈P ⋆w,u〉 = (w,Pu)U for all u ∈ RN . Since range(P ) = VN , the equation

P ⋆w = 0 is equivalent to w⊥VN . Therefore P ⋆ as a mapping P ⋆|VN
: VN → RN

has a trivial kernel, i.e., P ⋆ is injective. Since dim(VN ) = dim(RN ), P ⋆ is also

surjective, thus bijective.

(b) Let x∈RN and u∈ VN . u is the image u = Py of some y ∈ RN . Hence

((P−1)∗x, u)U =
〈
x, P−1u

〉
=

〈
x, P−1Py

〉
= 〈x,y〉 . According to part (a)

there is a v ∈ VN with x = P ∗v. This shows that

(
(P ∗)−1∗x, u

)
U
= (v, u)U = (v, Py)U = 〈P ∗v,y〉 = 〈x,y〉 .

((P−1)∗x, u)U =
(
(P ∗)−1∗x, u

)
U

for all u ∈ VN shows (P−1)∗x = (P ∗)−1x

and (P−1)∗ = (P ∗)−1.

Solution of Exercise 8.17. Part (a) follows from (8.8a). x �= 0 implies that u :=
Px �= 0, so that according to Remark 8.6 〈Lx,x〉 = a(u, u) ≥ CE ‖u‖2V > 0
follows. Hence L is positive definite. Rewrite J(u) = J(Px) as 〈Lx,x〉−2 〈f ,x〉.
This expression is minimal for x∗ = L−1f , so that J(uN ) = J(Px∗) gives the

minimum.

Solution of Exercise 8.26. u is the solution of Lu = f. Remark 8.9 states that

f = P ∗f is the right-hand side of equation (8.9) with the solution u = L−1f .
The Ritz–Galerkin solution is uN = Pu. This proves SN = P L−1P ∗L.

Solution of Exercise 8.34. The Gauss quadrature must be exact for polynomials up

to degree 1. For g = 1 and g = x − xi one verifies that fi,GQuad =
∫ xi+1

xi−1
gbidx.

For equal step sizes h we get fi,GQuad := h g(xi).

Solution of Exercise 8.35. The coefficients Li,i±1 = −1/h, Lii = 2/h in Remark

8.33 hold for 2 ≤ i ≤ N − 1, i.e., for the inner grid points. For i=1 the integration

over [0, h] yieldsL00 = 1/h, L01 = −1/h. Correspondingly, we haveLNN = 1/h,
LN−1,N = −1/h. LT1 = L1 = 0 shows that the constant solution 1 belongs to

the kernel. Since rank(L) ≥ N − 1, Lu = f is solvable if 〈1, f〉 = 0. For the

Neumann problem the functional f is of the form f(v) =
∫ b

a
gvdx+ϕav(a)+ϕbv(b)

(cf. (7.20a)). Inserting the basis functions, we obtain

f1 =

∫ b

a

gb1dx+ ϕa, fi =

∫ b

a

gbidx

for 2 ≤ i ≤ N − 1 and fN =
∫ b

a
gb1dx + ϕb. Since the sum of all basis functions

is equal to the constant 1, the equation is solvable if 〈1, f〉 =
∫ b

a
g(x)dx+ ϕa + ϕb

vanishes.
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Solution of Exercise 8.42. For piecewise linear basis functions the gradient is

piecewise constant; more precisely, they take the values 0 and ±1/h. For

diagonally neighboured xi,xj the products (bi)x(bj)x and (bi)y(bj)y contain one

vanishing factor so that Lij = 0. For horizontally neighboured xi, xj we find

(bi)x(bj)x = h−2 and (bi)y(bj)y =0 in two triangles. Integration yields Lij =−1.
Analogously Lij = −1 results for vertically neighboured xi,xj . Similarly one

shows Lii = 4.

Solution of Exercise 8.43. (a) The corners of T are (ξ, η) ∈ {(0, 0) , (1, 0) , (1, 0)}.
Inserting these values into Φ, we obtain the vertices of T̃ . Since Φ is linear, the

sides [resp. inner area] of T are mapped onto the sides [resp. inner area] of T̃ .

(b) ∂Φ/∂ξ = x2 − x1 and ∂Φ/∂η = x3 − x1 define the constant determinant

detΦ′ = det
[
x2 − x1 x3 − x1

]
as described in (b).

(c) Since detΦ′ is constant, it can be taken in front of the integral.

Solution of Exercise 8.46. Without loss of generality let xi = (0, 0). The

basis function bi has the support [−h, h] × [−h, h] and therein it is defined by

(1− |x|
h )(1− |y|

h ). The x-derivative is
sign(−x)

h (1− |y|
h ). This leads to

∫

Ω

∂bi
∂x

∂bi
∂x

dxdy =

∫

[−h,h]×[−h,h]

. . . dxdy =

∫ h

−h

h−2dx

∫ h

−h

(1− |y|
h
)2dy =

4

3
.

For the right neighbour xj = (h, 0) the basis functions in [0, h]×[−h, h] yields

∂bj/∂x = 1
h (1−

|y|
h ); hence

∫

Ω

∂bi
∂x

∂bj
∂x

dxdy =

∫

[0,h]×[−h,h]

. . . dxdy =

∫ h

0

−h−2dx

∫ h

−h

(1−|y|
h
)2dy = −2

3
.

In the case of the vertical neighbour xj = (0, h) the intersection of the support

is [−h, h]× [0, h] so that

∫

Ω

∂bi
∂x

∂bj
∂x

dxdy =

∫

[−h,h]×[0,h]

. . . dxdy =

∫ h

−h

h−2dx

∫ h

0

(1− |y|
h
)
y

h
dy =

1

3
.

The diagonal neighbour at xj = (h, h) yields

∫

Ω

∂bi
∂x

∂bj
∂x

dxdy =

∫

[0,h]×[0,h]

∂bi
∂x

∂bj
∂x

dxdy =

∫ h

0

−h−2dx

∫ h

0

(1−y

h
)
y

h
dy = −1

6
.

By symmetry reasons one obtains from the part
∫
Ω

∂bi
∂x

∂bj
∂x dxdy the difference star

1
6

⎡
⎣
−1 2 −1
−4 8 −4
−1 2 −1

⎤
⎦ .Analogously 1

6

⎡
⎣
−1 −4 −1
2 8 2

−1 −4 −1

⎤
⎦ for

∫
Ω

∂bi
∂y

∂bj
∂y dxdy. The sum yields

the desired result.
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Solution of Exercise 8.67. According to Exercise 8.26 SN = P L−1P ∗L is the

Ritz projection. The definition of L in (8.8a) shows that a⋆ corresponding to the

operator L∗ leads to the system matrix LT. Replacing L, L by L∗,LT, we obtain

the Ritz projection Ŝh = P
(
LT

)−1
P ∗L∗ for the adjoint problem. (8.67) follows

from

L−1Ŝ∗
hL = L−1(P

(
LT

)−1
P ∗L∗)∗L = L−1LPL−1P ∗L = SN .

Solution of Exercise 8.71. As a demonstration we determine a(b1i, b2,i−1). The

second derivatives in [xi−1, xi] are

b′′1i(x) = −6h− 12 (x− xi) and b′′2,i−1 = 2h+ 6 (x− xi) ,

so that

a(b1i, b2,i−1) =

∫ xi

xi−1

b′′1i(x) b
′′
2,i−1(x) dx = 6h−2.

The other coefficients can be computed analogously.

Solution of Exercise 8.78. (a) Let the transformation Φ : T → T̃ be linear. Then

|detΦ′(ξ, η)| = area(T̃ )/area(T ).

Thus in the case of the square-grid triangulation we have |detΦ′(ξ, η)| = h2.
The constants in the proof of Theorem 8.76 become C1 = C2 = 1 and Mmin =
Mmax = 6. (8.90) implies 1

2 ‖u‖h ≤ ‖u‖P ≤ ‖u‖h .

(b) Assume h = 1 (the later scaling yields the factor h2). The central coefficient

1/2 is the integral over six triangles in [−1, 1] × [−1, 1]. By symmetry reasons all

four triangles possessing a hypotenuse containing the origin have the value

∫ 1

0

∫ x

0

(1− x)2dydx =
1

12
.

The remaining other two triangles lead to the value
∫ 1

0

∫ 0

x−1
(1−x+y)2dydx = 1

12 .
Analogously, one determines the other coefficients.

Solution of Exercise 8.84. By assumption the identity map I : Uh → Vh has the

operator norm ‖I‖Vh←Uh
≤ CIh

−m which coincides with ‖I‖Uh←V ′
h

, i.e.,

‖u‖U ≤ ‖I‖Uh←V ′
h
‖u‖V ′

h
≤ CIh

−m ‖u‖V ′

by Conclusion 8.8. Combining both inequalities proves ‖u‖V ≤ C2
Ih

−2m ‖u‖V ′ .

Solution of Exercise 8.86. (a) In general, functions in Vh are discontinuous across

the triangles sides. The weak derivatives are Dirac distributions which do not

belong to L2(Ω), hence Vh �⊂ H1(Ω).
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(b) T ∈ T satisfies the Poincaré inequality

∫

T

|u− ū|2dx ≤
(
h

π

)2 ∫

T

|∇u|2dx (A.9)

where ū = 1
area(T )

∫
T
udx is the mean value (cf. Payne–Weinberger [217] and [30]).

Here we use that T is convex and that h is the upper bound of the diameter of T .

Summation over all T ∈T shows |u−v|0≤ h
π |u|1,0≤ h

π |u|1 and proves part (b).

(c) The basis functions bi have a support consisting of only one triangle Ti ∈ T .

Therefore L is a diagonal matrix with Lii = area(Ti), since Lii = ah(bi, bi) =∫
Ti

12 dx.Note that this discretisation completely ignores the essential Laplace term

because of ∇bi = 0 on Ti.

Exercises of Chapter 9

Solution of Exercise 9.13. Let Tμ
j (1 ≤ j ≤ n, μ ∈ Z) be the translation operator

which is defined by (Tμ
j u)(x) = u(x + μhej). The substitution y := x + μhej

applied to

(
Tμ
j u, v

)
0
=

∫

Rn

(Tμ
j u)(x) v(x) dx =

∫

Rn

u(x+ μhej) v(x) dx

yields
∫
Rn u(y)v(y − μhej)dy = (u, T−μ

j v)0. This proves

(Tμ
j )

∗ = T−μ
j

and the statement in part (a). The power series in part (b) should be well known

(cf. [315, page 115]).

(c) Insert T̂μ
j u(ξ) = eiξjhû(ξ) into R = h−Θ

∑∞
μ=0 e

−μh (−1)μ
(
Θ
μ

)
Tμ
j .

Then part (b) implies part (c).

(d) We have
∣∣(1− e−h+ith

)
/h

∣∣2=
(
1−e−h

h

)2
cos2 th

2 +
(
1+e−h

)2 ( sin(th/2)
h

)2
.

The first term can be bounded — up to positive factors — by 1, the second behaves

like t2, i.e.,
∣∣(1− e−h+ith

)
/h

∣∣2 ∼ 1 + t2. This proves part (d).

(e) We use the equivalent norm in (6.21b):

|Rh,ju|∧τ = |(1 + |ξ|2)τ/2R̂h,ju(ξ)|0 = |(1+|ξ|2) τ
2

[(
1−e−h+iξjh

)
/h

]Θ
û(ξ)|0

∼
∣∣(1 + |ξ|2)τ/2

(
1 + |ξj |2

)Θ/2
û(ξ)

∣∣
0
.

Hence

|Rh,ju|∧τ ≤ CΘ|(1 + |ξ|2)(τ+Θ)/2 û(ξ)|0 = CΘ |u|∧τ+Θ .

(f)
∑n

i=1 |(R̂h,iu)(ξ)|2 �
∑n

i=1

(
1 + |ξj |2

)Θ/2
� (1 + |ξ|2)Θ/2.
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Solution of Exercise 9.16. (a) The right-sided derivatives of φu are those of u,

i.e., ∂k

∂xk
n
φu(x′, 0+) = ∂k

∂xk
n
u(x′, 0) for 0 ≤ k ≤ L− 1. For xn < 0 we have

∂k

∂xkn
φu(x′, xn) = (−1)k

L∑

ν=1

aν

[
νk

∂ku

∂xkn
(x′,−νxn) + ν−k ∂

ku

∂xkn
(x′,−xn/ν)

]
.

For xn ր 0 we obtain

∂k

∂xkn
φu(x′, 0−) = (−1)k

L∑

ν=1

aν
[
νk + ν−k

] ∂ku

∂xkn
(x′, 0+).

Therefore continuity of the derivatives up to order L − 1 is equivalent to the

described system of equations.

(b) If u∈Hk(Rn
+), also u(x′,−xn/ν) and u(x′,−νxn) belong to Hk(Rn

−) with

Rn
− = Rn\Rn

+ . Since the derivatives are continuous, we see that φu ∈ Hk(Rn)

and φ ∈ L(Hk(Rn
+), H

k(Rn)) for 0 ≤ k ≤ L.

Part (c) follows from the definition
∫
Rn (φu) vdx =

∫
Rn

+
u (φ∗v) dy of the

adjoint operator. The prefactors ν±1 result from the substitutions y = (x′,−νxn)
and y = (x′,−xn/ν), respectively

Part (d) follows from the same arguments as in part (a) for derivatives up to

order L− 1.

(e) According to (d) u ∈ Hk(Rn) is mapped into Hk
0 (R

n
+) (0 ≤ k ≤ L − 2),

since the requirements of Corollary 6.61 are satisfied. It is easy to estimate the norm

of φ∗ ∈ L(Hk(Rn), Hk
0 (R

n
+)).

(f) The additional statements φ ∈ L(Hk(Rn
+), H

k(Rn)) for negative k are

identical to φ∗ ∈ L(H−k(Rn), H−k
0 (Rn

+)) from part (e).

Solution of Exercise 9.26. The bilinear form corresponding to the Helmholtz

problem −Δu + u = f in Ω and u = 0 on Γ is a(u, v) = (u, v)V . Let uh be the

Galerkin solution in Vh. The defining equation a(uh, v)− f(v) = a(uh−u, v) = 0
(for all v ∈ Vh) is equivalent to the V -orthogonality u − uh ⊥V Vh .
Hence uh = QV u holds, i.e., QV is the Ritz projection Sh of the Helmholtz

problem: QV = Sh in H1
0 (Ω). Corollary 8.66 shows ‖I −QV ‖L2(Ω)←V ≤ C1h,

i.e., |u−QV u|0 ≤ C1h|u|1 for all u ∈ V = H1
0 (Ω).

Solution of Exercise 9.35. (a) The usual Euclidean norm ‖·‖ and the newly defined

| · |0 differ by the scaling factor hn/2. This factor cancels in |Lh|0←0 = sup
|Lhvh|0
|vh|0

,

i.e., sup
|Lhvh|0
|vh|0

= sup ‖Lhvh‖
‖vh‖ = ‖Lh‖2 .

Part (b) is an immediate consequence of |∂+
j u(x)|2 ≤ 2

|u(x)|2 + |u(x+ hej |2
h2

,

where ej is the j-th unit vector.
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Solution of Exercise 9.36. (a) |·|0≤|·|1 implies
∣∣L−1

h

∣∣
1←−1

= inf
uh

sup
vh

|〈L−1
h uh,vh〉|

|vh|1|uh|1
≤ inf

uh

sup
vh

∣∣〈L−1
h uh, vh

〉∣∣ /[ |vh|0 |uh|0 ] =
∣∣L−1

h

∣∣
0←0

= ‖L−1
h ‖2.

Parts (b) and (c) are a consequence of (6.33) since LT

h is dual to Lh .

(d) The spectral norm satisfies ‖A‖2 =
√
‖ATA‖2 = ρ(ATA) (ρ : spectral

radius, cf. (4.27)). On the other hand the spectral radius can be bounded by any

associated matrix norm: ρ(ATA) ≤ ‖ATA‖∞ ≤ ‖AT‖∞‖A‖∞.

(e) H1
h-ellipticity, i.e., ah (uh, uh) ≥ CE |uh|21 , implies that

∣∣L−1
h

∣∣
1←−1

≤ 1
CE

according to Lemma 6.97.

Solution of Exercise 9.38. δLh = a0 can be estimated by | 〈δLhvh, vh〉 | ≤
const |vh|20. In the case of δLh =

∑
i bi ∂

±
i we have

| 〈δLhvh, vh〉 | ≤ const|∂±
i vh|0|vh|0 ≤ const|vh|1|vh|0 ≤ ε|vh|21 + Cε|vh|20

(cf. (5.34) with a =
√
ε|vh|1). For δLh = ∂±

i ci use

| 〈δLhvh, vh〉 = |
〈
civh, ∂

∓
i vh

〉
≤ const|vh|0|vh|1 ≤ ε|vh|21 + Cε|vh|20 .

Altogether we obtain | 〈δLhvh, vh〉 | ≤ 2nε|vh|21 + C ′
ε|vh|20. Choose ε with

2nε ≤ CE/2, where CE is the constant in 〈Lhvh, vh〉 ≥ CE |uh|21 − CK |uh|20 .

Since 〈(Lh + δLh)vh, vh〉 ≥ CE

2 |uh|21−C ′
K |uh|

2
0 , also Lh+δLh is H1

h-coercive.

Solution of Exercise 9.40. For (5.19) the argument is rather simple. The second

x-difference −∂−
x a11∂

+
x as a part of Lh leads to −〈a11∂+

x vh, ∂
+
x vh〉 ≥ ε |∂+

x vh|
2
0

after summation by parts. With the analogous inequality

−
〈
a22∂

+
y vh, ∂

+
y vh

〉
≥ ε|∂+

y vh|20

for the y-direction we obtain 〈Lhvh, vh〉 ≥ ε|∂+
y vh|21,0 ≥ ε̃|∂+

y vh|21 according to

Lemma 9.41. In the case of (5.20) summation by part for all terms leads to the

sum of −a11|∂+
x vh|2 − a22|∂+

y vh|2 − 2a12|∂+
x vh||∂+

y vh| over all grid points. If

the arising coefficients aij were evaluated at a common argument, the statement

would follow from −∑
aijξiξj ≥ ε |ξ|2. In fact, the coefficients are evaluated at

arguments differing by h. Now the result follows from the continuity of aij (the

continuity is uniform since Ω is compact).

Solution of Exercise 9.46. (a) σx
hσ

y
h and σy

hσ
x
h produce the same result (9.39a).

(σx
hu)(x, y) can also be written as 1

h

∫ x+h/2

x−h/2
u(ξ, y)dξ. The derivative ∂

∂x with

respect to the integral bounds yields the difference quotient (∂̂xu)(x, y). On the

other hand, we also have

(σx
h

∂

∂x
u)(x, y) =

1

h

∫ x+h
2

x−h
2

ux(ξ, y)dξ =
1

h
u(·, y)

∣∣∣
x+h

2

x−h
2

= (∂̂xu)(x, y).
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(b) In the proofs for (b) and (c) we can ignore the y-dependence. Substitution and

interchanging integrals give

(σx
hu, v)L2(R) =

∫

R

v(x)
1

h

∫ h/2

−h/2

u(x+ ξ)dξdx =
1

h

∫ h/2

−h/2

∫

R

u(x+ ξ)v(x)dxdξ

=
x=t−ξ

1

h

∫ h/2

−h/2

∫

R

u(t)v(t− ξ)dtdξ =

∫

R

u(t)
1

h

∫ h/2

−h/2

v(t− ξ)dξ

=
ξ=−ζ

(u, σx
hv)L2(R) .

(c) Assume first k = 0. For a fixed x the Schwarz’ inequality leads to

|σx
hu(x)|2 =

1

h2

∣∣∣∣∣

∫ x+h/2

x−h/2

1 · u(ξ)dξ
∣∣∣∣∣

2

≤ 1

h2

∫ x+h/2

x−h/2

dξ ·
∫ x+h/2

x−h/2

|u(ξ)|2dξ

=
1

h

∫ x+h/2

x−h/2

|u(ξ)|2dξ.

Integration over x, substitution and interchanging the integrals yield

∫

R

|σx
hu(x)|2dx =

1

h

∫

R

∫ x+h/2

x−h/2

|u(ξ)|2dξdx =
ξ=x+ζ

1

h

∫

R

∫ h/2

−h/2

|u(x+ ζ)|2dζdx

=
1

h

∫ h/2

−h/2

∫

R

|u(x+ ζ)|2dxdζ =
x=t−ζ

1

h

∫ h/2

−h/2

∫

R

|u(t)|2dtdζ

=
1

h
|u|20

∫ h/2

−h/2

dζ = |u|20 .

This proves ‖σx
h‖L2(R2)→L2(R2) ≤ 1. The commutativity with derivatives also

shows ‖σx
h‖Hk(R2)→Hk(R2) ≤ 1 for all k ∈ N. Because (σx

h)
∗ = σx

h the same

estimate holds for the dual spaces with negative k.

(d) The first inequality in part (c) can be summed over all x = νh and yields∑
ν∈Z

h|(σx
hu)(νh)|2 =

∫
R
|u(x)|2dx. The analogous treatment of the y-direction

gives the result.

(e) Also here it is sufficient to limit ourselves to σx
h and functions a(·) in x.

We obtain

‖aσx
hu− σx

h (au)‖L2
h
=

∑

ν∈Z

h
[
|(aσx

hu)(νh)− (σx
h (au))(νh)|2

]

=
∑

ν∈Z

[
a(νh)

∫ νh+h/2

νh−h/2

|u(ξ)|2dξ −
∫ νh+h/2

νh−h/2

| (au) (ξ)|2dξ
]
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=
∑

ν∈Z

∫ νh+h/2

νh−h/2

| [a(νh)− a(ξ)]u(ξ)|2dξ.

The Lipschitz-continuity ensures |a(νh)− a(ξ)| ≤ Lh/2 with L = ‖a‖C0,1(R) so

that ‖aσx
hu− σx

h (au)‖L2
h
≤ Lh

2 ‖u‖L2(R) follows.

(f) Abbreviate σx
h by σ. By aσν − σνa =

∑ν−1
μ=0 σ

ν−μ−1 (aσ − σa)σμ and

the parts (c) and (e) we obtain the assertion.

(g) Integration by parts proves

(u− σx
hu) (x) =

1

h

h/2∫

−h/2

[u(x)− u(x+ ξ)] dξ =
1

h

h/2∫

−h/2

[
ξ − sign(ξ)

h

2

]
ux(x+ ξ)dξ.

Schwarz’ inequality shows

|(u− σx
hu) (x)|2 ≤

h

12

∫ h/2

−h/2

|ux(x+ ξ)|2 dξ,

since
∫ h/2

−h/2
[ξ − sign(ξ)h/2]

2
dξ = h3/12. Integration over x ∈ R leads to

∫

R

|(u− σx
hu) (x)|2 dx ≤

h

12

∫

R

∫ h/2

−h/2

|ux(x+ ξ)|2 dξdx

=
h

12

∫ h/2

−h/2

∫

R

|ux(x+ ξ)|2 dxdξ = h

12

∫ h/2

−h/2

dξ ‖ux‖2L2(R) =
h2

12
‖ux‖2L2(R) ,

hence

‖u− σx
hu‖L2(R) ≤ C1h ‖ux‖L2(R) ≤ C1h ‖u‖H1(R) with C1 = 1/

√
12.

From ∂
∂xσ

x
h = σx

h
∂
∂x in part (a) we infer ‖u − σx

hu‖Hk(R) ≤ C1h ‖u‖Hk+1(R) .
The same argument for y yields the statement (g) for ν = μ = 1. For more general

ν, μ proceed as in part (f).

Solution of Exercise 9.57. In (Lh + δLh)
−1

= L−1
h −L−1

h δLh (Lh + δLh)
−1

the

last term can be bounded by

|L−1
h δLh (Lh + δLh)

−1 |2←0 ≤ |L−1
h |2←0|δLh|0←1| (Lh + δLh)

−1 |1←0 .

Solution of Exercise 9.59. (a) (Phuh, v)L2(R2) =
∑

x∈Qh

∫
Qx

(Phuh(x)) v(x)dx

holds with Q(x,y) := [x − h/2, x + h/2] × [y − h/2, y + h/2]. By definition,∫
Qx

. . . = 0 if x /∈ Ω and otherwise uh(x)
∫
Qx

v(x)dx = h2uh(x). This shows

(Phuh, v)L2(R2) = h2
∑

x∈Ωh
uh(x) (σ

x
hσ

y
hv) (x) = 〈uh, σx

hσ
y
hv〉L2

h
and proves

P̂ ⋆
hu = (σx

hσ
y
hu)|Ωh

.
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(b) Let ex ∈ L2
h be the unit vector at x = (x, y) and δx the Delta distribution

at x. One verifies that P̂hex = σx
hσ

y
hδx and thus

(
u,E∗

0σ
x
hσ

y
hP̂hex

)
L2(R2)

=
(
u,E∗

0 (σ
x
hσ

y
h)

2
δx

)
L2(R2)

=
(
(σx

hσ
y
h)

2
E0u, δx

)
L2(R2)

= ((σx
hσ

y
h)

2
E0u)(x) = (R̃hu)(x) =

〈
R̃hu, ex

〉
L2

h

.

This proves R̃⋆
h = E∗

0σ
x
hσ

y
hP̂h.

(c) By part (a) P̂ ⋆
h P̂huh = σx

hσ
y
hP̂huh holds on Qh. P̂huh is piecewise constant.

The evaluation in x ∈ Qh produces the mean value of a constant, i.e., the value is

not changed: (σx
hσ

y
hP̂huh)(x) = uh(x).

Solution of Exercise 9.61. The estimate |uh|0 ≤ C‖uh‖∞ holds with C ≈ vol(Ω).
The inequality ‖uh‖∞ ≤ C|uh|2 can be proved, e.g., by means of the discrete

Green function gh(x, ξ) with the property Δhgh(·, ξ) = eξ (eξ: unit vector at ξ).

As in the continuous case we have |gh(·, ξ)|0 ≤ C. From this we conclude

uh(ξ) = 〈uh, eξ〉Lh
= 〈uh, Δhgh(·, ξ)〉Lh

= 〈Δhuh, gh(·, ξ)〉Lh

and |uh(ξ)| ≤ |Δhuh|0 |gh(·, ξ)|0 ≤ Cg |uh|2 . Maximising over all ξ ∈ Ωh,
we obtain ‖uh‖∞ ≤ C|uh|2.

Hence ‖L−1
h ‖∞ = supuh

‖L−1
h uh‖∞

‖uh‖∞
≤ C2 supuh

|L−1
h uh|2
|uh|0 = C2|L−1

h |2←0 ≤
const.

Exercises of Chapter 10

Solution of Exercise 10.6. Inserting v, we prove the assertion.

Solution of Exercise 10.9. δ(x) := (ex/ε − 1)/(e1/ε − 1) is the deviation from

the reduced solution x. The function δ increases monotonously from δ(0) = 0
to δ(1) = 1. Hence ξ is the solution of the equation δ(1 − ξ) = η. The ansatz

ξ = Cε |log η| yields δ(1− ξ) = (ηC − e−1/ε)/(1− e−1/ε) = η. Since e−1/ε ≪ ε
this equation has a solution C ≈ 1.

Solution of Exercise 10.12. One verifies that uh(0) = uh(1) = 0 is satisfied and

that uh fulfils the homogeneous difference equation because of −ε(1 + h/ε)2 +
(2ε+ h) (1 + h/ε)− (ε+ h) = 0.

Solution of Exercise 10.14. The discretisations of the principal part −εΔ are

described in Exercises 8.42 and 8.46.

(a) The x-derivative of the basis functions are the piecewise constants ±h−1 or

0. The integral of a test basis function over one triangle has the value h2/6, h2/3,
or 0. The combination yields (10.15).

Part (b) follows by an elementary calculation.

The one-dimensional scheme from part (c) can be derived from (b) if one applies

Lh from (b) to grid functions which are constant in y-direction.
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Exercises of Chapter 11

Solution of Exercise 11.3. By symmetry (11.2a) is identical to a(v, e) = λ(v, e)0
and a(v, e) = λ̄(v, e)0. Hence e∗ = e is also an eigenfunction of the adjoint

problem to eigenvalue λ̄. The test with v = e yields λ(e, e)0 = a(e, e) = λ̄(e, e)0.

(e, e)0 > 0 proves λ = λ̄, i.e., the eigenvalue is real. Since e ∈ E(λ) is arbitrary,

we have proved E(λ) ⊂ E⋆(λ). Similarly, one shows E⋆(λ) ⊂ E(λ).

Solution of Exercise 11.7. (a) The definition (8.91) states that M := P ∗P, i.e.,

〈Mx,x〉= 〈P∗Px,x〉=(Px,Px)0 . x �=0 implies Px �=0 and thus 〈Mx,x〉> 0.
Hence the symmetric matrix M is positive definite. The square root A := M1/2

exists as a positive-definite matrix and satisfies AHA = A2 = M (cf. Exercise

4.30e). On the other hand the Cholesky decomposition M = AHA exists with a

lower triangular matrix A (cf. Quarteroni–Sacco–Saleri [230, §3.4.2]).

(b) Let M = AHA. Set ẽ = Ae and L̃ := (AH)−1LA−1. Then we have

L̃ẽ = (AH)−1Le = λh(A
H)−1Me = λhAe = λhẽ. Analogously, ẽ⋆ = Ae⋆

leads to the eigenvalue equation

L̃Hẽ⋆=(AH)−1LHA−1Ae⋆=λh(A
H)−1Me⋆=λhAe⋆=λhẽ

⋆.

Solution of Exercise 11.8. First we consider the bilinear ansatz. According to Exer-

cise 8.46 the finite-element matrix L is characterised by the stencil 1
3

⎡
⎣
−1 −1 −1
−1 8 −1
−1 −1 −1

⎤
⎦ ,

while the mass matrix M is h2

36

⎡
⎣
1 4 1
4 16 4
1 4 1

⎤
⎦ with h = a

n . The ansatz eν,μ as restric-

tion of sin(νπx/a) sin(μπy/a) to the nodal values turns out to be an eigenfunction

of L and M. The product 3Leν,μ at (x, y) consists of the four second differences:

− sin μπy
a ∂+

x ∂
−
x sin νπx

a = sin μπy
a

[
2 sin νπx

a − sin νπ(x−h)
a − sin νπ(x+h)

a

]

= 2
[
1− cos νπh

a

]
sin νπx

a sin μπy
a = 4 sin2 νπh

2a eν,μ(x, y),

the corresponding result − sin νπx
a ∂+

y ∂
−
y sin μπy

a = 4 sin2 μπh
2a eν,μ(x, y), and the

two diagonal ones

4 sin νπx
a sin μπy

a − sin νπ(x−h)
a sin μπ(y−h)

a − sin νπ(x+h)
a sin μπ(y+h)

a

− sin νπ(x−h)
a sin μπ(y+h)

a − sin νπ(x+h)
a sin μπ(y−h)

a

= 4

(
1− cos

νπh

a
cos

μπh

a

)
eν,μ(x, y).

Together with h = a/n this demonstrates

Leν,μ =
4

3

(
1 + sin2

νπ

2n
+ sin2

μπ

2n
− cos

νπ

n
cos

μπ

n

)
eν,μ.
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Similarly one proves

Meν,μ =
h2

9

(
cos

νπh

a
+ 2

)(
cos

μπh

a
+ 2

)
eν,μ.

Hence we have Leν,μ = λν,μ
h Meν,μ with

λν,μ
h = 12h−2 1 + sin2 νπ

2n + sin2 μπ
2n − cos νπ

n cos μπ
n(

cos νπh
a + 2

) (
cos μπh

a + 2
)

(
h =

a

n

)
.

Clearly λν,μ
h = λμ,ν

h holds, i.e., for ν �= μ there are (at least) double eigenvalues.

The asymptotic expansion is

λν,μ
h =

π2

a2
(
ν2 + μ2

)
+
h2

12

π4

a4
(
ν4 + μ4

)
+O

(
h4

)
.

For (ν, μ) = (1, 7) the h2-term is 1201
6

π4

a4 h
2, and 625

6
π4

a4 h
2 for ν = μ = 5.

Hence, λ5,5
h �= λ1,7

h = λ7,1
h .

Now we consider the linear triangular element. According to Exercise 8.42 L is

identical with the five-point discretisation of step size h = a
n . As above we obtain

Leν,μ = 4
(
sin2

νπ

2n
+ sin2

μπ

2n

)
eν,μ.

The lumped mass matrix is M̂ = h2I so that M̂e
ν,μ

= h2eν,μ. Hence Leν,μ =

λν,μ
h M̂e

ν,μ
holds with

λν,μ
h = 4h−2

(
sin2

νπ

2n
+ sin2

μπ

2n

) (
h =

a

n

)
.

Again, λν,μ
h = λμ,ν

h holds, and the asymptotic expansion is now

λν,μ
h =

π2

a2
(
ν2 + μ2

)
− h2

12

π4

a4
(
ν4 + μ4

)
+O

(
h4

)

leading to the same conclusions.

Solution of Exercise 11.9. (a) (11.6) follows from Lemma 6.94 or, respectively,

Lemma 8.13.

(b) The resolvent R(λ) := (L− λI)
−1

is continuous outside its singularities as

can be seen from R(λ)−R(μ) = (λ− μ)R(λ)R(μ). Since the norm is continuous

(cf. Exercise 6.3), also ω(λ) continuous except possibly the singularities of R. Let

λ be an eigenvalue: Le = λe. In the neighbourhood of λ we have R(μ)e = 1
λ−μe,

so that ‖R(μ)‖V←V ′ → ∞ for μ → λ. The inverse yields continuity even at λ :

ω(μ)→ ω(λ) = 0.

(c) Combine Lemma 6.94 and Lemma 6.109.
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Solution of Exercise 11.17. (a) Let dimE(λ0) = 1. Theorem 11.15 guarantees

dimEh(λh) ≥ 1 for sufficiently small h and the existence of eh with eh → e. For

an indirect proof assume that dimEh(λh) ≥ 2 for infinitely many h ∈ H. Hence

there is another linearly independent eigenvector êh. At least for sufficiently small

h the eigenvector êh can be scaled to that êh⊥e. According to Theorem 11.16 there

is a subsequence so that lim êh = ê is an eigenfunction of L. Since ê⊥e, it follows

that dimE(λ0) ≥ 2 in contradiction to the assumption.

(b) By assumption and part (a) dimE(λ0) = dimE(λh) = 1 holds for

sufficiently small h. Let e and eh be normed: ‖eh‖V = ‖e‖V = 1. According

to V = span{e} ⊕ e⊥ we split eh into eh‖ + eh⊥. If lim sup ‖eh⊥‖V > 0, one proves

dimE(λ0) ≥ 2 as in the proof of part (a). Hence lim eh⊥ = 0. eh‖ = γhe holds with

the factor γh := (eh, e)V . 1 = ‖eh‖2V = ‖eh‖‖2V +‖eh⊥‖2V = |γh|2+‖eh⊥‖2V implies

|γh| → 1. For sufficiently small h we have |γh| ≥ 1/2, and êh := 1
(eh,e)V

eh =
1
γh

(eh‖ + eh⊥) = e+ 1
γh
eh⊥ converges to e.

Solution of Exercise 11.20. The statement follows from Conclusion 8.8.

Solution of Exercise 11.22. Let ûh = PVh
u ∈ Vh be the approximation with

‖ûh − u‖V = d(u, Vh) and set ûh⊥ := u − ûh (cf. Remark 8.23). Since (·, v)0
is a functional in V ′, the Riesz isomorphism ensures the existence of w ∈ V with

(·, v)0 = (·, w)V (cf. Theorem 6.68). We split w into wh + wh⊥ with wh ∈ Vh and

wh⊥ ∈ V ⊥
h (orthogonality with respect to (·, ·)V ). The ansatz for uh reads

uh = ûh + ηwh ∈ Vh.

Because
(
uh − u, v

)
0
=

(
uh − u,w

)
V
=

(
ûh + ηwh −

(
ûh + ûh⊥

)
, wh + wh⊥)

V

= η
(
wh, wh

)
V
−

(
ûh⊥, wh⊥)

V
,

the choice η :=
(ûh⊥,wh⊥)

V

(wh,wh)V
ensures the side condition

(
uh − u, v

)
0
= 0. (11.4c)

implies wh⊥ → 0 in V and
(
wh, wh

)
V

= ‖wh‖2V → ‖w‖2V > 0, so that η

is well defined for sufficiently small h. Using ‖ûh⊥‖V = ‖ûh − u‖V = d(u, Vh),
we can estimate the additional term ηwh by

|
(
ûh⊥, wh⊥)

V
|

(wh, wh)V
‖wh‖V ≤ ‖ûh⊥‖V ‖wh⊥‖V /‖wh‖V︸ ︷︷ ︸

=:εh

= εh d(u, Vh)

with εh→0. For sufficiently small h we obtain εh≤1 and therefore ‖u−uh‖V ≤
2d(u, Vh).

Solution of Exercise 11.29. (a) Let uh ∈ Vh be the solution of (11.21a–c).

uh belongs to V̂h because of (11.21c). Since (11.21a) is satisfied for all v ∈ Vh,

it also holds for all v ∈ V̂h ⊂ Vh. Hence uh ∈ V̂h is the solution of aλ(u
h, v) =

(f (h), v)0 for all v ∈ V̂h .
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(b) First we assume (11.21b). Let uh ∈ V̂h satisfy aλ(u
h, v) = (f (h), v)0 for

all v ∈ V̂h. The equation aλ(u
h, v) = (f (h), v)0 for v ∈ E⋆

h(λh) follows from

the definition of V̂h and (11.21b). From Vh = V̂h ⊕ E⋆
h(λh) we infer (11.21a).

(11.21c) is a consequence of uh ∈ V̂h.

(c) If (11.21b) does not hold, (11.21a,b) is not solvable; nevertheless the varia-

tional problem in V̂h has a solution. For this purpose split f (h) into f
(h)
⊥ + g(h)

with f
(h)
⊥ ∈ E⋆

h(λh)
⊥ and g(h) ∈ E⋆

h(λh). The variation in V̂h ignores the part

g(h) and solves the problem with the right-hand side f
(h)
⊥ satisfying (11.21b).

Solution of Exercise 11.31. Choose ûh ∈ Vh with ‖u− ûh‖V = d(u, Vh).

η :=
(
ûh, e⋆h

)
0
=

(
ûh − u, e⋆h

)
0
+

(
u, e⋆h − e⋆

)
0

holds for all e∗ ∈ E∗(λ0) because of u⊥e⋆. We estimate η by

|η| ≤ ‖u− ûh‖V ‖e∗h‖V ′ + |u|0|e∗h − e∗|0 .
Since ‖e∗h‖V ′ = 1 and e∗ ∈ E∗(λ0) is arbitrary, we obtain

|η| ≤ ‖u− ûh‖V + |u|0 inf
e∗∈E∗(λ0)

|e∗h − e∗|0 .

uh := ûh − ηeh satisfies
(
uh, e⋆h

)
0
= η − η

(
eh, e⋆h

)
0
= 0 and the estimate

d(u, Vh∩E⋆
h(λh)

⊥) ≤
∥∥u− uh

∥∥
V
≤ ‖u− ûh‖V + |η| ‖eh‖V ≤ ‖u− ûh‖V

+ ‖eh‖V
[
‖u− ûh‖V ‖e∗h‖V ′ + |u|0 inf

e∗∈E∗(λ0)
|e∗h − e∗|0

]

=
(
1 + ‖eh‖V

)
‖u− ûh‖V + ‖eh‖V |u|0 inf

e∗∈E∗(λ0)
|e∗h − e∗|0.

1
‖eh‖V

= (eh,e⋆h)0
‖eh‖V ‖e⋆h‖V ′

→ (e,e⋆)0
‖e‖V ‖e⋆‖V ′

�= 0 follows from the convergence of the

eigenvectors. Hence ‖eh‖V is uniformly bounded. Together with
∥∥u− ûh

∥∥
V

=
d(u, Vh) we obtain

d(u, Vh ∩ E⋆
h(λh)

⊥) ≤ C

[
d(u, Vh) + |u|0 inf

e∗∈E∗(λ0)
|e∗h − e∗|0

]
.

Finally, we use | · |0 ≤ C ‖·‖V .

Solution of Exercise 11.34. (a) Proof of ‖Rh− Řh‖L2
h(Ωh)←H1

0 (Ω) ≤ Ch. We have

Rh − Řh = σx
hσ

y
h(E2 − σx

hσ
y
hE0). Corresponding to the grid Ωh containing the

points x = (xi)
n
i=1 we define

Ω(h) :=
⋃

x∈Ωh

n×
j=1

(
xj −

h

2
, xj +

h

2

)
.

Exercise 9.46d shows

‖σx
hσ

y
h‖L2

h(Ωh)←L2(Ω(h)) ≤ 1.
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Since Ω(h) may be somewhat larger than Ω, the extensions E2u and E0u differ

in Ω(h)\Ω. Corollary 6.62 defines the boundary strip ωh and implies

‖(E2 − σx
hσ

y
hE0)u‖L2(ωh∪Ω(h)\Ω) ≤ Ch‖u‖H1(Ω).

Exercise 9.46g shows that ‖(E2 − σx
hσ

y
hE0)u‖L2(Ω\ωh) ≤ Ch‖u‖H1(Ω) holds in

the remaining region Ω\ωh.

(b) Proof of ‖I − RhPh‖L2
h(Ωh)←H1

h(Ωh) ≤ Ch. The equality (RhPhuh)(x) =
uh(x) holds at all far-boundary points. Lemma 9.49 yields the estimate in near-

boundary points.

(c) Proof of ‖P ∗
h−Rh‖L2

h(Ωh)←H1
0 (Ω) ≤ Ch. Let vh ∈ L2

h(Ωh) and u ∈ H1
0 (Ω).

We have

(vh, (P
∗
h −Rh)u)L2

h(Ωh) = (Phvh, u)L2(Ω) − (vh, Rhu)L2
h(Ωh)

= (σx
hσ

y
hP̂hvh, u)L2(Ω) − (vh, σ

x
hσ

y
hE0u)L2

h(Ωh)

= (P̂hvh, σ
x
hσ

y
hu)L2(Ω) − (vh, σ

x
hσ

y
hE0u)L2

h(Ωh).

The equality

(P̂hvh, σ
x
hσ

y
hu)L2(Qx) − h2vh(x)σ

x
hσ

y
hE0u(x)

= vh(x)

∫

Qx

(σx
hσ

y
hu)(y)− (σx

hσ
y
hu)(x))dy

holds for all squares Qx =
(
x− h

2 , x+ h
2

)
×

(
y − h

2 , y +
h
2

)
corresponding to

far-boundary points x = (x, y) ∈ Ωh. The latter expression can be estimated by

Ch2|vh(x)|‖u‖H1(Qx). The near-boundary regions are treated by Lemma 9.49 and

Corollary 6.62. We obtain

∣∣∣(vh, (P ∗
h −Rh)u)L2

h(Ωh)

∣∣∣ ≤ Ch‖vh‖L2
h(Ωh)‖u‖H1

0 (Ω)

for all vh and u, which is the desired estimate.

(d) Proof of ‖I − P ∗
hPh‖L2

h(Ωh)←H1
h(Ωh) ≤ Ch. The assertion follows from the

parts (b,c) and |Rh|1←1 ≤ C in (11.25h), since

I − P ∗
hPh = I −RhPh − (P ∗

h −Rh)Ph.

(e) Proof of ‖I − ŘhPh‖L2
h(Ωh)←H1

h(Ωh) ≤ Ch. Same argument as in (d).

(f) Proof of ‖I − Ř∗
hRh‖L2(Ω)←H1

0 (Ω) ≤ Ch. First we assume Ω = Rn, so that

the extensions E0 and E2 become the identity. We abbreviate L2(Ω) and H1(Ω)
by L2 and H1. Rh : L2 → L2

h describes the averaging. The following constant

extension P̂h : L2
h → L2 in (9.53a) defines the map Π := P̂hRh.

Assertion A: Π : L2 → L2 is the orthogonal projection. Proof: RhP̂h : L2
h → L2

h

is the identity.
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Assertion B: (vh, uh)L2
h
= (P̂hvh, P̂huh)L2 . Proof: h2vh(x)uh(x) coincides with

the integral of the constant extension on Qx :=
(
x− h

2 , x+ h
2

)
×

(
y − h

2 , y +
h
2

)
.

Summation over all grid points x = (x, y) shows the assertion.

Assertion C: ‖I −Π‖L2←H1 ≤ Ch. The proof follows from (A.9) for T := Qx .

Assertion D: According to Exercise 9.46c,g and part C, ‖I − σΠ‖L2←H1 ≤ Ch
follows from I −Πσ = (I − σ) + σ(I −Π).

Let v ∈ L2 and u ∈ H1 be arbitrary. The assertion is proved if

∣∣(v, (I − Ř∗
hRh)u)L2

∣∣ ≤ Ch‖v‖L2‖u‖H1

can be shown. We have (v, (I − Ř∗
hRh)u)L2 = (v, u)L2 − (v, Ř∗

hRhu)L2 , where

(v, Ř∗
hRhu)L2 = (Řhv,Rhu)L2

h
=
(B)

(P̂hRhσv, P̂hRhu)L2

= (Πσv,Πu)L2 =
(A)

(σv,Πu)L2 =
Exercise 9.46a,b

(v, σΠu)L2 .

By Assertion D, the difference between the above expression and (v, u)L2 is

estimated by Ch‖v‖L2‖u‖H1 .

The proved estimate also holds for functions with support in Ω. Because of

the extension operators deviations may appear close to the boundary. These can

be estimated with the help of Lemma 9.49 and Corollary 6.62.

Solution of Exercise 11.36. (a) |u|21 = (Λu, u)0 and |uh|21 = (Λhuh, uh)0 are the

definitions of these norms.

(b) Λ has the square root Λ1/2 with

|u|21 = (Λu, u)0 =
(
Λ1/2u, Λ1/2u

)
0
= |Λ1/2u|20.

The scalar product in V is (x, y)1 =
(
Λ1/2x, Λ1/2y

)
0
. The Riesz isomorphism

J : V → V ′ is given by J = Λ since

(
J−1ϕ, v

)
V
= ϕ (v) = (ϕ, v)0 = (Λ−1/2ϕ,Λ1/2v)0

= (Λ1/2Λ−1ϕ,Λ1/2v)0 =
(
Λ−1ϕ, v

)
1
.

The isomorphism implies

|w|2−1 = |Λ−1w|21 =
(a)

(
ΛΛ−1w,Λ−1w

)
0
=

(
w,Λ−1w

)
0
=

(
Λ−1w,w

)
0
=(v, w)0 .

The statement |wh|2−1 = (vh, wh)0 is completely analogous.

(c) Since H2(Ω) ∩H1
0 (Ω) is dense in H1

0 (Ω), the last statement of the exercise

follows from the consistency condition (11.25a).
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Solution of Exercise 11.43. (a) dimE(λ0) = 1 implies limh→0 dimEh(λh) = 1.
For a proof repeat the solution of Exercise 11.17 and replace Theorem 11.40 and

Theorem 11.16 by Theorem 11.41.

(b) If dimE(λ0) = 1, the scaling in Exercise 11.17b produces discrete eigen-

vectors êh with lim êh = e. The proof is unchanged.

Solution of Exercise 11.49. Each pair (ν, μ) is associated with a square

[ν − 1, ν]×[μ− 1, μ]. All squares with ν2+μ2≤Λ/π2 lie in the quarter circle

{
(x, y) : 0 ≤ x ≤

√
Λ/π, 0 ≤ y ≤

√
Λ/π2 − x2

}

which has the area 1
4π(Λ/π

2) = Λ
4π .

Exercises of Chapter 12

Solution of Exercise 12.3. (a) Obviously, the sums mi+m′
j are independent of k.

(b) For q = 1, m1 = m′
1 = 1, the function LP

11(ξ;x) corresponding to (1.16)

coincides with 〈A(x)ξ, ξ〉 = ∑n
i,j=1 aij(x)ξiξj from Definition 1.14a and (5.4a).

(c) In the case of the q × q system (1.21) (there with n instead of q) the

orders are kij = 1 with mi = 1, m′
j = 0. The operator Lij (1 ≤ i, j ≤ q) is

n∑
k=1

(Ak)ij
∂

∂xk
so that LP

ij(ξ;x) =
n∑

k=1

(Ak(x))ijξk and LP (ξ;x) =
n∑

i=k

ξkAk(x).

Solution of Exercise 12.4. The operator (Lij)1≤i,j≤3 has the components

Lij = μδijΔ+ (λ+ μ)
∂2

∂xi∂xj
(δij Kronecker symbol),

so that LP
ij(ξ;x) = μδij |ξ|2 + (λ+ μ) ξi ξj . The determinant of

⎡
⎣
(λ+ μ) ξ21 + μ |ξ|2 (λ+ μ) ξ1ξ2 (λ+ μ) ξ1ξ3

(λ+ μ) ξ1ξ2 (λ+ μ) ξ22 + μ |ξ|2 (λ+ μ) ξ2ξ3
(λ+ μ) ξ1ξ3 (λ+ μ) ξ2ξ3 (λ+ μ) ξ23 + μ |ξ|2

⎤
⎦

is equal to μ2(2μ+ λ) |ξ|6 .

Solution of Exercise 12.7. (a) By assumption (12.10a,b) a(·, ·) and b(·, ·) are

bounded; let Ca and Cb be the bounds. Then |c(u, z)| ≤ Cc ‖u‖X ‖z‖X holds

with Cc := 1
2Ca +

√
1
4C

2
a + C2

b , hence c(·, ·) is continuous. Here we use

‖u‖2X = ‖v‖2V + ‖w‖2W for u =
(
v
w

)
.

(b) Adding the equations in (12.11), we obtain (12.12a,b). On the other hand,

inserting y = 0 resp. x = 0 in (12.12a,b), both equations in (12.11) follow.
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Solution of Exercise 12.11. (i) Let V = V0 ⊕ V⊥ be the decomposition (12.21a)

in orthogonal spaces. (v, w)V = (JV w)(v) holds by definition of the Riesz isomor-

phism JV : V → V ′. (v, w)V = 0 for all v ∈ V⊥ only holds for w ∈ (V⊥)⊥ = V0.

This property shows that JV w ∈ V ′
0 and vice versa. Hence JV : V0 → V ′

0 and

JV : V⊥ → V ′
⊥ are bijective. This proves part (b) of the exercise and shows that

V ′ = V ′
0 ⊕ V ′

⊥ is a direct sum.

(ii) According to Conclusion 6.69 V ′ is a Hilbert space with the scalar product

(ϕ, ψ)V ′ = (J−1
V ϕ, J−1

V ψ)V . Let ϕ ∈ V ′
0 and ψ ∈ V ′

⊥. Part (i) ensures the

existence of v0 ∈ V0 and v⊥ ∈ V⊥ with ϕ = JV v0 and ψ = JV v⊥. This implies

(ϕ, ψ)V ′ = (J−1
V ϕ, J−1

V ψ)V = (v0, v⊥)V = 0 and proves the orthogonality in

V ′ = V ′
0 ⊕ V ′

⊥ and therefore also part (c) of the exercise.

Solution of Exercise 12.13. (12.24a) is equivalent to

sup
x0∈V0, ‖x0‖V =1

|a(v0, x0)| ≥ α‖v0‖V for all x0 ∈ V0 with ‖x0‖V = 1.

Since the inequality is scaling invariant, it holds for all v0 ∈ V0. In the case of

b(·, ·) one uses analogous arguments.

Solution of Exercise 12.16. Consider the system C
(
v0+v⊥

w

)
=

(
f10+f1⊥

f2

)
where

v0 ∈ V0 etc. Elimination as in the proof of Theorem 12.12 yields the following

statements:

(i) v⊥ = B∗−1f2, i.e., ‖v⊥‖V ≤ β‖f2‖W ′ with

β := ‖B−1‖W←V ′
⊥
= ‖B∗−1‖V⊥←W ′ ;

(ii) v0 = A−1
00 (f10 −A0⊥v⊥), i.e., ‖v0‖V ≤ α (‖f10‖V ′ + Caβ‖f2‖W ′) holds

with α := ‖A−1
00 ‖V0←V ′

0
and Ca := ‖A‖V ′←V ′ .

(iii) w = B−1(f1⊥−A⊥0v0−A⊥⊥v⊥), i.e., ‖w‖W ≤ β(‖f1⊥‖V ′ +Ca‖v‖V ).
Therefore

‖
(
v0+v⊥

w

)
‖2X = ‖v⊥‖2V + ‖v0‖2V + ‖w‖2W

can be estimated by K2(‖f1‖2V ′ + ‖f2‖2W ′), where K only depends on α, β, Ca.

So far we have proved that (12.23) implies the existence of C−1 ∈ L(X ′, X).
On the other hand,

(
v0
w

)
= C−1

(
f10
0

)
contains the components v0 = A−1

00 f10, while(
0
w

)
= C−1

(
f1⊥
0

)
holds with w = B−1f1⊥ so that (12.23) follows.

The proof shows that the boundedness of A can be reduced to the boundedness

of A⊥0 and A0⊥.

Solution of Exercise 12.22. The domain Ωε lies in [−1, 1]×[0, 1]. Let Ωε,k (k ∈ Z)

be the domain shifted by 2k: Ωε,k = {(x + 2k, y) : (x, y) ∈ Ωε}. Let Ω be the

interior of
⋃

k∈Z
Ω1/(2+|k|),k. Clearly Ω is contained in the strip R×(0, 1). For an

indirect proof we assume that ‖w‖L2(Ω) ≤ ‖∇w‖H−1(Ω) /β. We set w(x, y) = 1

for 2k < x < 2k + 2K, w(x, y) = −1 for 2k − 2K ′ < x < 2k and w = 0
otherwise. Here K ′ ≈ K is chosen such that w ∈ L2

0(Ω). Analogously to the proof
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in Example 12.21 one obtains for Ω+ := Ω ∩ (2k, 2k + 2K)× (0, 1) with the

boundary κ = {2k + 2K}×(0, 1) on the right side that

K ≤
∫

Ω+
ε

|w(x)|2 dx =

∫

Ω+
ε

w div udx =

∫

Ω+
ε

div udx =

∫

γ∪κ

〈u,n〉 dΓ

=

∫

κ

u1dΓ −
∫

γ

u1dΓ =

∫ 1

0

u1(2k + 2K, y)dy −
∫ 1/(2+|k|)

0

u1(0, y)dy.

Since ‖u1‖L2(0,1) ≤ C ‖u1‖H1/2(0,1) ≤ C ′ ‖u‖H1(Ω ∩ (2k+2K,∞)×(0,1)) → 0 for

K → ∞, the inequality
∣∣∫

κ
u1dΓ

∣∣ ≤ K
3 follows for sufficiently large K, while∣∣ ∫

γ
u1dΓ

∣∣ ≤ K
3 as in Example 12.21 for sufficiently large k. This produces the

contradiction K ≤ 2K
3 .

Solution of Exercise 12.41. Let be the combination of two triangles in the left

lower corner of the square Ω = (0, 1) × (0, 1). Let u+i (i = 1, 2) be the piecewise

linear functions in the upper triangle and u−i another one in the lower triangle. The

zero boundary condition implies ∂u+i /∂y = 0 and ∂u−i /∂x = 0. In addition the

divergence yields ∂u+1 /∂x = −∂u+2 /∂y = 0 and ∂u−2 /∂y = −∂u−1 /∂x = 0.
Together with the zero boundary values u+1 = 0 and u−2 = 0 follows. Continuity

also implies u−1 = 0 and u+2 = 0. Therefore the situation repeats for the triangles

in (0, h)×(h, 2h), so that u1 = u2 = 0 in (0, h)×(0, 1). Analogously u1 = u2 = 0
holds in (h, 2h)× (0, 1) etc.

In the bilinear case the zero boundary values imply ui(x, y) = γixy (i = 1, 2)

in (0, h)×(0, h). Vanishing divergence leads to γ1y = γ2x implying γ1 = γ2 = 0
and u = 0 in (0, h)×(0, h). As above the above result can be used to prove u = 0
for the neighbouring squares.

Solution of Exercise 12.27. f2 = 0 implies that the solution vh belongs to V0,h.

Equation (12.30) determines the solution vh ∈ V0,h uniquely. For any x ∈ V0,h

one can replace a(vh, x) = f1(x) by a(vh, x) + b(wh, x) = f1(x) with arbitrary

wh ∈Wh since by definition b(wh, x) = 0.

Solution of Exercise 12.32. This is the statement of Theorem 8.16.

Solution of Exercise 12.34. φ : T → T̃ is a linear transformation so that the

functional determinant detφ′ is constant. The substitution x̃ = φ(x) yields

∫

T̃

ũT̃ (x̃)dx̃ =

∫

T

ũT̃ (φ(x)) | detφ′| dx.

The choice ũ = 1 shows that | detφ′| = area(T̃ )/area(T ) = 2 area(T̃ ). (12.38)

implies ũT̃ (φ(x)) = uT (x). The value of
∫
T
uT (x)dx is 1/120.
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16. Babuška, I., Aziz, A.K.: Survey lectures on the mathematical foundations of the finite

element method. In: Aziz [13], pp. 3–363

17. Babuška, I., Osborn, J.E.: Estimates for the errors in eigenvalue and eigenvector approxi-

mation by Galerkin methods, with particular attention to the case of multiple eigenvalues.

SIAM J. Numer. Anal. 24, 1249–1276 (1987)

429© Springer-Verlag GmbH Germany 2017 

W. Hackbusch, Elliptic Differential Equations, Springer Series  

in Computational Mathematics 18, DOI 10.1007/978-3-662-54961-2

http://library.keldysh.ru/preprint.asp?id=2014-77


430 References
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125. Grüter, M., Widman, K.O.: The Green function for uniformly elliptic equations. Manuscripta

Math. 37, 303–342 (1982)

126. Gustafson, K., Abe, T.: The third boundary condition – was it Robin’s? Math. Intelligencer

20(1), 63–71 (1998)

127. Gustafson, K., Abe, T.: (Victor) Gustave Robin (1855–1897). Math. Intelligencer 20(2),

47–53 (1998)

128. Gustafson, K., Hartman, R.: Divergence-free bases for finite element schemes in hydrody-

namics. SIAM J. Numer. Anal. 20, 697–721 (1983)

129. Hackbusch, W.: On the regularity of difference schemes. Ark. Mat. 19, 71–95 (1981)

130. Hackbusch, W.: On the regularity of difference schemes, part II: regularity estimates for

linear and nonlinear problems. Ark. Mat. 21, 3–28 (1983)

131. Hackbusch, W. (ed.): Efficient solvers for elliptic systems, Notes on Numerical Fluid

Mechanics, Vol. 10. Friedr. Vieweg & Sohn, Braunschweig (1984). (Kiel, Jan. 1984)

132. Hackbusch, W.: Local defect correction method and domain decomposition techniques.

Comput. Suppl. 5, 89–113 (1984)

133. Hackbusch, W.: On first and second order box schemes. Computing 41, 277–296 (1989)

134. Hackbusch, W.: Elliptic Differential Equations: Theory and Numerical Treatment, SSCM,

Vol. 18. Springer, Berlin (1992)

135. Hackbusch, W. (ed.): Parallel Algorithms for Partial Differential Equations, Notes on

Numerical Fluid Mechanics, Vol. 31. Friedr. Vieweg & Sohn, Braunschweig (1991). (Kiel,

Jan. 1990)

136. Hackbusch, W.: Integral Equations: Theory and Numerical Treatment, ISNM, Vol. 128.
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зlliptiqestih uravneiĭ [Variational difference method for solving elliptic equations].

Izdatel’stvo Akademii Nauk Armjanskoj SSR, Jerevan (1979)

215. Ovall, J.S.: The Laplacian and mean and extreme values. Amer. Math. Monthly 123, 287–291

(2016)

216. Parlett, B.N.: The Rayleigh quotient iteration and some generalizations for nonnormal

matrices. Math. Comp. 28(127), 679–693 (1974)

217. Payne, L.E., Weinberger, H.F.: An optimal Poincaré inequality for convex domains. Arch.

Rat. Mech. Anal. 5, 286–292 (1960)

218. Pazy, A.: Semigroups of Linear Operators and Applications to Partial Differential Equations.

Springer, New York (1983)

219. Pereyra, V., Proskurowski, W., Widlund, O.B.: High order fast Laplace solvers for the Dirich-

let problem on general regions. Math. Comp. 31, 1–16 (1977)

220. Peterseim, D.: The Composite Mini Element: A Mixed FEM for the Stokes Equations on

Complicated Domains. Doctoral thesis, Universität Zürich, Institut für Mathematik (2007)
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List of Symbols and Abbreviations

Symbols

§ Chapter, Section, Subsection, etc.

#X Cardinality of a set X (number of elements).

⊕ Direct sum; see Lemma 6.15.

∇ Gradient

∂+, ∂−, ∂0, . . . Difference operators; see §4.1.

∂±
n Difference operator in normal direction; see (4.44).

∂α
x = ∂α/∂xα Partial derivative of order |α| with respect to x.

∂/∂n Normal derivative; see page 16.

•H Hermitian transposition of a matrix or a vector.

•T Transposition of a matrix or a vector.

•−T Transposition of an inverse matrix.

•⊥ Orthogonal space; see §6.1.4.

·|ω, ·|Γ Restriction of a function · to a (smaller) domain ω, Γ etc.

|·| Absolute value of a real or complex number.

|·| Euclidean norm in Rn; see §2.2 and (4.34).

|ν| Length of a multi-index ν; see (3.11a).

| · |0 Short notation of the L2-Norm ‖ · ‖L2 ; see (6.8).

|·|k , |·|s Short notation of the Sobolev norms ‖·‖Hk , ‖·‖Hs ; see (6.13)

and (6.22b).

|·|∧k , |·|
∧
s Sobolev norms defined by Fourier transform; see (6.20) and

(6.21b).

|·|k,0 Norm on Hk
0 (Ω); see (6.15).

‖·‖∞ Maximum norm of vectors, row-sum norm of matrices (see

(4.32)), Supremum norm of functions; see Example 6.1b.

‖·‖2 Euclidean norm of vectors (see (4.34)) and spectral norm of

matrices (see 4.28c).

‖·‖h Euclidean norm scaled by hn/2; see (8.87b).

‖·‖L2
h
, ‖·‖H±1

h
Norms of grid functions on Qh; see §9.3.1.
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‖·‖P Norm in RN ; see Theorem 8.76.

‖·‖Y←X Operator norm; see (6.3).

|·|i←j Norm of operators defined on grid functions; see §9.3.1.

〈·, ·〉 Euclidean scalar product in Rn; see page 17.

〈·, ·〉X×X′ Dual form; see §6.3.1.

(·, ·)X Scalar product of a Hilbert space X; see §6.1.4.

(·, ·)0 Scalar product of L2(Ω); see (6.7).

[a, b], (a, b), [a, b) Closed, open and half-open interval.

[·]E Difference of the right- and left-sided limits; see §8.7.1.3.

.̂ . . Fourier transform of . . . ; identical to F(. . .).
A > B, A ≥ B, . . . Elementwise inequalities of matrices; see §4.3.

⊂, ⊃ These signs include the case of equal sets.

�, � Strict inclusions.

⊂⊂ Compact inclusion; see (6.9).

T ′, . . . Dual map corresponding to T ; see §6.3.

X ′, . . . Dual space corresponding to X; see §6.3.∫
. . . dΓ Surface integral

Greek Letters

γ Trace of a function, e.g., the restriction to the boundary; see

(6.24).

γ Internal boundary in §10.1.1.

γ(·, ·) Fundamental solution; see (2.10).

Γ Γ =∂Ω is the boundary of the domain Ω; see page 14.

Γh Set of grid points on the boundary; see (4.8b).

Γ (·) Gamma function.

δ(·) Dirac distribution; see page 16.

δij Kronecker symbol.

Δ Laplace operator; see (2.1a).

Δh Five-point formula (4.10).

ηT Residual corresponding to the triangle T ; see (8.85).

ξ Argument ξ∈Rn of a Fourier-transformed function; see (6.18).

ρ(·) Spectral radius of a matrix; see (4.27).

σ(·) Spectrum of a matrix; see page 52.

σx
h, σ

y
h Averaging operators in (9.38).

ϕ Often boundary values; see (2.1b).

ϕh Boundary-value part of the right-hand side of the discrete

system; see (4.57).

ωn Surface measure of the n-dimensional unit sphere; see (2.4b).

ωE Set of triangles neighboured to the edge E; see §8.7.1.3.

ωT Set of triangles neighboured to T ; see §8.7.1.3.

ω(λ), ωh(λ) Quantities in (11.5b,c).
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ω∗(λ), ω∗
h(λ) Analogous quantities of the adjoint problem.

Ω Domain of the boundary-value problem; see (2.1a).

Ωh, Ωh Set of grid points in Ω and Ω, respectively; see (4.8a), (4.8c).

Latin Letters

a(·, ·) Bilinear or sesquilinear form; see §6.5.

aλ(·, ·) aλ(u, v) = a(u, v)− λ(u, v)0; see (11.5a).

aN (·, ·) Restriction of a(·, ·) to VN × VN ; see (8.10).

A, A(x) Matrix or matrix function of the coefficients of the principal

part; see (5.2).

A Operator associated to a(·, ·); see Lemma 6.91.

A,B, . . . Matrices.

B, Bj , . . . Differential operators defined on the boundary; see (5.21b).

bi Basis functions of the subspace VN for i = 1, . . . , N ; see (8.5).

c(·, ·) Bilinear form in the case of saddle-point problems; see §8.9.1.

C(D), C0(D) Set of continuous functions on D; see page 14.

Ck(D) Set of k-times continuously differentiable functions on D for

k ∈ N0 ∪ {∞}; see page 14.

Ck+λ(D), Ck,1(D) Set of Hölder- or Lipschitz-continuously differentiable func-

tions; see Definition 3.14.

C∞
0 (D) Set of C∞ functions with compact support; see (6.9).

Ct, Ck,1 Set of domains with correspondingly smooth boundary; see

Definition 6.51.

C, const Existing but not specified constant in estimates.

CE Positive ellipticity constant in (6.44) and (6.48).

CI Constant of the inverse inequality; see (8.92).

CK Constant of the coercivity inequality (6.48).

CS Upper bound of the bilinear form; see (8.2).

cond, cond2 Condition (spectral condition) of a matrix; see Remark 5.45,

Theorem 8.83.

cosh(· · · ) Hyperbolic cosine, cosh(x) = (exp(x) + exp(−x))/2.

dist(·, ·) Distance in Rn with respect to the Euclidean norm.

d(u, VN ) Distance of the function u from the subspace VN ; see (8.21).

Dα Differential operator of order α; see (3.11b).

Dh Difference operator; see Remark 4.7.

e, eh Eigenfunction or eigenvector in §11.

e∗, e∗h Eigenfunction or eigenvector of the adjoint problem in §11.

E0, E2 Extension operator; see §9.3.2.

E(λ) Eigenspace; see Definition 11.1.

E∗(λ) Eigenspace of the adjoint problem; see Definition 11.1.

Eh(λ), E
∗
h(λ) Eigenspaces of the discrete problems; see §11.2.1.

E Set of all edges of the triangulation T ; see §8.7.1.3
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E(T ) Set of edges of the triangle T ; see §8.7.1.3

f Often the right-hand side of the differential equation; see (3.1a).

fh Often the right-hand side of the difference equation.

F , F−1 Fourier transform and Fourier back-transform; see §6.2.3.

Fn n-dimensional Fourier transform.

f Right-hand side f ∈ RN of the discrete Galerkin system (8.9).

g(·, ·) Green’s function; see Definition 3.6.

gh(·, ·) Discrete Green’s function; see (4.40b).

G(A) Graph of a matrix A; see Definition 4.9.

G(A) Transitive extension of G(A); see page 51.

h Step size of a difference method; see page 4.1. Maximal ele-

ment size of a finite-element method; see §8.5.3.

H Set of grid widths with 0 as accumulation point; see Definition

4.46 and page 332.

Hk(Ω), Hk
0 (Ω), Hs(Ω), . . . Sobolev spaces; see §6.2.

H(div) Hilbert space defined in §8.9.1.

i Imaginary unit.

I Unit matrix or identity map.

I Index set, e.g., in RI ; see Notation 4.4.

J(·) Quadratic functional to be minimised ; see (7.13).

JX Riesz isomorphism in L(X,X ′); see Conclusion 6.69.

k Often the order of differentiation.

K Either the field R or C.
KR(x) Open ball {y ∈ X : ‖y − x‖ < R} .
ker(A) Kernel {x ∈ X : Ax = 0} of a linear map A : X → Y .

L Differential operator.

LN Operator associated to a bilinear form aN ; see §8.2.2.6.

L Matrix of the discrete Galerkin system of equations (8.9).

L(X,Y ) Set of linear and continuous maps from X to Y ; see page 121.

L2(Ω) Set of quadratically integrable functions on Ω; see §6.2.1.

L∞(Ω) Set of bounded functions on Ω; see §6.1.3.

lim Limes inferior; smallest accumulation point.

lim sup, lim Limes superior; largest accumulation point.

log Natural logarithm.

M Mass matrix; see (8.91).

n Often dimension of the space Rn containing Ω.

n Number of grid points per direction in §4.2.

n Normal direction; see page 16

N Set of natural numbers {1, 2, . . . .}
N0 N ∪ {0} = {0, 1, 2, . . . .}
N Set of all corner points of the triangulation T ; see §8.7.1.3

N (T ) Set of corner points of the triangle T ; see §8.7.1.3

O Zero matrix.

O(·) Landau symbol; f(x)=O(g(x)) holds with respect to the limit

process x→ x0 if lim sup
x→x0

|f(x)/g(x)| <∞.
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o(·) Landau symbol; f(x)=o(g(x)) holds with respect to the limit

process x→ x0 if limx→x0
|f(x)/g(x)| = 0.

P Isomorphism from RN to VN ; see (8.6).

Ph, P̂h Prolongation operators for grid functions; see (9.53a,b).

qh Grid function; often the right-hand side of the discrete system;

see (4.13a,b).

Q Set of rational numbers.

Qh Regular grid of step size h in Rn; see §9.3.1.

QN Orthogonal projection onto the subspace VN ; see §8.2.2.5.

R Set of real numbers.

RI Vector space of the vectors (xi)i∈I with xi ∈ R; see Notation

4.4.

Rn
+ Half space; see (6.23).

Rh Restriction u→ uh of a function u onto the grid Ωh or Ωh; see

(4.46) and (9.39a).

R̃h Averaging a function f onto the grid Ωh; see (4.47).

Řh Restriction f → fh of a function f onto the grid Ωh; see

(9.39b).

range(A) The set {Ax : x ∈ X} of a map A : X → Y .

SN , Sh Ritz projection onto VN or Vh; see §8.3.3.

s(x,y) Singularity function; see §2.2.

span{. . .} Subspace spanned by {. . .}.
sinh(· · · ) Hyperbolic sine, sinh(x) = (exp(x)− exp(−x))/2.

supp(·) Support of a function; see (6.9).

T Reference triangle; see Figure 8.4 on page 205.

T Triangulation; see Definition 8.36.

Ti Finite elements in T ; see Definition 8.36.

trace Trace of a matrix; see Exercise 5.6.

u Often solution of the boundary-value problem.

u Solution u ∈ RN of the discrete Galerkin system (8.9).

uN Ritz–Galerkin solution in VN ; see (8.4).

uh Grid function; often solution of the discrete system; see (4.6a).

U, V Spaces of the Gelfand triple (see (6.36)); often U = L2(Ω) and

V = H1(Ω) or H1
0 (Ω).

UN Galerkin subspace VN endowed with the norm ofU ; see §8.2.2.1.

Vh Finite-element subspace with grid size h; see (8.45).

VN Galerkin subspace of dimension N ; see (8.3).

(x, y), (x, y, z) Independent variables of functions in Ω for n = 2 and n = 3.

x=(x1, . . . , xn) Independent variables of functions in Ω for general n.

X,Y, Z Banach spaces; see §6.1.1.

X ′, . . . Dual space.

Z Set of integers.

Z(λ), Zh(λ) Solution operators in (11.8a,b).
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Abbreviations

AFEM Adaptive finite-element method.

BEM Boundary-element method; see page 3.6.

DGFEM Discontinuous Galerkin method; see §8.9.10.2.

FEM Finite-element method; §8.4.

hp-FEM Finite-element method with elements of variable grid size and

variable polynomial degree; see §8.7.3.5.

SUPG streamline upwind Petrov–Galerkin; see footnote on page 323.
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a-posteriori error estimate, 230

a-priori error estimate, 230

Adler problem, 178, 210

antilinear, 151, 163

asymptotically smooth, 286

Babuška–Brezzi condition, 365

Babuška paradox, 115

backward difference, 73

backward error analysis, 320

Banach space, 121

basis, 184

adaptive local, 258

basis function, see finite-element basis

functions

Beltrami operator, 15

best approximation, 194

bidual space, 142, 144

biharmonic equation, 113, 114, 115, 176, 248,

282, 358

discretisation, 115

bijective, 123

bilinear form, 151, 163–180, 183, 278, 281,

282

adjoint, 151, 220, 222

antisymmetric, 408

associated operator, 151

bounded, 151

continuous, 151

for the biharmonic equation, 177

for the Helmholtz equation, 165, 172

for the Poisson equation, 167

for the Stokes system, 359

nonnegative, 154

positive, 154

symmetric, 152, 154

V -coercive, 156, 198

V -elliptic, 154, 191

Vh-dependent, 249

boundary condition

Adler, 178

conormal, 171

mixed, 178

natural, 170, 206

of the first kind, 106

of the second kind, 39, 106

of the third kind, 106, 178

periodic, 108

Robin, 106, 178

boundary differential operator, 106, 114, 171

boundary-element method, 42

boundary layer, 318

boundary-value problem, 14

Neumann, see Neumann condition

variational formulation, 159

boundary values, 3, 9, 11, 14

Dirichlet, see Dirichlet boundary values

box method, 260

bubble function, 376

Caccioppoli inequality, 288

Cauchy formula, 285

Cauchy–Riemann differential equations, 4, 8

Cauchy sequence, 121

characteristic direction, 318

chequer-board ordering, 49

Cholesky decomposition, 332

classical solution, 30, 33–35, 37, 163, 172,

271, 281, 360

coefficient vector, 184

coercivity, 156

H1
h-, 291

V -, 156

collocation method, 42
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compact mapping, 147

compact set, 147

compact, relatively, 147

complete space, 121

completion, 122

composite finite elements, 257

condensation, static, 377

condition

Babuška–Brezzi, 365

maximal angle, 218

condition (matrix), 118, 193, 241, 244, 254,

343

cone property, 305

uniform, 149

conformal, 38

conormal boundary condition, 171

conormal derivative, 106, 107, 313

conservation law, 311

consistency, 296

consistency order, 67

high, 69

contact problem, 255

continuation of an operator, 122

continuous dependence of the solution

w.r.t. boundary data, 25, 26, 99

w.r.t. coefficients, 100

w.r.t. variation of the domain, 26, 115

convection, 316

convection-diffusion equation, 316

convergence, 66

of order k, 66

super-, 254

uniform, 120

convergence order, 66

coordinate transformation, 7, 38, 95, 100, 112,

130

Crouzeix–Raviart elements, 380

curse of dimensionality, 260

delta distribution, 16

dense, 122, see embedding

derivative

classical, 125

conormal, 106, 107, 313

mixed, 261

normal, 16

tangential, 106, 162, 283, 313, 358

weak, 125

DGFEM, 259

diagonal dominance, 53–55, 58

irreducible, 53–55, 58, 104

weak, 53

difference

backward, 44, 64

divided, 44

forward, 44

left, 44

one-sided, 44, 319

right, 44

second, 45

symmetric, 44, 77, 79

difference method, see five-, nine-, seven-point

formula, 100, 109, 290

for eigenvalue problems, 346

for the biharmonic equation, 115

for the Poisson equation, 44

of higher order, 69

difference operator, 45, 50, 132, 297

elliptic, 306

difference quotient, 44

difference scheme, 318

Shortley–Weller, 86

difference star, 50

differential equations

biharmonic, 113, 113, 114, 115, 176, 225,

248, 358

Cauchy–Riemann, 4, 8

elliptic, 5–7, 8, 10, 12, 14, 94, 114, 316

first order, 1, 4, 7, 357

hyperbolic, 5–7, 9–12, 317

nonstationary, 11

of mixed type, 5

of order 2m, 113

of second order, 93

ordinary, 1

parabolic, 5, 9–12, 317, 332

partial, 1

second order, 2, 5

singularly perturbed, 316

stationary, 11

system, see system of differential equations

type, see types of partial differential

equations

with discontinuous coefficients, 311

differential operator, 94

adjoint, 103, 105

boundary, 106, 114, 171

elliptic, see differential equation

linear, 6

of order 2m, 113

principal part, see principal part

pseudo-, 180

symmetric, 103

uniformly elliptic, 114

diffusion, 316

numerical, 320

Dirac functional, 143

direct sum, 124
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Dirichlet boundary condition, 94, 106, 115

homogeneous, 161, 274

inhomogeneous, 168

Dirichlet boundary values, 29

Dirichlet integral, 159

Dirichlet principle, 159, 160

discretisation, see difference method, finite

elements, Galerkin method

at the boundary, 110, 111

efficiency, 236

of higher order, 69

Shortley–Weller, 86

stable, see stability

discretisation error, 66

distribution, 125

delta, 16

eigenvalue, 354

divergence operator, 355

divergence-free, 380

divergence-free, weakly, 380

domain, 14

convex, 282

exterior, 41, 179

L-shaped, 14, 39, 138, 253, 305, 373, 407

Lipschitz, 138

normal, 17

polygonal, 207, 369, 376

unbounded, 25, 163, 164, 179

domain decomposition method, 246, 247, 257

double-layer potential, 41, 179

dual form, 142

dual mapping, dual operator, 143

dual norm, 142

dual space, 142

eigenfunctions, 329

convergence of discrete, 337, 340, 342, 343

eigenspace, 330

eigenvalue, 329

convergence of the discrete, 336

multiple, 332, 354

multiplicity, 330

simple, 332

eigenvalue distribution, 354

eigenvalue problem, 150, 157, 168

adjoint, 330

elliptic, 12, 329

generalised, 8, 331

elasticity, 358

elements, see finite elements

Crouzeix–Raviart, 380

isoparametric, 227

mini, 376

Taylor–Hood, 377

ellipticity, see V -ellipticity, see differential

equation

H1
h-, 291

embedding

compact, 149

continuous, 123

dense and continuous, 123

Sobolev’s, 136

energy norm, 324

equicontinuity, 148

error equilibration, 237

error estimate

a-posteriori, 230

a-priori, 230

for difference methods, 66, 72, 90, 91, 117

for eigenfunctions, 337, 340, 342, 343

for eigenvalues, 341, 342

for finite elements, 183, 213

for Galerkin’s method, 194

for Stokes equations, 378

error estimator

asymptotically exact, 236

efficient, 236

reliable, 235

residual based, 231

Euler, Leonhard, 13

existence of a solution, 166, 169

extension operator, 134

exterior domain, 41, 179

extrapolation method, 69

FEM, 200

finite-element basis functions

hierarchical, 253

piecewise linear, 201, 204

finite-element method, 181

adaptive, 237

for eigenvalue problems, 331

for saddle-point problems, 371

history, 183

hp, 240

mixed, 371

nonconforming, 249

finite elements, 200

bicubic, 226

bilinear, 206

composite, 257

d-linear, 261

hybrid, 248

isoparametric, 229

linear, 200, 203

mixed, 248, 314

nonconforming, 380

quadratic, 208
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regular, 310

serendipity class, 209

finite-volume method, 259

five-point formula, 46, 50, 103, 205

form

bilinear, see bilinear form

dual, 142

sesquilinear, 151

Fourier transformation, 130

inverse, 131

Fredholm integral equation, 41

functional

antilinear, 163

linear, 142, 170

fundamental solution, 18, 31

Galerkin discretisation, 183, 321, 331

conforming, 184

Galerkin method, 42

discontinuous, 259

mixed, 371

Galerkin, Boris Grigor’evič, 182

Gamma function, 16, 287

Gårding inequality, 156

Gelfand triple, 146

discrete, 187

gradient, 16

graph, see matrix graph

directed, 51

Green formula

first, 17

second, 17

Green function, 19, 31, 105, 159, 289

discrete, 61, 80

for the ball, 38

of the first kind, 31

of the second kind, 40

grid, 45, 46, 86

K-, 217

offset, 79

quasi-uniform, 217

shape regular, 217

sparse, 260

uniform, 217

grid coarsening, 240

grid function, 46, 66

grid point

far-boundary, 48

near-boundary, 86

neighboured, 47

grid refinement, 238

adaptive, 237

Hölder continuity

local, 34

harmonic function, 14, 17, 20–22, 38, 160

heat equation, 3, 4, 8, 9, 11

Helmholtz equation, 165, 172

Hermite interpolation, 225

Hessian matrix, 95, 386

hierarchical basis, 254

Hilbert matrix, 193, 237

Hilbert space, 123

Hölder continuity, 33, 136

holomorphic, 2

holomorphic function, 19

homogenisation, 258

hyperbolic cross method, 262

ill-posed problem, 11

inclusion, 149

inequality

Caccioppoli, 288

triangle, 195

inertia theorem of Sylvester, 7

inf-sup condition, 152, 190, 259

initial-boundary values, 9, 10

initial values, 2, 3, 9

initial-value condition, 4

injective, 123

integral equation, 41

hypersingular, 179

integral equation method, 41, 42

inverse estimate, 244, 291

inverse inequality, see inverse estimate

isoparametric elements, 227

Jacobian matrix, 386

Jordan normal form, 338

K-grid, 217

Kelvin transformation, 39

L-shaped domain, 14, 39, 138, 253, 305, 373,

407

Ladyženskaja–Babuška–Brezzi condition, 153

Lagrange function, 371

Lagrange multipliers, 212

Lamé equations, 358

Laplace equation, see potential equation, 13

Laplace operator, 13, 15

Laplace, Pierre-Simon Marquis de, 13

LBB condition, 153

least-squares minimisation, 258

lemma, see theorem

lexicographical ordering, 48

Lipschitz domain, 138

lumping, see mass lumping
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M-matrix, 50, 59, 71, 75, 88, 90, 91, 101–104,

110, 112, 247, 318, 320, 321

marking

bulk chasing, 238

Dörfler, 238

maximum strategy, 238

marking strategy

maximum, 238

mass lumping, 332

mass matrix, 241, 331

matrix

diagonally dominant, 53–55, 58

element, 246

Hessian, 95, 386

Hilbert, 193, 237

irreducible, 51, 52, 55, 60

irreducibly diagonally dominant, 53–55, 58,

104

Jacobian, 386

M-, see M-matrix

mass, 241, 243

positive definite, 58, 103, 104, 116, 191

positive semidefinite, 58

real-diagonalisable, 7

sparse, 49

stiffness, see matrix, system

system, 241

weakly diagonally dominant, 53

matrix graph, 50

matrix norm, 56

associated, 56

maximum norm, see supremum norm, norm,

52, 56

maximum principle, see maximum principle,

19, 21, 60, 95, 113, 247, 319

strong, 96

maximum-minimum principle, see maximum

principle

mean-value property, 19, 20, 22

discrete, 60

second, 19

mehrstellen method, 71

method

finite-volume, 259

least squares, 258

of finite elements, see finite-element method

mini element, 376

minimisation problem, 156, 166, 191, 252

minimum principle, 336

mortar method, 255

multiscale problem, 258

Navier–Stokes equations, 356

Neumann boundary condition, 39, 41, 108,

172, 206

Neumann boundary values, 72

nine-point formula, 70, 101

compact, 70

nodal value, 201

node, 201, 203

boundary, 203

hanging, 251

inner, 203, 204

norm, 56

dual, 142

energy, 324

equivalent, 120, 241

Euclidean, 16, 57

Hausdorff, 115

matrix, see matrix norm

operator, 120

row-sum, 56

Sobolev–Slobodeckii, 133

spectral, 57

supremum, 25, 120, 121

normal derivative, 16, 40

normal domain, 17

normal system of boundary operators, 114

normed space, 119

operator, 120, see difference operator, see

differential operator

adjoint, 144

associated to a bilinear form, 151

Beltrami, 15

bounded, 121

compact, 147

continuation of an, 122

continuous, 121

dual, 143

extension, 134

nonlocal, 180

selfadjoint, 144

operator norm, 120

ordering

chequer-board, 49

lexicographical, 48

red-black, 49

orthogonal, orthogonal space, 123

oscillation term, 235

parallelogram identity, 124

Parseval’s equality, 305

partial differential equations, see differential

equations

partition of unity, 139

patch test, 250
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Petrov, Georgij Ivanovič, 259

Petrov–Galerkin method, 259

Pizzetti series, 25

plate

firmly clamped, 113

simply supported, 113

plate equation, 113

Poincaré–Friedrichs inequality, 128

Poincaré inequality, 413

Poisson equation, 29, 44, 167, 282

Poisson integral formula, 21, 24

polar coordinates, 15, 17, 107

potential, 13

double-layer, 41, 179

single-layer, 41

volume, 41

potential equation, 2, 4, 5, 10, 11, 13, 72, 253

discrete, 60, 63

precompact, 147

principal part, 7, 14, 161, 292, 357
problem, see boundary-value problem, see

variational problem

consistent, 343

projection, 144

orthogonal, 144, 188, 285

Ritz, 197, 220, 222

prolongation, 184

pseudo-differential operator, 180

quasi-optimality, 194

Rayleigh quotient, 182

Rayleigh–Ritz method, 182

reaction-diffusion equation, 317

red-black ordering, 49

reduced equation, 317

reentrant corner, 285, 305

reference triangle (reference element), 205,

207, 213

reflexive space, 142

regular, H1
h-, 291

regularity, 264

H2, 220

Hs-, 265

interior, 69, 309

of difference methods, 290

shape, see triangulation

resolvent, 420

restriction, 66, 296

Reynolds number, 356

Richardson extrapolation, 69

Riesz isomorphism, 144

Riesz–Schauder theory, 150, 157

Ritz projection, 197, 220, 222

Ritz, Walter, 182

Ritz–Galerkin method, 183

Robin boundary condition, 106

Robin problem, 178

row-sum norm, 56

saddle point, 361

saddle-point problem, 360

scalar product, 16, 58, 123, 125, 127, 133, 139,

146, 284

Schur normal form, 396

Schwarz inequality, 123

semigroup, 12

serendipity class, 209

sesquilinear form, 151, 329

seven-point formula, 101

shape function, 201

Shortley–Weller discretisation, 86, 294, 295,

309

side conditions, 210, 212, 371

single-layer potential, 41

singular perturbation, 317

singularity function, 16, 115

discrete, 82

Sobolev spaces, 125

Sobolev–Slobodeckii norm, 133

solution

classical, see classical solution

fundamental, 18

weak, 163

space

Banach, 121

bidual, 142

complete, 121

completion of a, 122

dual, 142

Hilbert, 123

orthogonal, 123

reflexive, 142

sparse grids, 260

spectral norm, 57

spectral radius, 53

spectrum, 150

splines, cubic, 225

square grid triangulation, 205

stability, 66, 104

star, 50

Steklov problem, 331

step size, 44

stiffness matrix, 185

Stokes equations, 5, 113, 355
stream function, 358

streamline-diffusion method, 322

superconvergence, 254, 327
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SUPG, 323

support of a function, 125

support of a functional, 288

supremum norm, 25, 120, 121

surjective, 123

system, see system of equations

system matrix, 185, 241
system of differential equations

elliptic, 7, 355, 357

uniformly, 357

hyperbolic, 7

system of equations, 46, 48, 74, 184, 185, 212,

372

consistent, 343

extended, 75

solvability, 74

sparse, 49

tangential derivative, see derivative

Theorem

of Aubin–Nitsche, 221

of Harnack, 22

theorem

inertia, 7

of Arzelà–Ascoli, 148

of Aubin–Nitsche, 221

of Banach–Schauder, 123

of Céa, 194

of Ehrling, 150

of Gårding, 167

of Gershgorin, 52

of Lax–Milgram, 154

of Strang

first, 199

second, 250

open mapping, 123

Riemann mapping, 38

Riesz representation, 144

Sobolev’s embedding, 136

transformation, 130

trace of a function, 134

trace of a matrix, 96

transformation

coordinate, 7, 38, 95, 100, 112, 130

Kelvin, 39

transition equation, 313, 316

translation operator, 413

trapezoidal formula, 78

Trefftz method, 252

triangle inequality, reversed, 120

triangulation, 203

admissible, 203

inadmissible, 251

quasi-uniform, 217

shape regular, 217, 238

uniform, 217

types of partial differential equations, 1, 5–7

uniqueness of the solution, 21, 30, 98, 166,

169, 363

V -coercivity, 156

V -ellipticity, 154

in the complex case, 154, 166

variational formulation, 159, 163, 181, 264,

312

history, 182

variational problem, 155

adjoint, 155, 220

dual or complementary, 252

viscosity

artificial, 320

numerical, 320

volume potential, 41

wave equation, 3–5, 9, 11

weak derivative, 125

weak formulation (of a boundary-value

problem), see variational formulation

well-posed problem, 25

Wilson’s rectangle, 249
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