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Preface

This book has developed from lectures that the author gave for mathematics students
at the Ruhr-Universitdt Bochum and the Christian-Albrechts-Universitit Kiel. The
present work is restricted to the theory of partial differential equations of elliptic
type, which otherwise tends to be given a treatment which is either too superficial
or too extensive. The following sketch shows what the problems are for elliptic
differential equations.

A: . .. C:
B: Discretisation: . .
Theory of . Numerical analysis:
.. difference methods,
elliptic . convergence,
. finite elements, etc. .
equations stability
D ) D
Elliptic Discrete system
boundary value .
of equations
problems
d
E: Theory of D: Equation solution:
iteration —0—— | direct or with
methods iteration methods

The theory of elliptic differential equations (A) is concerned with questions of
existence, uniqueness, and properties of solutions. The first problem of numerical
treatment is the description of the discretisation procedures (B), which give finite-
dimensional equations for approximations to the solutions. The subsequent second
part of the numerical treatment is numerical analysis (C) of the procedure in ques-
tion. In particular it is necessary to find out if, and how fast, the approximation
converges to the exact solution.

The solution of the finite-dimensional equations (D, E) is in general no simple
problem, since more than 10% unknowns can occur. The discussion of this third area
of numerical problems is skipped (it is the subject of the author’s monographs [142]
and [137]).
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viii Preface

The descriptions of discretisation procedures and their analyses are closely con-
nected with corresponding chapters of the theory of elliptic equations. In addition,
it is not possible to undertake a well-founded numerical analysis without a basic
knowledge of elliptic differential equations. Since the latter cannot, in general, be
assumed of a reader, it seems to me necessary to present the numerical study along
with the theory of elliptic equations.

The book is conceived in the first place as an introduction to the treatment of
elliptic boundary-value problems. It should, however, serve to lead the reader to
further literature on special topics and applications. It is intentional that certain
topics, which are often handled rather summarily, (e.g., eigenvalue problems,
regularity properties) are treated here in greater detail.

The exposition is strictly limited to linear elliptic equations. Thus a discussion of
the Navier-Stokes equations, which are important for fluid mechanics, is excluded;
however, one can approach these matters via the Stokes equation, which is thor-
oughly treated as an example of an elliptic system.

The exercises that are presented are an integral part of the exposition. Their solu-
tion is given in the appendix. The reader should test his understanding of the subject
on the exercises.

The first and second editions of the German book are published by Teubner
Stuttgart in 1986 and 1996. In 1992, the first English edition [134] appeared in
the Springer Series Computational Mathematics, translated by R. Fadiman and
P. D. F. Ton. Recently, an extended fourth edition of the German version [143] has
appeared. The extensions, which are now available in the present second English
edition, concern additional sections (e.g., about finite elements) and the complete
proofs of the exercises. Furthermore, the number of references is more than trebled.

The author wishes to thank Springer Verlag for their cordial collaboration.

Kiel, April 2017 Wolfgang Hackbusch
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Chapter 1

Partial Differential Equations and
Their Classification Into Types

Abstract This chapter introduces the partial differential equations and their distinc-
tion into three types.

1.1 Examples

An ordinary differential equation describes a function which depends on only one
variable. However, most of the problems require two or more variables. Almost all
physical quantities depend on the spatial variables z, y, and z, and possibly on time
t. The time dependence might be omitted for stationary processes, and one might
perhaps save one spatial dimension by special geometric assumptions, but even then
there would still remain at least two independent variables. Differential equations in
two or more variables are called partial differential equations. They may contain
the first partial derivatives

Uy, = Ug, (T1,T2,. .., 2y) = Ou(x1, X9,y ..., 2n)/02; (1<i<n)

with respect to z; or even higher partial derivatives g, etc.

Unlike ordinary differential equations, partial differential equations cannot be
analysed all together. Rather, one distinguishes between three! types of equations
which have different properties and also require different numerical methods.

Before the characteristics for the types are defined, let us introduce some ex-
amples of partial differential equations. All of the following examples will contain
only two independent variables x, 7.2 The first two examples are partial differential
equations of first order, since only first partial derivatives occur.

! There are even differential equations belonging to none of these three types. More details will
follow after Definition 1.14.

2 In the general case, the independent variables are denoted by the n-tuple x = (x1, 2, ..., Tx).
In the two- and three-dimensional case, we prefer x,y or respectively x,y, 2, to avoid indices.
As soon as summations occur, the notation by x; is more convenient.

© Springer-Verlag GmbH Germany 2017 1
W. Hackbusch, Elliptic Differential Equations, Springer Series
in Computational Mathematics 18, DOI 10.1007/978-3-662-54961-2 1



2 1 Partial Differential Equations and Their Classification Into Types

Example 1.1. Find a solution u(x,y) of
uy(x,y) = 0. (1.1)

It is obvious that u(x,y) must be independent of y, i.e., the solution has the form
u(x,y) = p(z). On the other hand, u(z,y) = p(x) with arbitrary ¢ is a solution
of (1.1).

Equation (1.1) is a special case of the next example.

Example 1.2. Find a solution u(z,y) of
cuz(x,y) —uy(z,y) =0 (¢ constant) . (1.2)
Let « be a solution. Introduce new coordinates & := x + cy, 1 := y and define

U(ga 77) = u(ac(f, 77)? y(&a 77))

with the aid of xz(&,n) = € — c¢n and y(&,n) = n. Applying the chain rule,
we obtain v, = ugx, + uyy, with z,, = —c and y, = 1. Hence v,(§,n) = 0
follows from (1.2). This equation is analogous to (1.1), and Example 1.1 shows that
v(&€,n) = ¢(£). Replacing &, 1 by x,y, we obtain

u(z,y) = oz + cy). (1.3)

Conversely, through (1.3) we obviously obtain a solution of (1.2), as long as ¢ is
continuously differentiable.

In order to determine uniquely the solution of an ordinary differential equation
u’ — f(u) = 0 one needs an initial value u(zg) = wug. The partial differential
equation (1.2) can be augmented by the initial-value function

u(x,yo) = uo(x) forz € R (1.4)

on the line {(z,yo) : © € R} with yg a constant. The comparison of (1.3) and (1.4)
shows that p(z + cyo) = ug(z). Thus @ is determined by ¢(z) = uo(z — cyp).
The unique solution of the initial value problem (1.2) and (1.4) reads

u(z,y) = uo(x — c(yo — y))-
The following three examples involve differential equations of second order.

Example 1.3 (potential equation). Let {2 be an open subset of R?. Find a solution
of

Ugy + Uyy = 0 in £2. (1.5)

If one identifies (z,y) € R? with the complex number z = z + iy € C, the
solutions can be given immediately. The real and imaginary parts of any function
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f(2) holomorphic in {2 are solutions of (1.5). Examples are the powers

Re20 =1, Rez? =22 — 42
as well as

Re log(z — 20) = log \/(z —x0)?+ (y —yo)?, if 2o ¢ 2.

To determine the solution uniquely one needs the boundary values u(x,y) =
o(z,y) for all (x,y) on the boundary I" = 92 of (2.

Another name of the potential equation (1.5) is Laplace equation.

Example 1.4 (wave equation). All solutions of
Ugy — Uyy = 0 in 2 (1.6)

are given by
u(z,y) = o(z +y) + (@ —y), (1.7)

where ¢ and ) are arbitrary twice continuously differentiable functions. Suitable
initial values are, for example,

u(z,0) = uo(z), uy(z,0) =u(z) for z € R, (1.8)
where u and u; are given functions. Inserting (1.7) into (1.8), one finds
=@+, u =¢ — (@', : derivatives of ¢ and 1))

and infers that
¢ = (up+u1) /2, ¢ = (ug—u)/2.

From this one can determine ¢ and v up to constants of integration. One constant
can be chosen arbitrarily, for example, by ©(0) = 0, and the other is determined by

u(0,0) = uo(0) = ¢(0) + 4(0).

Exercise 1.5. Prove that every solution of the wave equation (1.6) has the form (1.7).
Hint: Use £ = x +y and np = & — y as new variables.

The next equation describes the heat conduction of an infinite wire located from
—o00 to +00, where w is the temperature, while y is interpreted as time.

Example 1.6 (heat equation). Find the solution of
Ugy — Uy =0 for x ¢ R, y > 0. (1.9)
The separation of variables u(z,y) = v(z)w(y) gives a solution for every ¢ € R:

u(z,y) = sin(cz) exp(—c?y).
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Another solution of (1.9) for y > 0 is

_ o —(z—¢)?
u(z,y) = \/W/—oo uo(&) exp <4y> d¢, (1.10)

where wug(-) is an arbitrary continuous and bounded function. The initial condition
matching equation (1.9), in contrast to (1.8), contains only one function:

u(z,0) = up(x) for z € R. (1.11)

The solution (1.10), which initially is defined only for y > 0, can be extended
continuously to y = 0 and there satisfies the initial value requirement (1.11).

Exercise 1.7. Let up be bounded in R and continuous at . Then prove that the
right-hand side of (1.10) converges to ug(x) for y N\, 0. Hint: First show that

- L[ ~ (-
ulwy) = wol@) + [ _[uo() — uo(@)] exp <4y> a¢

and then decompose the integral into subintegrals over [z — &, + §] and
(—o0,z—0) U (z+ §,00).

As with ordinary differential equations, equations of higher order can be
described by systems of first-order equations. In the following we give some
examples.

Example 1.8. Let the pair (u, v) be the solution of the system
Uy + vy = 0, Vg + uy = 0. (1.12)
If v and v are twice differentiable, the differentiation of (1.12) yields the equations

Ugy + Vyy = 0 and vy, + uy, = 0, which together imply that u,, — u,, = 0.
Thus w is a solution of the wave equation (1.6). The same can be shown for v.

Example 1.9 (Cauchy-Riemann differential equations). If « and v satisfy the
system
Uy + vy =0, vy —uy, =0  in 2 CR? (1.13)

then the same consideration as in Example 1.8 yields that both v and v satisfy the
potential equation (1.5).

Example 1.10. If the differentiable functions « and v satisfy the system
Uy + vy = 0, Uy +u =0, (1.14)

then v solves the heat equation (1.9).
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Proof. 1If w is differentiable, then also v, because of the second equation. Differ-
entiation in x yields vz, = —u,. Insertion into the first equation proves (1.9). m

In fluid mechanics, the following system describes a viscous liquid.
Example 1.11 (Stokes equations). In the system

Ugy + Uyy — Wy = 0,
Vg + Uyy — Wy = 0,

Uy +vy =0

u and v denote the flow velocities in « and y directions, while w denotes the pres-
sure. Note that the system is of second order with respect to v and v, whereas no
second derivative of w occurs.

1.2 Classification of Second-Order Equations into Types

The general linear differential equation of second order in two variables reads

a(x, y) Uz + 20(2, Y) Uy + c(2,y)Uy, (1.15)
+d(x, y)us + e(x, y)u, + f(x,y)u + g(z,y) = 0.

Definition 1.12. (a) Equation (1.15) is said to be elliptic at (x,y) if
a(z,y)c(z,y) — b*(x,y) > 0.

(b) Equation (1.15) is said to be hyperbolic at (z,y) if
a(z,y)c(z,y) — b*(x,y) < 0.

(c) Equation (1.15) is said to be parabolic at (z,y) if>

ac—b*=0 and rank[ZiﬂzQ in (z,y).

(d) Equation (1.15) is said to be elliptic (hyperbolic, parabolic) in £2 € R? if it is
elliptic (hyperbolic, parabolic) at all (z,y) € 2.

If different types occur at different (z,y) € (2, the differential equation is of
mixed type.

3 Usually, the parabolic type is defined by ac — b2 = 0. However, the equation uz . (z,y) +
uz(z,y) = 0 or even the purely algebraic equation u(z,y) = 0 should not be called parabolic.
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Example 1.13. The potential equation (1.5) is elliptic, the wave equation (1.6) is of
hyperbolic type, while the heat equation (1.9) is parabolic.

The definition of types can easily be generalised to the case, where more than
two independent variables occur. The general linear differential equation of second

order in n variables x = (1, ..., x,) reads
D (%)t + Y ai(x) ur, + a(x)u = f(x). (1.16)
ij=1 i=1

Since ug,z; = Uy, holds for twice continuously differentiable functions, one can
assume in (1.16) that, without loss of generality,

ai;(x) = aji(x) (1<i,5 <n).

Thus, the coefficients a;;(x) define a symmetric n x n matrix

A) = (ay (), (1.17)

which therefore has only real eigenvalues (cf. [142, Theorem A.41]).

Translating (1.15) into the notation (1.16) yields

b
A:[Z C:|’ a1:d7 az = €, a:f7 f:_g

Definition 1.14. (a) Equation (1.16) is said to be elliptic at x if all n eigenvalues
of the matrix A(x) have the same sign (1) (i.e., if A(x) is positive or negative
definite).

(b) Equation (1.16) is said to be hyperbolic at x if n — 1 eigenvalues of A(x) have
the same sign (£1) and one eigenvalue has the opposite sign.

(c) Equation (1.16) is said to be parabolic at x if one eigenvalue vanishes, the re-
maining n — 2 eigenvalues have the same sign, and rank(A(x), a(x)) = n, where
a(x) = (a1(x),...,a,(x))T" are the coefficients of the first derivatives in (1.16).

(d) Equation (1.16) is said to be elliptic in {2 € R™ if it is elliptic at all x € 2.

Definition 1.14 makes it clear that the three types mentioned by no means cover
all cases. An unclassified equation occurs, for example, if A(x) has two positive
and two negative eigenvalues.

In place of (1.16) we also write
Lu = f,

where
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n 82 n a
L= a;jx) o+ > ai(x) 5, Ta®) (1.18)
i,j=1 v i=1 v

is a linear differential operator of second order. The operator

Lo= Y a;(x) 9wz,

ij=1

which contains only the highest derivatives of L, is called the principal part of L.

Remark 1.15. The ellipticity or hyperbolicity of equation (1.16) depends only on
the principal part of the differential operator.

Exercise 1.16 (invariance of the type under coordinate transformations). Let
(1.16) be defined for x € (2. The transformation

d: N CR" —  CR”

is assumed to have a nonsingular Jacobian matrix S = 9®/9x € C'(2) at x €
2. Prove that equation (1.16) does not change its type at x if it is written in the
new coordinates £ = &(x). Hint: The matrix A = (a;;) becomes SAST after
the transformation. Use Remark 1.15 and Sylvester’s inertia theorem (cf. Sylvester
[280], Gantmacher [108, §X.2], or Liesen—Mehrmann [193, Theorem 18.23]).

1.3 Type Classification for Systems of First Order

The Examples 1.8—-1.10 are special cases of the general linear system of first order
in two variables:

uz(z,y) — Az, y) uy(z,y) + Bz, y) u(z,y) = f(z,y). (1.19)

Here u = (uy,...,um,)" is a vector function, and A, B are m x m matrices.
In contrast to Section 1.2, A need not be symmetric and can have complex eigen-
values If the eigenvalues Aq, ..., \,, are real, and if there exists a decomposition
A= S71DS with D = diag{\1,...,A\m}, A is called real-diagonalisable.

Definition 1.17. (a) System (1.19) is said to be hyperbolic at (x,y) if A(z,y) is
real-diagonalisable.

(b) System (1.19) is said to be elliptic at (z,y) if all the eigenvalues of A(z,y) are
not real.

If A is real or possesses m distinct real eigenvalues the system is hyperbolic since
those conditions are sufficient for real diagonalisability. A single real equation, in
particular, is always hyperbolic.
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Examples 1.1 and 1.2 are hyperbolic according to the preceding remark. System
(1.12) from Example 1.8 has the form (1.19) with

e

It is hyperbolic since A is real-diagonalisable:

=[] T )

The Cauchy—Riemann system (1.13), which is closely connected with the poten-
tial equation (1.5), is elliptic since it has the form (1.19) with

0-1
=)
and A has the eigenvalues =+i.

The system (1.14) corresponding to the (parabolic) heat equation can be de-
scribed as system (1.19) with
0-1
=[]

The eigenvalues \;y = Ay = 0 may be real but A is not diagonalisable. Hence,
system (1.14) is neither hyperbolic nor elliptic.

A more general system than (1.19) is
Aruy + Asuy + Bu = f. (1.20)

If A; is invertible then multiplication by Afl gives the form (1.19) with A =
—A7 1 A,. Otherwise one has to investigate the generalised eigenvalue problem
det(AA; + A3) = 0. However, system (1.20) with singular A; cannot be elliptic,
as can be seen from the following (use (1.22) with £&; = 1 and & = 0).

A generalisation of (1.20) to n independent variables is exhibited in the system
Ay, + Astgy, + ...+ Apuy, + Bu=f (1.21)

with m x m matrices 4; = A;(x) = A;(x1,...,2,) and B = B(x). As a special
case of a later definition (cf. §12.1) we obtain the following definition.

Definition 1.18. The system (1.21) is said to be elliptic at x if

det (Z @;Ai(x)) 40 forall 04 (&,...,6,) € R (1.22)
=1
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1.4 Characteristic Properties of the Different Types

The distinguishing of different types of partial differential equations would be point-
less if each type did not have fundamentally different properties. When discussing
the examples in Section 1.1 we already mentioned that the solution is uniquely
determined if initial values and boundary values are prescribed.

In Example 1.2 the hyperbolic differential equation (1.2) is augmented by the
specification (1.4) of u on the line y = const (see Figure 1.1a). In the case of
the hyperbolic wave equation (1.6), u,, must also be prescribed (cf. (1.8)) since the
equation is of second order.

Fig. 1.2 Specification of (a) initial values and (b) initial-boundary values for parabolic problems.

It is also sufficient to give the values w and u, on a finite interval [z, z2] if u
is additionally prescribed on the lateral boundaries of the domain {2 of Figure 1.1b.
This prescription of initial-boundary values occurs, for example, in the following
physical problem. A vibrating string is described by the lateral deflection u(z,t) at
the point z € [z1,x2] at time ¢. The function u satisfies the wave equation (1.6)
with the coordinate y corresponding to time ¢. At the initial instant in time, ¢t = g,
the deflection u(z,0) and velocity u:(z,0) are given for 1 < z < x3. Under
the assumption that the string is firmly clamped at the boundary points x; and x5,
one obtains the additional boundary data u(z1,t) = u(ze,t) =0 forall £.

For parabolic equations of second order one can also formulate initial-value and
initial-boundary value problems (cf. Figure 1.2). However, as initial value only
the function u(x,yo) = ue(x) may be prescribed. An additional specification of
uy (2, yo) is not possible, since wuy(z,yo) = Uz (T, yo) = ug(z) is already deter-
mined by the differential equation (1.9) and by ug.



10 1 Partial Differential Equations and Their Classification Into Types
The heat equation (1.9) with the initial and boundary values

w(z,to) = ugp(w) in [x1, z2],
U({El,t) = gﬁl(t), U(l‘Q,t) = (pg(t) for t > to

(cf. Figure 1.2b) describes the temperature u(z,t) of a wire whose ends at z =
x1 and © = x5 have the temperatures 1 (t) and @2 (). The initial temperature
distribution at time ¢y is given by ug(z).

Aside from the different number of initial data functions in Figures 1.1 and 1.2,
there also is the following difference between hyperbolic and parabolic equations.

Remark 1.19. The shaded area {2 in Figures 1.1 and 1.2 corresponds to ¢t > ¢, and
Yy > Yo, respectively. For hyperbolic equations one can solve in the same way initial-
value and initial-boundary value problems in the domain ¢ < ¢y, whilst parabolic
problems in ¢ < £y generally do not have a solution.

(@)L (b)

Fig. 1.3 Boundary values for an elliptic problem.

If one changes the parabolic equation u; — Uz, = 0 to uy + uz, = 0, the
orientation is reversed: solutions exist in general only for ¢ < ¢.

For the solution of an elliptic equation, boundary values are prescribed (cf. Exam-
ple 1.3, Figure 1.3). A specification such as that in Figure 1.2b would not uniquely
determine the solution of an elliptic problem, while the solution of a parabolic prob-
lem would be overdetermined by the boundary values of Figure 1.3a.

An elliptic problem with specifications such as in Figure 1.1b in general has
no solution. Let us, e.g., impose the conditions u(z,0) = u(0,y) = u(1l,y) = 0
and u, (z,0) = w1 (x) on the solution of the potential equation (1.5), where w1 is not
infinitely often differentiable. If a continuous solution u existed in £2 = [0, 1] x [0, 1]
one could develop u(z, 1) into a sine series and the following exercise shows that uy
would have to be infinitely often differentiable, in contradiction to the assumption.

Exercise 1.20. Let ¢ € C°[0, 1] have the absolute convergent Fourier expansion

p(z) = Zil ay, sin(vre).

Show that: (a) the solution of the potential equation (1.5) in the square {2 =
(0,1) x (0,1) with boundary values «(0,y) = u(x,0) = wu(l,y) = 0 and
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u(x, 1) = p(z) is given by

u(z,y) = Zl sin}?ﬁ sin(vmz) sinh(vry).

(b)For 0 <2 <1 and 0 <y <1, u(x,y) is differentiable infinitely often. Hint:

_ . - o k_
flx) = Zﬁy sin(vrx) € C*°[0,1] if Vlingo By =0 forall k€ N.

Conversely it does not make sense to put boundary value constraints as in Figure
1.3a on a hyperbolic problem. Consider as an example the wave equation (1.6) in

£2 = [0, 1] with the boundary values

) = sin(vrz) forv € N.

3=

u(z,0) = u(0,y) = u(l,y) =0 and u(z,

The solution reads u(x,y) = sin(vma)sin(vmy)/sinv. Although the boundary
values, for all v € N are bounded by 1, the solution in {2 may become arbitrarily
large since sup{1/sinv : v € N} = oo (cf. Exercise 1.21). Such a boundary-value
problem is called not well-posed or ill-posed (cf. Definition 2.25).

Exercise 1.21. Prove that the set {sinv : v € N} is dense in [—1, 1].

Another distinguishing characteristic is the regularity (smoothness) of the solu-
tion. Let u be the solution of the potential equation (1.5) in §2 C R2. As stated in
Example 1.3, u is the real part of a function holomorphic in (2. Since holomorphic
functions are infinitely differentiable, this property also holds for w.

In the case of the parabolic heat equation (1.9) with initial values u(z,0) = wug
the solution « is given by (1.10). For y > 0, w is infinitely differentiable. The
smoothness of ug is of no concern here, nor is the smoothness of the boundary
values in the case of the potential equation.

One finds a completely different result for the hyperbolic wave equation (1.6).
The solution reads u(x,y) = ¢(x +y) + ¥(x — y), where ¢ and 1) result directly
from the initial data (1.8). Check that u is k-times differentiable if ug is k-times and
uq is (k — 1)-times differentiable.

As already mentioned in this section, in the hyperbolic and parabolic equations
(1.1), (1.2), (1.6), and (1.9) the variable y often plays the role of time. Therefore
one calls processes described by hyperbolic and parabolic equations nonstationary.
Elliptic equations which only contain space coordinates as variables are called
stationary. More clearly than in Definitions 1.12b,c the Definitions 1.14b,c distin-
guish the role of a single variable (time) corresponding to the eigenvalue A = 0
in parabolic equations, and to the eigenvalue with opposite sign in hyperbolic
equations.

The connection between the different types becomes more comprehensible if
one relates the elliptic equations in the variables x1,...,x, to the parabolic and
hyperbolic equations in the variables z1,...,x,,t.



12 1 Partial Differential Equations and Their Classification Into Types

Remark 1.22. Let L be a differential operator in the variables x = (z1,...,2zy)
and let it be of elliptic type (cf. (1.18)). Let L be scaled such that the matrix A(x)
in (1.17) has only negative eigenvalues. Then

u +Lu=0 (1.23)
is a parabolic equation for u(x,t) = u(x1,...,x,,t). In contrast

is of hyperbolic type.

Conversely, the nonstationary problems (1.23) or (1.24) lead to the elliptic equa-
tion Lu = 0 if one seeks solutions of (1.23) or (1.24) that are independent of time ¢.
One also obtains elliptic equations if one looks for solutions of (1.23) or (1.24) with
the aid of a separation of variables u(x,t) = @(t)v(x). The results are

u(x,t) = e Mu(x) in case (1.23),
u(x, t) = eV y(x)  in case (1.24),

where v(x) is the solution of the elliptic eigenvalue problem
Lv=2M\v.

These eigenvalue problems will be treated in Chapter 11.

1.5 Literature

Finally, we mention some monographs on partial differential equations of the differ-
ent types.* Here the emphasis can be the theory as well as the numerical treatment.
Hyperbolic equations are discussed by Alinhac [5], Meister—Struckmeier [203], and
Trangenstein [290], parabolic equations are treated by Friedman [105].

A common characteristic of parabolic and hyperbolic types are initial-boundary
value problems. On the theoretical side, this fact leads to semigroups. Both types are
discussed by Lions—Magenes [195, 196], Pazy [218], and Richtmyer—Morton [237].

Elliptic and parabolic equation are the subject of Trangenstein [291]. These two
types have higher regularity properties in common.

Elliptic problems are the subject of Bartels [29], Boccardo—Croce [43], Braess
[45], Dupaigne [92], Gilbarg—-Trudinger [115], Grivard [123], LadyZenskaja—
Ural’ceva [180], Lions—Magenes [194], Miranda [205], and Wienholtz et al. [306].
In the next chapters, Hellwig [150] will often be cited.

All three types can be found in the monographs Dziuk [93], John [160], Jost

[162], Knabner—Angermann [172], Larsson-Thomée [183], Mizohata [206],
Petrovsky [225], and Wloka [308].

4 This list is rather incomplete, since there exists an extensive literature on this subject. Further
references to particular elliptic topics will follow in the text.



Chapter 2
The Potential Equation

Abstract In Section 2.1 the simplest but prototypical elliptic differential equation
of second order is presented. The solutions of this equation are called harmonic.
Together with a boundary condition, one obtains a boundary-value problem. An im-
portant tool is the singularity function, which is defined in Section 2.2. The Green
formulae allow a representation of the solution in Theorem 2.8. In Section 2.3
functions with mean-value property are introduced. It is shown that these functions
coincide with harmonic functions. The mean-value property implies the maximum-
minimum principle: non-constant functions have no local extrema. An important
conclusion is the uniqueness of the solution (Theorem 2.18). Finally, in Section 2.4,
it is shown that the solution depends continuously on the boundary data.

2.1 Posing the Problem

The potential equation from Example 1.3 reads'
—Au=0 in 2 C R", (2.1a)

where A = 92/02% + ... + 92022 is the Laplace operator. In physics, equation
(2.1a) describes the potentials; for example the electric potential when {2 contains
no electric charges, the magnetic potential for vanishing current density, the velocity
potential, etc. In these cases the gradient Vu has the more direct physical meaning.

Equation (2.1a) is also called Laplace’s equation since it was described by Pierre-
Simon Laplace in his five-volume work ‘Traité de Mécanique Céleste’ (written in
the years 1799-1825). However, it was Leonhard Euler [97] who first mentioned the
potential equation in 1751.

! At this place, the minus sign in —Aw = 0 only has a symbolic meaning. The background is that
—A has ‘nicer’ properties than A, since, in a multiple sense, —A is positive. For instance, the
singularity function in (2.4a) will have a positive singularity.

© Springer-Verlag GmbH Germany 2017 13
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The connection between the potential equation for n = 2 and function theory
has already been pointed out in Example 1.3. Not only is the Laplace operator an
example of an elliptic differential operator, but it actually is the prototype. By using
a transformation of variables, any elliptic differential operator of second order can
be transformed so that its principal part becomes the Laplace operator (cf. Hellwig
[150, Part 2, §1.5]).

Definition 2.1 (domain). The region 2 C R" is called a domain if {2 is open and
connected.?

In the following {2 will always be a domain. Its boundary is denoted by
I'=01.

The existence of a second derivative of u is required only in {2, not on the boundary.
For a prescription of boundary values

u=¢ onl (2.1b)

to be meaningful, one has to assume continuity of v on {2 = 2UI". The combination
of an (elliptic) differential equation (here (2.1a)) with a boundary condition (here
(2.1b)) is called a boundary-value problem.

Definition 2.2 (lErmonic). The function u is said to be harmonic in {2 if u belongs
to C?(£2) N C°(£2) and satisfies the potential equation (2.1a).

Here C°(D) [C*(D), C>(D)] denotes the set of con- N
tinuous [k-fold continuously differentiable, infinitely often Iy
differentiable] functions on D. T,
In general one should not expect that the solution of
(2.1a,b) lies in C2({2), as shown in the following example. I

I

Example 2.3. Let 2 = (0,1) x (0,1) (cf. Figure 1.3a). Let
the boundary values be given by (z,y) = 22 for (z,y) € I.  Fig. 2.1 L-shaped do-
The solution of the boundary-value problem exists but does main.

not belong to C?({2).

Proof. The existence of a solution u will be discussed in Theorem 7.21. If u €
C?(£2), then it follows that ., (z,0) = ¢, (x,0) = 2 for x € [0,1] in particular
Uz2(0,0) = 2. From the analogous result u,,(0,0) = ¢,,(0,0) = 0 one may
conclude Au(0,0) = 2 in contradiction to Au = 0 in (2. |

In the case under discussion one can also show u € C1({2). That this state-
ment is generally false, is shown by the next example with the L-shaped domain
in Figure 2.1.

2 (2 is called connected if for any x,y € §2 there is a continuous curve within {2 connecting x
and y, thatis,a v : s € [0,1] — ~(s) € £ continuously with v(0) = z, v(1) = y.
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Example 2.4. In the L-shaped domain 2 = (=1, 2) x (=1, 2)\ [0, 3) x [0, ) (cf.
Figure 2.1) introduce the polar coordinates
T = TCOoSp, y =rsine. 2.2)
The function
u(r, @) = r?/3sin((2¢ — 7)/3) (/2 < ¢ < 2m)

is the solution of the potential equation (2.1a) and has smooth boundary values on
I' (in particular uw = 0 holds on Iy C I') although the first derivatives in 7 = 0
are unbounded, i.e., u & C*(12).

Proof. This follows from the fact that, along with u, and u,, the radial derivative
Uy = Uy COS @ + U, sin ¢ also has to be bounded. However, u, = O(r~%/%) holds
for r — 0. In order to check that —Au = 0, use (2.3a). [ |

Exercise 2.5. Prove the following:
(a) In terms of the polar coordinates (2.2) in R?, the Laplace operator takes the form

92 10 1 9

A= ——+4+-—+ 5 —.
or? +7“0r+r2 Op?

(2.3a)

(b) In terms of the three-dimensional polar coordinates
T =1 cosp siny, y =1 sinp siny, Z =T cos,
the Laplace operator is given by

A—ﬁ+22+i Li%_cotu}i_’_ﬁ
C0r2  rdr 12 | sin? e 0p2 oY OY?

In the general n-dimensional case the transformation to polar coordinates leads to

0? n-19 1

A= _— —B
3r2+ r 8r+r2 ’

(2.3b)

where the Beltrami operator B contains only derivatives with respect to the angle
variables.

The Laplace operator is invariant with respect to translation, reflection and rota-
tion.

Exercise 2.6. Let f € C?({2) for a domain 2 C R?, z € R", and U € R"*" a
unitary matrix (i.e., UUT = I). Then ®(x) := z + Ux describes a combination of
translation, reflection, and rotation. ¢ maps {2 into 2’ := {y =z + Ux :x € 2}
The inverse function is #~1(y) = U" (y — z) . The function F(y) := f(®~(y))
is defined in §2’. Prove that AF(y) = (Af) (27 (y)).

In particular, it follows that harmonic functions remain harmonic after trans-
lation, reflection and rotation.
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2.2 Singularity Function

The singularity function is defined by

1
——log|x —y]| for n =2,
s(x,y) =4 “?4 (2.42)
— |x—y/" forn>2,
(n—2)w,
for x,y € R", where
wa =2T(3)"/ T'(3),

) ) (2.4b)
in particular, wy = 27, ws = 4,

with I' the Gamma function, is the surface of the n-dimensional unit sphere. The
Euclidean norm of x in R™ is denoted by

x| =
i=1

Lemma 2.7. For fixed y € R™ the potential equation in R™"\{y} is solved by
S(~, Y)

Proof. The proof can be carried out directly. However, it is simplest to introduce
polar coordinates with y as origin and to use (2.3b), since s(x,y) depends only on
r=I|x-—yl. ]

We remark that, in the sense of distributions, —A,s(x,y) is equal to the delta
distribution §(x,y). This equation fixes the strength of the singularity and the
scaling constant.

For the next theorem we need to introduce the
normal derivative 0/0n. Let {2 be a domain with
smooth boundary I". Let n(x) € R"™ denote the
outer normal direction at x € I, i.e., n is a unit
vector perpendicular to the tangential hyperplane
at x and points outwards (cf. Figure 2.2). The
normal derivative of u at x € I" is defined as

du(x)
on

Fig. 2.2 Normal directions.

= (n,Vu), where Vu = gradu = (ug,, ... uz, )"

n

is the gradient of u and
n
<X7 y> = Z TiYi
i=1

is the scalar product in R™. In the case of the ball Kr(y) (cf. (2.8)) the normal
direction is radial, and Ou/On becomes du/Jr with respect to r = |x — y]|, if one
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uses polar coordinates with the origin at y. It follows from
1—
0s(x,y)/0r = —=|x —y|" ™" /wn

that

1—n
Os(x,y) = _f forall x € OKRg(y). (2.5)
on Wn,

The first Green formula reads (cf. Green [121])

/ u(x) Av(x) dx = — / (Vu(x), Vo(x)) dx + / u(x)aL(X)dF (2.6a)
2 2 o0 on

and holds for u € C1(§2), v € C?(2) if the domain (2 satisfies suitable conditions.
Here |, 90 - - - A" denotes the surface integral.

Domains for which equation (2.6a) holds are called normal domains. To see suf-
ficient conditions for this refer to Kellogg [169, §1V] and Hellwig [150, Part 1, §1.2].

Functions u,v € C?({2) in a normal domain {2 satisfy the second Green formula

/Q w(x) Av(x) dx — /Q v(x) Au(x) dx + /a ) [u(x)ag(:) —v(x)ag(x)]df.

n
(2.6b)

Theorem 2.8. Let §2 be a normal domain, and let u € C?({2) be harmonic there.
Then

u(y) = /zm {S(x,y) (‘315(:) — u(x) 886()::,)} dr, forally € 2.  (2.7)

Here % and dI; refer to the variable x.

Proof. By
K.(y)={xeR":|x—y|<r} (2.8)

we denote the ball with centre y and radius r. Since the singularity function s(-,y)
is not differentiable on x = y, Green’s formula (2.6b) is not directly applicable. Let

2. = 2\ Kc(y),

with e be so small that K. (y) C {2. Since {2 is again a normal domain, it follows
from —Au = —As =0 in (2. (cf. Lemma 2.7) and (2.6b) with v = s(-,y) that

/ {u(x)as(x’w —sey) ¥ g o, (2.92)
092,

ong on

We have 02, = 02U 0K (y). However, at x € 0K (y), the normal directions of
012, and of 0K (y) differ in their signs. The same holds for the normal derivatives,
so that the integral in (2.9a) can be decomposed into
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/(m/m/%()

The assertion of the theorem would be proved if we could show that |, oK.(y)
—u(y) for e — 0. The normal derivative du/0n is bounded on 0K (y), and
Jox ) s(x,y)dI" converges like O(g|loge|)) or O(e) towards zero, as can be

seen from (2.4) and

dI' = " tw,. (2.9b)
0K, (Y)
Thus, we obtain
)
/ sy 2 Xan Lo (o). (2.9¢)
OK.(y) In

From (2.9b) and (2.5) one infers

9s(x,y) / 9s(x,y)
u(y dl, = u(y dl, = —u(y). (2.9d)
/BKE(y) &) g ) oK.(y) Oz )

The continuity of v in y yields

[t -t 2 Yar,
OK:(y) z

< max ku(x) —u(y)|—=0  (29e)

as ¢ — 0. Equations (2.9c—) show that [, (y)[ua%s — sZuldl’ = —u(y)
(e — 0), so that (2.9a) proves the theorem. ]

Any function of the form

1(xy) =s(xy) +2(x,y) (2.10)

is called a fundamental solution of the potential equation in (2 if for fixed y € 2
the function &(-,y) is harmonic in {2 and belongs to C2({2).

Corollary 2.9. Under the conditions of Theorem 2.8 for every fundamental solution
in {2 the following holds:

_ du(x) v (x,y)
u(y) = /89 {v(xy) o — u(x) o dr, (yeR). (211)
Proof. (2.6b) implies [,,[®du/On —udP/On]dl = 0. [

For replacing the condition & = v — s € C?*({2) by the weaker &(-,y) €
CL(2) N C?(N) refer to Hellwig [150, Part I, §1.4].



2.3 Mean-Value Property and Maximum Principle 19

Exercise 2.10 (Green function of a ball). Let {2 = Kp(y). Define

1 _ g12-n [ |&-y] el 2= fe >3
(n—2)wy |X E| R ’X 5‘ orn = 9,

(2.12)
- [logx— g ~tog (¥ - €])]  forn=2

v(x,8) =

with x, £ € 2, ¢ =y + R%|¢ — y|72(¢ — y) and show:
(@) v(x,€) =0 for & € 02\ {x},
(b) v is a fundamental solution in {2,

(©) v(x,8) = v(£,%),
(d) on the surface I' = OKRr(y) the following holds:

1 R —|x—yl
W, |X7£|n

0 0

2.3 Mean-Value Property and Maximum Principle

Definition 2.11 (mean-value property). A function u has the mean-value property
in 2if u € C°($2) and if for all x € 2 and all R > 0 with Kr(x) C £ the
following equation holds:

1

Since [, KnGo 4 = wpR™ 1 the right-hand side in (2.13) is the mean value

of u taken over the sphere OKg(x). An equivalent characterisation results if one
averages over the ball Kg(x).

Exercise 2.12. u € C°({2) has the second mean-value property in 2 if

ux) = - / w(€)dé forallx € 2, R>0  with Kp(x) C £.
Kr(x)

R™w,,

Show that this mean-value property is equivalent to the mean-value property (2.13).

Hint: R
/KR(X) u(€)dé = /0 (/azg(x) u(€) dFE> dr. (2.14)

Functions with the mean-value property satisfy a maximum principle, as is
known from the function theory for holomorphic functions.

Theorem 2.13 (maximum-minimum principle). Ler (2 be a domain and let u €
C°(92) be a nonconstant function which has the mean-value property. Then u takes
on neither a maximum nor a minimum in §2.
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Proof. (1) It suffices to investigate the case of a maximum since a minimum of « is
a maximum of —u, and —u also has the mean-value property.

(i1) For an indirect proof we assume that there exists a maximum at y € (2:
u(y) = M > u(x) forall x € (2.

We want to show that u(y’) = M for arbitrary y’ € (2, i.e., u = M in contrast
to the assumption u Z const. Let y’ € 2. Since (2 is connected, there exists a path
connecting y and y’ running through (2, i.e., there exists a continuous ¢ : [0, 1] —
2 with (0) =y and (1) =y’. We set

I:={s€[0,1]:u(p(t)) =M forall 0 <t < s}.

I contains at least 0, and is closed since u and ¢ are continuous. Thus there exists
s* = max{s € I'}, and the definition of I shows that I = [0, s*]. In (iii) it is proved
that s* = 1 sothaty’ = ¢(1) € I and hence u(y’) = M follows.

(iii) Proof of s* = 1. The opposite assumption s* < 1 can be made and shown
to be contradicted by proving that u(x) = M in a neighbourhood of x* := p(s*).
Since x* € (2, there exists R > 0 with Kr(x*) C {2. Evidently, it follows that
u = M in Kg(x*) if it is shown that uw = M on 0K, (x*) forall 0 < r < R.

(iv) Proof of w = M on 0K, (x*). Equation (2.13) in x* reads

M =u(x*) = ! AK(*)u(ﬁ)dfg.

wprn—1

In general we have u(€¢) < M. If one had u(¢") < M for ¢’ € OKr(x*) and thus
also u < M in a neighbourhood of &', one would have on the right-hand side a
mean value smaller than M. Therefore, w = M on OKr(x*) has been proved. m

Simple deductions from Theorem 2.13 are contained in the next statements.

Corollary 2.14. Let {2 be bounded. (a) A function with the mean-value property
takes its maximum and its minimum on 0{2.

(b) If two functions with the mean-value property coincide on the boundary 0f2,
they are identical.

Proof. (a) The extrema are assumed on the compact set {2 = §2 U 9§2. According
to Theorem 2.13, the extremum cannot be in {2 if « is not constant on a connected
component of (2. But in this case the assertion is also obvious.

(b) If w and v with u = v on 02 satisfy the mean-value property then the latter is
also satisfied for w := u — v. Since w = 0 on 92, part (a) indicates that max w =
minw = 0. Thus v = v in {2. [ |

Lemma 2.15. Harmonic functions have the mean-value property.
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Proof. Let u be harmonic in 2 and y € Kg(y) C {2. We apply the representation
(2.7) for Kr(y). The value s(x,y) is constant on OKg(y): let it be denoted by
o(R). Because of (2.5), equation (2.7) becomes

0 1
u(y) = o(R) /aK o gf)dFJr = /aK (y)u(&)dF.

The equation agrees with (2.13) if the first integral vanishes. The latter follows from
the next lemma. [

Lemma 2.16. Let u € C?(§2) be harmonic in a normal domain (2. Then

ou
—dI'=0.
‘/a_Q 371

Proof. In Green’s formula (2.6a) substitute 1 and u for v and v, respectively. [ |

Lemma 2.15, Theorem 2.13, and Corollary 2.14 together imply Theorems 2.17
and 2.18.

Theorem 2.17 (maximum-minimum principle for harmonic functions). Ler u
be harmonic in the domain {2 and nonconstant. There exists no maximum and no
minimum in §2.

Theorem 2.18 (uniqueness). Let {2 be bounded. A function harmonic in §2 assumes

its maximum and its minimum on 0f2 and is uniquely determined by its values on
o092.

Exercise 2.19. Let {2 be bounded, and let u; and us be harmonic in {2 with bound-
ary values o1 and @9 on I" = 042 . Prove that:

(@) p1 < g on I'implies u; < ug in (2.

(b) If, furthermore, (2 is connected and if ¢;(x) < @a(x) holds for at least one
point x € I then it follows that u; < us everywhere in (2.

The representation (2.13) of u(y) by the values on OKg(y) is a special case of
the following formula which will be proved on page 22 and which provides equation
2.13) forx =y.

Theorem 2.20 (Poisson’s integral formula). Assume we have o € C°(0Kg(y))
and n > 2. The solution of the boundary-value problem

—Au=0 inKg(y), u=¢ on OKg(y),

is given by the function

R |x—y #(8)

which belongs to C>=(Kr(y)) N C°(Kgr(y)).
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The mean-value property only assumes u € C°({2), while harmonic functions
belong to C(2). This makes the following assertion surprising.

Theorem 2.21. A function is harmonic in {2 if and only if it has the mean-value
property there.

Proof. Because of Lemma 2.15 it remains to be shown that a function u with
the mean-value property is harmonic. Let x € Kgr(x) C {2 be given arbitrarily.
According to Theorem 2.20 there exists a function v harmonic in Kr(x) with

—Au =0 in Kr(x), u=v ondKr(x).

According to Lemma 2.15, u has the mean-value property, as does v, and Corollary
2.14b proves that u = v in Kg(x), i.e., v is harmonic in Kr(x). Since Kr(x) C {2
is arbitrary, v is harmonic in (2. ]

An important application of Theorem 2.21 is the following statement of Harnack
[149, §20].

Theorem 2.22. Let uq, us, ... be a sequence of functions harmonic in §2 and
converging uniformly on I'. Then u = limy_, oo Uy is harmonic in {2.

Proof. Uniform convergence on /" implies uniform convergence in 12 (cf. Theorem
2.17). Therefore the limit function is continuous: u € C°(£2). The limit process,

applied to
1

wn R /8KR(x> @)dre

yields equation (2.13) for u; i.e., u inherits the mean-value property. According to
Theorem 2.21, « is also harmonic in (2. [ ]

Uk (X) =

In the case of n = 2, Example 1.3 shows the connection with holomorphic
functions. In fact, u is analytic for all n, i.e., a convergent power series expansion
exists in a neighbourhood of any x € (2. The following theorem holds whose proof
can be found, for example, in Hellwig [150, Part 3, §1.5].

Theorem 2.23. A function harmonic in {2 is analytic there.

The proof of the Poisson formula (2.15) still needs to be carried out.

Proof of Theorem 2.20. (a) First we must show that « in (2.15) is a function harmonic
in Kgp(y), i.e., it satisfies —Au = 0. Since the integrand is twice continuously
differentiable and the domain of integration I" = 9Kg(y) is compact, the Laplace
operator commutes with the integral sign:

1 2 x—yl?
Aulx) = - /Fw(g) Axmdfg forx € Kp(y). (2.16)
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According to Exercise 2.10 there exists a fundamental solution y(x, &) such that

—x-y* _ ov(x€ _ 0vEx)

foré e I x € Kp(y). (2.17)

x —&" Rw, one Ing
From
o 0 \
A s =0 1
e~ on V(% €)

and (2.16) one infers that — Au=0.

(b) The expression (2.15) defines
the value u(x) at first only for x €
Kpr(y). It still needs to be shown
that © has a continuous extension
on Kr(y) = Kg(y) UTI (e, _.
u € CO(Kr(y))) and that the con- Fig. 2.3 I and the balls K, (2), K, /2(2).
tinuously extended values agree with the boundary values ¢:

lim  w(x) = ¢(z) for z e I (2.18)
Kr(y)ox—z

By equation (2.17), putting © = 1 in Corollary 2.9 gives the identity

—x—y[* [ dIk
o kg =1 for x € Kg(y). (2.19)

Let z € I' be arbitrary. Due to equation (2.19) one can then write:

u(x) — p(z) = i _Rb;n_ Y /F (f) - £|,(L )dff (2.20a)

We define Iy = I'N K, (z), It = I'/I} (see Figure 2.3) and split the expression
(2.20a) into u(x) — ¢(z) = Iy + I, where

2 Iy — vl|? _
JAE L y'/ UO =) 4 for = 0,1
I,

an |X_£|
Since
u(§) — ¢(2) ’ Al
—=> T dle| <max|u(§&) — p(z —
/FO S a7 ar < paxlu(e) — o(o) mx—a
<
max u(¢) '/ FEre

it follows from equation (2.19) that

Io < max[u(€) - ¢(z)]. (2.20b)
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Because of the continuity of ¢ one can choose p > 0 such that for given ¢ > 0
Iy <e/2. (2.20c)

Set Cy, = maxeer |¢(§)| and choose x € Kgr(y) sufficiently close to z such

that
1

4C, R

x—z] < 6() = g(g)”

and |x — z| < p/2. The last inequality implies
|x — & > g for £ € Iy (see Figure 2.3).
Together with

—lx =yl = (R+x— y)(R — [x — y])
<OR(R—|x - y|) <2R|z— x| < 2R4(c)

one obtains

R2—|x—y|2/ u(€) = ¢(2) 2 5o 2C
L| = dr:| < =§(e e[ dI.
N e A e A PE A
From [, dI' < [dI’ = R" 'w, and the definition of §(¢) follows

L] < ¢/2. (2.20d)

Thus for every € > 0 there exists a §(¢) > 0 such that |x — z| < d(e) implies the
estimate

[u(x) = ¢(z)| = [Io+ In| < [Lo] + [ < &

(cf. (2.20c,d)). Hence, (2.18) has been proved, and the continuous extension of «
to Kr(y) leads to u € C°(Kg(y)). n

To ensure that the integral IBKR(y)%dF ¢ in (2.15) is well-defined for

¢ ¢ I' .= OKg(y), ¢ must belong to the function space L' (I"). This is the set
of all functions which are Lebesgue-integrable in I" with a finite value [,|¢[d["
By L°°(I') we denote the space of all Lebesgue-integrable functions which
are essentially bounded (i.e., bounded in I'\Z, where Z has measure zero). The
product of ¢ € L'(I") and ¢ € L°>°(I") again belongs to L'(I"). Since |- — &|™"
for € ¢ I' = OKR(y) is continuous and in particular bounded, it belongs to L>°(I").

This proves that [, .2 g‘n dIy is well-defined for ¢ € L(I).

Exercise 2.24. Prove that the function u defined by the Poisson integral formula
(2.15) belongs to C°*°(KRr(y)) and solves —Au = 0 in Kr(y) even for boundary
values ¢ € L'(0Kg(y)). For every point of continuity z € dKr(y) of » we have
u(x) = ¢(z) (x = z,x € Kg(y)).
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Finally, we add another derivation of the mean-value property mentioned by
Ovall [215]. Let u € C?P({2) be an arbitrary function and let Kp(x) C 2 C R™.
Taylor’s formula yields u(§) = 35, <2, ar D u(x) (€ —x)" + o(R*) for all
€ € Kg(x). The integral of (£ — x)“ over the sphere Kg(x) is explicitly known
(cf. Folland [103]) and yields the Pizzetti series

1

p k
Atu(x) 2k 2
—_ u(&)dle = E R + o(RP
wp R—L /3KR(X) (&)dre o Qkk!H?ZI(n—i—Qj) ()

(cf. Pizzetti [227]). In the case of harmonic functions, Theorem 2.23 allows us to use
the infinite Taylor series without remainder. Since A¥u(x) = 0 holds for k£ > 0,
the remaining term for & = 0 is u(x).

2.4 Continuous Dependence on the Boundary Data

Definition 2.25. An abstract problem of the form
Alx)=y, ze€X, yeYy,

is said to be well-posed if for all y € Y it has a unique solution € X and if the
latter depends continuously on y.

It is important to recognise whether a mathematical problem is well-posed since
otherwise essential difficulties may occur in its numerical solution. In the case of the
boundary-value problem (2.1a,b), X C C?(£2) N C°(£2) is the space of functions
harmonic in £2 and Y = C°(I") is the set of continuous boundary data on I" = 942.
The topologies of X and Y are given by the supremum norms:

Jull o := sup [u(x)]  and o]l := sup [p(x)]. 221
xESN xel’

The question of the existence of a solution of (2.1a,b) will have to be postponed
(see §7). The uniqueness, however, has been confirmed already in Theorem 2.18,
if {2 is bounded. That the boundedness of {2 cannot be dropped without further ado
is shown in the next example.

Example 2.26. The functions

u(zy,x2) = 1 in 2 =(0,00) xR,

u(w1, ) = log (23 + x3) in 2 = R*\ K1(0),
u(x1, x2) = sin(xq) sinh(xy) in 2 = (0,7) x (0,00)

and also the trivial u = 0, are solutions of the boundary-value problem —Au = 0
inf2, u=0on I' =912
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For bounded (2 the harmonic functions (solutions of (2.1a,b)) depend not only
continuously but also Lipschitz-continuously on the boundary data.

Theorem 2.27. Let §2 be bounded. If u' and v are solutions of
—Aut =—AuT =0 in 2, u =l andu = o onI =00

then
o' —u" o < 0" = 0" [|oo- (2.22)

Proof. v := u! — u! is a solution of —Av = 0in 2 and v = ¢! — T on I

According to Theorem 2.18, v takes its maximum and its minimum on [
—lle" ="l <v(x) < ll¢" =T forallx € 2.

The definition (2.21) of || - ||, implies (2.22). ]

The continuous dependence of the solution with respect to the boundary values
is also shown by Harnack’s Theorem 2.22. If ||, — ||, — 0 holds for a sequence
of boundary values then the associated solutions satisfy ||u,, — u||,, — 0. Here the
existence of a solution of —Au =0 in {2, u = ¢ on I" need not be assumed.

Another problem, just as
important for numerical math-
ematics, is rarely discussed in
the literature: does the solu-
tion also depend continuously
on the form of the boundary
I'? Figure 2.4 shows domains
2" and 2" which approximate  Fig. 2.4 Approximation of {2 by 2" and £2"’.
2. A polygonal domain, as,
for example, 2", occurs in the method of finite elements (see §8.6.3).

Let £2,, be a sequence of domains with I, = 02,. We say that I, — I if
dist(I,, I") — 0. Here, we define

dist(I,, I') := sup{dist(x,I") : x € I, }, dist(x,I") :=inf{|x—y|:y eI}

Further, one must specify when ,, € C°(I,) converges uniformly to ¢ € C°(I").
In the following we define the uniform convergence for ¢,, and u,,.

o, € CO(I3,) converges uniformly to p € C°(I") if, for each £ > 0, there exist
numbers N (g) and §(¢) > 0 such that the following implication holds:

n>N(E),xel,yel,, x—y|<de) = |ealy) — (%) <e. (2.23a)
The sequence u,, € C°(£2,,) converges uniformly to u € C°(§2) if

lim_sup {lun(x) —u(x)| : x € 2, N2} = 0. (2.23b)
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Remark 2.28. (a) Let K be a set which is compact (i.e., complete and bounded)
with I' € K and I',, C K forall n. Let ¢, € C°(K) converge uniformly on K to ¢.
If p,, = ¢, on I, and ¢ = ¢ on I then (2.23a) is satisfied.

(b) Let 12, - (2 forall n and let ;, be the following (not continuous) continuation
of u,, onto §2: u, = u, on §2,, Up = u on £2\2,,. Then (2.23b) is equivalent to
uniform convergence %,, — w on {2 in the usual sense.

Theorem 2.29. Let (2, C (2 with {2 bounded, and let I';, — I. Let the functions
U, which are harmonic in §2,,, be solutions of
—Au, =0 inf(2,, Up = pn only, . (2.24a)

Let o, € C°(I,) converge uniformly in the sense of (2.23a) to o € C°(I"). Then
the following assertions hold: (a) If there exists a solution u € C?(£2) N C°(82) of

—Au=0 in{2, u=¢ onl (2.24b)

then u, — u holds in the sense of (2.23b).

(b) If conversely u,, — u € C°(§2) is satisfied in the sense of (2.23b), then u is the
solution of (2.24b).

Proof. (a) Let the contiﬁnuation i, be defined as in Remark 2.28b. Since w is uni-
formly continuous on {2, there exists d,,(¢) > 0 forall € > 0 such that

lux) —u(y)| <5 if [x —y| < du(5). (2.252)

Set 0*(g) := min{d,(5),0(5)} with 6 from (2.23a). Because I}, — I there exists
Nr(g), so that dist(I,,I") < §*(e) for n > Np(g). For

n > N*(e) := max{Nr(e),N(g/2)} (N from (2.23a))

we want to show that |, (x) —u(x)| < e forall x € 2. For x € £2\2,, the estimate
is trivial because @, (x) = u(x). For all x € §2,, C {2, however, there holds

0 (0) = u(x)| = fon (%) — w(x)] < max fua (%) — u(x) (2.25b)

(cf. Theorem 2.18), because u,, — u is harmonic in w,. It remains to estimate
|un(x) — u(x)| for x € I,. For x € I, with n > N*(g) there existsy € I’
with |x —y| < d(¢/2). Thus we obtain

[t (%) — u(x)| = @ (%) = u(x)] < |pn(x) = o(¥)] + o(y) — u(x)]
<Jon(x) —ply)| + lu(y) —ux)| < s+ 5=¢
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from (2.23a) and (2.25a). Since x € I, is arbitrary it follows that |u,, — u|] < ¢
on I, and (2.25b) proves the uniform convergence u, — u on 2. Hence, from
Remark 2.28b it follows that (2.23b) is satisfied.

(b) Let K C {2 be a compact set. Since I, — I' there exists an N(K)
such that K C 2, for n > N(K). Thus, the sequence {u, : n > N(K)} con-
verges uniformly in the usual sense on K to u so that one can apply Theorem 2.22:
consequently u is harmonic in K. Since K C (2 may be chosen arbitrarily, it
follows that u € C?(£2). By assumption, we already have v € C°({2). That the
boundary value u = ¢ is taken on I" is deduced from ¢, — ¢ and I, = I'. =

In Theorem 2.22 one was able to derive the existence of a solution u of (2.24b)
just from ¢, — . This inference is not possible for the case of (2,, # (2 as the
following example shows.

Example 2.30. Let
2, = K1(0)\ K,/,(0) € 2= K1(0)\ {0} C B2,

The boundaries are I, = 0K1(0) UOK; /,(0) and I' = 9K1(0) U{0}, and satisfy
I, — I'. The boundary values

©=p, =0 on dK;(0), on=1 on dKy,,(0), »(0,0) =1

satisfy the condition ¢,, — ¢ (cf. (2.23a) and Remark 2.28a). The solutions u,, of
(2.24a) can be given explicitly:

up(x) = log (|x]) /log (1/n) .

Obviously, u,(x) — u(x) := 0 holds pointwise, but u = 0 satisfies neither
(2.23b) nor the boundary-value problem (2.24b). Conversely, one infers from Theo-
rem 2.29a the following result: In £2 = K;(0)/{0} C R? the potential equation has
no solution u € C2(§2) N C°(£2) which assumes the boundary values u(x) = 0 on
0K1(0)and u(x) =1 in x = 0.



Chapter 3
The Poisson Equation

Abstract In Section 3.1 the Poisson equation —Au = f is introduced, and the
uniqueness of the solution is proved. The Green function is defined in Section 3.2.
It allows the representation (3.6) of the solution, provided it is existing. Concerning
the existence, Theorem 3.13 contains a negative statement (cf. Section 3.3): The
Poisson equation with a continuous right-hand side f may possess no classical so-
lution. A sufficient condition for a classical solution is the Holder continuity of f as
stated in Theorem 3.18. Section 3.4 introduces Green’s function for the ball. In the
two-dimensional case, Riemann’s mapping theorem allows the construction of the
Green function for a large class of domains. In Section 3.5 we replace the Dirich-
let boundary condition by the Neumann condition. The final Section 3.6 is a short
introduction into the integral equation method. The solution of the boundary-value
problem can indirectly be obtained by solving an integral equation.

3.1 Posing the Problem

The Poisson equation is a slight generalisation of Laplace’s equation and reads
—Au=f in 2 (3.1a)

with given function f € C°(£2). In the physical interpretation, f is the source term,
for example, the charge density in the case of an electrical potential u. In mechanics,
f is called the ‘load’. In mathematical terminology, f is often called the ‘right-hand
side’. If L is a linear differential operator, Lu = f is called the inhomogeneous
problem, whereas Lu = 0 is the homogeneous problem. In this sense, the Laplace
equation is the homogeneous Poisson equation.

To determine the solution uniquely one needs a boundary-value specification,
for example, the Dirichlet condition

U= on I':=012. (3.1b)
© Springer-Verlag GmbH Germany 2017 29
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Definition 3.1. The function u is called the classical solution of the boundary-value
problem (3.1a,b) if u € C?(£2) N CY(£2) satisfies the equations (3.1a,b) pointwise.

Until we introduce weak solutions in §7, ‘solution” will always mean ‘classical
solution’.

The solution of the boundary-value problem (3.1a,b) will in general no longer
satisfy the mean-value property and the maximum principle. But these properties
still hold for the difference of two solutions u; and us of the Poisson equation,
since —A(u; — ug) = f — f = 0. Thus the uniqueness of the solution of problem
(3.1a,b) immediately follows and Theorem 2.27 can be brought over.

Theorem 3.2. Let (2 be bounded.
(a) The solution of (3.1a,b) is uniquely determined.

(b) If u' and u'" are solutions of the Poisson equation for boundary values o' and
!, then we have
luf —u" oo < [lo" = 0" lco- (3.2

Proof. (b) The proof of Theorem 2.27 can be repeated verbatim here. The inequality
(2.22) coincides with (3.2).

(a) If v’ and u are two solutions of (3.1a,b) then the right-hand side in (3.2)

vanishes. Thus «/ = u™. m

Theorems 2.22 and 2.29 can be transferred likewise.

The boundary-value problem (3.1a,b) can be decomposed into two subproblems
corresponding to f and ¢, respectively. The following analysis will often refer to
one of these subproblems.

Lemma 3.3. Let uy be the solution of the boundary-value problem

—Au; = f in 2, up =0 on I (3.3a)
and uy the solution of the boundary-value problem

—Aus =0 in {2, ug =@ on I. (3.3b)

Then the sum u := uy + ug solves the boundary-value problem (3.1a,b).

3.2 Representation of the Solution by the Green Function

The following exercise discusses the continuity of improper integrals with respect
to parameters in the integrand.



3.2 Representation of the Solution by the Green Function 31
Exercise 3.4. (a) Let {2 C R” be bounded, xo € £2, f € C°(2\{x0}) and
|f(x)] < Clx—x0|”° forsome s < n.

Show that [, f(x)dx exists as an improper integral.

(b) Let 2 C R™ be bounded and let xo(§) € {2 depend continuously on § € D,
with D compact. Let f(x,&) be continuous in (x,£) € 2 x D with x # x¢(&)
and let |f(x,€)] < C|x —x%0(€)|"°, s < n. Show that

F(g) = /Q F(x, €)dx

is continuous: F' € C°(D).

Lemma 3.5. Let the solution of (3.1a,b) belong to C?(2), where (2 is a normal
domain. Then w may be represented as

) = [ 2(€x) F© e+ [ a3 5u0) - ) e ar

(34)
for every fundamental solution vy in (2.10).

Proof. The proof is the same as in Theorem 2.8 or in Corollary 2.9. The term
Jo v (—Au)dg with 2. = 2\K_.(x) becomes [, v fd&. Since the singularity of
7v(&,x) is integrable at £ =x (cf. Exercise 3.4), [, vfd€ converges to [,y fd&
as € — 0. [

In the boundary integral in (3.4) one may replace u(&) by (&) (cf. (3.1b)).
The function du/dn on I', however, is unknown and cannot be specified arbitrarily
either, since the boundary values (3.1b) already determine the solution uniquely (cf.
Theorem 3.2). To make | r vg—Zdﬁ vanish one must select the fundamental solution
so that y(&,x) = 0for £ € I' and x € (2.

Definition 3.6. A fundamental solution ¢ in (2.10) is called a Green function (of the
first kind) if g(&€,x) =0 forall £ €, x € f.

Hence, for all x € {2, the Green function g(&,x) shares the same singularity at
x as s(&,x), and solves the following boundary-value problem with respect to the
first argument:

—Ag(-,x) =0 in 2\{x}, g(-,x)=0 onlI. (3.5)

The existence of a Green function is closely related to the solvability of the
boundary-value problem for the potential equation.

Remark 3.7. The Green function exists if and only if for all x € {2 the boundary-
value problem —A®=0 in {2 and ¢=—s(-,x) on I has a solution & € C?(£2).

The above consideration results in the following representation theorem.
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Theorem 3.8. Let (2 be a normal domain. Let the boundary-value problem (3.1a,b)
have a solution uw € C?({2). Assume the existence of a Green function of the first
kind. Then one can express u explicitly by

u(x) = /Q 9(&,%) F(€) dE /8 Qw(&)aigg(i,X)dFs- (3.6)

In the following we reverse the implication. Let the existence of the Green func-
tion be assumed. Then, does function u defined by equation (3.6) represent the clas-
sical solution of the boundary-value problem (3.1a,b)? Here it must be proved, in
particular, that v € C?(§2) and —Au = f. Firstly, it is not even clear yet whether
the function u(x) defined by equation (3.6) depends continuously on x since the
definition of a fundamental solution (&, x) does not require continuity in the sec-
ond argument x. Despite that, the Green function g(&, ) is in C%(£2\{&}), as the
following result shows (cf. Leis [189, page 67]).

Exercise 3.9. Let (2 be ar normal domain. Let the Green function exist, and for fixed
y € 2 letg(-,y)€C?(2\{y}) (weaker conditions are possible). Now prove that!

g(x,y) =g(y,x) forx,yc . (3.7)

Hint: Apply Green’s formula (2.6b) with 2, = 2\ [K.(x )UK (x")], x',x" € 02,
u(x) := g(x,x), v(x) := g(x,x") and use (2.11).

Theorem 3.10. Let g(-, ) be the Green function for a bounded domain (2. Then
g(x,y) >0 for x,y € 2. (3.8)

Proof. We recall the representation ¢ = s + @ in (2.10). ¢ is bounded in {2:
|2||, < oo. The singularity of s tends to 4-0o. For sufficiently small £ > 0 we
have K.(y) C {2 as well as s(x,y) > ||P||, for x € OK.(y). This proves g > 0
on 0K (y), while by definition ¢ = 0 holds on 9f2. The union 0K (y) U 012
is the boundary of 2. := 2\ K_.(y). The Green function solves —Ag(-,y) = 0
in {2.. The maximum principle as formulated in Exercise 2.19b with u; = 0 and
ug = ¢g(-,y) implies g(-,y) > 0 and proves (3.8). ]

Exercise 2.19b concerns the boundary-value problem (3.3b): —Au = 0 in {2 and
u = @ on I'. It ensures that w > 0 in {2 if ¢ = 0. The following theorem refers
to the boundary-value problem (3.3a) (—Awu = f in {2 and v = 0 on I") and the
representation (3.6) (with ¢ = 0).

Theorem 3.11. Let u be the solution of —Au = [ in the domain §2, and let u = 0
on ' = 00.If f € C°(92) is nonnegative and f > 0 for at least one point, then
u >0 inf2.

Proof. By assumption, there are x( and a neighbourhood K.(x¢) C 2, ¢ > 0,
so that f > 0in K.(xg). From (3.6) and (3.8) one concludes that the integrand in
u(x) = [, g(&,x)f(&§)d€ is nonnegative and positive in K (xq). [

! Later we shall see that this symmetry holds for all selfadjoint differential operators.
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Exercise 3.12. Let {2, (21, {25 be bounded domains.
(a) Let g be the Green function in 2. Show that

9(x,y) < s(x,y) for x,y € 2 C R", n > 3. (3.9)

What is the corresponding statement for n = 2?

(b) Let g1, g2 be the respective Green functions in 2; C (25. Prove with the aid of
Exercise 2.19b that

g1(x,y) < g2(x,y)  for x,y € 1 C £25.

3.3 Existence of a Solution

If one tries to reverse the assertion of Theorem 3.8, one encounters the surpris-
ing difficulty of having to set precise conditions on the source term f. The natural
requirement f € C°({2) is necessary for u € C?(£2), but it is not sufficient, as
the following theorem shows. The statement underlines that the classical function
spaces C° and C? are not well suited for boundary-value problems.

Theorem 3.13. Even if the boundary I' = 0f2 and the boundary values ¢ are
sufficiently smooth and if the Green function exists, there are functions f € C 0(02)
to which no solutions u € C?(§2) correspond.

Proof. The counter-example uses the square (—1, 1) x (—1, 1) with constant bound-
ary values ¢ = 1 and the solution u(z, y) = |z||y| log(|z| + |y|). One verifies that
f = —Au is continuous, but the mixed derivative 9*u/0x0y contains the un-
bounded term log(|z| + |y|), proving u ¢ C?(2).

The latter result is not a consequence of the fact that the boundary of the square
is not smooth. For this purpose we modify the example. The function u from above
can be extended outside K(0) to a function in C*°. Then v has boundary values

¢ € C* on 0K1(0), f is continuous in K;(0), while Bi,%gy still has the same

singularity at x = 0. [

The statement of Theorem 3.21 will be equivalent to that of Theorem 3.13.

Theorem 3.13 shows that equation (3.6) need not represent a classical solution
for f € C°(£2). However, a sufficient condition for f to do so is Holder-continuity.

Definition 3.14 (Holder-continuity). f € C°(£2) is said to be Holder-continuous
in {2 with the exponent A € (0, 1) if there exists a constant C' = C(f) such that

fx) - f(y)| < Clx—y[*  forx,y e (2. (3.10a)

We write f € C*(2) and define the norm || fllea(g) as the smallest constant C'
which satisfies (3.10a) and |f(x)| < C:
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”fHC)\(ﬁ) = maX{Sup{WX)_M: X,y € 0, x;«éy}, ||f||oo}

x -y
(3.10b)
The function f € C*(£2) is said to be k-fold Holder-continuously differentiable in
2 (with the exponent \), if DVf € C*(£2) for all |v| < k. Here v is a multi-index
of length ||,

v=V1,...,Vn) with v; € Ng, [v|=v1 4+ ...+ Vn, (3.11a)
and DY is a |v|-fold partial differentiation operator:

glvl

= v v Unp *
0xt 0xy? ... Oxy”

v

(3.11b)

The k-fold Holder-continuously differentiable functions form the Banach space
C*+A(2) with the norm

I llgmen = max {ID" Flloray : v < k-

If s = k -+ X one also writes C*(£2) for C***(£2). The k-fold Lipschitz-
continuously differentiable functions f € C*:1(£2) are the result of the choice A = 1
in (3.10a,b). For reasons of completeness let us add that

[fllor (@) = max{[|D” flloo : V] < K} (3.12)

is the norm in C*(£2) for integer k > 0.

Exercise 3.15. f is said to be locally Hélder-continuous in D if for each x € D
there exists a neighbourhood K. (x) such that f € C*(K.(x) N D).

(a) Prove that if D is compact then f € C*(D) follows from the local Holder-
continuity in D. Formulate and prove corresponding statements for C*+*(D) and
CckL(D).

(b) Let s > 0. Prove [x|* € C*(Kg(0)) if s ¢ N, otherwise |x|* € C*~ 11 (Kg(0)).
Hint: 1 —15 < (1 —t) for 0 <t <1, s > 0.

The function v from equation (3.6) can be decomposed into wu; + uo, where
up = [,9fd€ and uy = — [, dg/OndI. u is the solution of the boundary-
value problem (3.1a,b) if we are able to show that u; and us are solutions of (3.3a)
and (3.3b), respectively.

Theorem 3.16. If the Green function exists and satisfies suitable conditions then
0
u) == [ p(€) 5 gl€x) T
o0 LS

is a classical solution of (3.3b): —Au = 0in {2 and uw = ¢ on I’ = 0.

The proof goes in principle just as for Theorem 2.20 (cf. Leis [189, page 69]).
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In preparation for the next theorem, the following exercise discusses whether
differentiation and integration can be interchanged in the presence of singular inte-
grands.

Exercise 3.17. Let £2 C R" be bounded and A := {(£,x) € 2 x 2 : £ # x}.
For the derivatives of f with respect to x assume

DYf € C'(A)and |DYf(€,x)| < C|x—€&|7° withs < nforall [v| < k.

Prove that then F'(x ff ¢, x)d¢ € C*(N) and DY F(x fD” (€,x)d¢
for |v| < k.

Theorem 3.18. Suppose that the Green function g(-,x) € C*(2\{x}) for x € 2
exists, and let f € C*(£2). Then

- /Q £(8) 9(€, %) dé (3.13)

is a classical solution of (3.3a): —Au = fin 2 andu=0o0n1I.

Proof. The boundary condition u(x) = 0 for x € I' follows easily from (3.7)
and g(x 5) = 0 The property u € C*(£2) and the representation of the derivative
Uy, (x) = [, f(€)gz, (€, x)dE result from Exercise 3.17. To prove u € C?(12)
this step cannot be repeated since g.,.; = O(|§ — x|™"™) has a singularity which is
not integrable. We write the derivative in the form

g, (%) = /Q F(€) — F&)] 0o (€,%) dE + f() /Q o (€x)dE,  (3.14a)

where % will be fixed later. Let 0; F(x) be the difference quotient w with

xj =x; +¢cand 25 = z; (i # j). The difference 9; can be taken under the integral
sign:

00 x) = [ 1£6) - %) 0,00, (EX) A€ + /()0 5 - | stexa

The values &€ lying on the line [x,x°] form a set of measure zero. Otherwise,
the intermediate value theorem yields 9;9.,(£,X) = gz, (§, %) with x/¢ =
X + p(x® —x) and a factor 44 = p(€,x) € [0,1]. Now we choose X := x"*. Since

[F(€) = f(xX"))gara, (€. %) = O(|€ — x M)

is integrable, the limit process ¢ — 0 and x"* — x can be carried out in the
integrand:

iy () = [ 116) = 0] g, (63006 + 700 3.5 [ atemat.
(3.14b)
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Equation (3.14b) implies

—Au(x) = [ [f(§)—f()](-Ag) d§—f(x) A/di€=—f(><)ﬂ/ﬂg(€,><)d£7

Q
so that it remains only to show that —A [, gdé = 1. Choose Kr(z) so that
x € Kr(z) C {2. The Green function has the form (2.10): g = s + &. The first two
terms in

/Q 9(&,%) d€ = sex e+ [

Kr(z)

(€, x) dE + / s(€.x) de

2\KR(z) Kr(z)

are harmonic in Kr(z), so that —A fKR(Z) s(&,x)d€ = 1 is what has to be proved.
Let o(r) be defined by s(¢,x) = o(|¢ — x|) (cf. (2.4)). For fixed r > 0 set

v(x) == ! /(91( ( )s(é’,x) dl%. (3.14¢)

UJnT'n71

For all x ¢ 0K, (z) (i.e., |x — z| # r) v is harmonic, since s({,x) is nonsingular
on 0K, (z) and satisfies —A,s(¢,x) = 0. Since s(+,x) is harmonic in K, (z) for
r < |z — x|, the mean-value property (2.13) holds, which can now be written

v(x) =s(z,x) =o(|z—x|)  for |z —x|>r (3.14d)
Using Exercise 3.4b, we see that v(x) is continuous in R™, so that we also have
v(x) = o(r) for |z — x| =1 (3.14e)

Thus v is harmonic in K. (x) with the constant boundary values (3.14e). The unique
solution is therefore

v(x) =o(r) for |z — x| <r. (3.14f)

The equations (3.14c¢,d,f) yield
/ 5(&,x)dle = w, r™ ' o(max{r, |z — x|})
0K, (z)

and then, since 0 < |z — x| < R,

/K,,,(z) S(£7X)d€_/OR/8KT(Z> s(&,x)dIe dr

|z—x| R
:wn/ "o (|z —x\)dr—i—wn/ "o (r)dr
0 \

z—X|

R R rn
—wp, / —o'(r)dr
|z—x| lz—x| T

— 2 g = ) + o ()
- o(lz —x wno(r
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R n

1—-n
= ﬁR”U(R) — wn/ T—(—T )dr = ﬁR”U(R) +/ zdr
n |z—x| n W, n |z_x‘ n
Wn mn R2 ‘Z - X|2
From this we see that —A fKR(z) 5(¢,x)d¢ = 1. -

Using to Lemma 3.3, Theorems 3.16 and 3.18 prove the following.

Theorem 3.19. Under the same assumptions as for Theorems 3.16 and 3.18 equa-
tion (3.6) gives a representation for the classical solution of the boundary-value
problem (3.1a,b).

Remark 3.20. If the boundary I" is sufficiently smooth, the statement of Theorem
3.19 can be strengthened to u € C2?*2({2). This results from the Schauder theory
mentioned in Theorem 9.22.

Finally, we return to the negative result of Theorem 3.13. According to Theorem
6.12, Theorem 3.13 is equivalent to the following one.

Theorem 3.21. The solution u does not depend continuously on f, if the C°(0)-
norm (2.21) is used for f, and the C*(§2)-norm from (3.12) is used for w.

Proof. Let 2 = K;1(0) C R? and ¢ = 0. The disk (2 is a normal region for which
the Green function is known (cf. Theorem 3.22). The functions

JJ% _J"% : r
fa(x) = 2 pn(r), =%/, pn(r) := min {m", 1/|1log 5\},

are not only continuous, but also Lipschitz-continuous: f € C!(§2). By Theorem
3.18 there exist solutions u" € C?(2) of —Au™ = f,, in 2, withu™ =0on I".

The functions f, € C°(£2) are uniformly bounded: | f,||., = 1/log?2 (the
maximum is taken on the boundary r = 1). By Theorem 3.18 we have

"x) = X) frn(&)dE.
wix) = [ olexf€) e
Since f,(0) = 0, equation (3.14b) shows that
W, (0) = [ 0000 (6.0 1u(€)
(9]
~ [ 20 €0 1O+ [ 500, (6.0) 1) de,
2 (93

where g = @ + s. The first integral is bounded since @ € C?({2). The derivative of
the singularity function is 5,5, (€,0) = (€2 — £2)/ |€|*. For the special choice of
fn, the second integral is equal to
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_ [ 8- G €2 — €22
”ﬁﬂ mw‘ww@A Amw G

The surface integral K = [, [€2 — €2]21¢]7°dl > 0 does not depend on
r € (0,1] so that the second integral takes on the form [,, := K fol r~Lpn(r)dr.

Pn (7”) d

r

Since f; 7| 1og(%)|]71 dr diverges as ¢ — 0, we deduce [,, — oo as n — 0.
Since [[u"|c2(gm) = |uz . (0)], it follows that the map f — w is not bounded,

and thus not continuous. [ ]

3.4 The Green Function for the Ball

Theorem 3.22. The Green function for the ball Kr(y) is given by the function in
(2.12).

Proof. According to Exercise 2.10b, the function «y defined in (2.12) is a fundamen-
tal solution in {2 = Kg(y). It remains to show that y(x,y) vanishes for x € 02
and y € (2. This fact follows from combining the results in Exercise 2.10a,c. [ ]

In the case n = 2 the plane R? can be identified with C by the correspondence
(x,y) <> z = x + iy. The following considerations are based on the next exercise.

Exercise 3.23. Letthemap ¢ : z =z +iy € 2 = (=& +in = P(z) € ' be
conformal, i.e., holomorphic with nonvanishing derivative. Show

Au(B(2)) =) Acu((), & =& +ing (3.15)
for u € C2({).

Equation (3.15) shows, in particular, that a conformal coordinate transformation
maps harmonic functions into harmonic functions. An arbitrary simply connected
region with at least two boundary points can, by the Riemann mapping theorem
(cf. Hurwitz—Courant [159, §IIL.5]), be mapped by a conformal mapping @, :
z € 2 — &,,(z) € K1(0) onto the unit disk such that @,,(z9) = 0 for any
given zg € (2. Let g(¢, ) be the Green function for K;(0) (cf. Salamon [247,
§5]). One may check that G(z, zp) := g(P,,(2),0) is again a fundamental solution.
Now z € 92 implies ¢, (z) € 0K1(0), i.e., G(z,29) = 0. Thus G(z, zp) is the
Green function in (2. This proves the next statement.

Theorem 3.24. Let 2 C R? be simply connected with at least two boundary points.
Then there exists a Green function of the first kind for (2.

The explicit forms of various Green functions can be found, for example, in the
book by Wloka [308, Exercises 21.1-21.8]. Of numerical interest might be the fact
that with conformal mappings one may remove corners which are disturbing (e.g.,
re-entrant corners) (cf. Gladwell-Wait [119, page 70]).
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Example 3.25. Let (2 be the L-shaped region in Example 2.4. Choose &(z) =
22/3 . 2 s (2. Then & is conformal in (2. The sides of the angle I, C O£
(cf. Fig. 2.1) are mapped into a single line segment, so that {2’ has no reentrant
corners. The Poisson equation Au=f in {2 corresponds to the equation Av(¢)=

11C1F(Q) in 2.

A generalisation of the latter statements to the case of more than two variables is
impossible. For general n > 3, only the mappings from Exercise 2.6 and the Kelvin
transformation — the reflection at a sphere — are invariant with respect to the Laplace
equation. More precisely, the following theorem holds. A proof can be found in
Walter [302, pages 171].

Theorem 3.26. T : x € R"\{0} — x/ [x|* € R"\{0} is the reflection at the unit
sphere. It satisfies T =T~. Let 2 be a domain with 0 ¢ 2 C R". Let {2 be the
image under T. For a function u € C*(£2), define v € C*(£2) by

o(x) = |xP " u(Tx)  (xe ).
Av and Au are connected via

Av(x) = x| 727" Au(Tx)  (x € 2).

In particular, —Au = 0 implies —Av = 0.

3.5 The Neumann Boundary-Value Problem

In (3.1b) and in (2.1b) the boundary values u = ¢ were given on I'. These so-
called Dirichlet conditions or ‘boundary conditions of the first kind’ are not the
only possibility. An alternative is the Neumann condition

0
%u(x) = o(x) on I (3.16)

In physics this second boundary condition, as it is also called, occurs more fre-
quently than the Dirichlet condition. For example, if « is the velocity potential of a
gas, then Ju/On = 0 means that the gas can only move tangentially at the boundary.

Remark 3.27. The Neumann boundary-value problem Lu= f in {2 and du/In=¢
on I is not uniquely solvable if the differential operator L contains no absolute
term?. If a solution « does exist, then u + ¢, with ¢ any constant, is also a solution.

Proof. Without absolute term L only contains derivatives of first or higher order.
Therefore Lc = 0 holds for the constant function c. Since also %c =0,cisa
solution of the homogeneous Neumann problem. Let u be the solution of the original
inhomogeneous problem. Then u + ¢ is again a solution. [

2 This is the term a(x) in (1.18).
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In particular, Remark 3.27 applies to the Laplace operator. In general, non-
uniqueness of the solution implies that the problem is not solvable for all right-hand
sides. The next theorem describes the requirements for f and (.

Theorem 3.28. Let (2 be a normal region. The Poisson equation —Au = f with the
Neumann boundary condition (3.16) is only solvable if

/ o(€)dT: + / F(x)dx = 0, 3.17)
r (9]

If a solution u does exist, then u + ¢, with c any constant, is also a solution.

Proof. Repeat the proof of Lemma 2.16 for —Au = f. ]

Later, in Example 7.30, we shall show that the Neumann boundary-value problem
for the Poisson equation has a solution if and only if (3.17) is satisfied, and that two
solutions can differ only by a constant.

In the representation (3.4) both the values u(€), & € I', and the normal derivative
Ou/0n occur. The Green function of the first kind was chosen in such a way that
g(&€,x) = 0 for € € I'. In the case of the second boundary conditions (3.16) one
makes the assumption that 9y(&,x)/0ne = ¢ (c: constant), i.e.,

0

677%@(5’ )_0_75<€v )

for & =~ — s. Then Corollary 2.9 with v =1 and v = s gives

/ i@(&,x)dfg =cL+1 with L := / dr.
r Ong r

Since ¢ must be harmonic (i.e., f := —A® = 0), from equation (3.17) we see that
cL + 1 = 0is a necessary condition for the existence of . Thus the condition on
the Green function of the second kind for the potential equation is

0
o, ~v(& ——1//dF

Thus the term fF w0vy/0ndI in (3.4) becomes const - fr udl’. Since u is only
determined up to a constant (cf. Theorem 3.28), one can fix this constant with the
additional condition |’ udl’=0. This gives the following result, if we write g for 7:

/ £(6) g€, ) d + / 2(€) (€, %) dT.

The Green function of the second kind for the ball Kz(0) C R? can be found in
Leis [189, page 79].
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3.6 The Integral Equation Method

In the representation (3.4) of the Poisson solution one may choose the singularity
function v := s. If in addition one imposes the given Neumann data (3.16), one
obtains

u(x) = — /F k(x,&) u(&)dl: + g(x) forx € 2 (3.18)

with the kernel function k(x, &) := 0s(€,x)/0On¢ and the following function g:

90 = ) + 92(3) 910 = [ (6 00(ETe . ga(x) 1= [ (€317 (€0
r

The right-hand side in equation (3.18) with the unknown boundary value u(&),

& € I, can be used as an ansatz solution:

B(x) = — /F k(x, &) u(€) e + g(x). (3.19)

The first term on the right-hand side of (3.19) is called the double-layer potential
(dipole potential); g; is the single-layer potential, while go is a volume potential.

For each u € C°(I') the @ in (3.19) is a solution of the Poisson equation
(3.1a) in £2. However, @ is also defined for an argument x in the exterior domain
2, := R™\ (2. A closer look at the kernel function k(x, ¢) shows that it is in fact
only weakly singular for the case of smooth boundaries I". Thus @ is also defined
for x € I'. The function @ which is now defined on all R is not continuous at
points of the boundary I". At xg € I there exists both an interior limit ¢_ (x) for
2 5 x — x¢ and an exterior limit ¢, (xo) for 24 > x — X¢. In addition we have
the third function value ®(xg) of (3.19). Their connection is given by the following
jump discontinuity relation (cf. Hackbusch [136, Theorem 8.2.8]):

Dy (x0) — P_(x0) = —u(xp) forxg € I, (3.20a)
D4 (x0) +P_(x0) = 2PD(x0) forxg € I, (3.20b)

In order that the ansatz (3.19) does indeed give the solution « in (3.18), the boundary
value @_, continued from the interior, must agree with the function w which is put
in the integral: ¢_ = u. Now one can solve equation (3.20a,b) for ¢_. This gives
P_(x0) = P(xg) + su(xq). The equation $_ = u thus leads to

u(x) =20(x) = 72/1“k(x, Eu(€)dIe + 2¢9(x) forx e I (3.21)

Equation (3.21) is called a Fredholm integral equation of the second kind for
the unknown function u € C°(I"). The original Neumann boundary-value problem
(3.1a), (3.16) and the integral equation (3.21) are equivalent in the following sense:
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(a) If wis the solution of the Neumann boundary-value problem, then the bound-
ary values, u(¢), ¢ € I, satisfy the integral equation (3.21).

(b) Ifuce CO(F ) is a solution of the integral equation (3.21), then the expression
(3.18) gives a solution of (3.1a) and (3.16) in the entire domain {2.

The integral equation (3.21) is only one example of several possible formulations
by integral equations, which differ by the underlying kernel function k(x, ). Since
the kernel k is derived from the singularity function, this method is applicable to
all differential equation with known singularity function.

A further example of an integral equation formulation will be mentioned in §7.5.

The transformation of a boundary-value problem into an integral equation, and
the subsequent solution of the integral equation is referred to as the integral equation
method. It allows, for example, a new approach to existence statements, in that one
shows the solvability of (3.21).

The integral equation (3.21) can also be attacked numerically. As in the finite-
element method described in Chapter 8, one replaces u by ansatz functions of an
n-dimensional space V,,, e.g., by piecewise linear functions defined on a triangu-
lation of the surface I" (decomposition of I into plane or spherical triangles). Re-
quiring equation (3.21) for all xg corresponding to the n corners of the triangles,
we obtain the collocation method. Integration of equation (3.21) weighted by the
basis functions of V,, leads to the Galerkin method, which corresponds directly to
the discretisation procedure in §8. Both discretisation methods are called boundary-
element method (BEM).

Unlike the finite-element method in §8, the boundary-element method leads to
cumbersome integrals (surface integration, singular integrands) which nevertheless
can be treated by efficient numerical methods. Another difficulty is the fact that the
matrices produced by the boundary-element method are fully populated and require
special numerical methods (cf. Hackbusch [140, §10] and [142]).

One can find references to the integral equation method and the boundary ele-
ment method, e.g., in Sauter—Schwab [250], Hsiao—Wendland [157], Krel3 [176],
Hackbusch [136, §§7-9], and Steinbach [272].



Chapter 4
Difference Methods for the Poisson Equation

Abstract The difference method replaces the derivatives by difference quotients.
Section 4.1 describes the difference method applied to the one-dimensional
Poisson equation —u”” = f. This simple example is chosen to show the generation
of the discrete system of equations. The difference equations are complemented
by the Dirichlet boundary condition. The equations of the resulting linear system
correspond to the inner grid points, while the boundary data appear in the right—
hand side of the system.

The generalisation to two spatial dimensions in Section 4.2 leads to a regular grid
and the five-point discretisation of the Poisson equation. The corresponding linear
system is defined. Moreover, the notation of difference stars is explained.

Typical properties of the matrices of the discrete linear systems are described
in Section 4.3. M-matrices, matrix norms, and positive-definite matrices are intro-
duced. The property A~! > 0 of M-matrices is the discrete analogue of the positive
sign of Green’s function. Another important property is the diagonal dominance. For
proving the criteria for M-Matrices we use the Gershgorin circles.

Section 4.4 is devoted to the properties of the matrix L, corresponding to the
five-point discretisation of the Poisson equation. In particular, concrete norm esti-
mates of L; and L,:l are given. The maximum-minimum principle of the Laplace
equation has a discrete analogue. Also the representation of the Poisson solution
in Chapter 3 has discrete counterparts. For this purpose we introduce and analyse
the discrete Green function. The logarithmic singularity in the continuous case
corresponds to the upper bound O(logh) (h: step size) in the discrete case (cf.
Lemma 4.42).

The convergence of the discrete solution uy, to the solution u of the Poisson equa-
tion is studied in Section 4.5. The typical proof uses that consistency and stability
implies convergence. The order of consistency can be increased by choosing differ-
ence schemes of higher order as discussed in Section 4.6.

The discretisation of the Neumann boundary condition is the subject of Section
4.7. In this case there are several discretisations. The corresponding matrix prop-
erties and the convergence behaviour are analysed. As in the continuous case the
solution of the discrete Neumann problem requires a side condition. Since floating-
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point errors may lead to a perturbation of the side condition, the influence of this
perturbation is studied. In the Neumann case the proof of stability is more cumber-
some. For this purpose, estimates of the discrete Green function and the discrete
singularity function are derived in §4.7.4.

The previous statements refer to the square 2 = (0,1) x (0,1). The generali-
sation to arbitrary domains is described in Section 4.8. Two discretisation schemes
are discussed: the Shortley—Weller method and linear interpolation close to the
boundary. In both cases convergence is analysed.

4.1 Introduction: The One-Dimensional Case

Before developing difference methods for the partial differential Poisson equation,
let us first recall the discretisation of ordinary differential equations. The equation

a(z)u”(x) + b(x)u'(x) + c(x)u(z) = f(z)

can be supplemented with initial conditions u(x1) = wuq, v/(z1) = w} or with
boundary conditions u(x1) = w1, u(xs) = ue. The ordinary initial value problems
correspond to the hyperbolic and parabolic initial value problems, while an ordinary
boundary-value problem may be viewed as an elliptic boundary-value problem in
one variable. In particular one can view

—u"(z) = f(z) inze(0,1), (4.1a)
u(0) = ¢o, u(l) = e, (4.1b)

as the one-dimensional Poisson equation —Awu = f in the domain {2 = (0, 1) with
Dirichlet conditions on the boundary I" = {0, 1}.

Difference methods are characterised by the fact that derivatives are replaced
by difference quotients (divided differences), in the following called, for short,
‘differences’. The first derivative «'(x) can be approximated by several (so-called
“first’) differences, for example, by

o the forward or right difference

(0%u) (z) = [u(z + h) — u(z)] /A,
o the backward or left difference

(07u) () = [u(z) — u(z = h)] /A

(right and left differences are also called one-sided differences),

o the symmetric difference
(0°u) (z) == [u(z + h) —u(z — h)] / (2h),

where h > 0 is called the step size.
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An obvious second difference for u” () is
(070" u) (2) == [u(z + h) — 2u(z) + u(z — h) ] /h*. 4.2)

One also calls 91,07,0°, and 9~ 0% difference operators. 9~ 0% may be viewed
as the product 9~ 0 9% oras T 00~ ,ie., (070 )u(x) = 0T (0 u(x)).

Lemma 4.1. Let [z — h,z + h] C 2. Then
1 _
1 _
(%) (z) = u/(z) + K*R  with |R| < 6 lullgs @y ifu e C?(02),

1 _
(070" u) (z) =u"(z) + KR with |R| < 5 [ullcaqry » ifu e CH2). (4.3)

Proof. We give the proof only for (4.3). Inserting Taylor’s formula
u(z + h) = u(z) £ h'(z) + K2 (x) /2 £ h3u" (2)/6 + h* Ry

with
h_4 zt+h

=
and ¥ € (0,1) into (4.2), the result is (4.3) because

R, = (x+£h—&)3u"(€)de = %u”"(ﬁ + 9h) (4.4)

B u””(:z: + 191}7,) o u////(x o 192}1)
R = 51 . |

Q We replace 2 = (0,1) and 2 = [0, 1] by the
— e o o o o o o () grids

oo e e e e (W% (n—1)h=1—h}, 45)
Fig. 4.1 Grid forh =1/8. ﬁh _ {O,h,Qh,...,l—h,l}

of step size h = 1/n (cf. Figure 4.1). For x € (2, 9~ 0" u(z) only contains the

values of u at z,w+ h € £2;,. Under the assumption that the solution u of (4.1a,b)
belongs to C*(£2), (4.3) yields the equations

—07 0 u(x) = f(z) + O(h?) for z € (2.
Neglecting the remainder term O(h?), we obtain

—up(z—h) + 21;;;@) —up(z+h) _ f(z) (z€2). (4.6a)

-0~ 0% uy(z) =

These are n — 1 equations in n + 1 unknowns {uy () : € §25 }. The two missing
equations are supplied by boundary conditions (4.1b):
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up(0) = wo,  un(l) =1 (4.6b)
uy, is a grid function defined on 2. Its restriction to {2}, yields the vector

uh(h)
uh(2h)
Up = .

un(1 = h)

If in (4.6a) one eliminates the components u, (0) and uy (1) with the aid of equation
(4.6b), one gets the system of equations

Lh Up = ghp (473.)
with
2 —1 i [ f(h) + h= 3¢
-1 2 -1 f(2h)
-1 2 -1 F(3h)
L,=h"? L . o =|. . (4.7b)
-1 2 -1 f(1—2h)
i -1 2 | | f(1=h)+h 20 |

Remark 4.2. Note that the vector g; contains the boundary values gy and ¢
together with values of f. w;, can also be interpreted as the solution of the
difference equations —9~0Tuy(xr) = ¢, with homogeneous boundary values
uh(O) = uh(l) =0.

4.2 The Five-Point Formula

y First we select the unit square
O O 0O O 0O O O O
e e o o 0o o o O ¢ points of
« e e e e e e0 O pointsofl; ={(z,y):0<z<1,0<y<1}
e o o o o o o O
R 2 as the fundamental domain. More general do-
e s e e e 00 mains will be discussed in Section 4.8. In the
°°°°°° ° 4 discretisation process (2 is replaced by the grid
Fig. 4.2 Two-dimensional grid. 02, = {(a?, y)en: 3,4 ¢c Z} (4.82)

for the equidistant step size h = 1/n (n € N, cf. Figure 4.2). The discrete boundary
points form the set
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Iy ={(z,y)eI':z/h,y/h€Z}. (4.8b)
As in (4.5) we set
Q=200 ={(z,y) € 2:a/h,y/h €L} . (4.8¢)
In the Poisson equation

—AU = —Uyy — Uyy = f in {2, (4.9a)
U= onl’ (4.9b)

the second derivatives u,, and u,, can each be replaced by the respective differ-
ences (4.3) in the z and y directions:

— (Apu) (z,y) == — (0, 0F + 8,0, ) u(x,y) (4.10)
= h_2[4u(x,y) _u(x_hay> —U(.Z'-i-h,y) —u(m,y—h) _u(x’y+h)]

Since on the right-hand side of (4.10) the function w is evaluated at five points, A, is
also called the five-point formula. The discretisation of the boundary-value problem
(4.9a,b) using Ay, leads to the difference equations

—Apup(x) = f(x) for x € (2, (4.11a)
up(x) = p(x) for x € I}, (4.11b)

Through (4.11a,b) one obtains one equation per grid point x = (z,y) € (2, and
hence one equation per component of the grid function uj, = (un(x)), <7, - Except
in the one-dimensional case, there exists no natural arrangement of grid points, thus
one cannot immediately obtain a matrix representation as in (4.7b). The only natural
indexing of w,, is that through x € (2}, or the pair (i,j) € N? with x = (z,y) =
(ih, jh). Let the matrix elements be given by

ik E O, €€ D x— €= (), orx— €= [4],
Ly xe = Lyg := 4h72 ifx =€ € 0y, (4.12)
0 otherwise.
For x = &, Ly is a diagonal element; in the first case of (4.12) we say that x and

& are neighbours. If one eliminates the components uy, (x), x € I}, with the aid of
equation (4.11b), then equation (4.11a) assumes the following form:

> Lugun(§) = qu(x)  for x € 2y, (4.13a)
£e,
where
[ e = f),
G = Inten Wi G o ) = — S Lagun(€) = — X Lugp(€). 413D

el gerly,
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For the proof split the sum

—Apup(x) = Z Lyeun ()

ey,

into y ecp, .- and 3 . p, ... . The second partial sum is —¢j, in (4.13b) and
is moved to the right-hand side of the equation.

Remark 4.3. f;, is the restriction of f to the grid {2}, For all far-boundary points we
have ¢y (x) = 0; here x € (2}, is said to be a far-boundary point if all neighbours
x+£(0,h) and x=+(h,0) belong to 2. The other x € (2}, are called near-boundary
points. In the case of homogeneous boundary values ¢ = 0 we have ¢, = fp.

The system of equations (4.13a) can be expressed in the form (4.7a):

Lyun = qn,

where the matrix
L, = (LX€)x,§th (4.14)

and the grid functions up = (up(X))xeqn, and ¢n = (qn(X))xeq, are described
by their components (cf. (4.12), (4.13b)). Since the grid points of (2}, are not (or not
uniquely) ordered, we refer to the following notation.

Notation 4.4. Let [ be a finite index set (not necessarily ordered). The vector space
R? consists of all I-tuples (uq)acr With u, € R. Correspondingly R?*! is the
vector space of all matrices M = (Myp)q,ser. Note that most of the matrix prop-
erties (symmetry, positive definiteness, etc.) do not depend of the ordering of the
indices.

A possible linear enumeration of indices x € {2}, is lexicographical ordering

(h,h), (2h, h), (3h, ), ... (1—=nh,h),
(h,2h),  (2h,2h),  (3h,2h), o (1 — h,2h), “.15)
(h1—h), (2hy1—h), B 1—h), ... (1—h,1— h).
Generally, the point x = (21, ...,xz4) precedes the point y = (y1,...,yq) in lexi-
cographical order, if for some j € {1,...,d} the conditions x; = y; (for all i > j)

and x; < y; hold. Each line in (4.15) corresponds to a so-called x-row in the grid
2y, (cf. Figure 4.2). A vector uj, whose (n — 1)2 components are enumerated in
the series (4.15) thus separates into n — 1 blocks (so-called z-blocks). The block
decomposition of the vectors generates a block decomposition of the matrix Ly,
which is given in (4.16).
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Exercise 4.5. (a) With the lexicographical numbering of grid points the matrix Ly
has the form
T -1 4 -1
-1 T -1 -1 4 -1
Ly=h=2| - . . |, T= ., (416)
-1 T -1 -1 4 -1
-1 T -1 4
where T isan (n—1) x (n— 1) matrix and Ly, contains (n —1)? blocks. I is the
(n —1) x (n — 1) identity matrix.
(b) Let 2 be the rectangle 2 = (0,a) x (0,b) = {(z,y) : 0 <z < a,0 <y < b}.
Let the step size h satisfy the conditions a = nh and b = mh. Show that the

discretisation (4.11a,b) in the corresponding grid (2, leads to a matrix which also
has the form (4.16). But here L;, contains (m—1)? blocks of the size (n—1) x (n—1).

Another frequently used arrangement is the chequer-board ordering (or red-
black ordering). The latter name corresponds to dividing the board pattern into ‘red’

and ‘black’ fields:
25 = {(z,y) : (x+y)/h odd},
@ = {(a,9): (z+y) /b even}.

First one numbers the red squares (x,y) € {2} lexicographically, and then those of
_QZ. The partition (4.17) induces a partition of vectors into 2 blocks and a partition
of the matrix Lj, into 2 - 2 = 4 blocks.

4.17)

Exercise 4.6. With respect to the chequer-board ordering, the matrix L; assumes
the form

4

(4.18)

AT

4

where, in general, A is a rectangular block matrix because for n even, 2; and 2}
contain a different number of points.

The complete (1 — 1)% x (n— 1) matrix Ly, in (4.16) or (4.18) is needed neither
for the theoretical investigation of the system of equations Ljpu, = g nor for its
numerical solution. All properties of L;, considered in the following are invariant
with respect to re-numbering of the grid points. Even though numerical methods
for the solution of Ljuy, = gy implicitly use an arrangement of grid points (with
the exception of special algorithms for parallel computers), they never employ the
complete (n—1)2 x (n—1)? matrix Lj. Every usable algorithm must take into
account that Ly, is sparse, i.e., it has substantially more zero than nonzero elements.

In the following we again return to indexing by x € (2.
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The difference operator Ay, in (4.10) is also described by the ‘five-point star’

1
Ap=h"2|1-4 1]. (4.19)
1

The general definition of a difference star (with variable coefficients) reads

C—l,l(zvy) CO,l('ray) Cl,l(xvy)
e C*l,O(xv y) CO,O(xa y) Cl,O(xv y) e U;L(J?, y) (420)
co1,-1(w,y) co—1(w,y) c1,-1(z,y)

in which the zero coefficients have not been written out.

Attention. The star (4.19) does not represent a submatrix of Lj! The coefficients of
the star appear in each row of Ly, (coefficients do not appear if (x 4 ih, y + jh) does
not belong to §2;,).

Remark 4.7. Note that the difference operator D, := — A}, cannot be equated with
the matrix L, since A; does not contain information on the type or place of the
boundary conditions. The equations in Dpu = f, belong to x € (25, but use values
of u on {2;,. After elimination of the Dirichlet boundary values v = ¢, we obtain
the system Ly u;, = qp, with g, as in (4.13b).

4.3 M-matrices, Matrix Norms, Positive-Definite Matrices

The elements of the matrix A are denoted by ans (o, 8 € I). Here A and the index
set I assume the places of L, and {2;,. We denote the componentwise inequality by

A> B, if ang >0bap foralla,f el
and define analogously A < B, A > B, A < B. The zero matrix is denoted by O.
Definition 4.8 (M-matrix). A is called an M-matrix if
Qoo >0 foralla, B €1, aqp <0 forall a # 3, (4.21a)
A nonsingular and A~ > O. (4.21b)

The inequalities (4.21a) can immediately be proved for Ly, (cf. (4.12)). However
we still need criteria and auxiliary results to prove (4.21b).

Definition 4.9 (matrix graph). Let A be an I x I matrix. Its corresponding matrix
graph is the following subset of I x I:

G(A) == {(e,8) € I x I : ans # 0}.
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110 P -
. [IL 2L B3l: indices
Matrix: A= |011 Graph: 1 | ( - direct connection
101 ™ :

Fig. 4.3 Irreducible matrix A and corresponding matrix graph G(A).

The set G(A) represents a directed graph. The index « € I is said to be directly
connected with 8 € T if (a, ) € G(A), i.e., anp # 0 (cf. Figure 4.3). We say
that & € I is connected with 5 € [ if there exists a connection (chain of direct
connections)

a=ag,aq,...,05 = with (a;_1,0;) € G(A) (1<i<k). 422
The pairs («, ) in (4.22) form the set

G(A) :={(a,p) € I x I : (o, P) satisfies (4.22)}.

Definition 4.10 (irreduzibel). A matrix A is said to be irreducible if every a € [
is connected with every 8 € I, i.e., G(A) =1 x I.

In the case of the matrix A = Ly, in (4.14) two indices x,y € (2, are directly
connected if and only if y = x or if y is a neighbour of x. Arbitrary x,y € {2, can
evidently be connected by a chain x = x(0),x(1),...,x(k) = y of neighbouring
points. Thus Ly, is irreducible.

Exercise 4.11. Prove the following: (a) The irreducibility of an I x I matrix does
not depend on the ordering of the index set I.

(b) Let #1 > 2. Prove that A is irreducible if and only if there is no ordering of

A1 Arg

, where A
O A22 11
and Ags are respectively square n; X np and ng X ng matrices (ny > 1,ny > 1),

and A, is an ny X ny submatrix.

the indices such that the resulting matrix has the form A = [

The following considerations concern the enclosure of the eigenvalues of A4, i.e.,
supersets of the spectrum

o(A):={\ e C: \isaneigenvalue of A}.

The important question as to whether A = L;, is nonsingular (i.e., 0 ¢ o(A))
can be treated as a special case of Criterion 4.12. For a detailed discussion of
the following Gershgorin circles refer to Varga [295]. We use the usual notation
K, (z) for the open circle {¢ € C : |z —(| < r} around z € C and K, (z) :=
{¢ € C: |z —¢| < r} for the closed circle. A special definition is used for 7 = 0:

Ky(2) = Ko(2) :={z}.
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Criterion 4.12 (Gershgorin [113]). (a) All eigenvalues of A lie in

UKra(aaa) with r, = Z |ans] -

acl Bel\{a}

(b) If A is irreducible, the eigenvalues even lie in

( U KTa(aaa)> U ( N 8Kra(am)).

acl acl

Proof. (a) Let A\ be an eigenvalue of A and u a corresponding eigenvector which,
without loss of generality, satisfies ||u|| ., = 1, where

lull oo = max{|ua| : v € I} (4.23)
is the maximum norm. There exists (at least) one index v € I with |u,| = 1.

Assertion 1. |uy| = 1 implies

A=yl < Y lagsllugl < Y lagsl =5 (4.24)
BeN{v} Be{v}

From (4.24) follows A € K. (ay~) and hence the statement (a). To prove the
assertion use the equation from Au = Au associated to the index ~:

Aty = Za‘*f‘ ug, ie, AN—ayy)uy = Z aypUug.
pgel BEI\{~}

From |u,| = 1 follows

A= ayy| = [(A = ayy)uy| < ‘Zﬂ;ﬁv avB“B‘ : (4.25)
By taking the modulus into the sum and by using |ug| < [Jul|, = 1, (4.24) follows.

(b) Let the matrix A be irreducible and let A be an arbitrary eigenvalue of A
with associated eigenvector u which in turn is again normalised by [jul| = 1.
The case A € J,c;Kr, (@an) immediately leads to the statement. Therefore let
A€ Uper Kr, (aaq) be assumed.

Assertion 2. Let a,p # 0, i.e., 7y is directly connected with /; then |u,| = 1 and
A — ayy| = 7 implies |ug| =1 and |A — agg| = 75.

Part (a) proves the existence of a v € I with |u,| = 1 and [\ —a,| < 7.
According to the assumption, |\ — a,| = 7 must hold so that Assertion 2 is
applicable to . Since A is irreducible, for any 5 € I there exists a connection
(4.22) of v with B: ag =7, a1,...,ak =B, Ga,_,a, 7 0. Assertion 2 shows

|te,] =1 and A — aa,a;

=71y, foralli=0,...,k;
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in particular, A € 0K, 5 (apg) for B = ay,. Since 3 was chosen arbitrarily, it follows
that A € () OK,_(dan). and the statement is proved.

Proof of Assertion 2. Besides the inequality chain (4.25) there also holds
A — a~~| = 1., so that all the inequalities in (4.25) become equations. In particular
vy v q q p

S agsllusl= D laysl

BeI\{v} BeI\{v}

must hold. Since |ug| < ||ul|, = 1, the identity |a 3| |ug| = |a,3| must be satisfied
for each term. Hence ag # 0 implies |ug| = 1. Applying Assertion 1 to 3 yields
A — agp| < rp. The assumption A\ & (J,c; K, (Gaa) Proves |A —ags| =75. ™

Even if A is not irreducible, the statement of Criterion 4.12a may hold.

Exercise 4.13. Let I, := {f € I : (v, 8) € G(A)}. Prove that

o) € U {re @) u ) 05 a0}

yel Bel,

Definition 4.14 (diagonal dominance). (a) A is said to be (strongly) diagonally
dominant if (4.26a) holds for all o € I:

> sl < laal - (4.262)
pe\{a}
(b) A is said to be weakly diagonally dominant if

Z |aag] < |aaal foralla € 1. (4.26b)
pel{a}
(c) A is said to be irreducibly diagonally dominant if A is irreducible and weakly
diagonally dominant, and the inequality (4.26a) holds for at least one index « € I.
Note that while an irreducible and diagonally dominant matrix is irreducibly
diagonally dominant, the reverse need not hold.

The matrix Ly from §4.2, while not diagonally dominant, is irreducibly diag-
onally dominant, for L, is irreducible and satisfies (4.26b). At all near-boundary
points—i.e., those x € (2, which have a boundary point y € I}, as a neighbour—
however, (4.26a) holds: » 5, , [aas| < 3h72 <4h™?% = ayq.

The spectral radius p(A) of a matrix A is characterised by the eigenvalue that is
largest in modulus:

p(A) := max{|\| : A eigenvalue of A}. (4.27)

In the following we split A into
A=D - B, D := diag{anas : @ € T}, (4.282)

where D is the diagonal part of A:
doo = Oaa, dop =0 fora # B. (4.28b)



54 4 Difference Methods for the Poisson Equation
B := D — A s the off-diagonal part:
baa =0, bog = —aqp fora # B. (4.28¢)
Criterion 4.15. Let (4.28a—c) hold. Sufficient conditions for
p(D7'B) <1 (4.29)
are the diagonal dominance or the irreducible diagonal dominance of A.

Proof. (a) The coefficients of C := D~ !B read

Cap = *aaﬁ/aaa (a 7& 6)7 Caa = 0.

From the diagonal dominance (4.26a) follows that r,, := > f4a lcag] < 1 for all
a € I. By Gershgorin’s Criterion 4.12a all eigenvalues A of C' lie in

U Kra (Caa) = U Kra (O)a

acl acl

so that |A| < maxr, < 1 and hence p(C) = p(D~!B) < 1 follows.

(b) If A is irreducibly diagonally dominant then g < 1 for all 3 € I and
ro < 1 for at least one «. According to Criterion 4.12b all eigenvalues of C' lie
in Uger Kry(0) U(Nper 0Kr,y(0)). This set lies in K7(0) if

() 9K, (0)) € K1(0).

Bel

At first let us assume that all 7g agree: rg = r for all 3. Since 7, < 1 for some
a € I, itfollows thatr < 1 and (5, 0K,,(0)) = 0K, (0) C K:1(0). Butifall g
are not equal then (5. 0K, (0)) is empty. Thus in both cases A € K1 (0) holds
and (4.29) is proved. |

Exercise 4.16. (a) Weaken irreducible diagonal dominance as follows: Let A satisfy
the inequalities (4.26b) and for all v € [ let a connection exist for an index o € 1
(i-e., (v,a) € G(A)) for which the strict inequality (4.26a) holds. Prove that even
under this assumption p(D~!'B) < 1 holds. Hint. Use Exercise 4.13.

(b) Show: the geometric series S = Y~ ; C* converges if and only if p(C)) < 1.
Then the following holds: S = (I — C)~'. Hint. Represent C' in the form QR QT

v

(Q aunitary, and R an upper triangular matrix) and show [|C" || < const-[p(C)]".

(c) Let u be a vector. We define |u| as the vector (sic!) with the entries |u/,, := |uq|.
For two vectors one writes v < w if v, < w,, (o € I). Show that:

1)AB>O ifA>0Oand B>0; AB>O0O if A>Oand B > O;
2) AD > O if A> Oand D > O is a nonsingular diagonal matrix;

3)Av < Aw if A> Oandv <w; |v]| < [Jw]|, if0<v <w;

4) Au < |Au| < Alu| if A > O.
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The importance of inequality (4.29) results from the next statement.

Lemma 4.17. Let A satisfy (4.21a). Let D and B be defined by (4.28a—c). A is an
M-matrix if and only if
p(D7'B) < 1.

Proof. (a) Let C := D~!B satisfy p(C') < 1. Then the geometric series

S = i cv
v=0

converges (cf. Exercise 4.16b). From D=1 > O and B > O one infers C > O,
C” > O,and S > O.Since [ = S(I —C) = SD™Y(D — B) = SD™! A, A has
the inverse A=t = SD~1. D! > O and S > O result in A~! > O. From this
(4.21b) also results, i.e., A is an M-matrix.

(b) Let A be an M-matrix. For an eigenvalue A of D~! B select an eigenvector
u # 0. According to Exercise 4.16¢c we have

I\ Jul = || = |D'Bu| < D' Blul.

Because A~'D > O (cf. (4.21a,b)) we obtain —A~DD7B |u| < —A7'D |\||u]
so that

lul=A""(D-B)|u/|=A"'"D(I-D"'B)[u| <A™'Dul — A7'D || |ul
= (1= [ADAT'Dul

follows. For |[A\| > 1 we would get the inequality |u| < 0, i.e., v = 0 in contra-
diction to the assumption u # 0. From this follows |A| < 1 for every eigenvalue of
C =D 'B,thus p(D7'B) < 1. [

Criterion 4.15 and Lemma 4.17 imply the next criterion.

Criterion 4.18. If a matrix A with the property (4.21a) is diagonally dominant or
irreducibly diagonally dominant, then A is an M-matrix.

Theorem 4.19. An irreducible M-matrix A has an elementwise positive inverse:

A7l > 0.
Proof. Let «,3 € I be selected arbitrarily. There exists a connection (4.22):
a=ag,ai,...,ar = . Set C:= D'B. Since cn,_,a, > 0, it follows that
k
(C )%3 = Z Cayi Cyive " CyecaB 2 Caas Caran - Cap_ap > 0.

YiseYe—1€1

According to Lemma 4.17, p(C)) < 1 holds, so that S := Y 72/ C" converges.
Since Sap > (C*)ap > 0 and o, € I are arbitrary, S > O is proved. The
assertion results from A~! = SD~! > O (cf. proof of Lemma 4.17). [

In the following we derive norm estimates for A~1.
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Definition 4.20. Let V be a linear space (vector space) over the field of real numbers
(K := R) or complex numbers (K := C). The functional ||-|| : V" — [0, c0) is called
anorminV if

|lul| =0 only for0 # u €V,
lu+ov] <|ull+|v|| forallu,v eV,
[[Au|| = [A]|w]| forall A e K, ue V.

For instance, for V' = R’ the maximum norm defined in (4.23) satisfies the norm
axioms.

If one views the elements u € V as vectors, ||-|| is called a vector norm. But
the matrices also form a linear space. In the latter case one calls ||-|| a matrix norm.
A special class of matrix norms is the following one.

Definition 4.21 (associated matrix norm). Let V' be the vector space with vector
norm ||-||. Then one calls

WA= sup{[|Aull / flul : 0 # u e V} (4.30)

the matrix norm associated with the vector norm |-||.

Exercise 4.22. Let ||| - ||| be defined by (4.30). Show that: (a) ||| - ||| is a norm;
(b) the following holds:
HABI|| <|||All| Il B]l|] (submultiplicativity), (4.31a)
T]]]=1 (I: unit matrix),
[Aull <[I[A[[ lul forallu eV,
ITAIIl = p(A). (4.31b)
As usual, the associated matrix norm is denoted by the same symbol, i.e., we
again write ||-|| instead of [[| - [||. If the vector norm ||| ., carries some subscript
“xyz”, |||l 4y, is also used for the associated matrix norm.

Example. The matrix norm associated with the maximum norm ||-||  (cf. (4.23))
is called the row-sum norm and is also denoted by ||-|| . It has the explicit repre-

sentation
= e, )

Exercise 4.23. (a) Prove (4.32) and (b) || B||, < ||C]|., for matrices O < B < C.

In the next theorem we denote by 1 the vector having only ones as components:
1,=1 foralla € 1.

For the notation v < w see Exercise 4.16c.

Theorem 4.24. Let A be an M-matrix and let a vector w exist with Aw > 1. Then
[A™ oo < 0]l -
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Proof. As in the proof of Lemma 4.17, let |u| be the vector with the components
|uqa|. For each u we have |u| < |lul| 1 < |ul| Aw. Since A™' > O, we

(A7 ] < A7l < lufl o A7 Aw = [luf| o w
(cf. Exercise 4.16¢) and || A~ ul|oo/ ||ull, < |lw]| .. Definition 4.21 implies that
[A™ oo < [lwlloe- .
How to estimate with the aid of a majorising matrix is shown next.

Theorem 4.25. Let A and A’ be M-matrices with A’ > A. Then the following holds:
O<At<AY  and 147, < A s (4.33)

Proof. A'=t < A= follows from A=1—A'""1 = A=1(A'—A)A’~Land A~! > O,
A" — A >0, A~ > O. The remainder follows from Exercise 4.23b. [

Exercise 4.26. Prove (4.33) under the following weaker assumptions: A is an M-

matrix, A’ satisfies (4.21a) and A’ > A. Hinr: Repeat the considerations from the
first part of the proof of Lemma 4.17 with the matrices D’ and B’ associated to A’.

Exercise 4.27. Let B be a principal submatrix of A, i.e., there exists a subset I’ C I
such that B is given by the entries bog = anp (o, € I'). Prove that if A is an
M-matrix, then so is B and

O< (B Yas < (A h)yp forall a,Bel’.

Hint: Apply Exercise 4.26 to the following matrix A’: a’aﬁ = aqp fora,B € I',

Qo = Qoo fora € I\I', and a;, 5 = 0 otherwise.

Another well-known vector norm is the Euclidean norm

lully := yfe D, Tual’ (4.34)

with fixed scaling constant ¢ > 0. For example, the choice ¢ = h? in connection
with the grid functions from §4.2 results in the fact that ¢} ., represents an
approximation to the integration [,. The matrix norm associated to [|-||,, is inde-
pendent of the factor c. It is called the spectral norm and is also denoted by ||-||,.
The name derives from the following characterisation.

Exercise 4.28. Prove:
(a) For symmetric matrices there holds || All, = p(A4) (cf. (4.27)).

() [|All = [|AT[l2-

(c) For each real matrix holds
| All, = \/p(ATA) = [ maximal eigenvalue of ATA]"/2.

(d) For each matrix holds ||A||> < ||A||__ ||AT||ec. Hint: (c) and (4.31b).
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For the proof in the exercise use the scalar product

(u,v) =¢ Z Ua Ve (4.352)

acl

(c asin (4.34)) and its properties
2
(wou) = [lull?, (Au,v) = (u,AT0), |(,0)] < ull, loll,.  @35b)

Here K = R is always used as field, i.e., all matrices and vectors are real. In the
case of K = C, v, in (4.35a) must be replaced by 7, and AT in (4.35b) becomes
AHIn Exercise 4.28 ‘symmetric’ must be replaced by ‘Hermitian’.

Definition 4.29 (positive definite). A matrix A is said to be positive definite if it is
symmetric and
(Au,u) >0 for all u # 0.

Exercise 4.30. Prove: (a) A symmetric matrix is positive definite if and only if all
eigenvalues are positive.

(b) All principal submatrices of a positive-definite matrix are positive definite (note
the similarity to Exercise 4.27).

(c) The diagonal elements a,, of a positive-definite matrix are positive.

(d) A positive-definite matrix A has a unique positive-definite square root B =

A'/2_which has the property B> = A.

(e) A is called positive semidefinite if (Au,u) > 0 for all w. Then all principal sub-

matrices of A are positive semidefinite, ., > 0, and Al/2 s positive semidefinite.
A corollary to Exercise 4.30a is Lemma 4.31.

Lemma 4.31. A positive-definite matrix is nonsingular and has a positive-definite
inverse.

The property ‘A~! is positive definite’ is neither necessary nor sufficient to
ensure the property ‘A=1> (" of an M-matrix. In both cases, however, (irreducible)
diagonal dominance is a sufficient criterion (cf. Criterion 4.18).

Criterion 4.32. If a symmetric matrix with positive diagonal entries is diagonally
dominant or irreducibly diagonally dominant then it is positive definite.

Proof. Since r, < Gua, 1€SP. Ta < aqq, the Gershgorin circles which occur in
Criterion 4.12 do not intersect the semi-axis (—oc, 0], so that all the eigenvalues
must be positive. By Exercise 4.30a then A is positive definite. [

Lemma 4.33. Let A\ iy and Amax be respectively the smallest and largest eigen-
values of a positive-definite matrix A. Then there holds

||AH2 = Amax » ||A_1||2 = 1//\min .

Proof. Exercise 4.28a shows that [|A|, = p(A) and ||[A™Y| = p(A~'). From
(4.27) then result p(A) = Amax and p(A~1) = 1/Apin, since Apin > 0. m
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4.4 Properties of the Matrix L,

Theorem 4.34. The matrix Ly, (five-point formula) defined in (4.12) has the follow-
ing properties:

Ly, is an M-matrix, (4.36a)
Ly, is positive definite, (4.36b)
1Znll <8072 Iy oo < 1/8, (4.360)
h

ILnll, < 8h2cos® (%) < 8h72, (4.36d)

1 wh 1 1

—1 2 . =2 _ 2

1L M2 < gl sin (7) = ﬁ—k(’)(h) < (4.36e)

Proof. (a) In §4.3 we already noticed that L;, is irreducibly diagonally dominant
and satisfies the inequality (4.21a). By Criterion 4.18 then L, is an M-matrix.

(b) Since Ly, is symmetric and irreducibly diagonally dominant, (4.36b) follows
from Criterion 4.32.

(c) That ||Ly|| < 8h~2 can be read from (4.12) and (4.32). To estimate L;l
one uses Theorem 4.24 with w(z,y) = (1 — x)/2. Then we have L,w > 1 (even
that (Lpw)(z,y) = lunlessy = handy = 1 —h) and ||w||, < w(1/2,y) =1/8.

(d) The inequalities (4.36d,e) result from Lemma 4.33 and the next lemma. m

Lemma 4.35. The (n — 1)? eigenvectors of Ly, are u’* (1 <v,u<n—1):
u(x,y) = sin(vre) sin(pry), (z,y) € 2. (4.37a)
The corresponding eigenvalues are

h h
Aoy = 4h72 (sin2(w2r) + sinz(’”;)) . 1<wvu<n-1. (437b)

Proof. Let £2}P be the one-dimensional grid (4.5) and set u” (z) := sin(vmz). For
each z € 2P there holds

00 u” (z) = h™? [sin(vr(z — h)) + sin(vr(x + h)) — 2sin(vrz) ]
= 2h~?sin(vm) [cos(vma) — 1]
since sin(vw(xz £ h)) = sin(vwz) cos(vmh) £+ cos(vrz) sin(vwh). The identity
1 — cos & = 2sin?(£/2) then implies
~0” 0% (z) = 4h™2 sin%?) u”(z), x € . (4.37¢)

Let L}P be the matrix (4.7b). Note that the difference (0~9%u)(h)—in contrast
to (L+Pu)(h)—also involves the boundary value u(0); similarly (9~ u)(1 — h)
depends on u(1). However, since «(0) = sin(0) = 0 and (1) = sin(vw) = 0
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we have L}lDu” = —0~ 9% ", and (4.37c) can be brought over:
1D, v —o .2 (vmh v
Ly u” =4h™ " sin (2> u”, 1<v<n-—1. (4.37d)

The two-dimensional grid function u** in (4.37a) can be written as the (tensor)
product u”(x)u*(y). Now we have that (Lpu”*)(z,y) is equal to the sum
ut(y)(L}Pu”)(z) + u” (z)(LiPur)(y), so that (4.37b) follows from (4.37d). m

In the sequel we want to show the analogies between the properties of the Poisson
equation (4.9a,b) and the discrete five-point formula (4.11a,b).

The analogue of the mean-value property (2.13) is the equation

1
’U,h(l',y) = Z[uh(lifhvy) + uh(x+h,y) + uh(xayfh) + uh(xvy+h)] (438)

From (4.10) and (4.11a) with f = 0 we obtain the following result.

Remark 4.36. The solution uy, of the discrete potential equation (4.11a) with f = 0
satisfies equation (4.38) at all grid points (x,y) € 2.

As in the continuous case the mean-value property (4.38) implies the maximum-
minimum principle.

Remark 4.37. Let u, be a nonconstant solution of the discrete potential equation
(4.11a) with f = 0. The extrema max{up(x) : x € £2,} and min{up(x) : x € 2;,}
are assumed not on {2, but on I},.

Proof. If uj, were maximal in (x,y) € (2, then because of equation (4.38), all
neighbouring points (x £ h,y) and (x, y £ h) would have to carry the same values.
Since every pair of points can be linked by a chain of neighbouring points, it follows
that u;, = const, in contradiction to the assumption. ]

The last proof indirectly uses the fact that Ly, is irreducible. The irreducibility
of L, corresponds to the assumption in Theorem 2.17 that (2 is a domain, i.e.,
connected.

The result of carrying over Theorems 2.27 and 3.2 reads as follows.

Theorem 4.38. (a) Let u}, and ufl be two solutions of (4.11a): —Ayul, = f for
different boundary values u; = ¢* (i = 1,2). Then the following holds:

luh, = uilloo < max | (x) — p*(x)] (4.39)
X h
up <ui in 2y, if ' <¢* on T, (4.39b)

(b) A solution uy, of —Apup, = f > 0 with boundary values uyp, = ¢ > 0 satisfies
up, > 0 everywhere in {2),.
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Proof. (a) Let wy, := u,% — u,ll.
(al) In the case that ¢! < <,02 one has wy, > 0 on I}, and —Apw;, = 0. Remark
4.37 proves that wy, = const > 0 or wy > 0, and hence (4.39b).

(a2) Let M be the right-hand side of (4.39a). —M < w;, < M on I}, implies the
inequalities —M < wjy, < M on {25, and hence (4.39a).

(b) f >0, ¢ > 0imply g5 > 0 in (4.13b). The M-matrix property (4.36a) yields
up = Ly qn > 0. =

The discrete analogue of the Green function g(x, £) is h’ZLgl. Let d¢ be the
scaled unit vector

—2 e
5 (x) = {g X - g: (x,€ € ). (4.400)

The column of the matrix h’QL;1 with index & € {2, is given by

gn( &) ==L "6 (&€ ). (4.40Db)

For & € (2, fixed, g (-, &) is a grid function defined on §25,. The domain of definition

is extended to £2;, x §2,:

_ _ Jon(x,€) ifx,§ € 2,
gh(x’g)_{o ifxeMoréel, (x,&€).

The values gy, (x, &) are entries of h™2L; ' : g (x,€) = h=2(L; " )xe. The symme-
try of L;, implies the following statement.

Remark 4.39. g;,(x, &) = g5 (&,x) forall x,€& € 2, (cf. (3.7)).
The representation (3.13) is recalled in the next remark.

Remark 4.40. The solution u;, of the system of equations (4.11a) with boundary
values ¢ = 0 reads

un(x) =h* D gn(x,€)f(§)  forx € 2. (4.41)

£E2y,

Equation (4.41) is the componentwise representation of the equation u, =
Lgl fn. The factor h? compensates for h=2 in (4.40a). It was introduced so that
the summation h? " in (4.41) approximates the integral |, Py

The discrete Green function is positive also (cf. (3.8)).
Remark 4.41. 0 < g,(x,&) < h™2/8 for x,& € (2,

Proof. The upper bound follows from g5, (x, &) < [lgn(- &)l < I1L5 " [leo l|0¢ ]l o -
|0¢]|., = k2, and (4.36¢). g, > 0 can be inferred from L, ' > 0 (cf. Theorem
4.19). [ |



62 4 Difference Methods for the Poisson Equation

The bound g, (x, &) < ’%2 is too pessimistic and can be improved considerably.

Lemma 4.42. The discrete Green’s function gy, in (4.40b) satisfies the estimate

2 2
1og2 log (|X7€| +h /2) log%
0 <—1|1- <
< gn(x,8) = 4log 3 log 2 ~log 9

(4.42)

for all x,& € 25,. The upper bound O(|log h|) reflects the logarithmic singularity
of the singularity function s(x,€) = —log(|x — &|*)/(4x).

Proof. For the proof of inequality (4.42) define

1 —&?+h2)2
() = 1282 [ o8 (be " +172)

= 4.43
4log 3 log 2 (4.43a)

(a) First we want to show sy, (x, &) > 0 for all x € 2,, & € §2),. Since € € 2y,
we have |z; — &| < 1 —h (i = 1,2) and hence |x — £]> < 2(1 — h)®. Because
1/2 is the coarsest possible step size, h varies in (0, 1/2], so that

1
- g+ h?/2 <2000+ 0 <2

Therefore sy, in (4.43a) satisfies

log 2 1 log 2
4log 3 log 2

sp(x,€) > > =0 forall x € 2}, £ € (2.
(b) Define up,(x) := sp(x,0) for all x € {(vh, uh) : v, € Z}. The five-point
formula applied to uj, gives

1 9 9
—A = —A;l . he/2]). 4.43b
htlh 4log3 h 108 <| v ) ( )

. . .. 2 h2 _ h2
Concerm;lg thf evaluation at tl;e origin, note that log(|x|” + 27) Ix=0 = log(%-)
and log(|x/|"+2-) = log(h?+ ) = log(2h?) = log 3+1log - for all neighbours
x’ of x = 0. Therefore (4.43b) shows that

h72
~ () (0) = 1 (4 log (3h2/2) — 4log (h2/2) )
log (3h?/2) — log (h?/2)

=h?
log 3 ’

— p2

(c) The evaluation of —Ajuy, in general grid points x = (z,y) yields
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log <x2+(y—|—h)2 % + log ((x—h)2+y2—|—h;>

() = o4 Hlog (2 (= k) Yy )+ log (b))
—4log<x +y? +L72)
(x+ 1)+ 2+%2)~((:c7h)2+y2+’;i)
B2 (a: +(y+h)?+ 2)-(:E2+(y—h)2+%2)
= 1
410g3 8 ($2+y2+%2)4

For proving —Apuy, > 0, one has to show that

<(“h)2+y2+h;> (<wh>2+y2+h2> (x2+<y+h>2+h;>
;

2
2 2
-<x2+(y—h)2+h2) > <x2+y2—|—h2) .

This inequality follows from the identity

((m+h)2+y2+%2) < (z—h)? +y2+h—2) ( +(y+h)? ) (:c +Hy—h)2+ )
- <x2 +y?+ %2)4 = 5h8 4 4h822 4 4hSy2 + 16h*z2y2 > 0

(d) Since sp,(x, &) = up(x — &), the parts (b) and (c) show that
—(Ansn(-,€)) (x) 20 and  — (Apsp(,x)) (x) =™
The grid function ¢¢ := sp,(-,&) — gn (-, §) satisfies

— Ape(x) = —Dn [sn (- €) — gn (- €)] (%) {; gl T oo

According to part (a), the values at boundary points x € I, are

Pe(x) = sn(x,€) — gn(x,§) = sn(x,£) 2 0

Theorem 4.38b implies ¢¢ > 0 in (25, hence gp(x,€) < sp(x,£), proving the
inequality (4.42). [

Let ¢y, be defined as in (4.13b). The solution of the discrete potential equation
—Ahuh =0 in .Qh, up = @ on F}L

is given by uy, 1= L;lcph (if one continues the grid function, at first only defined on
2, through ¢ on I'}; cf. Remark 4.7). The representation with the aid of g, reads

un(x) = h* > gn(€x)en(€)  (x € 2n).

L2y,
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Since ¢p,(x) vanishes at all interior points x, it suffices to extend the sum over the
near-boundary points. Summing over the boundary points neighboured to

Iy :={& € I}, : € is not a corner point (0,0), (1,0), (0,1), (1,1)}

instead of over the boundary points, then the definition of ¢y, results

un(x) = ~h Y 0, 9n(&X)p(€)  (x € 2), (4.44)

gery,

where 0, is the backward difference in the direction of the normal n:

0 gn(€,%) = ™" [gn(€,%) — gn(€ — hn, x)]

(note that g, (§,x) = 0 for £ € I} C I}). The variable £ — hn ranges over all
near-boundary points.

Remark 4.43. Equation (4.44) corresponds to the representation in Theorem 3.16.
The summation h Zg ery approximates the integral | o

Finally, we want to take a closer look at the estimate for the solution u;, = L;lqh
through .
lunlloo < 1L oo llanllo < llanllos /8

(cf. (4.36¢)). According to (4.13b), qn = fn + @5 contains the right-hand side
fn(x)=f(x) of the discrete Poisson equation and the boundary values ¢(x), x € I,
hidden in ¢y,. The following theorem gives a bound in which these components are
separated.

Theorem 4.44. According to (4.13b), let g, = fr + pn be constructed from f and
. The discrete solution up = L;lqh of the Poisson boundary-value problem can
be bounded by

1
lnlloe < 1125 oo mase |£(00)| + max [p(€)] < § magc [£(0] + max (&)

h

(4.45)
Proof. Set u}, := L;'f, and ul := L, '¢y. The estimate for the first term in
up = uj, + u), results in the first term in (4.45). To bound u) use the inequality
(4.39a) with u} = u}, ¢! = pand u =0, p? = 0. [

The corresponding inequality

lunlloo < Cllfllee + el

for the solution of the boundary-value problem (4.9a,b) has not been mentioned until
now, but will be proved in a more general context in §5.1.3.

The maximum norm ||-||  in (4.45) can be replaced by the Euclidean norms

finlla, =125 g 100 ol o= 125, (@),

Here, h? 37, and [, h 3> and [}, correspond to each other.
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Theorem 4.45. Under the assumptions of Theorem 4.44 there holds

1 1 1
-1
lunlly g, < 1Ly M2 (1 fnll,0, + 7 ellz,ry < 16 a2, + 7 el -

Proof. (a) It suffices to consider the case of the potential equation (i.e., f = 0).
Let the restriction of ¢ on I result in the grid function ¢y, : ¢n(x) = ¢(x) for
x € I7. Let the mapping ¢5, — up, = L;lgoh be given by the rectangular matrix
A: up, = Agp,. According to equation (4.44) the entries of A read

e = —hdy g(€,%) = g (€ — hn,x) = g(x,6 — hm) forx € 2y, € € I},

Since A > O as stated in Remark 4.41, one obtains the row-sum norm |[[Al| =
maxx Y _, axg as || Agp|, for the choice ¢p,(x) =1 inall x € ;. The solution
vy, = Ay, then reads vy, = 1, so it follows that

[Alle = 1A¢nllo = 1]l =

(b) The column sums of A are s(§) = >_ . ax¢ = D _yco, 9n(X,€ — hn)
for £ € I . The grid function vy, := h_QL;11 at the near-boundary points & — hn
has the values

s(&) = vp(€ — hn) (€ € I}, nnormal direction),

as is implied by Remark 4.40. Let £ = (&1,&2) € I, be a point of the left or right
boundary (i.e., & = 0 or 1). As mentioned in the proof of (4.36¢), Lywy, > 1 holds
for wy,(v,y) := (1 — x)/2. Since L, ' > O, then so is wy, > L; '1 and hence
v, < h™2wy,. In particular we have the following estimate

s(&) = vp(€ —hn) < h%wp (€ —hn) =h 2h(1—h) /2< h™'/2

at the near-boundary point &€ — hn = (h,&) or (1 — h,&s). For a point £ from
the upper or from the lower boundary one obtains the same estimate if one uses
wp(x,y) := y(1 — y)/2. Since the column sums s(&) are the row sums of AT, we
have proved
1A oo = max{s(€) : € € I}} < h™'/2.

(c) We have [ATA|lz = p(ATA) < [ATAllo < AT Al < 55 (ef.
Exercise 4.28a, (4.31b), (4.31a)) so that the solution u;, = L;ltph = Adgy, satisfies
the following estimate

lunll3.q, = hZZ o, |uh<x)|2 =h*Y (Ao )’
B2 Y er, OnO)(ATAG) () < B2 [ATAL, > 07 (x)

h 9 1
< 9 ZXGF{I Pp(x) = 9

Since ||g0||27p},1’ = ||¢h||2,1“,; the assertion follows. ]
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4.5 Convergence

Let Uy, be the vector space of the grid functions on (2;,. The discrete solution
up, € Uy and the continuous' solution u € C°(2) cannot be compared directly
because of the different domains of definition. In difference methods it is customary
to compare both functions on the grid £2;,. To this end one must map the solution u
by means of a restriction

ur— Ryu € Uy (u: continuous solution)
to Up. In the following we choose Rj, as restriction on 2y
(Rpu) (x) = u(x)  forallx € 2. (4.46)

The limit . — 0 is made precise as follows. Let H C R be a subset with accumu-
lation point zero: 0 € H. For example, the step sizes considered so far form the set
H = {1/n :n € N}. Foreach h € H let U}, be equipped with the norm ||-|| .

Definition 4.46 (convergence). The discrete solutions u;, € Up converge (with
respect to the family of norms ||-||,, , b € H) to u if

||uh — Rh’LLHh — 0.
We have convergence of order k if

lun, — Ryull,, = O(R").

The proof of convergence is usually carried out with the aid of the concepts
of ‘stability’ and ‘consistency’ (more details in Hackbusch [139]). Below we
consider inequalities as ||up, — Rpul|, < ..., which are called error estimates
since uy, — Ryu is the discretisation error.

The discretisation {L;, : h € H} is said to be stable with respect to ||-|| _ if

sup ||L;, oo < o0.
heH

For the discretisation defined in §4.2, the stability has been proved in (4.36¢) with
respect to the row-sum norm, and in (4.36d) with respect to the spectral norm.

The grid function f;, in —Apup = f3 is the restriction
fn=Ruf
of f, where in (4.13b) Rh was chosen as the restriction to (2),:
(Rif)(x) = f(x)  forallx € £2. (4.47)

The notation ]?h indicates that a choice Rh # Ry, is possible.

! Here, ‘continuous’ is used as counterpart of ‘discrete’.
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We recall Remark 4.7: Dyuy, = fp, describes the discretisation of the differential
equation Lu = f. Together with the boundary condition © = @ on I, Dpuy, = fj
and the system Lju;, = ¢q; are equivalent; more precisely, the definition of ¢,
(cf. (4.13b)) gives Dypup — fn = Lpupn —qp. In the following it is easier to esti-
mate Dpup — fr since we can make use of the equivalents uy, <> u and f; < f.

The discretisation described by the triple (Dy,, Ry, Rh) is said to be consistent of
order k with respect to ||-|| , (consistent with L) if

1Dh Ruu — Ry Lullco < KB* [[u]l gria (4.48)

for all u € C**+2(§2). Here K is independent of h and u.

Remark 4.47. Let R, and R}, be given by (4.46) and (4.47). The five-point formula
Ay, is consistent of order 2: estimate (4.48) holds with £k =2 and K = 1/6.
Proof. The expansion (4.3) can be applied in the z and y directions and yields
5 . l[ull s (o)
ApRpu(z,y) = Au(z,y) + h*(Rap + Ray) With |Ryz|, |Rayl < ————. 1
(4.49)

The general concept for proving convergence is based on
Ly Ryu—qn = Dy Ryu—f, = Dy Ryu—Ry, f = (Dth*RhL)U = Econsistent (1)
and
Ly (up — Rpu) = Lpup — Ly Rpu = qn — L Rpu = —€consistent (1)

Application of L;l yields

Huh - RhU” == ||L;15consistcnt(u)” S ||L}_Ll H ||5consistcnt (U)”
with respect to some norm || - || and the associated matrix norm. Here we used the
maximum and row-sum norm || - ||.. An immediate consequence of this considera-

tion is the next theorem.

Theorem 4.48. Let the discretisation (Dy,, Ry, Rh) be consistent of order k. Let the

matrix Ly, associated to the difference operator Dy, be stable. Then the method is
convergent of order k if u € C*+2(02).

In the case of L = A, D), = Ay, and the norm || - ||, the values ||L; || < %
(cf. (4.36¢)) and K = % (cf. Remark 4.47) prove the following corollary.
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Corollary 4.49. Let the continuous solution of the boundary-value problem (4.9a,b)
belong to C*(§2). Let uy, be the discrete solution defined in (4.11a,b). Then the
convergence of uy, to u is of second order:

}12
lun = Ruulloo < 5 Tl - (450)

The assumption u € C*(£2) can be weakened.

Corollary 4.50. Under the condition u € C1({2) we also have

2
lun, — Rpul| 48 ull s g -

Proof. The remainder term R, in (4.4) may also be written as

CEYs

51 d¢.

xt+h
Rr:WA/ [ (€) — u" ()]

The Lipschitz estimate |u"(§) —u"'(z)| < [{—2|[|ullcs.1 () implies the estimate
Ry < |ull s () /4! so thatin (4.49), (4.48), and (4.50) the norm ||u| () can be
replaced by |[|ul|cs. (g)- |

If, however, one further weakens u € C*1(2) tou € C*(£2) ,2 < s < 4, one
obtains a weaker order of convergence.

Corollary 4.51. Under the condition u € C*(£2), 2 < s < 4, uy, converges of
order s — 2 :

i = Bl g < Koh* =2 e o

95—

where K = for 2 <s<3, Kg= 4andK ) for 3<s<4.

s(s 1) s(s— 1)(5 2

The proof results from || L; " || oo < & and the following consistency estimate.
Exercise 4.52. Show
| A Ryu — By Auloo < 8K b |lullge (> 2 <5 <4,
with the above constant K.

Even though the proofs of convergence are simple, the results remain unsatisfac-
tory. As can be seen from Example 2.3, the continuous solution of the boundary-
value problem (4.9a,b) generally does not even satisfy u € C?({2), although one
needs at least u € C*({2) with s > 2 in Corollary 4.51 for convergence. Stronger
results can be obtained by an analysis which will be discussed in §9.3. That errors of
the order of magnitude of §9.3 occur even under weaker conditions, is shown next.
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Example 4.53. If one solves the difference equation (4.11a,b) for
—Au=11in 2=(0,1) x (0,1) and v =0 on I

one obtains at the centre x = y = 3 the values uy (3, 3), which are shown in
the first column of Table 4.1. The exact solution u(3, 3) = 0.0736713. .. results
from a representation that one can find in Example 8.18. The quotients ¢y, / €op of
the errors &, = u(3,3) — un(3,3) approximate 1/4. This proves uj(5,3) =
u(3, 5)+O(h?), althoughu & C*(£2). At (3, ) uy, has furthermore the asymptotic
expansion
11 2 4
un(z,3) =u(3,3) +h%(3.3) + O(hY).
The error term e(% %) independent of h, is eliminated by using the Richardson
extrapolation
1
11y ._ 11 11
unzn(3:3) = 5 [4un (3, 3) —uan(33)]
(cf. Richardson—Gaunt [236]). The extrapolated values are already very accurate for
h = % (see the last column of Table 4.1).

The reason for this favourable behaviour is the inner regularity of the discrete
solution (cf. §9.3.6).

h Jun(s, s un2n(%, D)) en Quotient| €5, 25, Quotient
1/8 | 0.0727826 8.8910-4

1/16 | 0.07344576 0.0736668 2.2610-4 0.250 |4.510-6
1/32 |1 0.0736147373 | 0.07367106 | 5.6610-5 0.251 |2.710-7 0.06
1/64 | 0.0736571855 | 0.07367133 | 1.4110-5 0.249

Table 4.1 Solution of Example 4.53; £1,[ 25 := |u(%, %) — UR[,2h] (%, %)|

4.6 Discretisations of Higher Order

The five-point formula (4.19) is of second order. Even if the solution u belongs
to C*(£2) with s > 4, no better bound for Ay, Rpu — Ry, Au than O(h?) would
result. An obvious method for constructing difference methods of higher order is
the following. As an ansatz for the discretisation of the second derivative u”” choose

k
(Dpup) (x) =h™2 > cpup(z + vh).
v=—k
The Taylor expansion provides
T
(DnRpu) (z Za WP (@) + O, == Y et
w!
n=0 v=—Fk
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The 2k 4 1 equations ag = a1 = a3 = a4 = ... = agx = 0 and as = 1 form
a linear system for the 2k 4 1 unknown coefficients ¢,. For £ = 1 one obtains the
usual difference formula (4.3); for k = 2 a difference of fourth order results:

h2 (Dpun) () = — % [ (& — 2h) + un(z + 21)]
+ g [ (2 — h) + un(z + h)] — guh(ar).

If one applies this approximation for " to the = and y coordinates, one obtains for
—A the difference star

1
2 ~16
Sy 116 60 161 4.51)
~16
1

(cf. (4.20)). The difference scheme (4.51) is of fourth order, but presents difficulties
at points near the boundary. To set up the difference formula at (h,h) € (2, for
example, one needs the values uy(—h, h) and uy,(h, —h) outside £2;, (cf. Figure
4.4). One possibility would be to use scheme (4.51) only at points far from the
boundary and to use the five-point formula (4.19) at points near the boundary.
Another is the extrapolation from far-boundary points of (2},.

@ compact nine—point formula
o difference scheme (4.51)

Fig. 4.4 Difference scheme (4.51) and compact nine-point formula (4.52).

The above complications do not occur if one limits oneself to compact nine-point
formulae; by this one means difference methods (4.20) which are characterised by

cap #0 onlyfor —1<,8<1

(cf. Figure 4.4). An ansatz with the nine free parameters ¢, 3 (—1 < a, 5 < 1),
leads, however, to a negative result: there is no compact nine-point formula with
Dyu = —Au + O(h3). In this sense the five-point formula is already optimal.
Nevertheless, nine-point schemes of fourth order can be obtained if one also selects
the right-hand side fj,, of the system of equations (4.13a,b) in a suitable manner.

If one applies the compact nine-point scheme

-1-4-1

—4 20 —4 (4.52)
—1-4-1

h72
Dh =4~
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to a sufficiently smooth u, the Taylor expansion results in

h? ht [ ot ot ot 6
— Au— a2 |y 9 9 e
Dyu Au 12A U= 260 | 942 + 9220, + By Au+ O(h°). (4.53)

Here it is crucial that the error term can be expressed by —Aw and hence by f. For
the special choice of the restriction Ry, via

. 1 1
fh:Rhf::ﬁ ]-?1 f7
i.e.,
fu(@,y) = (Buf)(z.y) (4.54)
= Fthoy) + fa—hoy) + [y h) + fey—h) +8f ()]

one obtains the expansion

+O(h%),
(4.55)

2 4 4 .
fh(lmy):f(ac,y)+%Af(x’y)+ h (3 f(z,y) +8 f(z,y)

144 Oxt oy*

which, because f = —Au, agrees with (4.53) up to O(h*).

The matrix Lj, of the system of equations which results after the elimination of
the boundary values uj(x) = ¢(x) in x € I}, has the entries

20/6 ifx=¢,
L = h? —1/6 ifx— &= (xh,xh) or x — & = (+h,Fh), (4.56)
-4/6 ifx—&=(xh,0) orx—&=(0,£h),
0 otherwise.

The right-hand side of the system of equations Lpup = g, is

an = fn+¢n, fn=Rnf according to (4.54), ¢, := Z Lxep(€). (4.57)
gely,

The discretisation (D, Ry, ]:Zh) with Dy, from (4.52), Ry, from (4.46), R}, from
(4.54) is called the mehrstellen method (cf. Collatz [74, §V.2.51).

Exercise 4.54. Let Dj, and L, be defined respectively by (4.52) and (4.56). Prove:
(a) Ly, is an M-matrix;
() || L, Moo < 1/8 (stability), ||Lp|lee < 20h72/3.

Theorem 4.55 (convergence of the mehrstellen method). Let (2}, be defined as in
84.2. Let uy, be the solution provided by the mehrstellen method Lyuy, = qp, with Ly,
from (4.56), and qy, from (4.57). Let the solution u of the boundary-value problem



72 4 Difference Methods for the Poisson Equation

(4.9a,b) belong to C°(§2). Then the following error estimates hold in the respective
cases:

7
lun = Rl < 555" I/l + o(h) 458)

as well as

1
= Rl < 55 lull oy + o(h).

In the case of the potential equation, i.e., f{ = 0, we even have
lun = Rpull oo < KR f[ullesimy  llun — Baullog < KR® [Jullgra g -
of u € C8(02),resp. u € CT1(0).

Proof. Since f = —Au, the combination of the h* remainder terms in (4.53) and
(4.55) yield

h4i 874_;’_4874_’_874 _i 8744_874 f
360 \ Ox* 0x20y?  Oy* 144 \ 9z* = Oyt
h* o4 ot ot

~ 720 (‘SM T8 om0y 30y4) /
h? o o 9 0

=720 (3ax ooy ooyt Say) v

The above error of consistency is to be multiplied by the stability constant
L, 'lec < 1/8 in Exercise 4.54b (cf. Theorem 4.48). Inequality (4.58) follows

348431 _ 7 34+545+31 _ 1 _ 4 .
from ";23 S = ssg0> €SP %g = 355- If f = 0 also the O(h*) term in
(4.53) vanishes. [ |

4.7 The Discretisation of the Neumann Boundary-Value Problem

The Dirichlet boundary values u(x) = ¢(x) were used directly in the difference
method; a discretisation was not necessary. A different situation arises for the Neu-
mann boundary-value problem

—Au=f inf2=(0,1) x (0,1), g—u =¢ onl. (4.59)
n
The normal derivative, which reads explicitly
0 0
%:—uyforx:(xl,())ef, a—Z:uyforX:(xl,l)EF,
ou ou

= —u, forx = (0,23) € I, =u, forx = (1,29) € I,

on an
like the Laplace operator, must be replaced by a difference. We will investigate three
different discretisations.
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4.7.1 One-Sided Difference for Ou/0n
@ Diskretisieran The Poisson equation leads to the
dell' Poisson—Ggleichung (n - 1)2 = (1/h - 1)2 equatiOHS

o Diskretisierung (_Ahuh) (X> = f(X) (4603.)

der Neumann-Bedingung

for all x € 2, which require the values

—
. L , , of up(x) for all x € £2;,, where
Fig. 4.5 Discretisation of the differential equa-

tion and the Neumann boundary condition.

0, =, uTIl, (4.60b)
F}/L = Fh\{(oa O)a (07 1)v (15 0)7 (L 1)}

To obtain a further 4(n — 1) equations for {u,(x) : x € I} }, we replace, at all
x € I7, the normal derivative du/0n = ¢ by the backward difference

1
(0, un) (x) := n [un(x) — up(x — hn)] = ©(x) forx € I7,. 4.61)
If one inserts the corresponding normal directions n for the four sides of the square
one obtains

+ [un(z,0) — up(x, h)] = (x,0) . .
;11[uh(x71)—uh(x,1—h)]:@($71)}f0 =h,2h,...,1—h,
+ [un(0,y) — un(h,y)] = (0, y) o )

L un(L,y) — un(l = h,y)] = o(1,y) } fory =h,2h,....1 = h.

Equations (4.60a) and (4.61) yield (n + 1)? — 4 equations for as many unknowns.

Exercise 4.56. After a rescaling of equations (4.61) to h= 10, ux(x) = h™1p(x),
X € F,Q , these equations, together with (4.60a), form a system Ljup = qp. Show
that L, is symmetric and satisfies (4.21a).

As in the Dirichlet problem the variables u,(x), x € Iy, can be eliminated with

the aid of (4.61) in (4.60a). At the near-boundary point (h, y), for example, equation
(4.60a) becomes

1 1
5l [Bun(h,y) —un(h,y — h) —up(h,y + h) —un(2h,y)] = f(h,y) + ESD(Oa Y).
The star h 2 {71 i 71] thus becomes h~2 {71 871:| ., h2 {71 73 0},
-1 -1 i

h—2 {—1 7(313 —1} , h=2 [—1 781’ —1} near, respectively, the left, right, upper, and lower

boundaries. At the corner points one even has to replace two boundary values,
-1
so that, for example, at (h,h) € (2}, the star reads h—2 [o (2) —1}. Except for the
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special case h = 1, one obtains for the (n — 1)? values uy(x), X € (2, the system
of equations

Lyup=q,  with (4.622)
4/h? if x € §2), is a far-boundary point,
Le = 4 2/B% ifx € {(hh), (b1 —h),(1—hh),(1—h,1—h)},

5 .
3/h* otherwise, (4.62b)

Lye

- —1/h? ifx,& € §2;, are neighbours,
lo otherwise for x # &,

_ wi fn(x) = (B f)(x) = f(x), .
qn = fn+ @n with {%(X) Ay, L€, (4.62¢)

Remark 4.57. (a) Lj; is symmetric and satisfies the sign condition (4.21a).
(b) With lexicographical arrangement of the grid points of {2, L, has the form
T—-1 -1 3 —1
-1 T -1 -1 4 -1
Ly=h" L=

17T I -1 4 -1

-1 T-1 -1 3
The matrix Ly, is singular because the system Lpu, = g, like the continuous

boundary-value problem (4.59), is, in general, not solvable. The analogue of
Theorem 3.28 reads as follows.

Theorem 4.58. The system of equations (4.62a) is solvable if and only if

023 ) =h Y ex). (4.63)
X€EN, xely,
Any two solutions u},, u3 of (4.62a) can only differ by a constant:

up —ui = cl, ceR.

Proof. Evidently, L,1 = 0 holds, i.e., 1 € ker(Ly,). Furthermore, Theorem 4.59
will then imply dim(ker(L;)) = 1. This proves

ker(Ly) = {cl:c e R} (4.64)

and thus the second part of the assertion. (4.62a) is solvable if and only if the scalar
product (v, g,) vanishes for all v € ker(L]) = range(L;,)*. Because of L] = Ly,
and (4.64)
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(Law) =0, ie, > au(x)=0 (4.65)
is sufficient and necessary. According to Definition (4.62c), equations (4.63) and
(4.65) agree. |

Let condition (4.63) be satisfied. System (4.62a) can be solved as follows. Select
an arbitrary xg € {2, and normalise the solution wuj (determined except for one
constant) by

up(xp) = 0. (4.66)

Let 4y, be the vector u;, without the component uy,(Xo). Let Jih be the principal
submatrix of Lj in which the row and column with index x( have been left out. Let
qn be constructed likewise. Then

Lyan = Gn (4.67)
is a system with (n — 1)? — 1 equations and unknowns.

Theorem 4.59. The system of equations (4.67) is solvable; in particular, Lyisa
symmetric M-matrix. Under condition (4.63), iy, = L;lqh, supplemented by (4.66),
yields the solution uy, of system (4.62a).

Proof. (a) As a principal submatrix of Ly, Ly is symmetric. In £2,\{x¢} any
two grid points can be connected by a chain of neighbouring points so that Ly is
irreducible. For all x € 25, \{x(} there holds (4.26b); at neighbouring points of xg
we even have (4.26a), so that L, is irreducibly diagonally dominant. According to
Criterion 4.18, ﬁh is an M-matrix, thus nonsingular.

(b) If wuy, is the solution of (4.62a), one can assume (4.66) without loss of
generality, so that uy, restricted to (2, \{xo} also solves equation (4.67) and has
to agree with the unique solution 4y, . [

As a corollary of Theorem 4.59 one obtains that rank(L;) > rank(L;) =
(n —1)2 —1, ie., dim(ker(Ls)) = 1 and hence (4.64) holds.

Another possibility for the solution of equation (4.62a) is to pass to an extended
system of equations

Ehﬂh = qp with (4.68a)
= Lp1 _ U
Ly = [ﬁ 0] = [ ;] . @= M . (4.68b)
where o can be prescribed arbitrarily.

Theorem 4.60. Equation (4.68a) is always solvable. If for the last component of the
solution uy, we have A\ = 0, then condition (4.63) is satisfied and uy, represents the
solution of system (4.62a) which is normalised by 1" u;, = erﬁh up(x) = o.
However, if A\ # 0 holds one can interpret uy, as solution of Lpup = qn, where
dn = qn — A1 belongsto f(x):= f(x)—\ and [ and ¢ satisfy condition (4.63).
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Proof. The vector 1 is linearly independent of the columns of Lj;, so that
rank[Ly, 1] = rank(L) + 1 = (n — 1)%. Likewise, (17,0) is linearly indepen-
dent of the rows of [Lj,, 1] so that rank(Ly) = (n — 1)? + 1, i.e., Ly, is nonsingular.
The other statements can be read from (4.68b). [ |

Recommendation. One should either use equation (4.68a,b) or equation (4.67),
after first replacing g5 by G, := qn — (17q, /171) 1.

As a justification of this recommendation note that the condition for solvability
of the continuous problem is [, fdx + [, dI" = 0 and that this does not at all
imply the discrete solvability condition (4.63). For smooth functions f and ¢
equation (4.63) can be shown to hold up to a remainder of order O(h). Thus it is
generally unavoidable to replace f;, and g by fr—Aland ¢, — A1 (A = 17¢, / 171).
In the case of equation (4.68a,b) this correction is carried out implicitly. If,
however, (4.67) is used without any correction, the resulting solution can be
interpreted as a solution of Lyup = ¢, with gn(x) = gn(x) for x # xo and
an(x0) = —> Zx0 gn(x). Here too, an implicit correction of gy, is carried out,
with the difference that the correction is not distributed over all components as be-
fore, but is concentrated on ¢, (xo). If equation (4.63) is satisfied up to order O(h),
then g (xo) and Gn(xo) differ by O(h~!). Therefore the solution i, of equation
(4.67) contains a singularity at the point x,.

Theorem 4.61 (convergence). Let u € C31(02) be the solution of the Neumann
problem (4.59). Let uy, = [u)f] be the solution of equation (4.68a). Then there exists
a c € R and constants C, C' independent of v and h such that

A < C'hlullgoa gy »
i (4.69)
un — Rpu — 1|, < C [h [ullcr ) +h ”“Hc&l(ﬁ)} '

Proof. (a) Wehave A\ = 17¢;, /171 = [h* Y, f(x) + hyor o(x)]h2(n — 1),
where the bracket [...] = O(h[|lul|co.(5)) is the quadrature error Jo fdx +
Jppdl =0.

(b) According to Theorem 4.60, wuy, is the solution of Lyup = gy := qp — AL.
This corresponds to the difference equations

—Apup, = .]Eh, = fr, — A1 in {2, 6;’&;, =@ on F;/L

The difference wy, := uj, — Rpu satisfies

—Apwp = —Apup + ApRpu = ApRpu+ fr — A1 (4.70a)
= ApRpu — RhAu — Al =:¢, in (2,
0

0,, wy, = 0, up—0,, Rpu = ¢—0, Rpu = —Z—@;Rhu =:1¢ onl}. (4.70b)

0
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The errors of consistency are

1

llenll o < 6h2 [ull s @) (cf. Remark 4.47),
1

[(x)] < §h [ullgra @) + 1Al (cf. Lemma 4.1).

Since the solution wj, exists, condition (4.63) is satisfied with ¢ and v:

h2Zch(x) +hzw(x) =0.
Ty,

25

Then @y, := wy, — c¢1 with ¢ = 17wy, /171 is the solution of (4.70a,b) normalised
by 17wy, = 0. The application of the following Theorem 4.62 to equation (4.70a,b)
provides the inequality (4.69) (cf. Remark 4.47). [ |

Theorem 4.62 (stability). Ler condition (4.63) be satisfied. Let the solution uy, of
(4.60a), (4.61) be normalised by 17w, = 0. Then there exist constants C1,Cs
independent of u and h such that

lun|l, < C1 max |f(x)| + C2 max [p(x)] . 4.71)
XEN), xerly

The proof of this theorem, which corresponds to Theorem 4.44, will be supplied
in §4.7.4.

4.7.2 Symmetric Difference for Ou/9n

As can be seen from Theorem 4.61, the one-sided difference 0,; causes the error
term O(h). It seems obvious to replace 0, by a symmetric difference. To this end
the five-point discretisation is set up at all points x € §2;, = 2, U I}, (cf. (4.8¢)):

—Ahuh = fh = Rhf in ﬁh, (47221)

where R, is the restriction to £2),. The symmetric difference 99 is defined by
1
(Oup) (x) := o [up(x 4+ hn) — up(x — hn)] = ¢(x) for x € I},. (4.72b)
Here, we assign two normal directions to the corner points, so that for each of the
corner points two equations of the form (4.72b) can be set up. In the corner x =
(0,0) one has, for example, the normals n = [ %], n = [']. The corresponding

equations (4.72b) also contain different (!) values

0+,0) = lim o(x,0 and  ©(0,0+) = lim (0, y).
o( ) w\ow( ) o( ) y\ow( Y)
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For x € Il , the difference formula (4.72a) needs the values in points x + hn
outside of (2, . These can be eliminated with the aid of (4.72b) so that a system of
equations Ljuj, = q;, remains for the (n + 1)? components wu,(x), X € 2.

Exercise 4.63. (a) If the grid points of (2, are arranged in lexicographical order,
L}, has the form

T 21 4 =2
-1 T -1 -1 4 -1
Li=h| oo |, T=|
-1 T -1 -1 4 -1
—2I T -2 4
(b) Ly, is not symmetric, but Dy, L, with Dy, = diag{d(z)d(y)}, d(0) = d(1) = L
and d(-) = 1 otherwise, is symmetric.

The analogue of Theorem 4.58 reads as follows.

Theorem 4.64. Equation (4.72a,b) is solvable if and only if 17 Dy, q;, = 0 for Dy, in
Exercise 4.63b. Any two solutions may differ by only a constant. The formulation of
1"Dy,q, = 0 with the aid of f and ¢ reads:

—h* Y d@)d(y)f(x,y) =2k Y d(@)d(y)e(z,y), 4.73)

(z,y)€2n (z,y)€ln

where the term for the corner points occurs twice in the second sum, and both the
different limits for @ are taken into account.

Remark 4.65. The sums in (4.73) represent summed trapezoidal formulae?. Thus,
from |, o fdx + i) redl” = 0 follows equation (4.73), except for a remainder
O(h? [[ull g (z))-

Theorems 4.59 and 4.60 can be transferred without difficulty. Theorem 4.61
becomes the following convergence theorem.

Theorem 4.66. Let v € C*'(£2) be a solution of (4.59). Let s, = [*"] be the

solution of Lyuy = [D’éqh] with Ly, = [D’ll{‘h é . We have convergence of second
order:

A < OB oy llun— Riu—cllly < OB [lullgangmy - @74)

Proof. The proof is essentially the same as for Theorem 4.61. An additional
technical difficulty is the fact that the consistency error Ay Rpu — Ry Au must also
be determined in x € I, although v is only defined in §2. Instead of treating the
difference equation and the boundary discretisation separately as in (4.70a,b) one
should directly analyse the equations Ly uj, = ¢, from which the values uy (x+ hn)
outside of 2 have already been eliminated. [

2 See Stoer [274, §3.1].
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4.7.3 Symmetric Difference for Ou/9n on an Offset Grid

If we offset the above grid by h/2 in the x and y directions, we obtain the grid

=8

1 y 1
2y, = 2:——-¢€Z e =0/
h {(w,y)e 3 € Z and L5 S }

in Figure 4.6. The near-boundary points of {2}, are at a distance //2 from I". We set

1 y 1
2€Zorh2€Z}

I, = {(az,y) GF:E

(cf. Figure 4.6). To each near-boundary point x — hn/2 (x € I},) corresponds an
outlying neighbour x + hn/2. The discretisation of the Neumann problem (4.59) is

—Ahuh(x) = f(X) inx € (2,

R [up (x + hn/2) — up(x — hn/2)] = ¢(x) forx € I},. (4.75)

The difference (4.75) is symmetric with respect ° ° ° °
to the boundary point x and nevertheless agrees with T T T T
the backward difference 9, atthe grid point x+2n. ° 1 *= * * ° 7 °
Remark 4.67. After eliminating the values

up(x+ hn/2) for x € I,

we obtain a system of equations Lyup = qp, where N s s «
Remark 4.57 is also valid for this matrix L;,. In con- o o ° °
trast to §4.7.1, Ly, is of size n? x n?. Fig. 4.6 Offset grid

e: grid point of {25,
The Theorems 4.58, 4.59, 4.60, and 4.62 hold ©: outlying grid point,
analogously. Theorem 4.61 holds with the inequal- : boundary point in I
ity (4.74) instead of (4.69).

4.7.4 Proof of the Stability Theorem 4.62

In the case of Dirichlet boundary values the stability statement of Theorem 4.44
follows immediately from the maximum principle and the bound for Lgl. The
corresponding statement of Theorem 4.62 for Neumann boundary values, however,
cannot be proved that easily. In the literature one can only find weaker estimates
which on the right-hand side of equation (4.71) contain an additional factor |log h/|.
However, this factor is not to be avoided if one uses equation (4.67), ﬁhﬁh = Gn,
without condition (4.63) being satisfied.
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Let the discrete Green function (of the second kind) gn(x, &), x € ﬁ;, £ €y,
be defined by

—2 _ 1 if I’
—Angn(x,€) = 0(x,€) := {3 o 4 g} - {3(4—4’” o i o } (4.76a)

(0, 9n) (x,€) =0  forx eI} (4.76b)

where A, and 9, act on x. gy, exists since > ., 0(x,€&) = 0 proves the solv-
ability condition (4.65). The sets (2}, ﬁ;l, and I are defined in (4.60b).

Lemma 4.68. For arbitrary qp, with 17¢, =0 (cf- (4.65)),

un(x) =0 Y qn(€)gn(x, &) (4.77)

ey

represents a solution of Lpup = qp.

Proof. At far-boundary points x € 2, (Lpup)(x) = —Apup(x) = gp(x). In
near-boundary points x € {2, from 9, uj, = 0 and (4.65), one has the identity
1/h
(Lhup) (x) = (=Apun) (x) = qn(x) — i an(§) = qn(x). u
£y,

Theorem 4.69. The equations (4.76a,b) determine gy, up to a constant. The Green
Sunction gy, (x, €) can be so selected that

lgn(x,€)| < C[1+ flog(lx —&[+h)|]  for x,§ € £25. (4.78)

This inequality corresponds to the bound (4.42) in the Dirichlet case. Before
Theorem 4.69 is proved by Lemma 4.70, we want to show that Theorem 4.62
follows from it.

Proof of Theorem 4.62. Analogously to [,[1 + [log|x —£|[]dx < K and
Jrl1+|log |x — &||]dI, < K> we obtain

h? Y [+ flog(|x — €[+ )] < K, b > [1+[log(]x — €|+ h)|] < K.
£e2y, XGF}IL

From (4.77), (4.78), and g, = frn + @n (cf. (4.62c)) thus follows the estimate

lun(x)| < K[|l +hEzllonlle < Ky max |f(x)] + 2K> max [p(x)].
xER2), xerly,

If @y, == up — 1Tuy /171 is the solution of Ljuj, = g, normalised by 17a;, = 0,
one can see that

[anllo < 2inf {[Jun — 1|, - c € R} < 2f|an],

so that the inequality (4.69) and Theorem 4.62 are proved. [
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It remains to prove Theorem 4.69. The construction of the function G}, postu-
lated in the next lemma will follow after its proof.

Lemma 4.70. Let e be one of the unit vectors [(1)] or m Let & € (2, be such
that & + he € (2, also. For all these e and & let there exist a function Gp(x) =
G (x; &, e) with the properties

1ifx=¢
—ARGRr(x) =h7% —1 if x =€+ he in 2, (4.79a)
0 otherwise
0, G =0 on I7, (4.79b)
|Gr(x)| <RC'/ (|x— € +h), (4.79¢)

where C' does not depend on e and &. Then Theorem 4.69 holds, and thus also
Theorem 4.62.

Proof. For &,& € (2, let g, (x, €, &) be defined as a solution of

1ifx=¢
3;9h('757£/) =0 on F}/m 7Ahgh('a€7€l) :h72 -1 ifx:&’ in Qh-

0 otherwise

For &' = &+ he, gn(-, &, &) agrees with G, in Lemma 4.70. For arbitrary &, &', one
finds a connection & = £, ¢!, ... &° = ¢ with €71 — €% = thek, eF = (1,0)
or (0,1). Since g5 (-, &, &) = Zizl gn(-, €571 €%), (4.79¢) implies the estimate

L
lon(x,6,€)| <h D C'/ (Ix— €7+ 1)
k=1

Considering first the case 21 = & = &, 22 < & < &, and applying

ko

Z % < const - (1 +log(kzh) — log(k1h)),
k=Fk:

one obtains
|gn(x,€,€")] < C" [1+ [log(]x — &| + h)| + [log(|x — &'| + )] .

In the general case, this bound also comes out, but one must choose the connection
¢" such that [x — €| > min{|x — €|, |x — ¢|}. Since we know that

h Z |log(|x — &'| + h|) < const

g'ery,
for all x € (2, the new function
x€ = S gux£€)
h 5 . 4_ 4 h\% Q)

¢ery
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satisfies the inequality (4.78). Because ) nl= (4 —4h)/h the equations (4.76a,b)
are also satisfied, i.e., g5 (x, €) is the Green function sought in Theorem 4.69. ]

We shall construct the function G, needed in Lemma 4.70 explicitly. The build-
ing block is the discrete singularity function sy, (x, €) on the infinite grid Q, in R?:

Qn = {(x,y) cR?: z/h,y/h € Z}.

Lemma 4.71. The singularity function defined by sj(x,&) := op(x — &) and

el(@im+zanz)/h _ |
op(x) = dmid
l 1671'2/ /ﬂsm (11/2) + sin®(12/2) i

2
- 2/ / sin® x1n1+x2n2)/( ") 4y,
w2 ) ) n sin®(n1/2) + sin®(n2/2)

for all grid points x,€& € Qy, has the property —Apsp,(x,€) = h™2 forx = £ and
—Ap sy = 0 otherwise.

Proof. Let e(x,m) := exp(i(x1m + x21n2)/h). Note that
—Aple(x,m)—1] = 4h_2e(x7 n) [sinQ(nl/Z) + sin2(n2/2)]
472 forx = 0
and [T [T e(x,m)dn = {0 forx;éO}' [

For multi-indices o = (a1, a0) € N2 with aq, a2 > 0 one defines the partial
difference operators of order |a| = a1 + as by

o = 0)"™ ()"
Starting with the representation in Lemma 4.71, Thomée [285, Theorem 3.1] proves
the next inequality.

Lemma 4.72. [(0%03,) (x)| < C (x| + 1) ™! forall x € Qp, |a| > 1.

For the construction of the function G}, in Lemma 4.70 we select, without loss
of generality, e = (1,0) and keep & € §2;, with & + he € (2,. The function

GL(x):=h (Bgah) (x—€&)=op(x—&) —op(x—E&—he)

satisfies the difference equation (4.79a) but not the boundary condition (4.79b). Let
the symmetrisation operators .S, and .S, be defined by

uh(xvy) + uh(xvh - y)
2

Uh(xa y) + uh(h - xay)
2

Smuh(w7y) = ’ Syuh(xay) =
for (x,y) € Q. The function

V.= 48,5,G)
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is symmetric with respect to the axes y = % and x = % Thus we have (4.79b) on
the left and lower boundary:

0, Gl(0,y) = 8;, Gy (x,0) = 0. (4.80)

Furthermore, G, satisfies condition (4.79a) just as G, does. For each 3 € N? we
define the operator Pg by

L1 up(z+ BiL,y + BoL) +un(z — Bi1L,y + B2L)
4 | Hup(x+ 1L,y — BoL) +up(x — B1L,y — P2 L)

where L = 2 — 2h, and set

(Psun) (2,y) =

G} (x) == (PsGY) (x) — (PsGY) (0).

Lemma 4.73. For 3 = (31, 52) with || 8|, > 2 there holds

0°GLx)| < hK/ 1B forall o] <2, x € Q. 4.81)
Here, K is independent of the choice of the points &, & + he € (2.

Proof. According to the definition we have

GP(0,0) =0. (4.82a)

The operator Pg preserves the symmetry, i.e., up = Spup implies Pgup =
Sz Pguy,. Thus we have that G =5, sz Sy Gﬂ and consequently

85 G1(0,0) = 0 G} (0,0) = 0. (4.82b)

Gi (x) is the linear combination of hd, o, (X) for different grid points X with
|X| + h > K'|8] if x € £2),. According to Lemma 4.72,

8“Gf(x)‘ <hCK"/|B)®  forall |a| =2, x € 2, (4.82¢)

so that (4.81) follows for |o| = 2. Let |a| = 1. 8“G£ (x) can be written as

¢ 0 ¢
a8 (0 o (x B k-1 - x =0, x" =x,
oG +k§_1j [a GP(x") — 9°GE (x )} with {Ix’“ T

Each term has the form j:hBVGﬁ with || = 2 so that (4.82b,c) lead to the estimate
|0°Gy (x)| <20CK"/|B)>  for |a] = 1, x € 2. (4.82d)

Likewise one infers from (4.82a) and (4.82d) the inequality (4.81) for |a| =
which proves Lemma 4.73. |
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Since Y ge72\(0,0) 18]% < oo, the infinite sum
— B
Gh(x) == Zﬂep G (x) (4.83)

exists. Since —AhGg (x) =01n £2;, for all 3 # (0,0), Gy, also satisfies equation
(4.79a). As already mentioned in the proof of (4.82b), G, = S,G} = S,Gp, holds
so that G, also satisfies equation (4.80): 0,, G, = 0 at the left and lower boundary.
The proof of 9,, G;, = 0 at the other boundaries requires the following statement.
Lemma 4.74. G}, is L-periodic: Gy, (z,y) = Gp(x + L,y) = Gi(z,y + L).
Proof. Let G}/(z + B1L,y + B2L) — G} (1L, B2L) be abbreviated to yz(x,y).

Definition (4.83) says that?
Gy, = lim > (4.842)
|B1|<k |B2| <k
Now ~ can be written as a sum over the differences

ho) Gil(x + 1L, B2 L + vh) fromvh =0tovh =y
and hoy Gyl (B1L + vh, B2 L) from vh = 0 to vh = x.

For |81| > 2 the distance between the arguments to & and € + he is always

> (|B1]|—1)L. Each term is thus, by Lemma 4.72, bounded by O(ﬁ) = O(g—;)

As a sum of such terms then 3 can be estimated by
lvs| < O(h/BF)  for |By| > 2. (4.84b)
We want now to show that the following equation (4.84c) also holds:
G — i = i . .
50D SHED VIR I SIND DR
[Bi—1|<k |B2—1|<k 1=k<pr1<1+k [B2—1|<k

The sums (4.84a) and (4.84c) differ by

Dpi=3 o sk = ke

The values 81 = 1 + k and —k appearing in the bracket satisfy 31| > 2 and
|B1] < k + 1. The absolute value of the sum D), is then bounded, from (4.84b), by
i 1<k O(M/k?) = (2k +1)O(h/k?) = O(h/k), so that the limits of the double
sums 1n (4.84a) and (4.84c¢) are the same. Changing the variable 57 to 51 — 1 then
transforms (4.84c) into

Gu(z,y) = lim > [G)(@+B1 L+L, y+582 L) -Gy (B L+L, L) ] (4.84d)
—k<p1,82<k

3 The partial sums 218, <k Z\Bz |<k Gi (x) and Z% <k Z|B2|<k v (x) are identical. Note
that the sum (4.83) is an absolutely convergent. In contrast) | vz only converges conditionally.
(4.84a) describes the convergence of ) s for a special ordering of the terms. Because of that the
identity in (4.84c¢) is nontrivial.
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The first part of the identity

k

> [GUBIL, BL) = GR(BIL+ L, B5L)]

B1,B2=—k
k
= > [Gl(=kL,BoL) — Gy/(kL + L, BoL)]
B2=—k
k
= > [G}(h+kL,BL) — G}(kL + L, B2 L) (4.84¢)
Ba=—Fk

is elementary; the second results from the symmetry G = S,G/. As above, the
terms of the last sum can be bounded by O(h/k?) so that (4.84e) vanishes for
k — oo. Together with (4.84d) one obtains

Gu(z,y)=lim Y [Gi(z+piL+L,y+ L) — Gy (L, B2L)]

k—o0
—k<pB1,82<k

Jim Y s+ Ly) = Gl +Ly)
—k<Br B2k

The proof of G}, (z,y) = Gp(z,y + L) is analogous. ]
Proof of Theorem 4.69. Since L = 2 — 2h, the symmetry G = S, G} and the
periodicity yield

Gh(lay) = Gh(h - 17y) = Gh(h -1+ Lvy) = Gh(l - h7y)7

ie., 0, Gnh(1,y) =0 on the upper boundary (1,y) € I . Likewise we show that
0,, Gp(xz,1) = 0 on the right boundary. Thus (4.79b) is also proved. It remains to
show (4.79¢):

Ga(x)| < hC/(x— €[ +h)  in 2,

The Gﬁ for |||, < 1 are linear combinations of hd; o(x — €) for £ = &

and other £~ & {2y, which are generated by S, Sy, and Pg. For all é there holds
|x — &| > |x — &, so that from Lemma 4.72 follows

Grx)| <hC/(x—€l+n)  for 8] <1, x € 2.

On the other hand, Lemma 4.73 shows that

K
Go <h — hK' < hK" _ n).
’Z”ﬁ'm?“ h(x)‘ <hD g 22 18/° < A (=2l +h)

The assumptions of Lemma 4.70 are hence satisfied: G}, with (21a—c) exists. Thus
Theorems 4.69 and 4.62 are proved. [
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4.8 Discretisation in an Arbitrary Domain

4.8.1 Shortley—Weller Approximation

Let the boundary-value problem

é b ~Au=f in,
(4.85)
u=¢ onl

far—boundary points of o, D€ given for an arbitrary domain (2. If
o near-boundary points of @, one places a square grid of step size h
o boundary points of Iy .

over {2 one obtains
Fig. 4.7 (2}, and I'},.

={(z,y)eN: 2€Z Lel}

>

as the set of grid points. By contrast, the set I}, of boundary points must be defined
differently from the case of the square. The left neighbour point of (x,y) € (2,
reads (x — h,y). If the connecting segment {(z — ¥h,y) : ¥ € (0,1]} does not lie
completely in (2, there exists a boundary point

. (:E,y) € Qha s € (05 1]7
(x —sh,y) € I'  with (4.86a)
(x —dh,y) € 2forallv € [0, s),

which now, instead of (x — h,y) is called the left neighbour point of (z,y) (cf.
Figure 4.7). Likewise the right, lower, and upper neighbour points can be boundary
points of the following form:

(z,y) € 2n, s€(0,1],

(x + sh,y) € I'  with {( Ohy) € 0 forall ¥ € [0, 5), (4.86b)
(x,y) € 02p, € (0,1],

(z,y = sh) € I with {(x y—0Uh) € 2forall v € [0,s), (4.86c)
(z,y) € 2p, € (0,1],

(2,y+sh) €I with { (z,y +vYh) € 2foralld € [0, s). (4.86d)

We set
I, := {boundary points which satisfy (4.86a—d)}

A grid point (z,y) € {2, possessing a neighbour from I}, is said to be a near-
boundary point. All other points of (2, are said to be far-boundary points. As can
be seen in Figure 4.7, (z,y) may be a near-boundary point although (z + h,y) and
(z,y =+ h) belong to {2, (namely if {2 is not convex and not all connecting segments
lie completely in (2).
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If one wishes to approximate the second derivative v (x) with the aid of the
values of u at 2’ < x < 2, one can use Newton’s divided differences:

u(z") —u(z)  u(z) —u(2’)

u'(x) =2 /(2" — ') + Rem. (4.87)

! —x x —

Exercise 4.75. Show that (a) the Taylor expansion implies

' —x 2+ z—a' ? max{z' —x,x—z’
Rem| < D O ) iy < B ey 488)

for the remainder in equation (4.87) if u € C3([2/, 2"]).
(b) In (4.88) one can replace the norm of C3([z’, z”"]) by that of C%1([z/, 2""]).

(¢)If 2” = x + h and ' = = — h the difference in (4.87) agrees with the usual
second difference 0~ 9" u(z).

To set up the difference equation for —Au = f at (x,y) € {2, we use the four
neighbouring points

(x_séhay)a ($+Srh7y), (xvy_suh)a (x7y+soh) € 2, Uy,

as defined above with factors s, € (0,1] (x € {{,r,u, o} for left, right, under, and
over). For far-boundary points s, = 1 holds; for near-boundary points (x, y) at least
one neighbour lies on I, and the corresponding distance s,h may be smaller than
h. Equation (4.87) with 2’ = 2 — syh and 2"/ = x + s,-h provides an approximation
for u,,.. Analogously one can replace u,, by a divided difference. One obtains the
difference scheme of Shortley and Weller [264]:

1 2 2
—Dpu(x,y) := 2 [(Sgs + . s > u(z,y) (4.89)
2 (@t soh) — — e — seh,y)
- u(x, soh) — —————u(x — sph,
So (S0 + 54) y se(se+ sp) ey
2
N T‘h’ Y " - uh
P Sr)u(:c + s.h,y) su (oot su)u(l y — suh)

Remark 4.76. If s, = s, = s, = s, = 1, Dy, agrees with the standard five-point
formula Ay, (cf. Exercise 4.75¢).

The discrete boundary-value problem assumes the form

—Dpup, = fr:=Ryf onf2,  with (Ryf)(x) = f(x), (4.90)
Up =@ only .

The five coefficients on the right-hand side of equation (4.89) define the matrix
elements Lyg for £ = x and for the four neighbours & of x. Otherwise we set
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Ly¢ = 0. The right-hand side of the system of equations
Lyupn = qn,

in which wy, is interpreted as a grid function on {2), (not {25, U I;,) is given by

@ =fnton  en(x) ==Y Lx o)
gl

Again, @5 (x) = 0 holds for far-boundary points x € (2),.

Theorem 4.77. Let {2 be bounded and contained in a strip (zg,zo + d) X R or
R X (y0,y0 + d) of width d. For the matrix Ly, belonging to the Shortley—Weller
discretisation the following holds:
(a) Ly, is generally not symmetric;
(b) Ly, is M-matrix with

1L, Hloo < d?/8. @.91)

Proof. (a) Letx = (z,y) € {2, be a near-boundary point with (x — sgh,y) € I},
but its neighbour x’ = (z + h,y) € 2), be a far-boundary point. Then it holds that
Lyx = _Qf ? # —h™2 = L,y if s; < 1. Other than in Exercise 4.56, in general
no scaling can be found so that Dy, Ly, (D}, diagonal) becomes symmetric.

(b) Lj, need not necessarily be irreducible and hence irreducibly diagonally
dominant. But the weaker condition in Exercise 4.16 is satisfied and proves the
M-matrix property.

(c) For the proof of (4.91) we use Theorem 4.24. If the domain (2 lies in the strip
(z0, 70 + d) x R we select wy(z,y) := Rpw, w := (x — x9)(xo + d — x)/2.
The remainder in equation (4.87) contains only third derivatives that vanish for w.
Thus Dywy, agrees with Aw = —1:

—Dhuh:1 ith, thO Oth.

The corresponding system of equations reads Lywy, = qp, := fr + @p with f, =1
and g5, > 0. Thus we have Lyw;, > 1 and Theorem 4.24 proves ||L, || <

lwnllo < (5)%/2=d?/8. u
Exercise 4.78. Prove the analogue of the inequality (4.45):
2

d
-1
lunlloo < || L3 | oo 15l o +§n6%}3:|<p(€)\ < 5 max|f(x)| +£Ié2}>:\<ﬂ(€)|~

With (4.91) stability has been proved. The order of consistency however is only 1,
for at near-boundary points

Cp ‘= D;,,Rh,u — RhAu

is of the order of magnitude O(hl). Here, Ry, is the restriction to 25, U I,. Rh has
been defined in (4.90). We want to show that nevertheless there is convergence of
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order 2. The difference wy, 1= Up — Rpu between the discrete solution uy = L;lqh
and the solution u € C31(£2) of (4.85) satisfies

—Dpwyp, = —Dpup+Dp Rpu = Rhf—FD}LR}Lu = D}LR}LU—RhAu =cp in (2,
wp, =0 onl},

so that wy, = L,jlch follows. ¢j, can be written as ¢ + ¢}, where ¢ (resp. c})) is

the error of discretisation of the x difference (resp. y difference). In turn, cf is split

: z _ x,1 ,2,
nto ¢, =Cp, +ch :

z,2 R Ci(x,y), if S¢p = Sp = 1 xz,l _ x x,2
o (2,y) = {0 otherwise ’ “h - :

Analogously one defines ¢/’" and ¢’ and sets

e =cpt et & =cpt e’ wh =Ly e, (i=1,2).
The errors c3 are described by (4.49):
_ 1
[willoo < 1237 o lebllons  llhlloo < h? [lellgsagm) - (4.93a)
With K := {h? [ull ¢2.1 (57 define
Vp = K1 in .Qh, Vp = 0 on Fh, Eh = thh-

¢r(x) = 0 holds for far-boundary points x € (2y,; for near-boundary points x € (2,
however, we have

n(x) =K Z Lye = —K Z Ly (x € 25, near the boundary) .
£ey, EeTy,

Consider, for example, the near-boundary case x = (x,y) € (2, with & =
(z — s¢h,y) €IT},. According to Exercise (4.75a,b) the z difference has the error

s2+s2 2h?
7:h—2r €K<K = —KLye.
[ull g2 () Se4+500 — sg(sy—+ sg) ¢

hs? + s?
3 8.+ sy

1
ey (%) <

The analogous estimate for ¢/ (x) gives |} (x)| < én(x). Because ¢} (x) =
¢n(x) =0 at far-boundary points x € {2, one has —¢j, < cpht < é&,. Since L;l >0
it follows that —v;, < w}L < vy, ie.,

1.
[wh oo < K = §h3 ull g (32, - (4.93b)

Equations (4.93a,b) together with w} +w? = wy, = up, — Rpu prove the following
theorem.
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Theorem 4.79 (convergence of the Shortley—Weller method). Let (2 satisfy the
assumption of Theorem 4.77. The convergence for the Shortley—Weller method is of
second order if u € C31(02):

A

1 _ 1
lun = Rpunllos < §h3 ||U||c2=1(ﬁ) + ”thHOOéhz HUHCC“J(W)
< (Lp3 & h? 4.94
S35 ullgar(m) - (4.94)

Exercise 4.80. Show that if one uses the Shortley—Weller discretisation for all near-
boundary points, but the mehrstellen method from Section 4.6 for all far-boundary
points, the convergence is of third order: ||u, — Ryul . = O(h®).

Approximations of fourth order are described by van Linde [294].

4.8.2 Interpolation in Near-Boundary Points

Instead of discretising the Poisson equation at near-boundary points x € (2, by
a difference scheme, one could also try to determine uy,(x) by interpolation from
the neighbouring points. If, for example, x = (z,y) € (2}, is near the boundary,
(x — seh,y) € I}, and (z + s,h,y) € £2;, U I}, then linear interpolation yields

up(z,y) = [seun(z + srh,y) + srun(x — seh, y)] / (sr + se) -
Thus, at the point x we set up the equation
(s + so) up(x,y) — seup(x + s-h,y) — spup(x — seh,y) = 0. (4.952)

Since € = (z— s¢h,y) should be a boundary point, one can replace uy, (€) by ¢ ().
If, however, (x, y+s,h) or (x, y—s,,h) is a boundary point, we choose interpolation
in the y direction:

(su + So) up(x,y) — syup(x + soh,y) — seup(x — sy,h,y) = 0. (4.95b)
At any far-boundary point x € {2}, the five-point formula (4.10) is used:
—(Apup) (x) = fa(x) = Rpf(x) = f(x) (x far-boundary point) . (4.95¢)

Theorem 4.81. Let (2 satisfy the assumptions of Theorem 4.77. Let the discretisa-
tion be given by (4.95a—c) with the choice between (4.95a) and (4.95b) being made
in such a way that always (at least) one boundary point is used for the interpolation.
Let the system of equations resulting after the elimination of the boundary values
up(&) = p(&) (&€ € Iy,) be Lyup, = qp. Ly, is an (in general unsymmetric) M-
matrix which satisfies the estimate (4.91). The discrete solutions uj converge with
the order 2 ifu € C>1(0):

1 _
lun — Riunlloo < B2 |lullgi g + 6h2\|Lh1||oc l[ullgsn (g -
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Proof. (1) The M-matrix property and (4.91) are proved as in Theorem 4.77.

(ii) Let x € 2, be a near-boundary point at which (4.95a) is used. The error of
interpolation is

ch(,y) = (8 + s¢) Rpu(z,y) — seRpu(x + s,h,y) — s Ryu(z — seh, y),

(
1 2
o Srse (sr+s0) h™ |lullcrn g -

With this ¢}, and K := h? |[ull ¢1.1 () one can essentially just repeat the proof of
Theorem 4.79. ]

By rescaling and adding the equations (4.95a,b), one obtains

1 Sr+ S¢S+ Su 1
— - — — seh 4.96
h2 { ( Py + So5u ) uh(xv y) ¢ Up, (.I' Sel, y) ( )

1 1 1
——up(x + sph,y) — ;uh(% Y+ soh) — ;uh(w, Y- suh)} =0.
o

Sy u

Using this device one can obtain a symmetric matrix Ly, even at arbitrary {2.

Exercise 4.82. Show that the discretisation (4.95¢), (4.96) leads to a symmetric
M-matrix. The estimate of convergence reads

1
[un — Ryunloo < 207 |Jull iy + nghz ullesr () -

In (4.95a,b) linear interpolation was chosen because the values at the neigh-
bouring points were sufficient for it. Constant interpolation by

U(%?J) = U/h(l‘ - 5€h7y) = Qo(x - th,y) if (xay) € Qh? (aj - 5€h7y) € Fh7

is less desirable since it only provides first-order convergence : |up, — Rpul|, =
O(h). By contrast, interpolation of higher order is very applicable indeed (cf.
Pereyra—Proskurowski—Widlund [219]). However, it is described by an equation
which also contains points at an distance of > 2h. Higher boundary approximations
are in particular then necessary if one wants to apply extrapolation methods (cf.
Marchuk—Shaidurov [199, pages 162ff]).



Chapter 5
General Boundary-Value Problems

Abstract Section 5.1 introduces the general elliptic linear differential equation of
second order together with the Dirichlet boundary values. An important statement
is the maximum-minimum principle in §5.1.2. In §5.1.3 sufficient conditions for the
uniqueness of the solution and the continuous dependence on the data are proved.
The discretisation of the general differential equation in a square is described in
§5.1.4. Section 5.2 treats alternative boundary conditions replacing the Dirichlet
data. Examples are the Neumann condition, the conormal derivative and the Robin
boundary condition. Their discretisation (cf. §5.2.2) for general domains is rather
laborious. Section 5.3 discusses differential equations of higher order. In particular,
the biharmonic equation of fourth order is described in §5.3.1 followed by equations
of order 2m in §5.3.2. The discretisation of the biharmonic equation is in §5.3.3.

5.1 Dirichlet Boundary-Value Problems for Linear Differential
Equations

5.1.1 Posing the Problem

In Section 1.2 we have already formulated the general linear differential equation of
second order:

Lu=f in{2 with L = Z a;;(x) 5—5—+ Zai(x)— +a(x). (5.1
ig=1 81}8.1&‘ el axi

We mentioned that, without loss of generality, one can assume
a;;(x) = aji(x) (1<i,j<n,x€N)

so that the matrix
A(X) = (aij (X))i,jzl,... n (52)

,n
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is symmetric. A differential operator apparently more general than (5.1) is

I — Z 9 ol 9 n & oI (5.3)
” 007 ; aa:J 8:1cj i dx;  Ox;0x, ij '

. o 0
19 9
+ ;:1 {ai oz, + &ma } + a(x).

But since, for example,

(0t 0 ) = allugs, + (90210, Yo,

8Q?j t 65CZ

the operator (5.3) can be described in the form (5.1), provided that the coefficients
are sufficiently often differentiable. According to Definition 1.14, equation (5.1) is
elliptic in 2 if all eigenvalues of A(x) have the same sign. One can assume without
loss of generality that all eigenvalues are negative so that A(x) is negative definite
(cf. Exercise 4.30a). Thus, L is elliptic in {2 if

=Y ai(x)& >0 forallx € 2, 0# & € R™. (5.4a)

ij=1

The choice of the negative sign corresponds to Footnote 1 on page 13. For any
X € {2 there exists

c(x) == min{ - Z a;;(x)&:&5 1 €] = 1}

and it must be positive (¢(x) is the smallest eigenvalue of A(x)). Hence one can
also write (5.4a) in the form (5.4b):

— Z a;;(x)&:&5 > e(x )\5\2, c(x) >0 forallx € 2, 0# & €R". (5.4b)

i,j=1

Definition 5.1. The equation (5.1), or the operator L, is defined to be uniformly
elliptic in §2 if

inf{c(x) :x€ N2} >0 (¢(x) from (5.4b) ) . (5.4¢)

Exercise 5.2. Let L have continuous coefficients in the domain (2 and let it be
elliptic. Then in each compact set K C {2, L is uniformly elliptic.

On [' = 9{2 we impose the following Dirichlet boundary-value condition:

U= on I'. (5.5)
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Exercise 5.3. Let x — @(x) := % := X+ Sx be an affine map of {2 onto 12, where
S is a regular n x n matrix. Show that the operator L of the transformed differential
equation has the same ellipticity properties and that the last coefficient in

. 82 N0
i,j=1 T i=1 !

satisfies a(®@(x)) = a(x). Hint: Exercise 1.16.

5.1.2 Maximum Principle

In general, the maximum principle does not hold for the equation Lu = f, nor is
the solution of the boundary-value problem (5.1), (5.5) uniquely determined.

Example 54. Let 2 = (0,7)x (0,7), ¢ =0, f =0, L = —A — 2. Then both
u =0 and u(x,y) = sin(z)sin(y) are solutions of the boundary-value problem.
The second solution assumes its maximum at the interior point (7/2,7/2) € (2.

In the above example the coefficient a(x) = —2 (cf. (5.1)) has the wrong sign.
As soon as a > 0, we have the following statement due to Hopf [155].

Theorem 5.5 (maximum-minimum principle). Assume the coefficients of the
elliptic operator (5.1) are continuous in (2. Let u € C?(2) satisfy Lu = f and be
nonconstant. For any compact set K C (2 with a(x) > 0 we have:

(a)if f > 0and u < 0in K, the minimum of u is taken on 0K ;
(b)if f <0andu > 0in K, the maximum of u is taken on OK.

Proof. (i) It is sufficient to prove part (a), since (b) coincides with the statement (a)
for —u and —f.

(ii) Since K is compact, u takes a minimum in K. For an indirect proof assume
that the minimum of  is attained at an interior point x* € K\OK and that

* i <0. .
u(x*) < Inin u(x) <0 (5.62)

Consequently we have u,, (x*) = 0, and the Hessian matrix B := (uy,.; (X*))' 1

is positive semidefinite (i.e., B = BT and (£, BE) > 0 for all £ € R™). Evaluation
of the differential equation at x* yields

n

0< f(x*) = (Lu) (x*) = Z i (X*) Ug, o, (X*) + a(x*) u(x*) <0. (5.6b)
e

i,5=1

<0

The inequality trace (A(x*)B) = >, ; a;j(X*)tz,;(x*) < 0 (first sum on the
right-hand side) is the subject of Exercise 5.6c.
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First we replace the inequality f > 0 by the stronger f > 0. Then inequality
(5.6b) yields the contradiction 0 < f(x*) = ... <0.

(iii) It remains to study the case f > 0. Without loss of generality, we may
assume that K is contained in {x € R"™ : ||x||2 > 1} (cf. Exercise 5.3). The function
q(x) := exp(—al|x||3) (o € R) has the properties g(x) > 0 and

n

Lq(x) = (4042 Z aij(x)xixj—QaZ [aii(x)—i—ai(x)xi]+a(x))q(x). (5.6¢)
i=1

i,j=1

Since the region K is compact, L is uniformly elliptic in K (cf. Exercise 5.2),
sothat — >0 aij(x)zia; > cf[x||3 with ¢ > 0. Since [|x[ls > 1 forx € K,
we have — szzl a;;(x)z;x; > ¢ > 0. For sufficiently large |a|, the quadratic
part 4a? szzl a;j(x)z;x; prevails, and the bracket in (5.6¢) is negative. This
choice gives Lg < 0 in K. We set

v(x) = u(x) — Bq(x) with 3 > 0.
v satisfies the differential equation Lv = ¢g := f — /3 Lq and the condition v < 0.
The inequalities Lg < 0, 8> 0, and f > 0 imply g > 0.
The inequalities in (5.6a) are also valid for v if 8 > 0 is chosen sufficiently

small. Hence v < 0 and Lv = g > 0 hold in K, but the minimum of v is not
attained on 9K ,(x*). This contradicts the result in part (ii), since the function f

there is now g > 0. [
Exercise 5.6. The trace of a square matrix is defined by trace(A) := Y. | a;.
Prove that:

(a) trace(AB) = trace(BA) = 327", aijbji;
(b) a;; > 0 and trace(A) > 0, if A is positive semidefinite;

(c) trace(AB) > 0 if A and B are positive semidefinite. Hint: B'/?AB'/? is
positive semidefinite; cf. Exercise 4.30e.

The maximum-minimum principle in Theorem 2.13 (for the Laplace case) is
stronger, since an interior extremum implies that the solution v must be constant.
This is called the strong maximum-minimum principle.

Corollary 5.7. Under the conditions of Theorem 5.5 the strong maximum-minimum
principle holds: if the extremum is taken in the interior of K, u is constant in K.

Proof. Assume Lu = f > 0 and v < 0 in K. Let the minimum be assumed at the
interior point x* € K:

u(x*) =m = min{u(x) : x € K}.

If the set
w:={xe K :u(x) >m}



5.1 Dirichlet Boundary-Value Problems for Linear Differential Equations 97

is empty, u = m in K follows. For an indirect proof assume w # ().

Since w is open (relative to K), it cannot be a
subset of OK. Also dw C 0K is excluded since
otherwise w = K in contradiction to x* € K and
x* ¢ w. Hence there exists x' € Jw\OK with
d := dist(x’,0K) > 0. Let y € w be a point in
the d/3 neighbourhood of x’. Obviously,

§ :=dist(y, dw) < d/3 < 2d/3 < dist(y, 0K). Fig. 5.1 Annulus K5\ K33,
By construction of ¢, the open ball K := K(y) satisfies
KsCw, KsCK (ie,K;nN0K=0), Ks;n(dw\0K)#0,
i.e., there exists z € 9K N dw\dK C K\w. The definition of the sets implies
u(y) > m, u(z) =m.

Without loss of generality (after a suitable affine transformation, cf. Exercise 5.3)
the situation of Figure 5.1 can be assumed:

y =0, z=204e (e: unit vector in x; direction).

Figure 5.1 shows the ball K/, := Ks/2(y) C Ks and the (open) annulus
R := K;s\Kjs/>. The boundary OR is the union of 0K;,5 and OK;. Because of
0K/ C w we have

min{u(x) : x € 0K;/5} > m,

while u(x) > m for all x € 0K with the minimum wu(z) =m at z € 0Kj.

The function ¢ used in the proof of Theorem 5.5 is marginally modified:
2 2 : g . b7
p(x) = exp(—al|x||3) — exp(—ad®) with a>0 for 3 <|Ix|l2<d (i.e.,x € R)

Still Lp > 0 and p > 0 hold in R for sufficiently large o > 0. Hence w := u — cp
with ¢ > 0 satisfies the sign condgions Lw =: g < 0and w < 0. According to
Theorem 5.5, w as a function on R takes its minimum on OR = 0K/, U OKs.

For sufficiently small ¢ > 0 we have
min{w(x) : x € K52} > m,
while p(x) = 0 on 9Kj leads to w|ox, = u|sx, and hence to
min{w(x) : x € 0Ks} = min{u(x) : x € 0Ks} = u(z) = w(z) = m.

In particular, the maximum-minimum principle w(x) > m holds in R.
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Since w restricted to R has a minimum at a boundary point z, a—ilw(z) < 0 must
hold in the coordinate system of Figure 5.1. Inserting the definition w = u — ¢p
yields

Ou(z) < C@p(z) = 2clae " <0.

6.231 31‘1
On the other hand, z € 0Ks5 C K is a local minimum of u, so that 85‘35? =0
in contradiction to the previous inequality. [

Corollary 5.8. If the coefficient a(x) of L (cf. (5.1)) vanishes in K, the require-
ments u < 0 (for a minimum) or v > 0 (for a maximum) are not needed in
Theorem 5.5 and Corollary 5.7.

Proof. The sign condition of u is solely needed to ensure the correct sign of the
product au. Obviously, this is also guaranteed by a = 0. [

Remark 5.9. The continuity of the coefficients a;;, a;, and a of L in Theorem
5.5 and Corollary 5.7 can be replaced by the assumption @ > 0 in {2 or by the
stipulation: In every compact set K C (2 let a;;, a;, and a be bounded and let L
be uniformly elliptic.

5.1.3 Uniqueness of the Solution and Continuous Dependence

Lemma 5.10. Let (2 be bounded, let the coefficients of L be continuous and let
(5.4a) be valid and a > 0 in 2. Let uy,uy € C%(£2) N CY(2) be solutions of the
boundary-value problems

Lu; = f; in {2, u; =¢@; onl (1=1,2). 5.7

If f1 < foin 2 and o1 < g on I, then also uy < ug in 2.

Proof. The difference v = us — wuy satisfies the equations Lv = fo — f1 > 0
in 2 and v = 2 —p; >0 on I'. Let w := {x € 2:v(x) <0}. Obviously,
v(x) = 0 holds on dw. Then Theorem 5.5 with K := @ leads to a contradiction.

Hence w = () follows, i.e., v > 0 and us > u;. [

Theorem 5.11 (uniqueness). Under the conditions of Lemma 5.10 the solution
of the boundary-value problem Lu= f in 2 and uw= ¢ on I is uniquely deter-
mined.

Proof. Let ug,us be two solutions. Lemma 5.10 with f1 = fo = f, p1 = w2 = ¢
shows that u; < us as well as us < uy. Thus, u; = us. [ |

The next theorem states that the solution depends Lipschitz-continuously on f
and (.
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Theorem 5.12. Let L be uniformly elliptic in 2. Under the conditions of Lemma
5.10 the following holds:

[ur — w2l < Il — @2lloe + MIf1 = follo -8)
for solutions uy,us of (5.7). In this inequality the number M depends only on
K := supflay; (x)|, la:(x)], la(x)| : x € £2},

on the ellipticity constant defined by m := inf{c(x) : x € 2} > 0 (cf. (5.4¢c)) and
on the diameter of the domain §2.

Proof. Let 2 C Kg(z).Forall x € {2 we have z; — R < 27 < 21 + R. We select
a >0 so that ma? — K (a+ 1) > 1 and we define

w(x) = llp1 = @2l + (€2 — =R | o .

We compare w with the solution v := u; —ug of Lv = f1 — foin £2, v = @1 — o
on I". From the choice of Kr(z) we have

w(x) > v(x) forxelI.
Furthermore, the selection made of « ensures:

(Lw) (x) = a(x) [lp1 —
>0

2Ra _ ,a(z1—211R) 2 _
+ {Q,_/ L,_,[au(x)a + a1 (x)a + a(x)]} 1fi = foll o

>0 21 <-m <K <K
> {ma? — K (a+ 1)} fi— follo = 11— Follo
> f1(x) — f2(x) = (L) (x).

Using Lemma 5.10 with u; = v, us = w, the resultis v < w in (2, i.e.,

u1(x) —uz(x) = v(x) S w(x) < flwll < ller = @2l + M1 = follo

2R«

where M := e“"*. Analogously one proves —w < v so that (5.8) follows. [

Exercise 5.13. (a) Let {2 be bounded; let the coefficients of L be continuous in (2.
Now show that L is uniformly elliptic in {2 if and only if L is elliptic in {2.

(b) Theorem 5.12 holds for the special case fi = fo without the assumption of
uniform ellipticity.

(c) Let a strip in R™ be described by X' = {x € R" : 0 < (n,x — x*) < d}, where
x* € R™ is a boundary point of X, n € R™ with || = 1 is a unit vector, and 9 is
the strip width. Show that inequality (5.8) holds with M := %, if 2 C ¥ and «
are as in the proof of Theorem 5.12.
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(d) Under the conditions of Theorem 5.12 show that

[ulloe < lllloe + M1 Fllo -

Exercise 5.14. Let the coordinate transformation @ : x € 2 + £ € (2 and its
inverse @' : {2 — (2 be continuously differentiable. To the operator L (in the
x coordinates) let I’ correspond in the £ coordinates. Show that if L satisfies the
conditions of Lemma 5.10, or of Theorem 5.12, then so does L’.

The right-hand side f and the boundary values ¢ are not the only parameters on
which the solution u depends. We next investigate how the solution depends on the
coefficients a;;, a;,and a of the differential operator L.

Theorem 5.15. Let the coefficients of L' and L™ be a{j, a][, al resp. ag, af, a'l,

Let u! and u' be solutions of
Livi =" u = f ing, w=ul=¢p onl

Let L! satisfy the conditions of Theorem 5.12 and let u*! belong to C*(£2). With M
from (5.8) we then have

n
I’ = u|e < M{ > llaf; —affllsllulloaa) (5.9)

ij=1

n
+>_llaf = afloollu" e gy + llaf — af’lloollu”loo}-
i=1

If af; = af}, the condition u™ € C*(£2) N C*(R2) is sufficient; if also a] = a

ij° 7

then just u'l € C°(2) N C?(2) will do.

Proof. Set f' := L'u'. Then ||f" — flloo = |[(LT — LT)u'||, can be bounded
by the bracket on the right-hand side of (5.9). Theorem 5.12 applied to L u!l = f’
and Liuf = fimplies ||u! — u||oc < M| f" — flloo- [

5.1.4 Difference Methods for the General Differential Equation of
Second Order

For notational reasons we limit ourselves to the two-dimensional case n = 2.

General domains 2 € R? require special discretisations at the boundary as
explained in Section 4.8. Here we only want to discuss the difference formulae at
interior points. Therefore it will suffice to base our comments on the unit square
2=1(0,1) x (0,1).

Let L be given by (5.1). If one wishes to obtain a difference method of consis-
tency order 2, the following choice suggests itself, which will later be modified for
reasons of stability:
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ar1(z,y)0F 05 + 2a12000) + aza(x,9)0, 0, + a1(x, )00+ az(x, y)0)+ alz,y)

y Yy
—a12(z,y)/2 az(z,y) aia( 33 . Y)/2

=h7? | an(e,y)  —2[an(z,y) + an(z,y)] au z,y) (5.10)
aiz(z,y)/2 ag(x,y) —a12(z,y)/2

1 0 as(x,y) 0 0
toh T malmy) 0 ai(@y)| + 0 a(ﬂ? y) 0
0 —as(z,y) 0 0 0 O

Remark 5.16. The difference method (5.10) is a nine-point scheme of consistency
order 2.

Let L, be the matrix of the system of difference equations (2, associated to
(5.10) (cf. Remark 4.7):

Lhuh = ({h - (511)

The solvability of equation (5.11), for arbitrary gy, is equivalent to uniqueness. In
the continuous case, uniqueness was essentially given by the condition ¢ > 0 and
the ellipticity condition ajjage > a%Q (cf. Theorem 5.11). These conditions are in
general not sufficient to guarantee the solvability of equation (5.11). We thus replace
(5.10) with another discretisation.

Theorem 5.17. For the coefficients of L let (5.4a,b) hold, and assume that

lar2(x,y)| < min{—a11(z,y), —a22(z,y)} (5.12)

and a(z,y) > 0 in 2. Then there exists for L a seven-point difference method of
consistency order 1 such that the associated matrix Ly, is an M-matrix. In particular,
the resulting equation (5.11) is solvable.

Note that Condition (5.12) follows from the ellipticity inequality (5.4a) only if
a1l = a9 < 0.

Proof. At the grid point (x,y) € (25, (cf. (4.8a)) we abbreviate the coefficients
aij(z,y), a;(z,y), and a(z, y) to a;;, a;, and a. The principal part Y a;;0% /0x;0z ;
(1 = x, xo = y) is discretised by the following difference stars:

2 0 2 1
8—2; h21-21], 8—2 h210-20],
Oy 0 O3 1
0-1 1]
W2 -1 2-1], ifa;p<0, (5.13)
’? | 1-1 0]
Ox101y [—1 1 0]
2| 1-2 1|, ifa;p>0.
| 0 1-1]

For a15 < 0, we thus obtain
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2 92 0 az2 — a12 aiz
— . h? 2
2% . ailp — a2 (a12 —a11 — Cl22) ailp — a2
= (91‘181’2
i,j=1 a2 a2 — a12 0

Introducing af, := max{ai2,0} and aj, := min{a;s, 0}, we then get the seven-
point star for any sign of a1s:

—af, ags + |aiz] a1p
72 a1 + |ata]  2(=|ai2| —a11 —aze) ain + |aiz|| - (5.14)
Qg agz + |asz] —ay

Exercise 5.18. Let L be the matrix belonging to the difference formula (5.14) (note
that the coefficients in (5.14) depend on the spatial coordinates). Assume (5.4a) and
(5.12) hold. Prove that L;, satisfies the conditions of Exercise 4.16a.

The first derivative terms aza/ Ox; are replaced by the forward and backward
differences, respectively, aza ~ifa; > 0ora; <0:

2 o ay
Zai— +a: At —al ai| +az| ay | + a , (5.15)
— 6:51 +

—ay

where a is defined in the same way as a12 Because a > 0, the diagonal element
is positive, the others nonpositive. If one adds these terms to (5.14), the resulting
matrix L, satisfies the conditions of Exercise 4.16. Therefore Lj, is an M-matrix. m

It is easy to see that the difference formula (5.14) is of second order of consis-
tency; (5.15), however, contains the one-sided differences so that the total discreti-
sation is only of first order.

The condition (5.12) can be avoided if one allows larger difference stars, which
also contain the values u(x; &+ vh,zo £+ ph) for fixed v,u € N (but in general
|v], || > 1) (cf. Bramble—Hubbard [49]). Layton—Morley [185] point out that with
weaker conditions than (5.12) one may still obtain a matrix Ly, which, though not
an M-matrix, does have a positive inverse.

To obtain a method of consistency order 2, one must discretise Y | a;0/0x; as
in (5.10). The following corollary shows that Lj, is also an M-matrix when ha; is
sufficiently small.

Corollary 5.19. In addition to the assumptions of Theorem 5.17 let the following
hold:

h
—Qi; > |CL12| 4+ — |G,Z| (Z = 1,2) (516)

Then the discretisation of a; =— a from (5.10) together with (5.14) leads to a seven-
point difference method of second order of consistency such that Lj; is an M-
matrix.

Proof. Ly, satisfies (4.21a) and is irreducibly diagonally dominant. [
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Exercise 5.20. The condition —a;; > |a12| + h|a;| /2 instead of (5.16) is not suffi-
cient. Construct a counterexample with a;; = age = 1, a12 = 0, h = 1/3, a;(x,y)
variable, and |a;| = 6 so that Ly, is singular.

Considerably weaker conditions for the regularity of Lj than in Theorem 5.17
and Corollary 5.19 will be discussed in Section 9.3 (cf. Exercise 9.40, Corollary
11.38).

In general, L;, is not a symmetric matrix. Symmetry of L, is to be expected only
if L is also symmetric: L = L’. Here the formally adjoint differential operator L'
which is associated to L in (5.3), is defined by

L= u im0 s
Z |:a7,g 3931(9% + O, Qi 8£Ej o 8%31’3 zj:| Z [ oz, axl az:| +a

i,j=1 =1
(5.17)

It is easy to see that a symmetric operator can always be written in the form
8
L= Z Bx ——ai;(x —|— a(x), a;;(x) = aji(x). (5.18)
?

A difference method for this is given for the case n = 2 and a;2 = 0 by the five-
point star

0 a22($,y+ %) N 0 000
h=?|ay (z—", {a“@”y)a“(“”y)} an(z+2y)[+]0a0].
11( 2 y) _a22($7y+%)_a22($7y_%) 11( 2 y) 000
0 CLQQ(’I,y* %) 0
(5.19)

Theorem 5.21. Let a1y, aze € C%1(82). The difference method (5.19) is consistent
of order 2. The associated matrix Ly, is symmetric. If a;; < 0 (ellipticity) and a > 0,
then Ly, is a positive-definite M-matrix.

Proof. (a) For the proof of consistency, expand

h h
7) = all(a: + -,

v(x + 5 5

y) [u(z + h,y) + u(z,y)] (y fixed)

around z + h/2, and then expand v(x + h/2) — v(x — h/2) around z.
(b) The symmetry results from Lyg = L¢y for x, €& € (2.

(c) Ly, is irreducibly diagonally dominant so that Criteria 4.18 and 4.32 are applica-
ble. [

The mixed term a%alg (x,y) % + %alg(ac, y) % can be discretised by

A B A c
h~? _%12 B %12 c a12D+ a12E F H 0 F
9 app +ap  —ay; —aypp — G — Ay a1%{+ ayp |, (5.20)

E a G
0 a1p +app —aip —arp
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where the upper index indicates the evaluation at x + dh with § specified below:

| A B C D E F G H
S=30) (1.9 (0.1 (-5,0) (0,-3) (3.0 (5, ~1) (1, =3)

Another way of writing (5.20) is:

h

1
Z19tp(- = = ..
5 9, b( 5’

h h h
)0z +05b(, = 5)0; + 0y b(- + 5,)05 + 05 b(, -+ 5)0y |

where b := aqs.

Exercise 5.22. (a) For the coefficients of L in (5.18) let the following hold: a;; €
Cl(Q), a1 < 0, a3 < 0,a12 = as1 > 0,a11 + a2 < 0, ass + a12 < 0,
a > 0. Show that the difference scheme which is described by (5.19) and (5.20) has
consistency order 2 and that for sufficiently small h the associated matrix Ly, is a
symmetric, irreducibly diagonally dominant and positive-definite M-matrix.

(b) What is the suitable discretisation for the case a1s = as1 < 0?

Exercise 5.23. The difference formula from Theorem 5.17 for the operator L reads
auaja; + 012(({9;8;_ + 8;8?;) + a228;8y_ + alaj + azé); +a,

when a2 < 0,a; <0, as < 0. Let the associated matrix be Ly. Then prove that
the transposed matrix L describes a difference method for the adjoint operator L’
and also possesses consistency order 1.

In general it is possible to show for regular difference methods that L} is a dis-
cretisation of L'. The role of regularity is demonstrated in the next example.

Example 5.24. Let Lu := —u” + av/ in 2 = (—1,1) with a(z) < 0 forz < 0 and
a(z) > 0forz > 0. According to (5.15) au/ is discretised for z < 0 by a(x)0 " u(z)
and for x > 0 by a(z)0~ u(z). Let the associated matrix be Lj, = Ly 2 + Lp 1,
where Ly, o and Ly, 1 correspond to the terms —u” and au’ respectively. According
to the above, LZ,1Uh should be a discretisation of —(av)’. But the differences Ll,lvh
atz =0and z = h are

# [a(=h)on(=h) = a(0)vn(0) — a(h)v(h)] = — (av)’ —
% [a(0)v,(0) — a(h)vy(h) — a(2h)v,(2h)] = — (av)" +

a(0)v,(0) + O(h),
a(0)vr(0) + O(h),

S =

thus they are not consistent. Nevertheless, LZ is a possible discretisation of L'v =

—v" — (av)’, for it can be shown that the error v, — Rjv has order of magnitude
O(h).

To prove stability one has to show ||L; *||oc < const. Obviously it is sufficient to
prove this inequality for sufficiently small h. In the proof of Theorem 5.12 we used
the fact that

Lw>1 in{2, w>0 onl
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for
w(x) := exp(2Ra) — exp(a(z1 — z1 + R)).

Let Djup (x) be the difference equations from which Lj,uy, results after eliminagon
of the boundary values. We set wy, := 2Rpw; i.e., wp(x) = 2w(x) for x € 2.
The following holds:

Dpwp, = 2 (Dth - RhL) w+ 2Ry Lw > 2 42 (Dth _ RhL) w.

Each consistent difference method satisfies ||(Dy Ry, — Ry L)w||so — 0. For suffi-
ciently small hy we thus have

thh(x) >1 (X (S .Qh, h < ho) .

This inequality agrees for far-boundary points x € (2, with Ljwy,(x) > 1. For near-
boundary points x € £2;,, Dpwp,(x) also contains the sum ., Lxgwy, (&), which
is not contained in Ljwp, (x). For the discretisations from Theorem 5.17, Corollary
5.19, Theorem 5.21, and Exercise 5.22, however, Lxe < 0 (x € {2, & € I'},) holds,
so that because wy, > 0 on [},

Lywy, > Dpwy, > 1 (h < ho)
holds for all grid points. Theorem 4.24 yields the next theorem.

Theorem 5.25. The discretisations described in Theorem 5.17, Corollary 5.19,
Theorem 5.21, and Exercise 5.22 are stable under the conditions posed there, i.e.,
L, loo < const forallh € H = {1/n:n € N}. According to Theorem 4.48 the
methods converge. The order of convergence agrees with the corresponding order
of consistency.

5.1.5 Green’s Function

The idea of representing the solution by the Green function can be repeated for the
general differential equation (5.1). The Green function (of the first kind) g(&,x) is
singular at £ = x and satisfies

Lxg(&x) =0, Lgg(§,x)=0 forx,£€ 2, x#§,
g9(&,x)=0 forxelor&el.
Here, L’ is the adjoint differential operator (5.17). If L # L', then g is no longer

symmetric: g(x, &) # g(&,x). The singularity of g(£,x) at € = x is such that under
suitable conditions the solution of (5.1), (5.5) can be represented as

u(x) = /Q 9(€.%) f(€)de + /F (&) Beg(€,x) AT
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where
n a
B =D = Z ”jafg_aij
ij=1 v

is a so-called boundary differential operator (n; are the components of the normal
vector n = n(&), & € I') describing the conormal derivative. Only when the
principal part of L agrees with —A is B the normal derivative.

In the discrete case the inverse L;l again corresponds to the Green function
gh('a )

5.2 General Boundary Conditions

5.2.1 Formulating the Boundary-Value Problem

Let the differential equation be given by (5.1). The Dirichlet boundary condition
(5.5) can be written in the form

Bu=y¢ onl’ (5.21a)

where B is the identity (to be precise: the trace on I"). In more general settings B
can be an operator — a so-called boundary differential operator — of order 1:

n
B=Y bty the) (e D). 5:21b)
Introducing the vector b(x) = (by(x),...,b,(x))T, we can write Bu in the form

Bu = (b(x), Vu(x)) + bo(x)u(x)  or B=b"V +by.

Example 5.26. (a) From b = 0, bg(x) # 0 there results what is known as the
Dirichlet condition uw = ¢ /by on I, also known as the boundary condition of the
first kind.

(b) The choice b = n, by = 0 characterises the Neumann condition, also called the
boundary condition of the second kind.

(c) Equation (5.21a) with (b, n) # 0, by # 0 is known as the boundary condition of
the third kind or the Robin boundary condition."

Remark 5.27. The case (b,n) = 0 is excluded in general. For (b,n) = 0, b"V is
a tangential derivative. The boundary condition Bu = ¢ is then very similar to a
Dirichlet condition. The condition “u=¢ on I'” implies “Bu = ¢ := By onI'”.

! Details about the eponym Victor Gustave Robin (1855-1897) can be found in Gustafson—-Abe
[126, 127].
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The normal derivative
B =09/0n (ie, b = n)
is important in connection
with L = —A. For the
general operator L in (5.1)
the so-called conormal Y,: du/dn=0 v,:u=0
derivative B with

b = An
Fig. 5.2 (a) Boundary-value problem with changing boundary
(A asin (5.2)) is of greater ~condition type, (b) Dirichlet problem in a disk with a cut.

importance, as we will see
in Section 7.4.

Statements about existence and uniqueness of the solution always depend on
L and B. We have seen already that for L = —A, B = I (Dirichlet condi-
tion) uniqueness is guaranteed (cf. Theorem 3.2), while the problem associated to
L=-A,B=n"V = 0/0n is, in general, not solvable (cf. Theorem 3.28).

The coefficients of B depend on position. Of course, B(x) = 0, i.e., b(x) = 0
and bp(x) = 0, must not occur for any x € I'. But it is possible that b(x) = 0
(and by # 0)in~y C I' and b(x) # 0 in I'\~y. Then there is a Dirichlet condition
u = /by on the piece v and a boundary condition of first order on the remain-
ing boundary piece I'\~. At the points of contact between v and I"\ the solution
generally is not smooth (it has singularities in the derivatives).

Example 5.28. Let {2 be the upper semicircle around z = y = 0 with radius 1.
Let the differential equation and boundary conditions be given as in Figure 5.2a.
The boundary condition changes its order at + = y = 0. The solution in polar
coordinates reads: u = +/rsin(p/2) (cf. (2.3a)). Check that u, = O(1/+/r) and

u, = O(1/\r).

The same singularity as in Example 5.28 occurs

Ql in the problem described in Figure 5.2b; the solu-
tion is also r'/2sin(¢/2). This Dirichlet problem
Y and Example 5.28 are closely connected with each
other.
Q

Example 5.29. Let 2 = 2, U 25 U v with 21 N
25 = () be as in Figure 5.3: let the reflection of 2,

Fig. 5.3 A domain symmetric in ~ result in £25. If one seeks a solution of
with respect to 7.

Lu= f in 2, Bu = ¢ on 012,

and if together with u the function u reflected in -y is also a solution, one expects
u = u. This solution then satisfies

Lu= f in 21, Bu= ¢ on 9f1\y, du/On =0 on ~.
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Exercise 5.30. (a) Let {2 be symmetric with respect to the x;-axis as in Figure 5.3.
Which conditions must the coefficients of L in (5.1) satisfy so that Lu = 0 implies
that also u™ (21, x2) := u(x1, —x2) is a solution of Lu = 0?

(b) Let the conditions of part (a) hold and assume that u is a solution of Lu = 0 with
Dirichlet values v = ¢ on I' which satisfy the symmetry condition p(x1,x9) =
(21, —x2). Which conditions guarantee that v is symmetric?

While the boundary condition Bu = ¢ on
02 may be of physical origin, Example 5.29
shows that a Neumann condition may also have
a geometric basis. Another geometrically justi-
fied boundary condition is the following. Let (2
be given as in Figure 5.4: 1 and ~5 are parts of
I" = 012 with

) Fig. 5.4 Discretisation for periodic
Yi = {(zi,y) 1 y1 <y <o} (i=1,2). boundary conditions.

Then, in addition to Bu = ¢ on I'\ (71 U~2), we can require the periodic boundary
condition

u(r1,y) = u(r2,y), Uy (T1,Y) = Uz (T2,Y) fory; <y <y (5.22)

on y; and 7. The solution is periodically continuable in the = direction (with period
9 — x1). The origin of periodic boundary conditions is discussed in Example 5.31.

Example 5.31. (a) Let {2’ be an annulus which is described by the polar coordinates
r € (r1,r), ¢ €10,27).

Transformation of the differential equation to polar coordinates gives as the image
domain the rectangle {2 = (r1,r2) % (0, 2m). The original boundary conditions on
{2’ become boundary conditions at the upper and lower boundaries while equation
(5.22) describes the periodicity of the angular variable x € (0, 27).

(b) Instead of on £’ C R2, one can also define a boundary-value problem on a part
of the 2-dimensional surface of a 3-dimensional body. If {2’ lies, for example, on
the surface of the cylinder

{€eR?: G+ <r? &ERY,

the unfolding of 2’ results in a domain {2 as in Figure 5.4. Here too, equation (5.22)
is justified by the fact that x plays the role of an angle variable.

(c) If one seeks solutions in the unbounded strip 2 = R X (y1, y2) one can instead
look for periodic solutions in {2 = (0, 27) x (y1,y2) with the boundary condition
(5.22), since those (after periodic continuation) are also solutions of the original
problem. Solutions with periodic boundary conditions in the x and y directions can
even be continued onto 2’ = R2.
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5.2.2 Difference Methods for General Boundary Conditions

The boundary conditions posing the least difficulties are the periodic boundary con-
ditions. Define (2}, as the set of grid points in {2 and on ~; (but not on ~s; cf.
Figure 5.4). The difference equation at a grid point (x1,y) € -1 has a left neigh-
bour (x; — h,y) outside £2. Replace u(z1 — h,y) in the difference equation by
up (2 — h,y). By doing so we have transferred the periodicity onto the difference
solution without explicitly discretising equation (5.22). Of course, the step size must
be chosen so that zo — x; is a multiple of h.

Exercise 5.32. For periodic boundary conditions the structure of the matrix Ly,
changes. Let L = —A in the square {2 = (0,1) x (0,1). Assume Dirichlet
conditions for the upper and lower boundaries, and for the lateral boundaries the
periodicity condition (5.22). In analogy to (4.16) exhibit the form of the matrix Ly,
for a lexicographical arrangement of the grid points.

In Section 4.7 we described the dis-

cretisation of the boundary condition ® (X+h,y4‘h_),,—*
B = n"V = 0/0n; for the case that {2 is r h~ g
a rectangle and I" coincides with the grid. ] %(X-i' Y)
In the same situation one can discretise (X—’y’) (x+h.y)

the general boundary condition (5.21a,b) as

follows. Let outside 1n31de.

Ty el,=02,NnT
( ’ y) h h Fig. 5.5 Discretisation of Bu = ¢;

be a grid point on I". The point of inter- gis theline by (z — &) = ba(y —n).

section (z + h, §) drawn in Figure 5.5 is given by

§=y+hba(z,y)/b1(v,y).

Note that b; # 0, since bTV is not to be a tangential derivative. For u € C2(2)
the directional derivative b" Vu = (b, Vu) in (z,y) is approximated by

w(@,y) — ulz +h,g)

= (bTVu)(x,y)—i-(’)(h) = p(x,y)—bo(z,y)u(z,y)+O(h),

Vh?+ 62
(5.23a)
hb
where 6 =g —y = bg((x,y)) On the other hand, one obtains w(z + h, §) under
1z, Y

the same conditions by interpolation up to order O(h?):

) h—20
u(z 4+ h,j) = ~ulz +h,y +h) + u(x + h,y) + O(h?). (5.23b)

h
The combination of (5.23a) and (5.23b) leads to the difference formula

(Brur) (z,y) == coun(x,y) — crun(x + h,y) — coun(z + h,y + h) = @(z,y)
(5.23¢)
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with

1 ) h—o
co=—+b(z,y), aa=-—, co=—— p:=+VhE+5
p hp hp

Lemma 5.33. Let R, be the restriction to the grid points 2y,. For a function
u € C?(02) one has

Bh(uh — Rhu)(m,y) = (p($7y) — Bthu(ac,y) = O(h Hu||c2(ﬁ))7

i.e., the discretisation of the boundary condition has consistency order 1.

We assume that the difference equations

> Lagun(€) = fu(x)

£eny,

(before the elimination of the values up (€), € € I'},) satisfy the inequalities

Lie <0 (x#§), Lyx > — Z Lye (x € 2y, €€ 02;). (5.24)
£#x

Here Lyx > 0 and Ly¢ < 0 correspond to the sign condition (4.21a). The second
inequality in (5.24a) agrees with (4.26b). The corresponding inequalities for (5.23c)
read:

c1 >0, co > 0, co > c1 + co. (5.24b)

Let the difference equations in {2, and the boundary equations (5.23c) given for
(z,y) € I, be combined into Apup, = gp. (5.24a,b) implies

Qxg <0 (X7€ € ﬁh)7 Oxx = — Z axg (X € ﬁh)
£4x

Therefore, Ay, is an M-matrix if Ay, is irreducible and (4.26a) holds for at least one
X € ﬁh.

The above considerations explain why the boundary discretisation should satisfy
the conditions (5.24b). (5.24b) holds for the case by = 0 if and only if by /b; € [0, 1].
If b /by € [—1, 0], (5.24b) can be satisfied if one interpolates between y and y — h
(instead of y and y + h). If, however, |bs| > |by], i.e., if the tangential component
is greater, one could interpolate between (z + h,y) and (z + h,y + kh), where
|b2/b1| < k. For the case by /by > 1, however, it is more practical to interpolate at
the point (Z,y + h) between (z,y + h) and (z + h,y + h). Generally one should
choose as interpolation point the point of intersection of the line with the dotted
straight line in Figure 5.5.

In the preceding discussion we started with the case {2 = (0,1) x (0,1). If £2 is
a general region, two discretisation techniques offer themselves (cf. Sections 4.8.1
and 4.8.2).
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First option for discretisation.
Let (2, and I}, be chosen as
in §4.8.1. At near-boundary points
the differential equation is approxi-
mated by a difference scheme which
in the case of L. = — A corresponds
to the Shortley—Weller method. For
this one needs the values of u; at
the boundary points £ € I},. As in
Figure 5.6 let

Fig. 5.6 First boundary discretisation.
(z,y) = (& = seh, ) € I

be a boundary point. Again, we can set up an equation analogous to (5.23a—c).
In Figure 5.6 (&, §) has the same position as (x + h, §) in Figure 5.5. In general one
has to use the point of intersection of the line which is also presented by (z,y) +
tb (t € R), and the dotted straight line in Figure 5.6.

Second option for discretisation. T
Let 2;, be the grid (2;,, used above.
Now let 2, consist of all interior
points of (2. For all (z,y) € 2,
difference equations (with equidistant
step size) are declared which involve
{un(€) : € € 2),}. For each point

(&,9) € I, :== 2,\92,

a boundary discretisation must be
found (cf. Figure 5.7). Equation
(5.23a) can be set up with (Z,g) and
(Z 4 h,y) instead of (x,y) and (x + h, 7). The arguments of the coefficients by
and bs are (x,y). This point results implicitly from

Fig. 5.7 Second boundary discretisation.

bo(x,y) (x —2) =bi(z,y) (y—=9),  (z,y) €T (5.25)

Remark 5.34. (a) At near-boundary points, the first discretisation requires a differ-
ence scheme for Lu = f with nonequidistant step sizes. The second discretisation
requires an approximation of the nonlinear problem (5.25). From a programming
viewpoint both procedures are undesirable because of the case distinctions.

(b) If the vector b from B approaches the tangential direction, both methods fail
since the straight line no longer intersects the dotted straight line from Figures 5.6
and 5.7. Here, the second discretisation fails earlier than the first one.

Another option for avoiding the difficulties described above consists in using
variational difference equations, at least near the boundary (cf. Remark 8.73).
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Occasionally it is also possible to simplify the boundary conditions by using
coordinate transformations. Let Bu = ¢ be prescribed on v C I'. If one finds a
transformation (x,y) <+ (&, n) such that the equations £ = 0 and baxe = b1y are
satisfied on ~y, one obtains for the transformed problem

Buza@erou:(p
on

on a vertical boundary piece (9/0n = —9/0¢). The discretisation may be carried
out as described in Section 4.7.

The same reasoning as in the preceding sections proves stability and conver-
gence.

Remark 5.35. Let the difference method Dpuj, = fj satisfy the conditions of
Theorem 5.25 so that

Dy > 1 for wy := K1+ wy,

(K > 0 is constant; wy, is as in the proof of Theorem 5.25). Let the boundary
discretisation (5.23c) satisfy

00701—02:b0(x)2€>0 forallx € I}, .

For sufficiently large K, one then obtains (Bjwp)(x) > 1 for x € I},. Hence
it follows that Apw, > 1, where Ay, is the M-matrix defined immediately after
equation (5.24b). Since

| A; oo < const

(cf. Theorem 4.3.16), stability has been proved. The order of convergence is the
minimum of 1 (order of consistency of Bj; cf. Lemma 5.33) and the order of
consistency of Dpup = fp.

In general it is not possible to approximate bV by symmetric differences.
To construct a discretisation of Bu = ¢ with consistency order 2 despite this fact,
set:

3
Bhuh(xay) = COUh(x,y) - Zciuh(xi7yi) = g(xay)? (.’L'7y) € Fha

i=1

where (z;,y;) are three points in (25. If, in order to remove the first two terms in
the Taylor expansion, one uses the differential equation Lu = f in (z,y) and the
tangential derivative of Bu = ¢, one obtains a discretisation of order 2. For the
special case L = A, B = 9/0n + by, Bramble-Hubbard [50] proves that the three
points (x;,y;) may be chosen such that the inequalities ¢; > 0, cg > ¢1 + ¢2 + ¢3
hold and guarantee stability. However, in general, the (x;, y;) do not lie in the direct
neighbourhood of (z,y) € I},. Nonetheless, the construction of the discretisation
seems to be too complicated to be recommended for practical purposes.
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5.3 Boundary Problems of Higher Order

5.3.1 The Biharmonic Differential Equation

In elastomechanics the free vibration of rods leads to (ordinary) differential equa-
tions of second order if longitudinal vibrations (= compression waves) or torsional
vibrations are involved. By contrast, transversal vibrations (= bending waves) result
in an equation of fourth order. Correspondingly, the bending vibration of a plate
leads to a partial differential equation of fourth order. This is the biharmonic equa-
tion (or plate equation)

Au=f inf (5.26)

(A% = 0*/0x* + 201 )0220y? + 0*/0y*). Here u describes the deflection of the
plate perpendicular to the surface. If the plate is firmly clamped at the edge, one
obtains the boundary conditions

0
u = and au V2 on I’ (5.27)
on
with o1 = 2 = 0. A biharmonic problem (5.26), (5.27) also results from a trans-

formation of the Stokes equations in {2 C R? (cf. Remark 12.5).

The differential equation (5.26) may be combined with other boundary values
than (5.27). An example is:

u=(; and Au= @y onl’ (5.28)
(simply supported plate). Other examples can be found in (7.30b,e).

Exercise 5.36. Show that if one solves the Poisson equations —Av = fin 2, v =
—pgo on I and, subsequently, —Au = v in {2 and u = ¢y on [, then u is the
solution of the boundary-value problem (5.26), (5.28). Why can Problem (5.26),
(5.27) not be handled likewise?

Remark 5.37. The solutions of A%y = 0 do not satisfy a maximum-minimum
principle (counterexample: u = 2% + y? in 2 = Kg(0)).

5.3.2 General Linear Differential Equations of Order 2m

The partial derivative D* (o € Nfj: multi-index) of order |o| = a1 + ... + a, is
defined in (3.11b). A differential operator of order 2m has the form?

L= Y a(x)D* (x€) (5.29)

lal<2m

2 The notation || <2m (O > || =2m €t¢.) means the summation over all multiindices o € Nd
with the indicated side condition.
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and defines the differential equation of order 2m:
Lu=f in £2.

Ellipticity has been explained thus far only for equations of second order (cf. Defi-
nition 1.14).

Definition 5.38. The differential operator L (with real-valued coefficients a,) is
said to be elliptic (of order 2m) at x € (2 if

Z (X)€% #£0  forall 0 # & € R™. (5.30a)

|a|=2m

Here, £ is an abbreviation for the polynomial £ €52 ... €2 of degree |«|. We
set P(x, &) 1= X4 )=2m @a(x)€". Evidently (5.30a) is equivalent to P(x, §) # 0
for all & € R™ with |£] = 1. For reasons of continuity either P(x,£) > 0
or P(x,€) < 0 must hold. Without loss of generality, we may assume that
P(x, &) > 0; otherwise we scale with the factor —1 (changing from Lu(x) = f(x)
to —Lu(x) = — f(x)). Since the set {£ € R" : |£| = 1} is compact it follows that
¢(x) :=min{P(x, &) : [£] = 1} > 0 and this justifies the formulation of (5.30a) as

Z a0 (%)€Y > o(x) |€)*™ for all € € R™ with ¢(x) > 0. (5.30b)

|| =2m
Definition 5.39. The differential operator L is said to be uniformly elliptic in (2 if
inf{c(x):x € 2} >0 for ¢(x) from (5.30D).

Exercise 5.40. (a) Translate L from (5.1) into the notation of (5.29). What are the
coefficients a,, for L = A2?

(b) Prove that the biharmonic operator A? is uniformly elliptic.

(c) Let a,, be real-valued. Why are there no elliptic operators L of odd order?

(d) If the coefficients a,, are sufficiently smooth one can write L from (5.29) in the
form L =37 1< 22 1< (1171 DPans(x) D* (cf. (5.1) and (5.3)).

For m = 1 (equation of order 2) we have used one boundary condition; for the
biharmonic equation (m = 2) two boundary conditions occur. In general one needs
m boundary conditions

(Bju)(x) == > bja(x)D%u(x) =¢;(x) forxel, 1<j<m,

|| <my

with boundary differential operators B; of order 0 < m; < 2m.

Remark 5.41. The boundary operators B; cannot be chosen arbitrarily, but must
be independent of each other (they must form a so-called normal system; cf. Lions—
Magenes [194, page 113] and Wloka [308, Definition 14.1]). In particular the orders
m; must differ pairwise.
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We have a Dirichlet boundary condition if
Bj =" /oni™t = (9/on)""t for j=1,....,m (cf. (5.27)).

The representation of the solution using the Green function will not be discussed
at this point. However, it is remarkable that the Green function (and in particular the
singularity function) for L is continuous whenever 2m > n. For L = A? in R?,
for example, the singularity function is g |x — y|* log|x —y| (cf. Wloka [308,
Exercise 21.9]).

Theorem 2.29 raises the question regarding the continuous dependence of the so-
lution on variations of the domain 2. The given result applies to differential equa-
tions of second order. Boundary-value problems of fourth order require a smoother
variation: a suitable metric must take into account the curvature of the boundary. In
the case of the (weaker) Hausdorff norm, the so-called Babuska paradox is a promi-
nent counterexample. Consider the biharmonic equation (5.26) with the boundary
condition u = Au = 0 on the regular n-gon {2,, with corners on the unit circle
2. Obviously {2, converges to {2 with respect to the Hausdorff norm. However, the
solutions u,, in {2, do not converge to the solution w in {2 (cf. Babuska [14] and
Rannacher [231]).

5.3.3 Discretisation of the Biharmonic Differential Equation

The simplest difference formula for L = A? is the 13-point difference method

1
2 -8 2
Dp=A2 =h*|1-820 -81|, (5.31)
2 -8 2
1

which can be represented as the square of the five-point star Aj, from (4.10). Let the
grid £2;, C 2 and the boundaries I, C I', v, C R?\{2 be defined as in Figure 5.8
(e for inner grid points, o for outer points, x for boundary points). The difference
equation

Dyup = fh in 2, (5.32a)

requires the values of wuj, in 25, = 2, U I}, U~y These are determined by the
boundary conditions

up(x) = p1(x) forx € I, (5.32b)
up(x + hn) — up(x — hn)
2h

P up (x) =

n

=a(x) forxel}, x+hney,
(5.32¢)
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(cf. (5.27)). Note that two (m = 2) boundary layers occur, I} and v, and that two
boundary conditions are given.?

Remark 5.42. If with the aid of (5.32b,c) one eliminates in equation (5.32a) the
unknowns {uy (&) : € € I, U~y}, one obtains a system of equations Lyuy, = gy,
for {up (&) : & € 24}. Ly, is not an M-matrix since the sign condition (4.21a) is
violated. But L;l also is in general not > O (cf. (4.21b)).

Thus the methods of the proof in Chapter 4 L, ° e
cannot be used here. Instead we will prove the Th
analogue of Theorem 4.45. \1—;1

\

Theorem 5.43. Let uyp, be the discrete solution o . Q'h o
of the biharmonic equation in the square {2 =
(0,1) x (0, 1) defined by (5.32a—c). The matrix ° oo ¢
Ly, described in Remark 5.42 is symmetric and o . e e o
positive definite. It satisfies

|Ln|ly < 64h~%,  ||Li' 2 < (5.33a) o o o o

Fig. 5.8 Grid for the biharmonic equa-
If o1 = 0 on I, (cf (5.32b)), then up, canbe  tionin 2 = (0,1)2

estimated by

256

—1/2

”fh”Qh 16\/5 “P2|Fh,

lunlla, < 55 (5.33b)

where the norms are defined as follows:

lunllg, = [0 D" (a1 el = b o). (5330)
xE2y xelp

Let the sum
Footnote 3).

xer, in Hrh contain the points of I'y, without the corner points (cf.

Proof. We limit ourselves to the most important part, the inequality (5.33b). In the
infinite grid Q, := {(x,y) € R* : x/h,y/h € N} we set
ap(x) :=up(x) forx € 2, ap(x):=0 forx € Qp\ 2.

After partial summation one obtains

Z up (%) frn(x) = Z 0 (%) A un(x Z Aptin (x) Apun (x)

xENy, XEQR XE€EQn

(First consider the identities

3 The definition of ~y;, does not involve the outer neighbours of the four corner points. Alternatively,
one can add the corner points and require Equation (5.32¢). As in Equation (4.72b) we assign to
the corner points two normal directions each. Correspondingly, to each corner point belong two
equations (5.32c¢).
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S (@0 0 ule) = — 30 0) @) u)(@) = 300 v)()u(x)

in the one-dimensional case.) From the definition of @y, it follows that Au;, = 0 on
Qr\ (2, UTI}). On I, one has uj, = 4, = 0 and

ap(x—hn)=up(x—hn), ap(x+hn)=0, up(x+hn)=up(x—hn)+2hp(x)

for x € I'y,. If one sets 9, up(x) := [up(x) — up(x — hn)]/h = —up(x — hn)/h
at x € [}, then

1 2 2 .
Ahﬂh(x) = 75(9;11,}1()(), Ahuh(x) = —Eaguh(x) + EQDQ(X) inx € I},

implies that

2. 2 2,
(uns Lnun) 2, = (un, f) e, = |Anunls, + 7 |0 uny, — E(an Uh, 92) 1,

where (-,-)p, and (+,-)p, are the scalar products belonging to the norms (5.33c¢).
According to
ab<a*+v*/4  (a,b€R) (5.34)

one estimates
_ _ _ 2 2
(an Uh, 902)Fh < ’an Uh|F’L |902‘1",L < |8n Uh|ph + ‘@2|[‘h /4
Thus one obtains

a2 e
||Ahuh||?zh +2h7" |0, Uh‘ph < (un, fn) e, + 207 (0 un, 02) 1, (5.35)

2 _ 2 ]. 2
< HuhHQh fh”.Qh + E ‘an uh|ph + % |<p2|Fh .

Theorem 4.45 shows that [[u, | Anun|l g, /16. Thus for ¢ = 0, (5.35)

<
<1672 Junllg, [Ifnllg, - so that

implies [l 2, < 162 | Aunl,
unllg, < 1672 [ fnllq, - (5.36a)

For f, = 0, (5.35) implies the inequality ||Ahuh||?2h < (2h)71 |<p2\2ph, therefore

1 1 —1/2
lunllg, < 15 1Anunllg, < 35 (21)™"* |l - (5.36b)

In the general case we write uy, as u} +uil, where i = 0, pif = oo, fI = f;,, and
Fit =0 \lunll g, < lluplla, + [luf[|2, together with (5.36a,b) implies (5.33b). =

Theorem 5.44 (convergence). Let the solution of the biharmonic boundary-value
problem (5.26), (5.27) in £2 = (0,1) x (0, 1) satisfy u € C>1(£2). Then the discrete
solution of equations (5.32a—c) is convergent (at least) of order %
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lun = Ruullg, < C1h® [[ull s gy + C2b® [ull gon g » (5.37)

where Ry, is the restriction to §2;, U I},.
Proof. The Taylor expansion shows that
h? 4 1 .
ApRpu = Au + m (Uaazz + Uyyyy) + AR, |R| < 360 [ullgs.a ) in £25.
' (5.38)

Outside {2;, one can specify Rju arbitrarily since these values do not appear in
(5.37). In v, we set

2h3 D3u(x) 2h* 0tu(x) E OPu(x)

Rhu(x+hn) = ’u,(X—hn)‘i‘Qh(pQ(X)—i_? on3 4! Ont 5 onb

(x € I},). The choice is made so that (5.38) also holds for x € I,. Applying A, to
Athu yields

A,Q,Rhu = Dthu = RhAzu + O(h2 ||UHC5,1(§)) in _Qh

(Rh is the restriction to (2,). The difference w;, := u;, — Rpu (defined in (2;,)
satisfies

thh = Dhuh - Dthu = Rh (f - A2u> + O(h2 ||u\|c5,1(ﬁ)) =:!3dh,
wp(X) = up(x) — (Rpu)(x) = p1(x) —u(x) =0 forx € I,
P wp (x) = 0%up(x) — 90 Rpu(x)

= @Q(X) - [QDQ(X) + O(h2 Hu”czl(ﬁ))] =: ¢h forx € Fh.

Ifone sets g, = O(h?*||ullcs.1 () and Y, = O(h?||ul| g2 () instead of f; and
2 in Theorem 5.43 (note that 1 = 0!) then (5.33b) implies assertion (5.37). [ |

By using more complicated methods one can replace the factor h~/2 in (5.37)
by C(e)h=¢ (¢ > 0 arbitrary) so that the order of convergence is O(h?~¢), i.e.,
almost 2.

Remark 5.45. Inequality (5.33a) shows conda (L) := || Lal|y | L), 2 = O(h™4).
In general a difference method for a differential equation of order 2m leads to the

condition
conds(Ly) = O(h™2™).

This indicates greater sensitivity to round-off errors at higher orders 2m (cf.
Quarteroni—Sacco—Saleri [230, §3.1]).

Difference methods for boundary-value problems of fourth order with variable
coefficients and general domains {2 are discussed in a paper by Zlamal [321]. There
too convergence of order O(h*/?) is shown. By contrast, O(h?)-convergence is
proved by Bramble [48] for the 13-point star (5.31) in a general domain {2 if the
boundary conditions are suitably discretised.



Chapter 6
Tools from Functional Analysis

Abstract Here we collect those definitions and statements which are needed in the
next chapters. Section 6.1 introduces the normed spaces, Banach and Hilbert spaces
as well as the operators as linear and bounded mappings between these spaces. In
most of the later applications these spaces will be function spaces, containing for
instance the solutions of the differential equations. It will turn out that the Sobolev
spaces from Section 6.2 are well suited for the solutions of boundary value prob-
lems. The Sobolev space H*(§2) and H%(2) for nonnegative integers k as well as
H?#(2) for real s > 0 are introduced. The definition of the trace (restriction to the
boundary I") will be essential in §6.2.5 for the interpretation of boundary values.
To this end the Sobolev spaces H®(I") of functions on the boundary I" must be
defined (cf. Theorem 6.57). Sobolev’s Embedding Theorem 6.48 connects Sobolev
spaces and classical spaces. Section 6.3 introduces dual spaces and dual mappings.
Compactness properties are important for statements about the unique solvability.
Compact operators and the Riesz—Schauder theory are presented in Section 6.4.
The weak formulation a(u,v) = f(v) of the boundary-value problem is based on
bilinear forms described in Section 6.5. The inf-sup condition in Lemma 6.94 is a
necessary and sufficient criterion for the solvability of the weak formulation.

6.1 Banach Spaces and Hilbert Spaces

6.1.1 Normed Spaces

Let X be a linear space (alternative term: vector space) over K, where K = R or
K = C. In the following the normal case K = R is always intended. K = C occurs
for instance in connection with Fourier transforms.

The notion of a norm ||-|| : X — [0,00) is explained in Definition 4.20. The
linear space X equipped with a norm ||-|| is called a normed space and is denoted

© Springer-Verlag GmbH Germany 2017 119
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by the pair (X, ||-|]|). Whenever it is clear which norm belongs to X, this norm is
called ||-|| y and one writes X instead of (X, ||| ).

Example 6.1. (a) The Euclidean norm || from (4.34) and the maximum norm (4.23)
are norms on R,

(b) The continuous functions on {2 form the (infinite-dimensional) space C° (ﬁ)
If 2 is bounded, all u € C°({2) are bounded so that the supremum norm (2.21) is
defined and satisfies the norm axioms. If {2 is unbounded, the bounded, continuous
functions form a proper subset (C°(£2), |||/ o)) of C°(£2). Instead of || - || o (7).
we use the traditional notation ||-|| .

(c) The Holder-continuous functions introduced in Definition 3.14 form the normed

space (C*(£2), [|-|

co (@)
The norm defines a topology on X: A C X is open if for all z € A there exists
an & > 0 so that the ball K.(z) = {y € X : ||z —y|| < &} is contained in A.

We write
Tp —x or x= lim x,, if ||z, — x| = 0.
n—oo

Example 6.2. Let f,,, f € C°(£2). The limit process f,, — f (with respect to ||-| )
denotes the uniform convergence known from analysis.

Exercise 6.3. The norm ||-|| : X — [0, c0) is continuous; in particular the reversed
triangle inequality holds:

el =Nyl | < lle =yl forall @,y € X. (6.1)

As Example 6.1a shows, several norms can be defined on X . Two norms ||-|| and
Il - |l on X are said to be equivalent if there exists a number 0 < C' < oo such that

1
c lz]l < llz|ll < C =] forallz € X. (6.2)

Exercise 6.4. Equivalent norms lead to the same topology on X.

6.1.2 Operators

Let X and Y be normed spaces with the norms ||-|| y resp. ||-||y-. A linear mapping
T : X — Y iscalled an operator. If the operator norm

TNy x = sup{[|Tzlly / |zl x : 0 # 2z € X} (6.3)

is finite, 7" is said to be bounded (cf. (4.30)).
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Exercise 6.5. (a) T' is bounded if and only if it is continuous. (b) [|-||y ,_ y is a norm.

With the addition (77 + To)x = Ty + Tox and the scalar multiplication
AT, the bounded operators form a linear space which is denoted by L(X,Y).
(L(X,Y),|I'lly_x) is a normed space. With the additional multiplication
(1Ty)x = Ty (Thx), L(X,X) even forms an algebra with unit 7, since it is
bounded by ||/ v, y = 1. I always denotes the identity: [z = x.

Exercise 6.6. Prove that
ITally < I Tllyo x 2l forall 2 € X, T € L(X,Y).
If Th € L(Y,Z) and Ty € L(X,Y), then 1175 € L(X, Z) and

1T ol x < Tz ey 1 T2lly x -

We write T,, = T for T, T, € L(X,Y) if ||T — Ty||y. x — 0 (convergence
in the operator norm).

6.1.3 Banach Spaces

A sequence {x, € X : n > 1} is said to be Cauchy convergent, or is called a
Cauchy sequence, if

sup{||zn, — Zm|lx : n,m >k} — 0 for k — oo.

A space X is said to be complete if any Cauchy-convergent sequence converges to
an € X. A Banach space is a complete normed space.

Example 6.7. (a) R™ is complete, but Q" is not (Q: rational numbers).
(b) Let D C R™. (C°(D), ||||.) is a Banach space..

(c) (C¥(D), [lcx(py) for k € N and the Hélder spaces (C*(D), |[[|c(p)) for
s> 0as well as (C*1(D), [[lcr.1(py) are complete, thus Banach spaces.

Proof of (b). If {u,} is Cauchy convergent then there exists a limit u*(z) :=
lim u,, () for all z € D. Since u,, converges uniformly to w*, u* must be con-
tinuous, i.e., u* € C°(D). |

Denote by L°°(D) the set of functions that are bounded and locally integrable on
D. Here we do not distinguish between functions which agree almost everywhere.
In this case the supremum norm is defined by

[ull o (py == inf {sup {Ju(z)| : © € D\A} : A set of measure zero}.

(L>(D), [l py) is a Banach space.
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Exercise 6.8. Let X be a normed space and Y a Banach space. Show that L(X,Y")
is a Banach space.

A set A is said to be dense in (X, ||-|| ) if AC X and A = X,ie.,everyx € X
is the limit of a sequence a,, € A.If (X, ||-|| ) is a normed, but not complete, space,
one calls (X, ||-|| ¢ ) the completion of X, if X is dense in X and ||z|| ¢ = ||| for
all z € X. The completion is uniquely determined up to isomorphism, and can be
constructed via equivalence classes of Cauchy sequences.

Lemma 6.9. Let (X, ||| ) be a normed linear space and subspace of a Banach
space (Y, ||-|ly) with ||z||y, < C||z||y for all z € X C Y. Then there exists a
completion X of X inY: X C X CY.

Proof. A Cauchy sequence in (X, ||-|| ) is also a Cauchy sequence in (Y, ||-||,). m

Frequently it is not easy to describe the image T« of an operator 7' € L(X,Y)
for all elements = of the Banach space X. The following theorem permits a
considerable simplification: It suffices to investigate 7" on a dense set Xy C X.

Theorem 6.10. Let X be a dense subspace (or just a dense subset) of the normed
space X. Let Y be a Banach space.

(a) An operator Ty € L(Xo,Y) defined on Xo with || Tyl|y, . = sup %
°  0#zEX X

has a unique continuation T € L(X,Y), i.e., Tx = Tox forall x € X.
(b) For x,, — x (x, € Xo, © € X) holds Tx = lim, 0 ToTp.
() ITlly x = 1Tolly x,-

Proof. For x € X, T is defined by Tz = Ty, while for 2 € X\ X there exists a
sequence

T, >, T, € Xg and Tz = lim Tx, = lim Tyx,.
n—oo n—oo
It remains to show that lim Tz, exists and is independent of the choice of the
sequence z,, € Xo. Since ||Toxy, — Tozm|y < |[|Tolly—x |Tn — Zm| . the
sequence Tyx, is Cauchy convergent. Because of the completeness of Y there
exists y € Y with Tyx,, — y. Similarly, for a second sequence 2!, € X, with
x], — x there exists for the same reason a y’ € Y such that Tpz), — y'. Since

Yy —y = lm(Tyz, — Tox,) and
[Toz;, — Toznlly < I To(zh — z)lly < [ Tollyx, 20 — zallx — 0,

Tz is well defined by (b). || Tz / ||zl x = Um [|[Tozn |y / |znl ¢ for z, — z,
Ty € Xo proves part (c). [

Exercise 6.11. Let X, be dense in (X, ||-||). Let ||| - ||| be a second norm on Xy, that
is equivalent with ||-|| on X. Show that the completion of X with respect to || - |||
results in (X, ||| - |||) and ||-|| and ||| - ||| are also equivalent on X .
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A corollary of the open mapping theorem (also called the theorem of Banach—
Schauder; cf. Yosida [312, §I1.5]) is the following, important result.

Theorem 6.12. Let X, Y be Banach spaces. Let T € L(X,Y) be bijective.! Then
T—! € L(Y, X) also holds.

Let X and Y be Banach spaces with X C Y. Obviously the inclusion denoted
by [ :x € X — x €Y isalinear mapping. If it is bounded, i.e.,

Te L(X)Y), ie., |zlly <Cllz|y forallze X, (6.4)

then X is said to be continuously embedded in Y. If furthermore X is dense in
(Y, |||y ), then X is said to be densely and continuously embedded in'Y .

Exercise 6.13. Let X C Y C Z be Banach spaces. Show that if X is [densely and]
continuously embedded in Y and Y is [densely and] continuously embedded in Z,
then X is [densely and] continuously embedded in Z.

6.1.4 Hilbert Spaces

A mapping (-,-) : X x X - K(K =R or K = C) is called a scalar product on X
if
(z,2z) > forall 0 # x € X,
()\x + 1,z ) A(z,2) 4+ (y,2) forall A e K, z,y,2z € X, (6.5)
(l‘7y)_(y7 ) forall%yeX,

where \ denotes the complex conjugate of \ € C.

Exercise 6.14. Show that (a) ||z| := \/(z, ) is a norm on X. For the proof use
(b) the Schwarz inequality:

(@) <zl llyl  forall z,y € X. (6.6)

Prove (6.6) without using (x ) > 0 for 2 # 0. Hint: consider ||z — \y||> > 0 for
llz|| = ||yH =land A = w.2) m)7 if (z,y) # 0.
©) (-,+) : X x X = K is continuous.

A Banach space (X, ||-|| i) is called a Hilbert space if there exists a scalar product

(-,-)x on X such that ||z||y = /(z,2z)x forall z € X.
x € X and y € X are said to be orthogonal (x Ly)if (z,y)x =0.If AC X
is a subset of the Hilbert space X then the orthogonal space

ti={zeX: (r,a)x =0 forall a € A}

'T € L(X,Y) is injective if T(x) = T(x') implies = z’. It is surjective if range(T) =Y.
T is bijective if it is injective and surjective.
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defines a closed subspace of X (the closedness follows from Exercise 6.14c).

Lemma 6.15. Let U be a closed subspace of a Hilbert space X. Then X can be
decomposed into the direct sum X = U U™, i.e., any x € X has a unique decom-
position x = u +v with u € U, v € UL. Furthermore, |x||§( = ||u|\§( + Hv||§(

Proof. (i) UNUL = {0} holds, since any u € UNU~ satisfies ||ul|* = (u,u) =0
because u € U+. We assume U # X since otherwise the statement is trivial.

(ii) Tt remains to show U + U+ = X. We select an arbitrary 0 # z € X\U
and want to prove that z = u 4+ u* with u € U and u € U~. The distance § :=
inf, ey ||z — u|| must be positive, since otherwise there exists a sequence u, € U
with limu, = x, and x € U follows from the closedness of U in contradiction to
the choice of x. Now we choose a sequence u,, € U with lim || —u,|| = ¢ > 0.
From ||u, — u,|| = ||(z — w,) — (x — u,)|| and the parallelogram identity

lla+ 0l + [la = blI> = 2 (fla]l* + [[b]?)
we conclude that

e = uy|* = 2 (|2 = w|* + o = w|®) = dllz = 5 (uy + u,)|?

<2 (|lr = w|” + [l — e ?) — 467,

since 1 (u, + u,) € U. Then [Ju, — u, ||* = 2(6% 4 6%) — 46% = 0 for v, p — o0,
i.e., {u, } is a Cauchy sequence. Since the Hilbert space is complete and U is closed,
d = ||z — ul| follows for u :=limwu, € U.

For an indirect proof assume that there isa v € U with A := (x — u,v) # 0.
Then z — 4 with 4 = u+ Wv has the squared norm ||z — a||*> = 62 — A2/ ||v|?
in contradiction to the minimality of §. Hence (¢ — u,v) = 0 holds for all v € U
and therefore © — u € U™, Setting u := x — u, we have proved the unique

decomposition = = u + ut. n

Corollary 6.16. Let X be a Hilbert space.
(a) For any subspace U C X, (U1)t = U is the closure of U.
(b) Let U be a closed subspace. The distance of x € X to U is a minimum taken for

some u* € U: inf,cpy ||z — ul| = ||l — u*|.

Proof. (a) U is closed. Hence X = U+ @ (U+)* holds as wellas X = U @ U+,
(b) The decomposition 2 = u + u* yields u* := w. [

Exercise 6.17. Let A be a subset of the Hilbert space X. Prove the equivalence of
the following two statements:

(a) Ais dense in X;
(b) for any 0 # x € X there exists some a € A with (a,2)x # 0.



6.2 Sobolev Spaces 125

6.2 Sobolev Spaces

In the following {2 is always an open subset of R™.

6.2.1 L2(£2)

L?(£2) consists of all Lebesgue-measurable functions whose squares on {2 are
Lebesgue-integrable. Two functions u,v € L?({2) are considered to be equal
(u = v) if u(x) = v(x) for almost all x € (2, i.e., for all x € 2\ A, where
the exceptional set A has Lebesgue measure p(A) = 0.

Theorem 6.18. L?((2) forms a Hilbert space with the scalar product
(u,v), = / wx)v(x)dx  forallu,v € L*(2) (6.7)
Q
and the norm

iy = el 1= | ) ax. ©8)

Lemma 6.19. The spaces C>(£2) N L?(§2) and C§°(12) are dense in L*(S2). Here

C5°(02) :={u e C™(N2) : supp(u) CC 2}. (6.9)

supp(u) := {x € 2 : u(x) # 0} denotes the support of w. The double inclusion
wCC 2

indicates that w is compact and lies in the interior of {2 (i.e., w C (2 is bounded
and dist(w, 92) > 0).

Let D be the partial derivative operator (3.11b). In the following we need
so-called weak derivatives D*u which are defined in a nonclassical way.

Definition 6.20. « € L?({2) has a (weak) derivative? v := D% € L?(2) if for the
latter v € L?(§2) holds:

(w,v), = (—D) (Do, u), for all w € C§°(2). (6.10)
Exercise 6.21. Show the following: (a) Let u have a weak derivative D%u € L?(12).

If the classical derivative D%u exists in 2/ C (2 , it coincides there (almost every-
where) with the weak one.

2 More generally, one can replace the basic set L2 (£2) by distributions.
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(b) If u has the weak derivative v, = D%u € L?(§2), and if v, has the weak
derivative vq45 = DBy, € L?(2) then Va4 is also the weak DB _derivative
of u; i.e., Dy = DB (D).

(c) Let 2 C R™ be bounded and 0 € £2. u(x) := |x|” has weak first derivatives in
L2(2)if 0 =0 or 20 +n > 2.

(d) For u,, € C°°(2) letu, — u € L?(2) and D%u,, — v € L?(2) in the L?({2)
norm. Then v = D%u.

For later applications to finite elements we consider the next example.
_ N __
Example 6.22. Let 2 = |J {2;, where the bounded subdomains (2; are disjoint
i=1
and have piecewise smooth boundaries. Let k € N. A function v € C*~1(£2) with
restrictions ug, € C*(£2;) (1 < i < N) has a (weak) k-th derivative v, = D% €
L2(02), || < k, which coincides with the classical one in va:l 0.

Proof. (i) The (k — 1)-th derivatives vg := DPu € C(£2) exist as classical deriva-
tives. Hence the assertion need only be shown for £ = 1 and applied to vg.

(ii) Let D~ = %, w € C§°(42) and integrate by parts:
J

N
— (D%w,u)y = — (wxj,u)o = —/ Wy udx = —Z/ Wy udx
§2 =112

:Z {/ wuz].dx—/ wungi)df},

=1

where ngi) is the j-th components of the normal vector n(Y of 2;. Note that we

have opposite normals n” = —n®) at x € 92; N 942, (i # k). Therefore all

contributions in
N .
Z / wU ng-l) dr
=17 0%

belonging to inner edges cancel. Moreover, boundary terms on 92 vanish since
w = 0 on 9. Define v, € L*(2) by v, = uz; on all subdomains (2; and
arbitrarily on the remaining set £2\ | J £2; of measure zero. Then

N N
— (D%w,u), = Z/ Wi, dx = Z/ wWuadx = / wuadx = (w,vq),,
i=1 71 i=1 78 2

proves that v,, is the weak derivative D“u. [ |

The Schwarz inequality |(u,v)o| < |ul, [v], (cf. (6.6)) reads explicitly

< \//ﬂ lu(x)| dx/ﬂ|v(x)| dx. 6.11a)

| utxoix
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For v = 1 the result is

< V(R 1/ |u ) dx £2) : measure of 2). (6.11b)

For a € L>°(£2) and u,v € L*(£2) one now has

x)dx

/Q a(x)u(x)v(x)dx

< Nall e (g ltll 2y 10l 2y = Nlalloculololy - 6.110)

6.2.2 H*(£2) and H}(£2)
Let k € No. Let H*(§2) C L?(£2) be the set of all functions having weak derivatives
Dy € L*(92) forall |a| < k:

H*(2) = {ue L*(2): D*u € L*(2) for |a| < k}.

The Sobolev space denoted here by H*(§2) is denoted by WX (§2) or W*2(£2) in
some other places.

Theorem 6.23. H*(12) forms a Hilbert space with the scalar product

(u,0)y = (U, V) ey = Z (D%, D) 2 (6.12)
lee| <k

and the (Sobolev) norm

2
fuly += o = \/Z 1D%ul2 . 6.13)
la|<k
Exercise 6.24. Let 2 = { ) €R?: 2% +y? <1} be the unit circle. Prove

that the function u(z,y) belongs to H!(2), although it is

discontinuous.

(IOg \/7)

Lemma 6.25. C>°(§2) N H*(§2) lies densely in H*({2).

Lemma 6.25, whose proof can be found, for example, in Wloka [308, Theorem
3.5] permits a second definition of the Sobolev space H*({2). The precise meaning
of the ‘completion in L?({2)’ is explained in Lemma 6.9.

Remark 6.26. Let X := {u € C*(12) : |u|, < oo}. The completion of X in
L?(£2) with respect to norm (6.13) results in H*(2).

Definition 6.27. The completion of C§°(§2) in L?(2) with respect to the norm
(6.13) is denoted by HE(2).
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Theorem 6.28. The Hilbert space HY($2) is a subspace of H*(2) with the same
scalar product (6.12) and same norm (6.13). C5°(£2) is dense in Hf(£2). For k = 0
there holds

HY(2) = H°(2) = L*(2). (6.14)

Proof. (i) C§°(£2) C X, (cf. Remark 6.26) implies H(2) C H*(2) C L?(02).
(ii) According to the definition C5°(£2) is dense in HF(2).

(iii) For £k = 0 the norms (6.8) and (6.13) coincide. Lemma 6.19 proves
HY(02) = L?(2). Because of HY(2) C H*(2) C L%(£2) (k arbitrary) (6.14)

follows. [ |
Lemma 6.29. For (2 bounded, ||-|| ;1 () and
|u|k:,0 = Z ||Dau||i2(9) (615)
la|=k

are equivalent norms in HY($2).

Proof. (i) Evidently, |- [, o < [|[| 7 (g)-

(i) Let u € C§°(£2). For an « with |o| = k — 1 set v := D% € C§°(£2).
Set u = v = 0 on R™\ (2. There exists an R with {2 C Kg(0). For each x € 2 with
x1 € [-R, R]; thus

|U(X)|2 = /le(f,l‘g,...,xn)df © 1S1b) ('rl +R) /|UI1(§7I2,... 7xn>|2d§
“R ' “R

R
< 2R / |UI1(£7 L2y vy ‘rn)‘zdf
—R

Integration over x € 2 yields [v|> < 4R?|v,, |2 < 4R? |u\i}0, since vy, is k-fold

derivative. Summation over all multi-indices o with |a| = k — 1 yields |u\i_1 0 <

Cr_1 |u\z0. Now \u|3_1 0 < 05 |u|§O follows likewise for all 1 < j < k,
. k

and thus [u]7, < C;Cjp1 - Croy |ul} o Since |uff = Y5 |uff g < Clul}

for all u € C§°(£2), the statement follows from Exercise 6.11. ]

co = co,, involved in the Poincaré-Friedrichs inequality [|ul| 12 (o) < co [ulj, o
is called the Poincaré-Friedrichs constant (cf. Rektorys [235, §18]).

Exercise 6.30. Show that (a) for bounded 2 and k > 1, H*({2) and HE(2) are
different. Hint: Consider the constant function u(x) = 1 and use Lemma 6.29.

(b) Lemma 6.29 holds even if {2 is bounded in one direction, i.e., if {2 lies on a strip
{xeR": |z,| < R} (v € {1,...,n}) or more generally {x € R" : |(x,t)| < R}
for some t € R™ with |t| = 1.
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Theorem 6.31. Let m > 1. There exist constants C = C(m) and n(e) = n(e,m)
such that

lul,, < Clul®/™ |ulS" ™ forall0 < k < m, ue HJ'R2), (6.16a)
lul, <elul,, +n(e)|ul, foralle >0, 0 <k <m, uec HJ'(£2). (6.16b)

Proof. (i) Let a be a multi-index with |«| = 1. Partial integration yields
|Dau|g = (D“u, D*u)o = —(D**u,u)o < |D**ulg |uly < |uly |ul, -

Since also |u\g < |uly |uly, we have |u|? < (n+ 1) |ul, |ul,. Replacing u by Du
with | 3] = 1, it follows that
lul} < Clulylul,_,  forall0 < ¢ <m, ue HJ(R). (6.16¢)
(ii) Let u # 0 be fixed. Set 7y, := log [u];, & := DmFTm=0m0 ang ¢, .= 5, —¢,.
(6.16¢) leads to 2y — Cp—1 — Cpr1 < ¢ := logC, where (s = (,, = 0. For
2z = ((1,...,Cn_1)" one obtains Az < 1. Here A is the M-matrix (4.7b) for
h=1.A"!'>0provesthatz < c:=EA 1. = C+& < co+& (1 <L <m)
implies |u|, = exp(ne) < exp(ce + (¢), i.e., (6.16a) with C := exp(¢ ||A™1]|).
(iii) Elementary calculation shows that for each £ > 0, 0 < © < Oy < 1 there
exists an 7(¢) = n(e, Op) such that

a®b'=® <ea+ne)b  foralla,b> 0. (6.16d)

Formula (6.16b) is a corollary of (6.16a,d). [ |

By similar means, together with (5.34), one proves

1 e>0 u € H™()

« B < 2 - 2 s s
(D%u, D u)075|u|m—|—45 luly, for {a| <m, || <k<m, (6.16¢)

o B, < 2 2 e>0, weH),
(D%u, DPu) , < eul,, +n(e) |uly for {|a| <'m, 18| < m. (6.16f)

The following statement is of interest for unbounded domains (2.

Remark 6.32. The set {u € C°°({2) : supp(u) compact, |u|, < oo} is dense in
HE(0).

Proof. Let u € H*(£2), e > 0. According to Lemma 6.25 there exists a func-
tion ue € C*°(£2) with [Ju — ue| () < /3. For sufficiently large R, one has
uell e\ rep0y) < €/3 and there exists a € C*(R") a(x) = 1 for |x| < R
and a(x) = 0 for |z| > 2R and [lue — ate || gx (), p(0) < §- Thus there exists
v =au. € C§°(§2) with |u —v|, <e. ]

Since “supp(u) compact” already implies “supp(u) CC R™” we obtain the
following corollary.
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Corollary 6.33. HY(R") = H*(R") forall k > 0.
The Leibniz rule for derivatives of products proves the following.

Theorem 6.34. ||aul| ;7. o) < Ck llallor () ull g (o) for all a € C*(2) and
u € HE(0).

Theorem 6.34 together with the substitution rule for volume integrals shows the
next theorem.

Theorem 6.35 (transformation theorem). Let T € C™*x(*:1) () . 2 — ' be
a bijective transformation with ‘det %| >0 >0in 2. Wewritev =uoT for
v(x) = u(T(x)). Then v € H*(') [u € HE(Q2')] also implies uwo T € H*(12)
[uoT € HE(R)] and

lwo T iy < Cr 1Tl oy 1wl i) V. (6.17)

6.2.3 Fourier Transformation and H* (R™)

For u € C§°(R™) one defines the Fourier-transformed function 4 by

n

(€)= (Fu) (€) = (2m) "/ / HEXu(x)dx  (EERM).  (6.18)

Note that @ is described by a proper integral since the support of u is bounded.

Lemma 6.36. Let u € C3°(R™). For R — oo

Ir(wy) == (2m)™" /g| . {/Rn e HEXY)y(x)dx | A€

converges uniformly to u(y) on supp(u). More precisely, Ir(u;y) = u(y)+O(%).

Proof. 1Tt suffices to discuss the case n = 1 (by Fubini’s theorem). Integration with
respect to & results in

1

Ig(uyy) = = /R(x — y)71 sin(R(x - y)) u(x) de.

Then Igr(1;y) = L [ ¢t 'sin(t)dt = 1 forall R > 0. Since u € C*(R), then

also w(z,y) := %Z(y) € C°°(R?"). The estimates

1

w(z,y) = 0<m

) and wm(x,y):(’)(l/[1+|$—y|]2)

hold uniformly for y € supp(u). Partial integration yields
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Ip(u(-) —u(y);y) = Ir((- —y)w(-,y);y) = ! /Rsin(R(x —y)w(z,y)dr

™

= 7% Rcos(R(x — ) we(x,y)dz = O(1/R).

The statement follows from Iz(u;y) = w(y) Ir(1;y) + r(u(-) — u(y);y) =
u(y) + O(F). [

Lemma 6.37. @ € L*(R") and |d|, = |u|, forall u € C§°(R™).

Proof. Lemma 6.36 shows that

[ la@rae=en [ [eteupax| | [ty de

€l <R €l <R LR™ "
=/ Ir(u; y)uly)dy
2
converges to [p, [u(y)|” dy. [

Lemma 6.38. The inverse Fourier transformation F~'4 = w is defined for u €
C6°(R™) by

1. L 1 i(€,x) - 1 §x>
(F)60 = oy e = 7 [0 619
R™ [€] oo

f el<€x> (sm&-w [ [el&x Vu(y)dyde =u(x)+0(%)
\6\ [€] <RR™

follows from Lemma 6.36. ]

Theorem 6.39. (a) The mappings F,F ' € L(L*(R™), L?>(R")) let the L? norm
invariant: ||f||L2(R2)<—L2(R") = H.F71 HL2(]RTL)<_L2(RTL) =1
(b) The scalar product satisfies (u,v)o = (@, )o forall u,v € L*(R™).

Proof. (a) Since C§°(R™) is dense in L?(R") (cf. Lemma 6.19), F can be continued
to F : L*(R") — L*(R") (cf. Theorem 6.10). The norm estimate follows from
Lemma 6.37. The roles of F and F~! are interchangeable (cf. (6.18) and (6.19));
thus 71 € L(L?(R™), L?(R™)) also holds.

(b) (u,0)o = 5 (fu+vlg — [ulg —[vlg) = (1o + olg —lals — 19]5) = (@)
follows from Lemma 6.37. ]

Exercise 6.40. Prove that: (a) With £~ = £ .. , there holds

F(D%u)(¢) =il*lg>a(g)  for u e C°(RM).

(b) There exists C' = C(k) such that & (1 + [€]*)* < S [€°)? < C(1 + [¢*)F
forall £ € R™. |o|<k
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Lemma 6.41. (a) [ul, = |\/¥) <, [€° Qa(g)‘o holds for all u € H*(R™),

(b) A norm on H*(R™) equivalent to ||, is
Julg = [ (1 + € a(€)] - (6.20)

Proof. (a) It suffices to show the statement for u € C§°(R™) (cf. Corollary 6.33,
Theorem 6.10):

[ulp = > 1Dl = > |FD™u5= > |€%a > € Pag)]
jal<k ol <k jal<k ol <k .

(b) The statement follows from Exercise 6.40b. [ |

Lemma 6.42. Let Oy, ; be the difference operator
1 h h . .
On ju(z) == n u(x + §ej) — u(ac — §ej) , h>0, ej:j-thunitvector.

If we H*(R™) and |0y jul, < C forallh >0, 1 < j <n, thenu € H**1(R™)
holds. Conversely,

On, jul,, < lulp,y forall we HL(R™).

Proof. (a) u(:ﬁaj) = exp(—id&;)u(&) shows 8/hj\u(£) = %sm(@é)&(ﬁ).
Hence, since

4h™?sin®(¢; )>£2 for h <1/1¢],

the inequality |8/h?¢\2 > & @) follows for [£] < 1/h. Using (1 + |¢[*)F+! =
(14 |€15)% + (1 + [€]*)* |€|* , summation over j and integration over £ then gives

(up)* = [ (14167 ae) dg
Rn
/ (+IEP)* [a@)l g + /R CLHIEP) I (@)l ag

<[]+ [ 4167 6P 1@ de + [ @+l |asue)] ae

1€1>1/h |§1<1/h

< [l )+ 050l )+ [

GV
The integral over |€| > 1/h vanishes for h — 0 so that the statement follows.

(b) For the converse use (Op;u)(x) = fiﬁz Uy, (X + thej)dt. |
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6.2.4 H*°(92) for Real s > 0

Let s > 0. For {2 = R"™ one can define the following scalar product (6.21a) and
the Sobolev norm (6.21b) for all u € C§°(R™):

o)l = [ (+167) 2 7€) de. 6212

D=+ (€72 a() ) 2y (6.21b)

|u

The completion in L?(IR™) also defines the Sobolev space H*(R™) for noninteger
order s. On the basis of Lemma 6.41b and Exercise 6.1.6.11 the newly defined space
H*(R"™) for s € Ny agrees with the Sobolev spaces used until this point.

Let 2 C R™ (it may also be a surface; cf. §7.5). The noninteger number s > 0
can be decomposed as s = k£ + A with £ € Ny and 0 < A < 1. We define

(u,v), = Z /Dau(x)Dav(x)dx (6.22a)
lal<k |
o [ =Dl D) = D) g |,
x —y""
2x 82
luls o= llull s ) =/ (w,u), (s=k+X0<d<1). (6.22b)

The norm |-|, is called the Sobolev—Slobodeckii norm. One can define the Hilbert
spaces H?(§2) and H{(2) in the same way as in the case s = k € N. The properties
of these spaces are summarised in the following theorem (cf. Adams [1], Wloka
[308, §3]).

Theorem 6.43. Let s > 0. (a) For 2 = R"™ the norms (6.21b) and (6.22b) are
equivalent, i.e., both norms define the same space H*(R™) = H§(R"™).

(b) {u € C>(£2) : supp(u) compact, |u|, < oo} is dense in H*(12).

(c) C§°(£2) is dense in H§(£2).

(d) aD®(bu) € H*71°W(02),if |a| < s, u € H3(2), a € C*71°1(Q), be CHN),
where t = s € Ng or t > s.

(e) H*(2) C H' (), H§(2) C H§(N2) fors > t.

(f) In (6.16a,b) k and m can be noninteger real numbers.

(8) (6.17) holds with ||T|| ok gy replaced by ||T||qe gy with t >k if k & N.

Exercise 6.44. Check, using the norm (6.21b), as well as the Sobolev—Slobodeckii
norm (6.22b), that the characteristic function u(x) = 1in [—1,1], u(z) = 0 for
|z| > 1 belongs to H*(R) if and only if 0 < s < 1/2.
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6.2.5 Trace and Extension Theorems

The restriction of a function to a lower-dimensional manifold is called its trace on
this set.

The nature of boundary-value problems requires that one can form boundary
values u|r (i.e., the trace of w on I' = 942) in a meaningful way. As can be seen
easily, a Holder-continuous function v € C*({2) has a restriction u| € C*(I') if
only I is sufficiently smooth. But, from v € H?*(I") does not necessarily follow
u|p € H?(I"). Since the equality u = v on H*®({2) only means that u(z) = v(x)
almost everywhere in (2, and I" is a set of measure zero, u(z) # v(z) may hold
everywhere on I'. Also, the boundary value u(x) (z € I') cannot be defined by a
continuous extension either since, for example, u € H!(§2) need not be continuous
(cf. Exercise 6.21c¢).

The inverse problem for the definition of the trace u|r is extension: does there
exist, for a given boundary value ¢ on I', a function u € H*({2) such that ¢ and u
coincide on I'? If the answer is negative there exists no solution u € H*({2) to the
Dirichlet boundary-value problem.

First we study these problems on the half-space R’} :
Q=R"% = {(v1,...,7,) ER" 12, >0} with '=002=R""'x{0}. (6.23)

Functions w € H*(R’) will first be continued to # € H*(R™), and then % re-
stricted to I

Theorem 6.45 (extension operator). Let s > 0. There exists an extension operator
¢s € L(H*(RY), H*(R™)) such that for all v € H*(R"}) the extension . = ¢su
coincides with u on R}, i.e., ulgy = u.

_ U on R” . _
Proof. For s = 0, set & = {a —0 other_v:ise}' Since ||t| p2gn) = Hu||L2(R1), the

mapping defined by ¢ou := @ is bounded: ||¢0||L2(Rn)<—L2(RQL_) =1
For s <1 define ¢su = u by reflection on I":

o n - .
w=wuon RY, a(xy,...,zn_1,—2,) =u(x1,...,2n_1,2,) for z, >0.

al, = V2|ul,,ie, ¢s € L(H*(RT), H*(R")).
For larger s one uses higher interpolation formulae for (. .., —z,,) (cf. Exercise
9.16 and Wloka [308, page 101]). [ |

For s =1 one obtains, e.g.,

In the following the restriction | is written in the form yu. At first, the operator
~y is defined only on C5°(R"™):

7 : O (R™) — C(IN) € LAR™Y),  (yu) (x) := u(x) forallx € I'. (6.24)

We write x = (x/,z,) with x’ = (z1,...,2,-1) € R""!. The boundary I" =
{(x',0) : x' € R* 1} is identified with R"~1: H*(I") = H*(R"1).
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Theorem 6.46. Let s > % . Then the trace operator y from (6.24) can be continued
to v € L(H*(R™), H*~2 (R™"1)). Thus we have in particular
yul,_1 < Cs |ul, for uw € H*(R").

1
2
In the case n =1, i.e., yu = u(0), we have |yu| < C;|ul,.

Proof. It suffices to show |yul,_; , < Cful; for u € C5°(R™) (cf. Theorems
6.10 and 6.43a). Let the Fourier transforms of v € C§°(R") and w = ~vu €
C{)’O(R”_l) be 4 = Fpu and w = F,,_1w (Fk: k-dimensional Fourier transform).
F,, can be written as product F; o F,,_1, where F,,_; acts on x’ € R"~! and F; on
&,,. Therefore W (-, x,) := Fy_qu(-, z,,) has the properties u(¢,-) = FLW (¢, ")
and 1 = W(-,0). According to Lemma 6.38,

w(g') =W(E,0) = [F €, )]le,-o

has the representation

(e = (2m)"V/? / a(g',¢,)dg,  forall & e R™L. (6.25)

Since u € H*(R™), U(€,&) = (1+ € + €2)3a(¢,&,) lies in L2(R™)
(cf. Lemma 6.41b). Inequality (6.11a) yields

2

27 11)(5/)’ =

2
T+e)den [ 106,61
< [a+lef+ea [0 e

[ e e,

The first integral has the value K, (1 + |¢/[2)2~% with K, = Iz (14(_1752) < 00,
since s > 1/2. The second is the square of V (¢') := ||U(¢/, M irzw € L2(R™1)

because [|V[| 2 (gn-1) = ||U||L2(Rn) (Fubini’s theorem). Together we have:
s—1/2 K,
(1+1e1) e < SVE)P  for g eRV

Integration over ¢ € R™ ! results in

Lo (+ler)

YN EPY K, 2 K - 2
< 2 = —
() g < VI = L2101

=2 [ (1 1er?) tae)r ae.

27 Jan

Thus |w[] _, ,, < C} |ul; is proved with C} = \/K,/(2) (cf. (6.21b)). If n = 1,
w(¢') already represents yu = u(0), and the integration over &’ is not required. m

Theorem 6.46 describes the restriction u(-,0) = ~u to x,, = 0. Evidently,
similarly we have |u(-,zn)[;_;/, < C; |ul for any other z,, € R with the same
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constant C. The mapping x,, — u(+, z;,,) is continuous [resp. Holder- or Lipschitz-
continuous] in the following sense.

Theorem 6.47. For s > 1/2 the following statements hold:

yjlrgn||u("x")7u("y">HHS*%(Rn71):0 forall z, R, ue H*(R™), (6.26)

A
() = G gl g7y < Ko 1 — il 1l 0
forue H*(R™), 0 <A <1 (andfor \=1ifs > 3/2).

Proof. (i) Letu, € C5°(R™) be a sequence with u,, —u € H*(R™) and set ¢, (x) :=
l[ws (-, 2)[| gre-1/2(gn-1y- The function ¢, is continuous in R and converges
uniformly to [|u(-, 2)[| e-r/2ga-1y since fuy (-, 2) = u(, 2)],_yjp < Csluy —ul
for all z € R. Thus (6.26) follows.

(i) ue (-, zp) == u(-, xn + €) — u(-, x,) has the Fourier transform
ic(§) = (&', 6n) = [exp(i&ne) — 1] 0 (€),

so that | (&)]* = 4sin®(¢,/2) |11Q£)|2 As in the proof for Theorem 6.46 set
W (- xy) = Fnoque(,xpn), @ = W(-,0). The first integral in the estimate of
2| (€")|? now reads

[ arigr s sint@s)de = @+ € [ (1+6) stod
with 7 = £(1 + |¢'|?)}/2. Decomposing the last integral into subintegrals over
|t| <1/n and |t| > 1/n shows

/ (1 +t3) = sin?(nt)dt < O >
R

The remainder of the argument follows the same lines as in the proof of Theorem
6.46. ]

Up to this point we have obtained H*(R™) by completion of C§°(R"™) in
L?(R™). The next theorem shows that for sufficiently large s one can also com-
plete in C°(R™) N L%(R") so that H*(R") contains only classical functions (i.e.,
continuous, Holder-continuous, [Holder] continuously differentiable functions) (cf.
Sobolev [266, §1.8]).

Theorem 6.48 (Sobolev’s embedding). H*(R") C CF¥(R™) holds for k € Ny,
s>k+%and H*(R") C C'(R™) for 0 <t ¢ N, s >t + %.

Proof. () Lets > t+n/2, 0 <t < 1, uw € H*(R™). For given x,y € R"
we want to show |u(x) — u(y)| < C|x —y|" with C independent of x,y. The
coordinates of the R™ can be rotated so that x = (21,0,...,0),y = (y1,0,...,0).
An (n—1)-fold application of Theorem 6.46 to u(-), u(-,0), u(-,0,0), etc., results
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inu(-,0,0,...,0) € H*~(=1/2(R). Theorem 6.47 provides the desired estimate
with C = K,_ u(,0,..,0) 1y < Culg thus uw € CHR™)

s

and ||| e gny <C||[l 2 gy - Then u€ CO(R™) follows from C*(R™)C C°(R™).

() Lets > t+n/2, 1 <t < 2 u € H*(R"). Part (a) is applicable to
D>y € H*1(R") (cf. Theorem 6.43d,e) with || < 1: D% € C*~1(R") for
|o] < 1. Thus u € C*(R™), etc. [

We return to the statements of Theorems 6.45 and 6.46. For all u € C§°(R%)
the restriction yu = u(-,0) agrees with y¢$,u. Completion in H*(R"}) yields

||7HHS*1/2(]R71*1)<—HS(R < Ml e ~1/2(Rn—1)« Hs(R") sl £ s(R)<«Hs(R7) *

This proves the following corollary.

Corollary 6.49. Let s > 1/2. v € L(H*(R"), H*~Y/2(R"~1)) holds for the
restriction yu := u(-,0).

With the restriction to x,, = 0 one evidently loses half an order of differentia-
bility. Conversely one gains half an order if one continues w € H*~'/2(R"1)
suitably in R™.

Theorem 6.50. Let s > 1/2 and w € H* '/2(R"1). There exists a function
u € H*(R")[or u € H*(RY)] such that |ul; < Cslwl|,_y 5, and yu = w,
ie, w=u(0).

Proof. Let 4 = F,u and w = F,_1w be the Fourier transforms. yu = w is
equivalent to (6.25). For

4 . 1+ |£/|2)s—1/2 s

=10 n) = w(¢ ( , K= 1+¢2) "de,
one checks that (6.25) and |u|" = K2 \w|g\_1/2 hold. Restriction of u € H*(R")
to R’} proves the parenthetical addition. [

If one replaces R” with a general domain 2 C R, then R" ™' = R"~! x {0} =
OR” becomes I' = 0f2, and the necessity arises of defining the Sobolev space
H*(I'). We begin with the following definition.

Definition 6.51. Let 0 < ¢ € RU {co} [resp. k € Ng]. We write 2 € C* [resp.
2 € C*1], if forevery = € I' := 92 there exists a neighbourhood U C R™ such
that there exists a bijective mapping ¢ : U — K1(0) = {€ € R™ : || < 1} with

¢ € C'(U), ¢~ €C (K1(0)) [¢ € CMI(U), o' eCH(K1(0)], (6.27a)
HUNT) ={€& € Ki(0):&, =0}, (6.27b)
p(UNN) ={§ € Ki(0) : §& > 0}, (6.27¢)
o(UN(R"\2)) ={& € K1(0) : & < 0} (6.27d)
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Here K(0) is a ball if |-| is the Euclidean norm. For the maximum norm ||,
K1(0) is a cube. Likewise, /1 (0) can be replaced by another ball Kr(z) or any
cuboid (2, xh) x ... x (z,,2).

n? n

Fig. 6.1 Covering neighbourhoods of I" and (2.

Example 6.52. Let (2 be the circle K7(0) C R?. A neighbourhood of x* = (1,0)
is U! from Figure 6.1. The mapping x € U — ¢(x) := £ € (—1,1) x (—1,1)
with

21 = (1 —£&/2)cos(m&é1/2), xo=(1—E&/2)sin(mé1/2)
is bijective and satisfies (6.27a—d) with ¢ = oo. The same holds for any x € I'.
Thus 2 € C.

Exercise 6.53. (a) The rectangle 2 = (z},z7) x (2%, 25) and the L-shaped domain
from Example 2.4 are domains in C°!, also called Lipschitz domains.

(b) The cut circle in Figure 5.2b does not belong to C%!.

Lemma 6.54. Let 2 € C' [2 € C*'] be a bounded domain. Then there exists
NeN U (0<i<N), U, a; (1<i<N) with

N

U' open, bounded (0 <i<N), |JU'>Q, U’cca, (6.28a)
i=0
. N

Uy :=U'nI (1<i<N), Yu=r, (6.28b)
1=0

a; : U; = a;(Uy) € R"™ L bijective foralli=1,...,N, (6.28¢)

Q; o aj_l € C'a;(U; NU;)) [resp. ;o 04]»_1 € CHa,;(U; NT;))]. (6.28d)
On U (1 <i < N) are defined mappings ¢; with the properties (6.27a~d).

Proof. Forevery x € I there exist U = U(x) and ¢ = ¢, according to Definition
6.51. Let o, be the restriction of ¢, to U(x) N I'. Let V* (i € N) be the open sets
{x € 2 :dist(x,I") > 1/i} cC 2. Let U, U(x) U, V"’ be an open covering
of the compact set §2. Therefore there exists a finite covering through U? := U(x;)
(1 <4 < N) and at most one V7 which is denoted by U°. If one sets U; := U*N 1T,
o; = g, and ¢; = ¢, the statements follow from (6.28a—d). |
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A set of pairs {(U;, ;) : 1 <i< N} fulfilling the conditions (6.28b—d) is called
a C*- respectively C*!-coordinate system for I.

In Example 6.52 one has N = 4. The maps inverse to o; and o4 are given by
a7 (&) = (cos TS, sin "5L) € Uy, ap'(€1) = (cos @H5UT, sin GHIT) € 1,
where in each case —1 < ¢; < 1. On oy (U; N U,) one obtains ay(a;'(€1)) =
&+ 1L

Lemma 6.55 (partition of unity). Let {U® : 0 < i < N} satisfy (6.28a). There
exist functions o; € C°(R™), 0 <i < N, with

N
supp(o;) C U, Zaf(x) =1 forallxe 0. (6.29)
i=0

The general construction of the o; can be found, for example, in Wloka [308,
§1.2]. In the special case of Figure 6.1 one may proceed as follows. Let o(t) := 0
for [t| > 1 and o(t) := exp(1/(t?> — 1)) for t € (—1,1). Then o € C§°(R) and
supp(c) = [-1,1]. In U? from Figure 6.1 one defines, for example,

Yo(x) =0 (% |x|2) . 1 (x):=0(2r —2)o(2p/7) forx = T(cos 90), etc.

sin ¢
Then the functions o;(x) := ;(x)//>_ ¥?(x) satisfy (6.29).
A function uw on I can be written in the form ) o?u. Each term o7u is
parametrisable over o;(U;) € R" ™' (0?u) o ;' ¢ o;(U;) cC R*™1 — R.
This enables the following definition.

Definition 6.56. Let 2 € C! [€ C®!]. Assume (U;, o;) and o; satisfy (6.28b—d)
and (6.29). Let s <t € N[s < k+ 1] or s <t &N, ¢t > 1. The Sobolev space
H*(I') is defined as the set of all functions u : I' — R such that (o;u) o * €
HER™ 1) (1 <i<N).

Theorem 6.57. (a) H*(I") is a Hilbert space with the scalar product

N
(u,v)g = (U, 0) () = Z ((oju) o a; b, (o) 0 afl)Hs(an) .

i=1

(b) If {({U;,&;) : 1 < i < N} is another C*- [C*:1-] coordinate system of " and
{:} another partition of unity, then the space H*(I") defined by this is equal to
H*(I') as a set. The norms of H*(I'") and H*(I") are equivalent.

Proof of (b). Use the transformation Theorem 6.35 [resp. 6.43g]. For £2 € C%! we
refer to Wloka [308, Lemma 4.5]. [ ]
The trace and extension theorems (Corollary 6.49 and Theorem 6.50) can be

extended to any domain with a sufficiently smooth boundary. v now denotes the
restriction to I' = 92 : yu = ulp.
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Theorem 6.58. Let 2 € C' with 1/2 < s <t € Nor 1/2 < s < t [resp.
NecCk1/2<s=k+1€eN]

(a) The trace of u € H*(£2) belongs to H*~'/%(I"): v € L(H*(2), H*~'/2(I)).
(b) For each w € Hs_%(F) there exists an extension v € H*®(§2) with w = u,
|u|5 S CS |w|57%'

(c) For each w € H*((2) there exists a continuation Ew € H*(R™) with w=~yFEw:
E € L(H*(2), H*(R")).

Proof. The proofs follow the same pattern. Let U*?, U; and ¢;, o; be as in Lemma
6.54. The term u; = o2u from u = Y o2u [resp. w; = o?w] has its support in U*
[resp. U;] and can be mapped via ¢; (resp. a;) onto R’} [resp. R+ =R"~* x {0}
= OR"]. There Corollary 6.49 and Theorem 6.50 hold. The restriction to R™"~!
[resp. continuation to R’} or R™] can be mapped back again. The first statement of
the theorem is proved in detail as follows.

Let u; := J?u and u; := u; o d)i_l. By Theorems 6.35, 6.43g the function u;
belongs to H*(R% ). Thus the restriction 7. ; := u;(-,0) lies in H*~Y/2(R"1)
(cf. Corollary 6.49) and has «;(U;) as support. Set w; := (y4+@;) o o; on Uy,
w; := 0 on I'\U;. According to Definition 6.56, w := >_ w; belongs to H*~/2(I").
Since «; represents the restriction of ¢; on U; one finds for all u € C*(£2):

w = Zwi = Z’Hﬂi(ai) = Zﬂz(gbl) = Z (o7u) =u onl.

%

Note that C*({2) is dense in H*(2). Since all the partial mappings are bounded,
one finds that [yul,_, , = [w|,_; 5 < Csul;. n

Remark 6.59. (a) Under the conditions of Theorem 6.58 and the additional con-
dition s > |a| + 1/2 there exists a restriction yD%u € H*~1*I=1/2(I") of the
derivative D*u of u € H*({2).

(b) For each u € H{(§2) with s < £+ 1/2 one has yD*u = 0 if |a| < L.
Theorem 6.60. For 2 € C% holds Hi(2) = {u € H*(2) : u|r = 0}.

Proof. (a) u € HE(£2) is the limit of u,, € C§°(£2), all of which satisfy u, |r = 0.
Since w,|r — u|p in HY2(I), it follows that « € H'(£2) and u|r = 0.

(b) Conversely, let u € H'(£2) and u|p = 0. The proof that u € H}(§2) can
be divided up as follows:

(ba) By using the partition of unity over {U? : 0 < i < N} (cf. Lemma 6.55),
the statement reduces to the case {2 = R}

(bb) Without loss of generality one can assume n = 1: 2 =R,.

(be) For each 7 > 0 there exists ¢, € C*°(R;.) with

on(x) =0 fora < g, on(x) =1 forz >n, | ()| <>, 0<g(z) <1

I |w
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According to Remark 6.32, there exists a @, € C°°(R,) with finite support such
that |u — @,[, < 7. The function u, := u, — (1 — ¢,)u,(0) satisfies u, €
C*(Ry), uy(0) =0, and supp(u,) is bounded. Since

|ty (0)| = [, (0) — u(0)| < O(Ju — 1yl|,) = O(n) (cf. Corollary 6.49)

and |1—¢,|, = O(n~Y2), we have |u, — iy, = O(n*/?) and therefore
|u —uyl; — 0. Thus X := {v € C*(Ry) : v(0) = 0, supp(v) CC Ry} is

dense in {u € H'(Ry) : u(0) = 0}.

(bd) The statement would be proved if C5°(R.) were also dense in X with
respect to |-|;. Let v € X. Evidently, v, := ¢,v € C§°(R,) holds for all n > 0.
Set ©(n) := |[v'||£2(0,) and note that O(n) — 0 for n — 0. Since v(x) = v, (x)
for x > 7, it remains to estimate ||v — Un“m(o,n) and |[v" — vy || £2(0,») - Because of

Iy = @%U + (5, — 1)v', one obtains

Un

N

||U;7 - v/||L2(0,n) > H%HLw(o,n)||U||L2(0,n) + [loy — 1||L°°(0,n)|\U/HL2(0,n)
dlollzz0.m) + ().

IN

Since [v(z)| < [0’ (¢)d¢, (6.11b) implies the estimate [v(x)| < \/n ©(n) for all

0 <z < n and hence [|[v];2¢,) < n©(n). Then the statement follows from
2 2

[0 = vpli < llv =l + IV = v)l72,y < CO*(n) — 0. l

When {2 € C?, the normal direction n exists at all boundary points. Analogously
to Theorem 6.60 one proves the following corollary.

Corollary 6.61. For 2 € C*' and k € N holds

HE(2) ={ue H*(2): 0"u/on'|r =0 forall0 < ¢ <k —1}
={ue H"(2): D|r =0 forall 0<|a|<k—1}.

Corollary 6.62. Set wy, == {x € 2 : dist(x,042) < h} fors >  with s — 3 ¢ N
and h > 0. Then

ull L2y < Csh® [ull g (o) forall u € HG(£2).

Proof. Using the partition of unity, it is sufficient to show the statement for R’}.
This reduces to the case £2 = (0, 00). Since C*~1/2(2) C Hg(£2) (Theorem 6.48),
lu(z)| = |u(z) —u(0)] < |.’L‘|s_1/2 holds for 1/2 < s < 3/2. Integration of
lu(z)|? over [0, h] yields the desired result. For s > 3/2, treat first the derivatives
analogously. [
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6.3 Dual Spaces

6.3.1 Dual Space of a Normed Space

Let X be a normed, linear space over R. As a dual space, X' denotes the space of
all bounded, linear mappings of X onto R:

X' = L(X,R).

According to Exercise 6.8, X’ is a Banach space with the norm (dual norm)

2l xr = 2" [lpex = sup{la(2)] /[l x : 0 # 2 € X} (6.30)

The elements o' € X' are called (linear) functionals on X. Instead of z’(x)
(application of 2’ to z) one also writes (z,z')xxx’ or (z/,z)x/xx, and calls
(-, Y x = x the dual formon X x X'

(CL’,Q?/>X><X' = <$/,$>X’><X = .’L‘/(a?)

X" denotes the dual space of the dual space X’ and is called the bidual space. X
is called reflexive if X" is isomorphic to X. The isomorphism @ : X — X" maps
x € X into the functional £, € X' defined by £, (¢) := ¢(x) forall ¢ € X’.

Lemma 6.63. Let the Banach space X be embedded densely and continuously in
the Banach space Y. Then Y is continuously embedded in X'. If X is reflexive, the
embedding Y' C X' is also dense.

Proof. (i)Let 3/ € Y'. Because X C Y, 3/ isdefined on X. The dense embedding
ensures that the restriction 3| x : X — R and the unrestricted form 3 : ¥ — R
can be identified. This identification allows to consider Y’ as a subspace of X’.

(ii) Since X is a dense subspace of Y, according to Theorem 6.10 and (6.4), for
each i/ € Y’ holds:

1 1
1¥'ly, = sup |y (@)|/llz]ly > C . sup ' @)/ llz]lx = c 1911+ s
0#£zEX 0#£zEX

i.e., Y’ is embedded continuously in X”.

(iii) Let Z C X'’ be the completion of Y’ with respect to the topology of X’.
For an indirect proof assume that Z g X'. This implies the existence of some
0 # ¢ € X' with ¢ ¢ Z. The Hahn—Banach theorem (cf. Yosida [312, §IV.6])
proves the existence of a functional £ € X" with £|z = 0 and £({) = 1. Since X
is reflexive, there is an € X with { = &, ie., {(z/) = /() forall 2’ € X'.
Note that z # 0 because of 1 = £(¢) = ((z). By X C Y, also z € Y holds.
There is some 3’ € Y’ with y/(x) # 0. This is a contradiction to £|z = 0, since

W) =y'(x) #£0. m



6.3 Dual Spaces 143

To the transposed matrix in the finite-dimensional case corresponds the dual
mapping (or the dual operator).

Lemma 6.64. Ler X and Y be normed and let T € L(X,Y). For each y' € Y’
(T, yVyxy = (x,2 Y xxx:  forall z € X 6.31)
defines a unique ¥’ € X'. The linear mapping y' — ' defines the dual operator
T:Y — X' with T'y = .
T € L(Y', X") holds since it is bounded by

TN xr ey = Ty x - (6.32)

Proof. (6.32) follows from the definitions of the norms:

1Ty || 2, T'Y) xx x
T || xreyr = sup 5ot X = \<—>/X|
y'#0 ||y ||yl 20,y #£0 ||1'||X ||y ||Y'
T2,y )y oy | | T||
=LA e Tl Wy Y — |7y, x
ar0y20 [elx W lly: a0 N2l
and the fact that sup, o Sup, .o = SUP/_0 SUP; 2o- [

Example 6.65. Let 2 = (0,1), X = (C°($2),]-|..), and x € 2. The mapping
O 1 u € C°N) — u(x) € R is a functional: &, € C°(§2)" (the so-called
delta functional or Dirac function; cf. Dirac [87]). The Laplace operator A belongs
to L(C?(£2),C%(£2)). The dual mapping A’ € L(C°(2)',C?(£2)") is applicable to
5x: A’6y is characterised by (A’0x)u = Au(x) for all u € C%(£2).

Exercise 6.66. Let S € L(X,Y) and T € L(Y, Z). Show that (T'S) = S'T".

Exercise 6.67. Show thatif 7' € L(X,Y) is surjective, then T" is injective.

6.3.2 Adjoint Operators

Let X be a Hilbert space (over R). Every y € X defines

fy(@) = (2,9)x

which is a linear functional f, € X' with || f, ||, = ||y|| - The converse also holds
as the following theorem states (cf. Riesz—Sz.-Nagy [239, §11.30] or Yosida [312,
SI11.6]).
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Theorem 6.68 (Riesz representation theorem). Ler X be a Hilbert space and
f € X'. There exists a unique yy; € X such that

f(@) = (,y7)x forallze X and ||f|x = llysllx -

Conclusion 6.69 (Riesz isomorphism). Let X be a Hilbert space. (a) There exists
a one-to-one correspondence (the Riesz isomorphism)

Jx € L(X,X")  with Jxy=1f,, Jx'f=vs,

that preserves the norm, i.e., ||Jx| y . x = ||J)_(1HX<_X/ =1

(b) X' is a Hilbert space with the scalar product (z',y')x = (Jx'2', Jx'y ) x .
The dual norm ||z'|| ., from (6.30) agrees with the norm induced by \/(z', x') x.

(c) One always identifies X with the bidual space X" because x(z') = x'(z).
From this follows

I =Jx', IJx=Jx and T'=T  for T€L(X,Y).
(d) Using the Riesz isomorphism, one can identify X and X': X = X', Jx = L.

Let X, Y be Hilbert spaces and 7" € L(X,Y). The mapping defined by
T* := Jx'T'Jy € L(Y, X) is called the operator adjoint to T and satisfies

(Tx,y)y = (2, T"y)x forallz e X, y €Y, |T|y_x =IT"|xy  (6.33)

The adjoint and the dual operator only coincide (i.e., T* = T") if X" is identified
with X and Y’ with Y. T € L(X, X) is said to be selfadjoint (or symmetric) if
T =T*. T € L(X,X) is called a projection if T? = T. It is an orthogonal
projection if furthermore 7' is selfadjoint.

Remark 6.70. Let X, be a closed subspace of the Hilbert space X. An orthogonal
projection is given by Tz := y € X, with y being the minimiser in

lz —yllx :==inf {|lz —nlx :n € Xo}. (6.34)

If conversely T € L(X,X) is an orthogonal projection with the range X, :=
{Tz:z € X} one has (6.34) for y = T'z. An orthogonal projection always has the
norm ||T'|| ., < 1.

Proof. (i) = can be decomposed uniquely into x = y + 2 (y € X, 2 € Xg")
(cf. Lemma 6.15). y is the unique solution of (6.34). z € X implies y = =z, thus
T? = T. The analogous decomposition 2’ = y + 2’ shows

(2, T*2") = (Tx,2") = (y,2") = (y,¥' +2') = (9, ¥) = (y + 2,¢') = (x,T'),

hence T = T*.
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(i1) Let 7" be an orthogonal projection with range Xg. Let x = y + 2 be split as
above. T2 = T shows T'y = 3. For each ¢/ € X holds

(TZ,y/) = (Z’T*y/) = (szy,) = (27?-//) =0,

thus Tz € Xg. Together with Tz € X follows Tz=0so that Tz =Ty + Tz =y.
(ii)) Tz = y and |l = lyl% + 1213 > lylk prove [IT|x, x <1. =

Lemma 6.71. (a) Let V be a Hilbert space with closed subspace X ;Cé V. Hence
V is the direct sum X © X*. Then holds V' = X' @ (X1)/, where all p € X'
are extended on X+ by zero. Correspondingly, 1) € (X=*)' is defined as the zero
mapping on X.

(b) The (differently defined) dual norms of X' and V' coincide for functionals in
X'

Proof. (i) Let ¢ € V. The restriction of ¢ to X and Y := X~ defines functionals
in X’ and Y’, whose sumis ¢. Hence V' C X' @Y.

(ii) Define the functionals ¢ € X’ and ¢ € Y’ by zero on the respective
complementary space. Let v =z + 2+ € V (z € X, 2+ € X1). The inequalities

(o + %) W) < |o(@) + (@) < el llzlly + Il 21y
2 2 2 2 2 2
< Vllel+ 112 el + 1213 <y llel+ el

show that ¢ -+1 is bounded, i.e., ¢ +1 € V' and thus X' & (X+) = X' @Y’ c V".

(iii) The dual norm of ¢ € X' is [l¢||x/, = SuPgrex L@ \hile the func-

lzlly *
tional ¢ € V' has the norm [|¢||y,, = supg_,cv [©(v)] / [[v]ly, . Taking the supre-
mum over a larger set, we get [¢|ly, < [|¢|l . Decomposing of v into z + z*
with z € X and z+ € X and noting that ¢(v) = ¢(z), we obtain

o ()] o (@)
lelly, = sup < su = llellx
etatzo 1T FTHY etetiy2lal,  ozaex 2y
IGX,ILGXL
so that also [|¢|| v, > |||l is valid. This proves part (b). |

6.3.3 Scales of Hilbert Spaces

We assume:

V' Cc U are Hilbert spaces with a continuous and dense embedding.  (6.35)

Lemma 6.72. Under assumption (6.35) U’ is embedded continuously and densely
inV'.
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Proof. The continuity of the embedding U’ C V'’ is established in Lemma 6.63.
Since Hilbert spaces are reflexive, U’ is also dense in V’. A more elementary proof
uses Exercise 6.17 with A := U’, X := V'. Let 0 # v’ € V' be arbitrary and
u = J;'' € V C U. According to the definition, v’ := Jyu € U’ C V' is
characterised by u/(z) = (z,u)y forallz € U. For z := u = J;,'v' € V follows

W)y = (Jy o' Sy t)y, = (u, Jy o)

=u'(u) = (u,u); >0

\4 \4

and thus (v',u’),,, # 0. Therefore the statement in Exercise 6.17b applies. ]

According to Corollary 6.69d, U and U’ can be identified. By this one obtains
the Gelfand triple

vcUucV (V C U continuously and densely embedded). (6.36)

Conclusion 6.73. In a Gelfand triple (6.36) V and U are also continuously and
densely embedded in V'

Proof. For U C V' see Lemma 6.72, for V' C V' see Exercise 6.13. ]

Attention. Likewise one could identify V with V'’ and one would obtain U’ C V' =
V' C U.Butitis not possible to identify U with U’ and V with V'’ simultaneously. In
the first case one interprets z(y) = (y,x)uxp for z,y € U as (y, )y (in particular
forz,y € V .C U), in the second case as (y, )y .

Because U = U’ the scalar product (z,y)y can also be written in the form
y(x) = (z,y)uxv. fx € V, then y(z) = (z,y)v«y also holds. That means
that (z,y)y = (x,y)vxy forallz € V,y € U C V. Likewise one obtains
(r,9)uv = (x,y)v'xv forall x € U and y € V. The dense and continuous
embedding U C V' proves the following remark.

Remark 6.74. Let V C U C V' be a Gelfand triple. The continuous extension of
the scalar product (-, ")y to V' x V' [V x V] results in the dual form (-, )y x v
[{-,-Yv'xv]. Therefore the following notation is practical:

eV reV’
<$7y>VxV' = (xay)U for {; c V/ }7 <xay>V’><V = ($7y)U for {je Vv }

In connection with Sobolev spaces one always chooses U := L?({2) so that the
embeddings read as follows:

H§(2) C LX(2) € (H3(2))" (s 20), (6.37)
H*(0) c LA(2) C (H*(R2)) (s>0). (6.38)

Exercise 6.75. Show that (6.37) and (6.38) are Gelfand triples.
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The dual space of H(£2) is also denoted by H ~*({2) or H; *(£2):
Hy*(2) = B4(Q) = (H3(Q) (2 0).
The norm of H ~*({2) according to (6.30) reads:
ul = sup {|(v,v) 2| / [v], : 0 # v € H(Q)},

where (u,v)r2(o) is the dual form on H{(£2) x H=*(§2) (cf. Remark 6.74).

Remark 6.76. (a) Let 2 = R™. The norm dual to ||Q ,

ul2, = sup [(uv)ol /[0l
0£vEH* (R™)
is equivalent to |-|__ and has the representation (6.21b) with —s instead of s.

(b) The Fourier transform shows
D e L(H*(R™), H*~1*(R™))  forall s € R.

(c)au € H*(2),ifu € H*(2),a € C*'(£2), where t = |s| € Ny or t > |s].

6.4 Compact Operators

Definition 6.77. A subset K of a Banach space is said to be compact if each
sequence z; € K (i € N) contains a convergent subsequence x;, with limit in K.
A subset K is relatively compact if the closure K is compact.

Another definition of compactness reads: Each open covering of K already
contains a finite covering of K. Both definitions are equivalent in metric spaces
(cf. Dieudonné [86, (3.16.1)]). There is also a definition of precompact sets. In
our Banach space setting also the terms ‘relatively compact’ and ‘precompact’ are
equivalent (cf. Dieudonné [86, (3.17.5)]).

Remark 6.78. (a) K C R" is relatively compact [compact] if and only if K is
bounded [and closed].
(b) Let X be a Banach space. The unit ball {x € X : ||z| < 1} is compact if and
only if dim(X) < oo.

Definition 6.79. Let X and Y be Banach spaces. The mapping 7' € L(X,Y) is
said to be compact if {Tx : x € X, ||z||y < 1}, the image of the unit ball in X,
is relatively compactin Y.
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Exercise 6.80. When is the identity I € L(X, X ) compact?

The following statement is known as the Theorem of Arzela [9] and Ascoli [10]
(cf. Yosida [312, §III.3]). We recall that a set F of functions is equicontinuous if

lim sup |f(x) — f(a)| = 0.
020 g weX ||z—a'||<6,fEF

Theorem 6.81. Let D be compact. A family F C C(D) of uniformly bounded and
equicontinuous functions is relatively compact.

Lemma 6.82. Ler X, Y, and Z be Banach spaces.

(a) Let one of the mappings Ty € L(X,Y) or Ty € L(Y,Z) be compact. Then
T, Ty € L(X, Z) is also compact.

(b) T € L(X,Y) is compact if and only if T' € L(Y', X") is compact.

Proof. (a) Let Ky := {x € X : ||z|y < 1}. If T} is compact, i.e., T1 (K1) is
relatively compact, then T»(7} (K1)) is also relatively compact and thus 75 T} is
compact. If, however, 75 is compact, one proves the assertion as follows. Since
scaling does not change compactness, |||y, y < 1 can be assumed without
loss of generality. Hence T (/K1) is a subset of the unit ball in Y and therefore
T»(T1(K7)) is relatively compact.

(b)) Let T € L(X,Y) be compact and set K| := {y' € Y’ : |y|ly, < 1}
A sequence in T"(K7) C X' is of the form 7"(y;) with y; € K. The image
Y1 :=T(K1) CY isacompactset. {y;} isuniformly bounded in Y7 since

;W < llylly <ITllyex

and it is equicontinuous since [y} (y1) — ¥;(v2)l < [yi(y1 — y2)| < [ly1 — v2lly-
By Ascoli’s Theorem 6.81 there exists a convergent subsequence y — y' € Y.
From

17" (45 — y)llxr = sup [(T"(y; — ") (z)] = sup |(y; —y')(T)]
TEK, reK,

<y =o'y 1Ty x
we obtain T"(y} ) — T"(y') in X'. Hence T’ € L(Y', X') is compact.

(by) If T" € L(Y’, X') is compact, part (by) implies that 7" € L(X",Y") is
compact, i.e., 7" (K{') with K{ := {& € X" : |jz|y, < 1} is relatively com-
pact. Since Y is isomorphically embedded in the bidual space Y, also T'(K) is
relatively compact. [

Exercise 6.83. Show that T € L(X,Y) is compact if dim X < oo or dimY < oco.
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A special type of compact mapping is a compact embedding.

Definition 6.84. Let X C Y be a continuous embedding. X is said to be compactly
embedded in Y if the inclusion

IeL(X)Y), Iz ==z
is compact.

Together with Definitions 6.77 and 6.79 one obtains: X C Y is compactly
embedded if every sequence x; € X with [[z;||, < 1 contains a subsequence
convergentin Y.

Example 6.85. Let {2 be bounded. C*(£2) ¢ C°(£2) is a compact embedding for
s> 0.

Proof. Functions u; € C*(£2) with [ju,]| cs(;2) < 1 are equicontinuous and uni-
formly bounded. The assertion follows from Theorem 6.81. [

Analogous results can be obtained for Sobolev spaces (cf. Adams [1, page 144],
Wloka [308, Theorems 7.8-7.10]).

Theorem 6.86. Let {2 C R™ be open and bounded.

(a) The embeddings H5(2) C Hi(R2) (s,t € R, s > t) are compact.

(b) Further, let 2 € C%1. The embeddings H*(2) C H*(2) (k,¢ € Ny, k > {)
are compact.

(c)Let 0 <t<sand 2€C" (r>t, r>1)or 2€CP (k+1>t). Then
the embedding H*(£2) C H'($2) is compact.

Remark 6.87. In Theorem 6.86b one can replace 2 € C%! by the uniform cone
property (cf. Wloka [308, Definition 2.3 and Theorem 7.2]). To ensure 2 € C%!
it is sufficient that the boundary 942 is piecewise smooth and the inside angles of
possible corners are smaller than 27.

Re-entrant corners (cf. Figure 2.1) are thus permitted while a cut domain (cf.
Figure 5.2b) is excluded.
In Section 6.5 the following situation will arise:

V C U C V' Gelfand triple, TeLV',V). (6.39)

Because of the continuous embeddings, 7" also belongs to L(V', V"), L(U,U),
L(V,V),and L(U,V).

Theorem 6.88. Let (6.39) hold. Let V. C U be a compact embedding. Then T is
a compact operator in the spaces L(V' V'), L(U,U), L(V,V), L(V',U), and
L(U, V).

Proof. As an example, let us do T' € L(U, V). Since the inclusion I € L(V,U) is
compact we see I € L(U, V') is also compact (cf. Lemma 6.82b). T' € L(U,V),
as the product T - I of the compact mapping I € L(U, V') with T € L(V',V),
is compact (cf. Lemma 6.82a). [ |
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The significance of compact operators 7' € L(X, X) lies in the fact that the
equation

Ter— Az =y (z,y € X, y given, x sought) (6.40)

has properties analogous to the finite-dimensional case. The following statement
goes back to Riesz [238].

Theorem 6.89 (Riesz—Schauder theory). Ler T' € L(X, X) be compact, where
X is a Banach space.

(a) For each A € C\{0} one of the following alternatives holds:
(i) (T—)\I)_1 € L(X,X) or (ii) X is an eigenvalue.

In case (i) the equation T'x — \x = y has a unique solution x € X forally € X.
In case (ii) there exists a finite-dimensional eigenspace

E(\,T) := ker(T — \I) # {0}.

All x € E(\,T) solve the eigenvalue problem Tx = Ax.

(b) The spectrum o(T') of T consists by definition of all eigenvalues and, if not
T~ € L(X, X), A = 0. There exist at most countably many eigenvalues which can
only accumulate at zero. Furthermore,

o(T)=0(T") and dim(E(\,T))=dim(E(\,T")) < .
(¢c) For A € o(T)\{0}, Tx — Ax = y has at least one solution x € X if and only
if (y, ") xxx =0 forall ¥’ € E(\,T").
In Lemma 6.110 we need the following statement (lemma of G. Ehrling).

Lemma 6.90. Let X C Y C Z be continuously embedded Banach spaces and let
X C Y be compactly embedded. Then for every € > 0 there exists a C. such that

lzlly <ellz| ¢ + Cellzll 4 forallx € X. (6.41)

Proof. Let € > 0 be fixed. The negation of (6.41) reads: There exists x; € X with

(zilly —ellzillx )/ llzill , — oo

For y; := (e ||xi||X)_1 x; € X we thus have (||y;|ly — 1) / ||vi|l ; = oo. From this
one infers ||y;||, — 0 and ||y;||,- > 1 for sufficiently large . Since ||y;|| y < 1/e
and X C Y is a compact embedding, a subsequence y;, converges to y* € Y.
Now, ||y;|ly- > 1 implies |ly*||y, > 1, ie., y* # 0. On the other hand, y;, also
converges in Z to y* since Y C Z is continuously embedded. ||y;|| , — 0 gives the
contradiction sought: y* = 0. [
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6.5 Bilinear Forms

In the following let us assume that V' is a Hilbert space. The mapping
a(,):VxV =R
is called a bilinear form if
alx 4+ Ay, z) = alz, 2) + daly, 2), alz,y+ Az) = alx,y) + Aa(z, 2)

forall A € R, z,y,z € V. In the complex case, Aa(z, z) in the second equation is
to be replaced by Aa(z, z). Because of the antilinearity a(z, A\y) = Aa(z,y) in the
second argument, a(-,-) : V x V — C is called a sesquilinear form.

a(-,-) is said to be continuous (or bounded) if there exists a C's such that

aa.y)| < Cs lally [y, forallz,y e V. (6.42)

Lemma 6.91. (a) To a continuous bilinear form one can assign a unique operator
A e L(V,V') such that

a(z,y) = (Az,y)vixyv forallz,y € V.
The inequality (6.42) is equivalent to
[Ally: .y < Cs.
Cs = ||Ally/._ is the smallest bound in (6.42).

(b) Let Vi and V, be dense in V. Let a(-,-) be defined on Vy x V and satisfy (6.42)
with “x € V1, y € Vo instead of any “x,y € V. Then a(-,-) can be extended
uniquely to V' X V' so that (6.42) holds with the same Cg forall x,y € V.

Proof. (a) Letz € V be fixed. ¢, (y) := a(x,y) defines a functional ¢, € V' with
llzllyr < Csllx]ly . Since z — ¢, is a linear map, one sets Az := ¢, for z € V.
| Az, < Cg ||z|,, proves ||A|l; . < Cs. The definitions show

(Az,y)vixv = (o Y)vixv = @2 (y) = a(z,y).

Conversely, foreach A € L(V, V'), a(x,y) := (Az,y)y xv isalso a bilinear form
with
(Az,y)vixv < 1 Azlly lylly < NAlly oy il [yl -

(b) According to Theorem 6.10, A is also uniquely determined if a(-, -) is only
given on V; x Vi. Then (Ax,y)y v represents the continuous extension. [

The proof shows
1Al v = sup{la(z, y)| : 2,y € V, |lzlly, = [lylly, = 1}
A is called the operator that is associated to a(-, -).
The bilinear form a*(-,-) adjoint to a(-,-) is given by

a*(z,y) =a(y,x) (z,y€V).
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The bilinear form is said to be symmetric if a*(z,y) = a(y,z). In the complex
case, a sesquilinear form is symmetric if

a*(z,y) = aly,z).

Exercise 6.92. Show that (a) If A is associated to a(-, ), then the adjoint operator
A’ belongs to a*(-, ).
(b) If a(-,-) is symmetric, then A = A’.

Remark 6.93. In the sequel we have to solve the problem
find v € V' with a(u,v) = f(v) forallv € V,

where f € V' is a functional. Using the associated operator A : V. — V', we
rewrite this problem as a linear equation in the space V':

Au = f.
If the inverse A= € L(V', V) exists, the unique solution is given by u = A~ f.
Lemma 6.94 (inf-sup condition). Ler A € L(V, V") be the operator associated to

a continuous bilinear form a(-,-). Then the following statements (i), (ii), (iii) are
equivalent:

(i) A=t e L(V', V) exists.
(ii) e, > 0 exist such that

la(z,y)| =€ >0, (6.43a)

inf su
zeVilzllv=1 yev, |y|, =1

inf sup  |a(z,y)| =€ >0, (6.43b)
yeVilyllv=1 zev, |z, =1

(iii) the inequalities (6.43a) and (6.43c) hold:

sup  |a(z,y)| >0  forall0 #yecV. (6.43c)

zeV, ||z|, =1
If one of the statements (i)—(iii) holds, then
e=c =1/|A v (e, € from (6.43a,b)). (6.43d)
From (6.43a) follows

inf sup  |a(z,y)| >e>0. (6.43e)
z€V.llzlly =1 yev, |ly|ly,=1

Conversely, (6.43a) follows from (6.43e) with a possibly larger ¢ > 0. (6.43e) is
equivalent to
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sup la(z,y)| > llz|\ forallz € V (6.43¢")
yeV; llylly =1

because (6.43e) is equal to (6.43¢’) forall z € V, ||z||,, = 1. The scaling condition
||lz||,, = 1 can evidently be dropped. The left-hand side in (6.43¢’) agrees with the
definition of the dual norm of Az so that (6.43¢) and (6.43€’) are also equivalent to

Az, > €|z forallz € V. (6.43¢")

(6.43a,b) are also called the Babuska conditions® or inf-sup conditions.

Proof of Lemma 6.94. (a) “(i) = (ii)”: Let A= € L(V',V) exist. Then (6.43a)
follows from

. . a(z,y . Az, y)vixv
inf, e lole)l = jnf up N = i sup (e
lzlly=1 ] =1 20 Gao VY @20 g .
_ inf sup ‘<AA_1$/’y>V’XV’
e=A-1a' o' eV’ yev  [[AT12 |y |lylly
/#0420
1 !
ot (e, 2 ™)
\v4 X
%0 vuse W
1 |4~ 1
inf — — ||le _ 1/ sup vV _ =€
ey A7y Ve e AT ey
i ’

x'#0

which also gives the characterisation of ¢ in (6.43d). In the same way one shows
(6.43b) with &’ = 1/||A’ Y|y y/. Because A’~1 = (A7), (6.32),and V" =V,
it follows that € = ¢’.

(b) “(ii) = (iii)”: (6.43c) is a weakening of (6.43b).

(c) “(iii) = (1)”: € > 01in (6.43a) proves that A is injective. To get surjectivity, we
wish to show that the image W := {Ax : x € V} C V' is closed. For a sequence
{w, } with ||w* —w,||;,, — 0 we must therefore show that w* € W. According to
the definition of W there exists 2, € V with Az, = w,. From (6.43a) one infers
via (6.43e) and (6.43¢"’) (with x := 2, —x,,) that ||z, — x|\, < |lw, —wyll,., /€.
Since {w,} is Cauchy convergent, this property carries over to {x,}. There
exists an * € V with x, — 2* in V. The continuity of A € L(V,V’) proves
w, = Az, — Azx* so that w* = Ax* € W. According to Lemma 6.15 one can
decompose V' into W @ W=, If A were not surjective (thus W # V), there would
exist w € W+ with w # 0. Then y := Jy w = J;lw € V would satisfy y # 0
(cf. Theorem 6.68, Corollary 6.69). Since a(z,y) = (Az, y)v'«v = (Az, w)y =0

3 The corresponding condition for saddle-point problems is also called LadyZenskaja—Babuska—
Brezzi condition (abbreviated by LBB condition). The corresponding papers are LadyZenskaja
[178] (1961), Babuska [15, Theorem 2.1] (1971), and Brezzi [53] (1974).
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forall z € V, a contradiction to (6.43c) would result. Therefore, A is also surjective,
and Theorem 6.12 proves A=t € L(V', V).

(d) Statement (6.43d) has already resulted from part (a) of the proof. [ |

It will be shown that for interesting cases conditions (6.43a) and (6.43b) are
equivalent (cf. Lemma 6.109). A particularly simple case follows.

Exercise 6.95. Show that if dim V' < oo, then (6.43a) implies the statement (6.43b)
with ¢ = ¢ and conversely.

Definition 6.96 (V-ellipticity). A bilinear form is said to be V-elliptic if it is
continuous on V' x V and there is a constant C'g such that

a(z,z) > Cgllz|[;,  forall z € V with Cp > 0. (6.44)

The letter “V” in the notation “V-elliptic” is regarded as a text variable for some
Hilbert space. For instance, if V' = H}(2), the bilinear form is H}(£2)-elliptic.

In the complex case, (6.44) should be replaced by
la(z,x)| > Cgllzll;, ~ forall z € V with Cg > 0. (6.44")
Lemma 6.97 (Lax-Milgram [184]). V -ellipticity (6.44) implies (6.42) and the inf-

sup conditions (6.43a,b) with € = & > Cg > 0 and thus ||A7Y|y v < 1/Cg.

Proof. Letx € V, ||z||,, = L.sup{|a(z,y)| : y € V. ||ylly,, = 1} > |a(z,2)| > Cg
proves (6.43a) with ¢ > Cpg. (6.43b) follows analogously. The continuity of a is
equivalent to (6.42) with a constant C's < oo. |

Exercise 6.98. Show that: (a) If W C V is a Hilbert subspace with the norm equal
(or equivalent) to V, then a V-elliptic bilinear form is also W -elliptic.

(b) Let a(-,-) : V x V — R be continuous. If a(z,z) > Cg ||x||%/ for all x € Vy
where 1 is dense in V, then (6.44) follows with the same C'g.

(c)Leta(-,-) : VXV — R be continuous, symmetric, and positive (i.e., a(z,z) > 0
forall 0 # x € V). Then (z,y), := a(z,y) is a scalar product and

]l = Va(z, z)

a norm. V-ellipticity (6.44) holds if and only if the norms ||z||, and ||z, are
equivalent.

If a(-,-) is symmetric, the conditions (6.43a) and (6.43b) coincide so that only
one of them is to be required. If, in addition, a(-, -) is nonnegative, the statement of
Lemma 6.97 can be reversed.

Lemma 6.99. Let the bilinear form a(-,-) : VxV — R be continuous, symmetric,
nonnegative (i.e., a(x, ) >0 for all x € V) and let (6.43a) be satisfied. Then a(-,-)
is V-elliptic with the constant C = €2 /Cs (Cs from (6.42) and ¢ from (6.43a)).
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Proof. According to Exercise 6.14b, also nonnegative, symmetric bilinear forms
satisfy the Schwarz inequality

la(z,y)| < Va(z,2)v/a(y,y).

Let ||z]|,, = |ly|l,, = 1. From (6.42) we infer

la(z,y)| < Va(w,2)/Cs.

Applying (6.43a), we obtain
e= inf sup [a(§y)] < sup |a(z,y)| < Va(z,2)VCs.

lElly=1 |1yl =1 lylly=1

Squaring the inequality gives a(z,z) > ¢?/Cg for all « with ||z||;, = 1. This is
equivalent to (6.44) with Cp = €% /Cs. m

Combining Lemmata 6.91, 6.94, 6.97 together with || A"~ ||y v/ = | A7 vy
(cf. Lemma 6.64) proves the next theorem.

Theorem 6.100. Let the bilinear form be V-elliptic [or satisfy (6.42), (6.43a,c)].
Then the corresponding operator A satisfies the conditions

A€ L(V,V'), 1A v =1Allyy  <Cs,
At e (v, V), A Hvev = A ver <C7
with Cs from (6.42) and C' =1/Cg [resp. C' =1/e =1/¢'].

With the help of the bilinear form a(-, -) and a functional f € V' one can formu-
late the following variational problem:

find z € V with a(z,y) = f(y) forally e V. (6.45)
According to Lemma 6.91 one can write (6.45) in the form
(Ax — fy)vixy =0 forall y €V, e, Az =f in V'

The equation Az = f is solvable for f € V' if and only if A=! € L(V', V) (cf.
Remark 6.93). Hence one obtains the next statement.

Theorem 6.101. Let the bilinear form be continuous (cf. (6.42)) and satisfy the
stability condition (6.43a,c) [it is sufficient that a(-,-) is V-elliptic]. Then problem
(6.45) has exactly one solution x := A~'f. This satisfies

zlly < CNflly with C = 1/e =1/ [resp. C =1/CEg|.

Corollary 6.102 (adjoint problem). Under the assumptions of Theorem 6.101 the
analogous statement holds with the same estimate for the adjoint variation problem

find 2" € V with a"(z%,y) = f(y) forally € V. (6.46)

Proof. || A7 Y|vev: = [|[A" 7|y v (cf. Exercise 6.92a, Theorem 6.100). [
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Exercise 6.103. Let a(-,-) : V x V' — R be continuous. Let V, be dense in V.
Show that the solution x € V of problem (6.45) is already uniquely determined by

a(z,y) = f(y) forall y € V.

The same holds for (6.46).

Problem (6.45) may be equivalent to a minimisation problem (often the physical
background is energy minimisation).

Theorem 6.104. Let a(-,-) be V-elliptic and symmetric; furthermore, let f € V'.
Then

J(x) = a(z,z) — 2f(x) (xeV) 6.47)

assumes its unique minimum for the solution x of equation (6.45).

Proof. Let x be the solution of (6.45). For arbitrary z € V set y := z — . From

Jz)=Jx+y)=alz+y,z+y) —2f(z+vy)
=a(z,7) + a(z,y) +aly,z) + aly,y) — 2f(x) — 2f(y)
= J@)+aly,y) +2[alz,y) — fy)] = J(x) +aly,y)
—_————

sym;et Ty

=0, x is solution

> J (@) + Cp |yl = J(@) + Cp 12 — 2l
one canread J(z) > J(z) forall z # . |

The term “V-elliptic” seems to indicate that to elliptic boundary-value prob-
lems correspond V-elliptic bilinear forms. In general this is not the case. Rather,
V-coercive forms will be assigned to the elliptic boundary-value problems. Their
definition necessitates the introduction of a Gelfand triple (cf. (6.36): V C U C V/,
U =U’, V C U continuously and densely embedded).

Definition 6.105 (V-coercivity). Let V' C U C V' be a Gelfand triple. A bilinear
form a(-,-) is said to be V-coercive® if it is continuous and if there holds the so-
called Garding inequality:

a(z,x) > Cg |z|[;, — C ||z}, forallz € V with Cx € R, Cp > 0. (6.48)
Obviously, V-coercivity and V-ellipticity differ by the term C ||z7, , where C

may take any sign. It is essential that, because of V' C U, the U-norm is weaker
than the V-norm.

4 Often the terms ‘V-elliptic’ and ‘V-coercive’ are used synonymously for the property (6.44). Here
we follow the notation in Lions—Magenes [194, Chap. 2, §9.1] and Wloka [308, Definition 17.4].
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Exercise 6.106. Set a(z,y) = a(z,y) + Ck(z,y)v with Ck from (6.48). Show
the following:

(a) The coercivity condition (6.48) is equivalent to the V-ellipticity of a.

(b) Let I : V' — V' be the inclusion. If A € L(V, V") is associated to a(-, -), then
sois A:= A+ CkI to a(-,-).

The results of Riesz—Schauder theory (Theorem 6.89) transfer to A as soon as
the embedding V' C U is not only continuous but also compact.

Theorem 6.107. Ler V. C U C V' be a Gelfand triple with compact embedding
V' C U. Let the bilinear form a(-, ) be V-coercive with corresponding operator A.
Let I:V — V' be the inclusion.

(a) For each \ € C one of the following alternatives holds:’
(i) (A=At e L(V',V)and (A = XI)"* € L(V',V) or
(ii) X\ is an eigenvalue.

Incase (i) Av—M x = [ and A'x* —\x* = [ are uniquely solvable forall f € V',
ie.,

a(z,y) = Az, y)v = fly) and o (z%,y) = ANz"y)u = f(y) forall yeV.

In case (ii) there exist finite-dimensional eigenspaces E(\) := ker(A — \I) # {0}
and E'(\) := ker(A’ — XI) # {0} such that

Ax =Xz forx € E(N), ie,a(x,y) =\ (z,y), forallyeV,
Alz* = Xa* fora* € E'(N), ie,a*(z*,y) =X (2", y)y forallycV.
(b) The spectrum o(A) of A consists of at most countably many eigenvalues
which cannot accumulate in C. Furthermore o(A) = o(A’) and dim E(\) =

dim E'(\) < oc.

(c) For A € o(A), Az — \x = f € V' has at least one solution x € V if and only
fLE ), e, (fia*)vixv = (f,2")u =0 forall * € E'(N).

Proof. With V-.C U, V C V' is also a compact embedding, i.e., the inclusion
I:V — V'iscompact. A+ Ck I with C'k from (6.48) satisfies

A+CgIc L(V,V") and (A+CgI)~'eL(V',V)

(cf. Exercise 6.106a). Lemma 6.82 shows that K := (A + CxI)"'1:V — V is
compact. Hence the Riesz—Schauder theory is applicable to K — pl. Since

3 1f a(-, -) is a sesquilinear form, the dual operator A’ should be replaced by the adjoint A*. In the
finite-dimensional case the transposed matrix becomes the Hermitian transposed. The eigenvalue
of the adjoint problem is .
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K —pl = —p(l = LK) = —p(A+ Cx )" (A4 Cx I — 1T)
= —u(A+CgI) Y A-XI)  with \=—Ck + L

the statements of Theorem 6.89 transfer via K — i/ to the shifted operator A— A\ =
—p A+ CrI)(K — p). m

Remark 6.108. The spectrum o(A) has measure zero so that under the conditions
of Theorem 6.107 the solvability of Ax — Az = f is guaranteed for almost all \.
Problem (6.45) is solvable if not “accidentally” 0 € o(A).

Lemma 6.109. Under the conditions of Theorem 6.107 the inequalities (6.43a) and
(6.43b) are equivalent.

Proof. (6.43a) proves that A is injective, i.e., 0 & o(A). Theorem 6.107 shows
A=l € L(V',V) so that (6.43b) follows from Lemma 6.94. Analogously, (6.43b)
implies (6.43a). [ |

Evidently a(-,-) remains V-coercive if one adds a multiple of (-,-)y. A more
general statement is the following.

Lemma 6.110. Let a(-,-) be V-coercive where V.C U C V'. Then a(-,-) + b(-,-)
is also V-coercive if the bilinear form b(-,-) satisfies one of the following three
conditions:

(a) for every € > 0 exists C. such that
|b(z,z)| < e ||x||%/ +C. ||sc||2U forallx € V. (6.49a)

(b) Let the embeddings V- C X and V' C'Y be continuous, with at least one of them
compact. Let the following hold:

|b(z, z)| < Cg x| |zl forallz e 'V. (6.49b)

(c) Let the embeddings V C X, V CY be continuous. Let (6.49b) hold. For ||-|| x
or |||y assume that for every € > 0 there exists a C. such that

Izl x < ellzlly +Clllelly or lllly <ellzly+Cellzly (z€V). 649%)

Proof. (a) Select e = Cg/2 in (6.49a) with C from (6.48). Then a(-,-) + b(-, )
satisfies the V-coercivity condition with C'r/2 > 0 and Ck + C; instead of Cp
and C.

(b) Lemma 6.90 proves (6.49¢).

(c) Let, e.g., the first inequality in (6.49c) hold. Since the embedding V' C Y is

continuous, Cy exists with [|z[|y, < Cy [[z[|y,. Choose &' = 5= in (6.49¢):

g 2 1 2
b(z,z)] < Cp(e|zlly +Cllally) Cy llzlly, < = llzlly+5-K |zl
(6.49b,c) (5.34) 2 2e

with K := CpCy C.. Hence (6.49a) is shown. [



Chapter 7
Variational Formulation

Abstract Techniques based on classical function spaces are less suited for prov-
ing the existence of a solution of a boundary-value problem. Section 7.1 introduces
another approach via a variational problem (Dirichlet’s principle). Combining the
variational formulation with the Sobolev spaces will be successful. In Section 7.2
the boundary-value problem of order 2m with homogeneous Dirichlet conditions
is transferred into the variational formulation in the space H(["({2). Existence of
a solution in H{"(2) follows in Theorem 7.8 from the H{*(2)-ellipticity which
is discussed, e.g., in the Theorems 7.3 and 7.7. In Section 7.3 we consider in-
homogeneous Dirichlet boundary-value problems. The natural boundary condition
in Section 7.4 follows from variation in H™({2) without any restrictions. In the
case of the Poisson equation one obtains the Neumann condition, in the general
case the conormal boundary derivative appears. We investigate how general bound-
ary conditions can be formulated as variational problem. Complications appearing
for differential equations of higher order are explained by taking the example of the
biharmonic equation.

7.1 Historical Remarks About the Dirichlet Principle

In the preceding chapters it was not possible to establish even for the Dirichlet prob-
lem of the potential equation (2.1a,b) whether, or under what conditions, a classical
solution u € C?(£2) N C°(2) exists. Green [121] took the view that his Green’s
function, described in 1828, always exists and that it provides the solution explic-
itly. This is not the case. Lebesgue [188] proved in 1913 that for certain domains the
Green function does not exist.

Gauss (1840) and Kelvin (1847) offered a different line of reasoning (cf. [260,
§V.2.4]). The Dirichlet integral

J(u) ::/ |Vu|2dX:/ Zuii(x)dx (7.1)
° 23
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describes the energy in physics. With boundary values u = ¢ on I given, one seeks
to minimise J(u). Let u be the minimising function and v # 0 any other function
with zero boundary values: v = 0 on I'. Since u + Av also takes the described
boundary values, j(\) := J(u + Av) as a function of A € R must be minimal at
A = 0. Inserting v + Av yields

FON) = J(u+ M) = J(u) +2X I (u,v) + A*J(v)  with
I(u,v) = /(Vu Vo dx-/ Zuz X) Vg, (x)dx.

Since v # 0 cannot be constant because it vanishes on the boundary, we have
7(0) = 2J(v) > 0, indicating a strict minimum at A = 0. The necessary condi-
tion j'(0) = 0 for an extremum leads to the variational problem

/ Zuml X)Ug, (x)dx =0  foralluwithv =0onl.  (7.2)

Green’s formula (2.6a) provides' a(u, v) f oVl —Au)dx = 0 for all v withv = 0
on I' so that —Awu = 0. Thus, like (7.2), the variation problem J(u) = min
is equivalent to the Dirichlet problem —Au =0 in {2, u = pon I

The so-called Dirichlet principle? states that J (), since it is bounded from below
by J(u) > 0, must take a minimum for some w. Existence of a minimum was
considered as evident needing no strict proof. According to the above considerations
this would ensure the existence of a solution of the Dirichlet problem.

In 1870, Weierstrass argued against this line of reasoning, stating that while
there may exist an infimum of J(u), it need not necessarily be taken by some u.
As a counterexample he showed that

1
J(u) := / 22(u'(z))?dz in{u € CH([~1,1]) : u(—1) =0, u(1) = 1},
—1
has no minimiser taking the value inf J(u) = 0.

Further, the following example due to Hadamard [148] shows that no finite
infimum of the Dirichlet integral need exist. Let r and ¢ be the polar coordinates in
the circle {2 = K(0). The function

oo

Z Zsin(nly)

is harmonic in (2 and continuous in {2 but the integral J(u) does not exist.

For further remarks on the history of the calculus of variations we refer to
Blanchard-Briining [40, §0] and Stein [270].

! Here we assume that u allows integration by parts.
2 The name Dirichlet principle is introduced by Riemann.
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In the reasonings about the Dirichlet principle we have not exactly specified
the set of functions in which we want to find a minimiser. The above difficulties
disappear if one seeks_the solutions in the more suitable Sobolev spaces instead
of in C2(£2) N C°(£2). The result, however, will be a solution of (7.2) called the
weak solution. To obtain a classical solution v € C?(£2) N C°(§2) of the Laplace
problem, further conditions are to be satisfied (cf. Chapter 9).

7.2 Equations with Homogeneous Dirichlet Boundary
Conditions
In the following we investigate the elliptic equation
Lu=g in £2 (7.3a)

with the differential operator

L=3Y" > (1) D%aus(x)D" (7.3b)

laf<m |B|<m

of order 2m (cf. §5.3.2; Exercise 5.40d). The principal part of L is

Lo=(-1)" Y DPfans(x)D".

lee|=]B|=m

According to Definition 5.39, L is uniformly elliptic in {2 if there exists ¢ > 0
such that

> aap(x)E*TP > c[gP" forall x € 2 andall £ R, (74)

lo=[B]=m

In the case that only a,s € L>({2) is assumed, one needs to replace “for all z € 27
by “for almost all z € (27,

7.2.1 Dirichlet Boundary Condition

We assume the homogeneous Dirichlet boundary conditions

ou o\> o\t
u=0, %—O, <an> u=0, ..., <an> u=0 on I, (7.5)

3 DPaqg(x)D® describes the differential operator u — D* [aqg(x)D%u] . The expression
DPaqp(x)D%u(x) always means D? [ans(x)D%u(x)]. If we want to apply D? only to
aap(x), we write [DPaqs(x)] DYu(x).
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which are only meaningful if I" = 0(2 is sufficiently smooth (otherwise the normal
direction n is not defined). Note that in the standard case m = 1 (an equation of
second order) condition (7.5) becomes u = 0.

Since with v = 0 on I the tangential derivatives also vanish, not only the k-th
normal derivatives (k < m — 1) but all the derivatives of order < m — 1 are equal
to zero:

D% =0 on I for |a] <m —1. (7.5

Condition (7.5") no longer requires the existence of a normal direction. According
to Corollary 6.61, (7.5") can also be formulated as

u € HJ' (02).

7.2.2 Weak Formulation

Let u € C?™(Q2) N HF(£2) be a classical solution* of (7.3a) and (7.5). To derive
the variational formulation we take an arbitrary v € C§°({2) and consider

(Lu,v) Z Z Iﬂl/ v(x) DPaqs(x) D*u(x) dx.

la|<m |B|<m

Since v € C§°(£2), the integrand vanishes in the proximity of I" so that one can
integrate by parts,

(-7l /Qv(x) Dﬁaag(x)Dau(x)dx:/Qaaﬁ(x) [Du(x)] [DPu(x)] dx,

without boundary terms occurring. Thus we have found the variational formulation

Z Z /aa@ “u(x)] [Dﬁv(x)] dxz/ g(x)v(x)dx  (7.6)

la|<m |B]|<m §2
forallv € C5°(£2)

since Lu = g.

If conversely u € C?™(§2) with boundary conditions (7.5) satisfies condition
(7.6), then the partial integration can be reversed and

/(g—Lu)vdXZO forall v € C§°(12)
Q

* The intersection with HZ™(§2) is used to ensure the boundary condition (7.5) or (7.5’). If 2 is
unbounded, C2™ (£2) N H™ (£2) also implies that the squared derivatives of order < m have a
finite integral.
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proves Lu = g. This means that a classical solution of the variational problem
(7.6) with boundary condition (7.5) is also a solution of the original boundary-value
problem. Hence the differential equation (7.3a,b) and the variational formulation
(7.6) are equivalent with respect to classical solutions. However, (7.6) may possess
a nonclassical (weak) solution u € H{*(§2) for which the partial integration cannot
be reversed.

We introduce the bilinear form

a(u,v) = Y > /Q aap(x) [D%u(x)] [DPu(x)] dx (1.7)

lal<m |B|<m

and the functional

flv) = /Qg(x) v(x)dx. (7.8)

As remarked above, the boundary condition (7.5) for classical solutions v €
C?™(2) N H™(£2) means that u € HJ"(§2). Thus the variational formulation or
weak formulation of the boundary-value problem (7.3a), (7.5) reads as follows: 3

find uw € H*(2) with a(u,v) = f(v) forallv e C;°(£2). (7.9)

A solution of problem (7.9) which, according to the definition, lies in Hj*({2) but
not necessarily in C?™({2), is called a weak solution.

Exercise 7.1. (a) Let {2 be bounded. Show that any classical solution belonging to
u € C?™m(2) N C™(£) is also a weak solution.

(b) With the aid of Example 2.26 show that this statement becomes false for un-
bounded domains.

Theorem 7.2. Let anp € L°°(12). The bilinear form defined by (7.7) is bounded on
HP(2) x H'(02).

Proof. Let u,v € C§°(§2). The inequality (6.11c) yields

la(u,v)| < laasll ooy D%l |Dﬁv|0 < const |ul,, |v|,, -
(£2)

o] <m |B|<m

Since C§°(2) is dense in H{*(§2) (cf. Theorem 6.28), a(-,-) has an continuous
extension to H{"(2) x H}"(£2) and is bounded by the same constant (cf. Lemma
6.91b). ]

The function f(v) is also defined and bounded for v € H["(2) if, for exam-
ple, g € LQ((Z). According to Exercise 6.103, the variational formulation (7.9) is
equivalent to the following one:

3 In the complex case with a sesquilinear form a(-, -), f(-) must be antilinear, i.e., f(-) is a linear
functional.
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find v € H*(2) with a(u,v) = f(v) forall v e HJ (£2). (7.10)

One can regain the form Lu = f by applying Lemma 6.91. Let f € H~™(2) =
(HJ*(£2)) and L € L(HJ"(£2), H ™ ({2)) be defined by

a(u,v) = (Lu,v) g-m@yxmy () and  f(v) = (f,0) g-m(2)xup (@)
for all v € H{*(§2). Equation (7.10) states that
Lu=f. (7.10)

While (7.3a) represents an equation Lu = g in C°(§2), (7.10’) is an equation in the
dual space H—™({2).

7.2.3 H*(12)-Ellipticity
Theorem 6.101 guarantees unique solvability of equation (7.10) if a(-, -) is HJ*(£2)-
elliptic. We first investigate the standard case m = 1 (equations of order 2m = 2).

Theorem 7.3. Let {2 be bounded, m = 1, ang € L°°(£2). Let L satisfy (7.4) (uni-
form ellipticity) and be equal to the principal part Ly, i.e., aqp = 0 for |a|+|6| < 1.
Then the bilinear form a(-,-) is H} (£2)-elliptic:

a(u,u) > ¢ |ul? forallu € Hy(82), where ' > 0. (7.11)

Proof. Since |a| = |B] = 1 one can identify « and 3 according to D* = 9/Jz;,
DP = 0/0z; with indices 4,j € {1,...,n}. For fixed x € {2 use (7.4) with
& = Vu(x):

Y aasx) [Dux)] [DPu)] = Y aas(x)6*"”

le|=|8l=1 lal=]8]=1
=) a;(x)&8 > elEff == [Vux).
i,j=1 (7.4)

Integration over 2 yields a(u,u) > ¢ [,, |[Vu[? dx. Since [, |Vu|* dx > Cg |ul}
(cf. Lemma 6.29), (7.11) follows with &’ = ¢ Cy,. [ |

Corollary 7.4. The condition “f2 bounded” may be dropped if for « = § = 0 one
assumes apo(x) > n > 0 (instead of agp = 0 in Theorem 7.3).

Proof. Repeat the argument of the last proof: a(u,u) > [, (¢ |Vul*+7 |u* )dx >
min{e, n} |uﬁ . =
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Example 7.5. The bilinear form a(u,v) = [, [(Vu, Vv) +uv]dx of the Helm-
holtz equation —Au+wu = f in £2 coincides with the scalar product in H}(§2) and
H'(£2). From this we conclude the following.

(a) The H}($2)-ellipticity (Dirichlet boundary condition) as well as the H!({2)-
ellipticity (Neumann boundary condition) holds with the constant Cy = 1 in (6.44).

(b) The operator A : V' — V' from Lemma 6.91 in a(u,v) = (Au,v),, ., for
V = H}(2)or V = H' () is a symmetric, unbounded operator on U = L? with
a dense domain.® Hence A'/? exists and belongs to L(V, U) as well as to L(U, V")
(cf. Lions—Magenes [194, page 10] or Kato [168, Chap. V, §3.11]).

(c) The H'(£2)-norm can be written as lull g1y = | AY2u| 12(g). For |s| < 1,
[A% - |[2(s2) is equivalent to the norm || - [ ;. ) (if s = 0) and || - || (zr=(2)) Gf
s <0).

Exercise 7.6. Let the assumptions of Theorem 7.3 or Corollary 7.4 be satisfied,
except for the fact that the coefficients ano and agg (|a| = |8 = 1) of the first
derivatives may be arbitrary constants. Show that inequality (7.11) holds unchanged.

Theorem 7.3 cannot easily be extended to the case m > 1.

Theorem 7.7. Let the coefficients of the principal part be constants: a.g = const
for |a| = |B| = m. Furthermore, assume that anp = 0 for 0 < |a|+|8] <2m—1
and ago(x) > 0 for o = 8 = 0. Let L be uniformly elliptic (cf. (7.4)). Further let
either (2 be bounded or agy > 1 > 0. Then a(-,-) is H{*(§2)-elliptic.

Proof. We continue v € H["(§2) through v = 0 onto R™. Theorem 6.39 and
Exercise 6.40 show that

a(mu)—/ ago u? dx = Z /aaﬂD"‘uDﬂudx
Q 19,

loe|=[B]=m

= Z Aop - D%u(x)DPu(x) dx = Z Aop - (D“u,D’Bu)O

lee|=]B|=m lo|=[B]=m

= Y s (BuDR) = Y ae [ 97 a€) (6)7 a(e) e

lor|=[B]=m lo|=[B]=m

_ o a+p ~ Qd 2m | ~ 2d )
/| I LU | e e ag

Let agp > n > 0. There exists an &’ > 0, so that

€ |€|2m > Z |£°‘|2 -7 for all £ € R™.

la|<m

6 The domain of Ais {u € U: Au € U}.
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From this follows ¢ [ €]*™ |a(€)]* de > ¢/ |u\fn - |u|§ (cf. Lemma 6.41a) and
a(u,u) > & |u\72n If (2 is bounded, use Lemma 6.29. |

For real coefficients we can without loss of generality assume that the sum
Z\a|=\5\=m (X)€Y in (7.4) is positive. This is not expected in the case of
complex coefficients. The previous proof can be transferred if we assume that there
is a complex number 6 with |#| =1 so that

Re | 6 Z aap(x) €72 > | €™ forall x € 2.

lo|=[B]=m

Applying the proof of Theorem 7.3 to 03" ans(x) [Du(x)] [DPu(x)] yields
la(u, u)| > Re [0 a(u,u)] > 5/ (Vul® dx.
7

This implies the V-ellipticity in the form (6.44"). Correspondingly, Theorem 7.7
can be transferred.

Having shown the H["({2)-ellipticity of the form a(-,-), we are now able to
apply Theorem 6.101.

Theorem 7.8 (existence and uniqueness of weak solutions). If the bilinear form
a(-,-) is H"(£2)-elliptic then there exists a solution u € H*(£2) of problem (7.10)
which satisfies

Wl < 2l (Cpfrom (6.44)). (7.12)
Cg

Since (7.12) holds for all f € H=™(£2) and u = L~ f (cf. (7.10")), inequality
(7.12) is equivalent to

”LilHH{,"(Q)eH*m(Q) <C:=1/Cg. (7.12%)

The variational problem (7.10) can be formulated as a minimisation problem.

Theorem 7.9. Let a(-, ) be an H{'(§2)-elliptic and symmetric bilinear form. Then
(7.10) is equivalent to the minimisation problem

find v € H*($2) such that  J(u) < J(v) forallv e HJ'(12), (7.13)
where J(v) := %a(v,v) — f(v).

Attention. If a(-,-) is either not H{*(§2)-elliptic or not symmetric, problem (7.10)
remains meaningful although its solution does not minimise the functional .J(u).
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Example 7.10. The Poisson equation —Au = f in {2, u = 0 on I, leads to the
bilinear form

a(u,v)z/ﬂ(Vu(x),Vv(x»dx.

For a bounded domain £2, a(-, -) is H{ (£2)-elliptic (cf. Theorem 7.3), so that for any
f € H=1(02) there exists exactly one (weak) solution u € H}(2) of the Poisson
equation. This is also the solution of the minimisation problem

1/ |Vul® dx — f(u) = min.
2 /)0

7.2.4 H["($2)-Coercivity

A weaker condition than H"(2)-ellipticity is the H{"({2)-coercivity from (6.48):
a(u,u) > ¢ \u|fn -C |u\g with € > 0.

Theorem 7.11. Let m = 1, and let the coefficients aqp € L™ ((2) satisfy condition
(7.4) of uniform ellipticity. Then a(-,-) is HE(£2)-coercive.

Proof. We write L as L = L; + Ly, with Ly satisfying the conditions of Theorem
7.3, resp. Corollary 7.4 if {2 is not bounded, and L; containing only derivatives of
order < 1. Then we can apply the following lemma. [

Lemma 7.12. Let a(-,-) = d'(-,-) + a’(-,-) be decomposed such that a'(-,-) is
Hy (£2)-elliptic, or perhaps only H*({2)-coercive, while

a”’(u,v) = Z aap(x) [Du(x)] [DPv(x)] dx
e

with ang € L (12) contains only derivatives of order |a| + |B] < 2m — 1. Then
a(-, ) is also HY*(£2)-coercive.

Proof (6.49¢) follows from (6.16b) with X = H\*(2), v = HI/(2), V =
HJ'(2),and U = L?(42), so that Lemma 6.110c proves the assertion. |

The generalisation of Theorem 7.11 to arbitrary m > 1 requires stronger condi-
tions on the coefficients of the principal part.

Theorem 7.13 (Garding [111]). Let L be uniformly elliptic (cf. (7.4)) and assume
aap € L°°(82). Furthermore, let the coefficients aqp with |a| = |B| = m be
uniformly continuous in 2. Then a(-,-) is HJ"(§2)-coercive. If conversely

anp € C(2) for |a| =8l =m and aqp € L*(§2) otherwise,

then from the H{"({2)-coercivity follows uniform ellipticity (7.4).
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Details of the proof can be found in Wloka [308, Theorem 19.2]. The proof given
there also holds for unbounded {2, since the coefficients are uniformly continuous.
For the first part of the theorem one uses a partition of unity.

The significance of coercivity lies in the following statement.

Theorem 7.14. Let (2 be bounded and a(-,-) be HJ"(§2)-coercive. Then one of the
Jfollowing alternatives holds:

(i) Problem (7.10) has exactly one (weak) solution v € H{"(§2).
(ii) The kernels E = ker(L) and E* = ker(L') are k-dimensional fora k € N, i.e.,
ale,v) =0 and a(v,e*)=0 forallec E, e € E*, ve HJ'(12).
Further, the eigenvalue problem
ale,v) = A(e, v) 20 forallv € HJ*(2)
has countably many eigenvalues which do not accumulate in C.

Proof. Since for bounded 2 the embedding V := HJ'(2) C U := L*(2) is
compact (cf. Theorem 6.86b), Theorem 6.107 is applicable. [

7.3 Inhomogeneous Dirichlet Boundary Conditions

Next, we consider the boundary-value problem
Lu=g in {2, u=¢ onl, (7.14)

where L is a differential operator of second order (i.e., m = 1). The corresponding
variational formulation of the boundary-value problem reads:
find u € H*(£2) with u = ¢ on I" such that

a(u,v) = f(v) forall v € HL(£2). (7.15)

According to §6.2.5 the restriction u|r of u € H'(£2) on I' is well defined
as a function in H'/? (I). Thus “u = ¢ on I"” must be understood as the equality
u|lp = ¢ in HY/2(I"). In contrast to the preceding section one uses a(-, -) in (7.15)
as a bilinear form on H'(£2) x H}(2) . Itis easy to see that a(, ) is well defined
and bounded on this product.

Remark 7.15. For the solvability of Problem (7.15) it is necessary that:
there existsa up € H*(£2) with uo|r = ¢. (7.16)

If a function u( with property (7.16) is known, a second characterisation of the weak
solution results:

Let ug satisfy (7.16), find w € H}(£2) such that (7.17a)
a(w,v) = fo(v) := f(v) — a(up,v) forallv € HL(R). (7.17b)



7.3 Inhomogeneous Dirichlet Boundary Conditions 169

Remark 7.16. The variational problems (7.15) and (7.17a,b) are equivalent. If ug
and w are the solutions of (7.17a,b), then u = ug + w is a solution of problem
(7.15). If w is a solution of (7.15), then, for example, ug = u and w = 0 satisfy
problem (7.17a,b).

Exercise 7.17. Show that fo € H~1(2) for fo from (7.17b) and

|f0|,1 < |f|71+CS‘uO|1 (7.18)
with Cg from |a(u,v)| < Cglul, |v]; (cf. (6.42)).
Remark 7.18. The problem (7.14) and the variational formulation (7.15) have the
same classical solutions if such exist.

Proof. Tt suffices to assume v € C§5°(£2) in (7.15). Integration by parts can be
carried out as in Section 7.2 and proves the assertion. [

Theorem 7.19 (existence and uniqueness). Let problem (7.10) (with homoge-
neous boundary values) be uniquely solvable for all f € H~*(§2). Then condition
(7.16) is sufficient, and necessary, for the unique solvability of problem (7.15).

Proof. If there exists a solution u € H'(£2) of (7.15) then (7.16) is satisfied. How-
ever, if (7.16) holds, one obtains via (7.17a,b) a unique solution since (7.17b) agrees
with (7.10). [

Remark 7.20. Under the condition {2 € C%! (Lipschitz domain), (7.16) is equiv-
alentto p € HY/?(I).

Proof. 1f p € H'/?(I'), then Theorem 6.58 guarantees an extension ug € H'(§2)
to {2 with ug|r = ¢ and
|uol; SC|SD|1/2~ (7.19)

If conversely wug satisfies Condition (7.16) then the same theorem shows that
o € HY*(I). [

Let inequality (7.12") hold in the case of homogeneous boundary-values. Equa-
tion (7.18) shows

July < fuoly + lwly < fuoly + (1f]_; + C"|uoly ) /2

for the solution of problem (7.17a,b). The estimate (7.19) proves the next theorem.

Theorem 7.21. Let 2€ CY1. Let the bilinear form be restricted to H (2)x H}(£2)
and let it satisfy (7.12'). Then for every f € H'(2) and p € H'/*(I") there exists
exactly one solution u € H*(§2) of problem (7.15) with

lul, <CIfl_; + |%0|1/2} :

Exercise 7.22. Let a(-,-) be symmetric and H{ (£2)-elliptic. Show that problem
(7.15) is equivalent to the minimisation problem (cf. (7.1)):

find u € H'(£2) with u|r = ¢ such that J(u) = a(u,u) — 2f(u) is minimal.
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7.4 Natural Boundary Conditions

7.4.1 Variation in H™ (S2)

The bilinear form a(-, -) defined in (7.7) is also well defined on H™(£2) x H™({2).
In analogy to Theorem 7.2.2 there holds the next statement.

Theorem 7.23. Assume ang € L°°(£2). The bilinear form defined by (7.7) is
bounded on H™ () x H™(2):

la(u,v)| < Z ”aaBHLoo(n) lul,, |vl,, forall w,ve H™({2).
a,f3

Now let f be a functional from (H™(2))'. Equation (7.8) with g € L?(2),
for example, describes such a functional; but (7.8) is only a special case of the
functional f subsequently defined in (7.20a), which we want to use as a foundation
in the following.

Exercise 7.24. Let I be sufficiently smooth and let g € L?(£2), ¢ € L*(I") hold.
Show that

fw) = /Qg(x)v(x)dx + /F p(x)v(x)dl (ve H'(N2)) (7.20a)

defines a functional in (H'(£2))" with [fll oy < C [ 191l 20y + ||<p||L2(F)].
This implies f € (H™({2))" for all m > 1. More precisely, the following also
holds:

11l a2y < € {HQH(Hl(Q))’ + H(ADHH*l/’-’(F)} : (7.20b)
Frequently, variational problems of order 2m have the form:
find w € H™(£2) such that a(u,v) = f(v) forallv e H™(S2). (7.21)

In contrast to the condition u € H{*(§2) from Section 7.2, w € H™({2) contains
no boundary condition. Nevertheless, Problem (7.21) has a unique solution if a(-, -)
is H™({2)-elliptic. For m = 1 this condition is easy to satisfy.

Theorem 7.25. Under the conditions of Theorem 7.3 or Corollary 7.4 a(-,-) is

HY(2)-elliptic: a(u,u) > ¢ |ul> forallu € H'(£2). Problem (7.21) (withm = 1)
has exactly one solution which satisfies the estimate (7.22):

uly < L1l gy - (1.22)

Proof. The same as for Theorem 7.3 or Corollary 7.4, and Theorem 7.8. [
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Corollary 7.26. (a) A unique solution which satisfies the estimate (7.22), also exists
if instead of H!({2)-ellipticity one assumes: a(-, -) is H'({2)-coercive, 2 € C%! is
bounded, A = 0 is not an eigenvalue (i.e., a(u,v) = 0 for all v € H'(§2) implies
u = 0).

(b) The combination of inequalities (7.22) and (7.20b) results in

luly < C gl mr o)y + 1l g-1r2cr)
for the solution of (7.21), if f is defined by (7.20a) with g € (H'(£2))’, peH 2(I).

Proof. (a) According to Theorem 6.86b, H!(§2) is compactly embedded in L?(2)
so that the statement of Theorem 7.14 can be transferred. If A = 0 is not an eigen-
value then L~! € L((H(£2)), H'(£2)) (cf. Theorem 6.89). |

7.4.2 Conormal Boundary Condition

To find out which classical boundary-value problem corresponds to the variational
formulation (7.21), we assume that (7.21) has a classical solution v € H™(2) N
C?™(£2). Further, v € C°°(§2) can be assumed also (cf. Lemma 6.91b). For reasons
of simplicity we limit ourselves to the case m = 1. Under the assumption a,g €
C1(£2) and under suitable conditions on (2 the following general Green formula is
applicable:

n n n
a(u,v) :/ E Qij Uy, Vg, + E ag; UV, + g @ip Uy, U + agouv | dx

o |ii=1 i=1 i=1
(7.23)
i n n n
:/ - E (aijuq,),, — E (aoiu),, + E a0 Ug, + agou | vdx
2 ij=1 i=1 i=1
n n
—|—/ E Nj Qij Uy, + E n; ag; u | vdl.
7 |ia=1 i=1

Here, the n; are the components of the normal direction n = n(x), x € I. We
define the boundary differential operator

n n
0
B = E n; Qij 87 + E n; Ag; » (7.24)
=1

ij=1

when L is described by (7.3b). Equation (7.23) becomes
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a(u,v):/vLuder/ v Budl.
9] r

By the formulation of the problem, a(u,v) agrees with f(v) from (7.20a). If we
first choose v € H}(§2) € H'(£2) the boundary integrals drop out and we obtain
Lu = g as in Section 7.2. By this the identity a(u,v) = f(v) reduces to
JpvBudl’ = [} pudI" forall v € H'(£2). According to Theorem 6.58b, v| runs
over the set H'/2(I") if v runs over H'(£2), so that we have [, ¢)(Bu — ¢)dI' =0
for all ) = v|r € H'Y/?(I'); thus Bu = ¢. This proves the next theorem.

Theorem 7.27. Let I" be sufficiently smooth. A classical solution of problem (7.21)
with [ from (7.20a) is also the classical solution of the boundary-value problem

Lu=gqg in (2, Bu=¢ onl
and conversely.

The condition Bu = ¢ is called the natural boundary condition. This results
from the fact that in (7.21) (as distinct from (7.10)) the function © may assume
arbitrary boundary values. Note that the bilinear form determines L as well as B.

Exercise 7.28. Show that the bilinear form from Example 7.10 for —Au = g has
as the natural boundary condition the Neumann condition du/On = .

Theorem 7.29. Let 2 € C°1 be bounded and a(-,-) be H™({2)-coercive. Then the
statements of Theorem 7.14 hold with H™ (§2) instead of H*((2).

Example 7.30. Let 2 € C%! be a bounded domain. The bilinear form a(u,v) =
Jo [(Vu, Vo) + cuv] dx, associated to the Helmholtz equation

—Au+cu=f in 2 with ¢ >0, ou/On=¢ on I

is H'((2)-elliptic since a(u,u) > min(1,c) |u|? For ¢ = 0, however, a(-,-) is
only H!(§2)-coercive. As is known from Theorem 3.28, the Neumann boundary-
value problem for the Poisson equation (i.e., for ¢ = 0) is not uniquely solvable.
According to alternative (ii) in Theorem 7.14, there exists a nontrivial eigenspace
E = ker(L). u € E satisfies a(u,u) = [,(Vu, Vu)dx = 0, thus Vu = 0.
Since {2 is connected, it follows that u(x) = const and therefore dim £ = 1. Since
a(-,-) is symmetric, E* := ker(L’) coincides with E. According to Theorem 7.29,
the Neumann boundary-value problem a(u,v) = f(v) (v € H'(2)) is solvable if
and only if fLF, ie., f(1) = 0. Here, 1 is the function with constant value 1. If
f(w) = [, g(xz)v(x)dz, the condition f(1) =0 readsas [, gdz = 0.If, however,
[ is given by (7.20a), the integrability condition reads f(1) = [, gdz + [, pdI'=0
(this is equation (3.17), in which f should be replaced by g).

Remark 7.31. While the classical formulation of a boundary condition such

as % = 0 requires conditions on the boundary I', the problem (7.21) can be

formulated for arbitrary measurable (2.
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7.4.3 Oblique Boundary Condition

In the following, we proceed in the opposite direction: does there exist, for a
classically formulated boundary-value problem Lu = g in 2, Bu = ¢ on I,
with given L and B, a bilinear form a(-,-) such that (7.21) is the corresponding
variational formulation? This would mean that the freely prescribed boundary
operator B represents the natural boundary condition.

For m =1 the general form of the boundary operator reads

n a
B=>) bix) P bo(x) (xel). (7.25)
1=1

With b" = (b1,...,b,) one can also write B = bTV + by (cf. (5.21b,b")). Here
bV is not allowed to be a tangential derivative (cf. Remark 5.27):

(b(x),n(x)) # 0 forall x € I (7.26)

Remark 7.32. Let m = 1. Let (7.26) hold. Let A(x) be the matrix A = (a;;)
(cf. (5.2)). By passing from Bu = ¢ to the equivalent scaled equation o Bu = oy
with

one can ensure that (n,cb) = (n, An). Thus in the following it is always assumed
that b already satisfies (n,b) = (n, An).

Proof. Because of (7.26) o is well defined. For Bu = ¢ and cBu = op to
be equivalent, ¢ # 0 is required. This is guaranteed by the uniform ellipticity:
(n,An) > ¢ |n|* = ¢. |

Theorem 7.33 (construction of the bilinear form). Let m = 1. Let L and B be
given by (7.3b) and (7.25), with b satisfying condition (7.26). Then there exists a
bilinear form a(-,-) on H'(§2) x H'(£2) such that to the variational problem (7.21)
corresponds the classical formulation Lu = gin 2, Bu=ponI.

Proof. The bilinear form we seek is not uniquely determined . We shall give two
possibilities for its construction. First we discuss the absolute term in (7.25). On the
basis of Remark 7.32 we assume (n,b) = (n, An).

(i) Let the vector function B(x) := (B1(x),...,Bn(x)) € C1(£2) be arbitrary.
The differential operator

n

Ly := —; 87:1-& + ;&'57% + Z(&)"’”

i=1
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maps every u € C1(£2) into zero: Liu = 0 (use the product rule of differentiation).
Thus the operator L can be replaced by L + L; without changing the boundary-
value problem. Let a(-,-) be constructed according to (7.7) from the coefficients
of L + L;. Equation (7.24) shows that the boundary operator associated with a(, -)
has the absolute term

n
> i (aoi + Bi)- (7.27)
i=1
If by = 0, the choice of 3; = —ay; is successful. Otherwise, two other options are

available.

(ia) Select 3; such that on I" the following holds:
ﬂi = boni — Qp; on ['.

Since |n| = 1, the term (7.27) then agrees with bg(x). The practical difficulty in
this method consists in the need to construct a smooth continuation on 2 of the
boundary values 3;(x), x € I'.

(ib) Set 8; = —ayp; and add a suitable boundary integral:

a(u,v) ::/bouvdF (7.28)
r
—|—/ Z iUz, Vg, +Z ain — Qo;) Uy, U + aoo—i—z aoZ 1 dx.
2
i,j=1

The integration by parts described above shows that the boundary operator associ-
ated to (7.28) reads

Z nj Qi a (7.29)

1,j=1

(ii) The operator (7.29) can be written in the form B=b"V+ bo with b = An.
Since (n,b) = (n, An) = (n, b) has been assumed already, d := b — b is ortho-
gonal to n. To change b to b there are again two options.

(iia) Define the n x n-matrix A® on I by
A*=dn" —nd", ie., aj; = ding — nd; .

This A®(z) is skew-symmetric: A®T = —A®. Continue A®(x), which is at first only
defined on I', to a skew-symmetric matrix A* € C!(§2). [Here we have the same
practical difficulty as in step (ia).] The entries of A® define
- 0 0 0
Ly := - z
: [ Oy "0, i)

4,J=1
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Again, Lou = 0 holds for all u € C?(2), since
- (afjuﬂ)xj - (a;iuwj)xi + (afj)xj Ug,; + (aj‘i)wi Uy = =0 U 05— G U0, = 0.

Thus L can be replaced by L 4+ Lo without changing the boundary-value problem.
The coefficients belonging to L + Lo result in a boundary operator B whose deriva-
tive terms read

= 0
> nylas; +ajj) 5 = [(A+ 4]V

ij=1

By the construction of A° we have
A*n=(dn' —nd")n=d=b —b,

since (n,n) = 1and (d,n) = 0. Since we also have An = b, the derivative term in
B gives b"V as desired. The transition L — L + Ly does not change the absolute
term in B, so that from (7.29) follows B = bV + by.

(iib) Let B = bV + by be given (cf. (7.29)) such thatd = b — b is orthogonal
to n. From this the boundary operator

T:=d'V
is the derivative in a tangential direction if n = 2 [resp. in the tangent hyperplane

if n > 3]. If f is sufficiently smooth then the restriction v|r of v € H*(£2) is an
element of F'/2(I"). By Remark 6.76a, one can show that

T e L(HY?(I), H~Y2(I)).

Since T'(u|r) € H™Y*(I'), [% T(u|r)dl is well defined for ¢ € HY?(I),
in particular, for 1) = v|r with v € H(§2). Thus

b(u,v) := /F(U|F)T(u\p)df

is a bilinear form bounded on H'(£2)x H'(§2). We add b(-,-) to a(-,-) in (7.28).
Integration by parts yields the boundary operator

B+T=b"V+by+(b-b)TV=b"V+b, = B. -

Theorem 7.34. Let the bilinear form (7.7) be H'(§2)-coercive (cf. Theorem 7.25).
Let its coefficients, as well as the boundary I', be sufficiently smooth (€ C'). Then
the constructions of the preceding proof again result in an H'(2)-coercive form.

Proof. We go through the steps (ia) to (iib) of the proof of Theorem 7.33.
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(c) In step (ia) only terms of lower order are added so that Lemma 7.12 is appli-
cable. As for step (ib), see step (32).

(B1) In step (iia) one adds
b(u,v) = /Z [a”uzlvrj +(a7})a; VU, ]dx
Q b

Here Lemma 7.12 is also applicable, since the skew symmetry of A® results in

b(u,u) = /Q S (a5 )y it dx.

(32) In the construction in step (iib) Lemma 7.12 is applicable analogously. This
is easiest to understand in the case n = 2. Let I" be described by {(x1(s), z2(s)) :
0<s <1} Ifay, 2o € CH([0,1]) and 2}(0) =2/(1), and if we have d € C*(I")
for the d in T = d'V, then b(-,-) has the representation

I

(s)=u(z1(s), 22(9)),

(z1(s), 22(s))-

(1]
—~

S

b(u,v):/01‘)(5)7’(5)@’(5)ds7 where 7 € C*([0,1]) and {

Thanks to periodicity, integration by parts yields in b(u,v) = — fo 70)'uds with-
out boundary terms, so that

17 1 11
b(u,u) = ~ ard'ds — | (ra)ads| = —- [ 7'u*ds.
2 LJo 0 2Jo

This implies

1
b )] < 3 I7llea o,y ulrIZagry < ClITlos o,y lullze (o)

for 1 < s <1 (cf. Theorem 6.58a). Since |u|§ <e |u|? -C |u\(2), one can apply
Lemma 6.110c. [ |

7.4.4 Boundary Conditions for m > 2

The case m > 2 has been excluded in this section (except for Theorem 7.23).
Boundary-value problems of order 2m require m boundary conditions Bju = ¢;
on ' (j =1,...,m;cf. Section 5.3). For m > 2 the proof of H"({2)-coercivity
becomes more complicated. In order to carry over Theorem 7.13, one needs in
addition the condition of Agmon [3] (cf. Wloka [308, §19], Lions—Magenes [194,

page 210]).

The resulting complications can be seen with the aid of the biharmonic equation.
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Example 7.35. (a) To the variational problem: find v € H?(§2) with

a(u,v) := [, Audvdx = f(v) := [, g(x)v(x)dx

7.30
+/n (901(x) Bulx) _ @2(x)v(x)> Al forallv € H2() %)
corresponds the classical formulation
2 . 0
A*u =g in £2, Au = 1 and a—nAu =y onl. (7.30b)
But the bilinear form a(, -) is not H?(§2)-coercive.
(b) To the variational problem: find u € H?(£2) N H}(§2) with
0
a(u,v) = f(v) = / g(x)v(x)dx +/ %—“dr forallv € H?(2) N Hy ()
2 r on
(7.30c)
(a(-,-) as in (7.30a)) corresponds the classical formulation
A2y =g in {2, uw=0 and Au=¢ onl. (7.30d)
The bilinear form is H2(£2) N Hg (£2)-coercive.
(c) The boundary conditions in
2 . 0
Au=g in{2, u=0and —Au=¢ onl. (7.30e)

on

are admissible. Nevertheless this boundary-value problem cannot be written in the
present form as a variational problem. A variational formulation for (7.30e) reads:

0
find ue H2(§2) N Hy(£2) such that a(u,v) = f(v) for all v € H?(£2) with a—z =0
with f(v) := [, gvdx + [, ovdI (a(-,-) as in (7.30a)). But this does not agree
with the present concept since u and v belong to different spaces. A possible remedy
is mentioned in §8.9.1.

Proof. The equivalence of the variational and the classical formulation can be
shown via integration by parts:

a(u,v) :/ vAzudX—i—/ [Augz - OaAuv} dr.
2 r n

The noncoercivity in part (a) results as follows. Let 2 C R" be bounded. For all
a € R, uqg(x1,...,2,) = sin(axy) exp(axs) lies in H%(§2) and satisfies Au,, =0,
hence also a(uq,u,) = 0. If a(-,-) were coercive, there would exist a C' with
0 = a(ta,Ua) > €lualy — C lugl, forall a, ie., |uq |y < (C/¢)|uq,. The contra-
diction results from [uq |y > |0%uq /023| ) = a® |ua|, for sufficiently large o.  m
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7.4.5 Further Boundary Conditions

Natural and Dirichlet conditions can occur together. In Example 7.35b, v = 0 is
a Dirichlet condition and dAwu/dn = ¢ a natural boundary condition. Even in the
case m = 1 both sorts of boundary conditions can occur.

Example 7.36. Let v be a subset of I' with positive boundary measure. The
boundary-value problem

s,
—Au=yg in{2, u=0 on~, U= ® on I'\«y (7.31)

in the variational formulation reads as follows: find v € H, ;(Q) such that

a(u,v) :z/Q (Vu,Vv)dx = f(v) ::/ngdx—F/F\;pvdF forallv € Hi(!?),

where

H,i(.Q) ={uec H' () :u=0 on ~}.

Equation (7.31) is occasionally termed a Robin problem, mixed boundary-value
problem, or third boundary-value problem.

Exercise 7.37. Let a(u,v) := [, [(Vu, Vv) + auv]dx with a(z) > a > 0 on
V x V' with
V= {u e H' () :u constanton I'}

be defined. Show that

(a) a(-, -) is V-elliptic.

(b) The weak formulation: v € V, a(u,v) = [, gvdx + [, @uvdl forallv € V
corresponds to the problem

0
—Au+au=g inf2, u constant on I with / ar = / pdl
ron r

which is also called an Adler problem .’

Finally, we want to point out the difficulty of classically interpreting a weak
solution. In the variational formulation (7.21) the right-hand sides g and ¢ of the
differential equation and the boundary condition are combined in the functional
f. In the variational formulation the components g and ¢ are indistinguishable!
u € H'(£2) has first derivatives in L?(§2), whose restrictions to I" do not have
to make sense. That is why Bwu cannot be defined in general; Bu = ¢ cannot
be viewed as an equality in the space H~'/2(I") although ¢ € H~'/?(I") (cf.
Corollary 7.26b).

7 The physical example, as described by Walter [301, Kap. TV, §31.XVT], is a parabolic differential
equation for the heat conduction in a body embedded in a fluid of constant temperature. In [301]
one finds citations of Adler (1956, 1959).
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But even if there is a classical solution, the following paradox arises. Let u be
a classical solution of Lu = 0 in {2, Bu = ¢ on I'. According to (7.20a) define
fo € (HY(2)) by fo(v) := [, ¢udl". One may also view u as a solution of
Lu = f,in {2, Bu = 0 on I'. These equations may even be interpreted classically
in the following way: there exist f, € C*°(£2) (v € N) with f,, — f, in (H'(£2))".
Let u, be the classical solution of Lu, = f,, Bu, = 0. Then u, converges in
H'(£2) to the above-mentioned classical solution .

Incorporating the boundary values Bu = ¢ in the differential equation Lu = f,,,
corresponds to a modification of the discretised problem as used in Chapter 4. The
difference equations Djup, = f in §2;, and the boundary conditions u;, = ¢ on
I}, resulted in the system of equations Lpup = qp := fn + @p (cf. (4.13b)). If
one defines @y, by 4y = uyp in 25, u, = 0 on I}, then uy, satisfies the equations
Dypty, = qp in 2, 4p, = 0 on [},. Just as the functional f cannot be uniquely
separated into g and ¢, fj and ;, cannot be reconstructed from g;. In contrast to
the discrete case, the separation of f into g and ¢ is possible, however, provided that
stronger conditions than g € (H!({2)) are imposed on g (for example, g € L?({2)).

7.5 Pseudo-Differential Equations

In §3.6 the integral equation method is mentioned. Let 2 = {2_ be a bounded
domain (now called the interior domain) with the boundary I". Then 2, := R™\2_
is called the exterior domain, which is unbounded and has the same boundary I
Since finite-element methods are less suited for unbounded domains (cf. Thatcher
[283]), the integral equation method is the method of choice. The Neumann problem

Au =0 in 24, du/on=¢ponT

can be solved in both the interior and exterior domains if f redl’ = 0 (cf.
(3.17) with f = 0). As ansatz for u we take the double-layer potential u(x) =

—Ir 8585: &)dIe with a function g still to be determined and the singularity
function s in (2.4a). The characteristic equation for g is

&s(x,y) B
W g(y) dI'y = p(x),

where the integral must be interpreted in the sense of Hadamard since the integrand
has a nonintegrable singularity. Integral equations with such integrands are called
hypersingular integral equations. Multiplying by a test function v and integration
over I gives

/ / 8%8% (x) g(y) dIy dI% = @(¢) := /F pydl
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This is the variational formulation a(g,v) = ¢(v). We omit the definition of
Hadamard integrals since we can turn it in an improper integral (cf. [136, §7.5]):

1 0%s(x,y)
00.9)= 5 [ [ G5 w60 - vy 960 ~ oy ATy T (7320
Note that ‘%m < Clx —y| " (cf. (2.4a) and (9.26a)). Schwarz’ inequality

yields the estimate

C .
lalg: )l < Slllgll il with

Al = /If(X)—f(Y)IQIX—YI_"dedFy-

I'xI’

II£]lI* corresponds to the second term in (6.22a). Since " is an (n — 1)-dimensional
surface, the exponent n in [x — y| " should be interpreted as (n — 1) + 2\ with
A =1/2. Thus [|| - [[| is equivalent to the Sobolev norm |[-[| ;71 /2 restricted to the
subspace

HY*(I')/R := {f e HY2(I) : / fdr = o}.
r
Hence,
a(,):VxV =R  for V:=HY*I)/R (7.32b)
is a bounded bilinear formon V x V.

The unique solvability of a(g,v) = [ @ dI" (1 € V) follows from the next
statement.

Theorem 7.38. The bilinear form (7.32a,b) is V-elliptic.

Proof. Compare [136, Theorem 8.3.2] and Giroire—Nédélec [118]. [

According to Lemma 6.91, there is an operator A : H/?(I")/R —H~/2(I")/R
associated to a(-,-). It behaves like a differential operator of first order. However,
while differential operators are local, i.e., supp(D® f) C supp(f), A is a nonlocal
operator. Such mappings are called pseudo-differential operators.



Chapter 8
The Finite-Element Method

Abstract In Chapter 7 the variational formulation has been introduced to prove
the existence of a (weak) solution. Now it will turn out that the variational for-
mulation is extremely important for numerical purposes. It establishes a new, very
flexible discretisation method. After historical remarks in Section 8.1 we introduce
the Ritz—Galerkin method in Section 8.2. The basic principle is the replacement
of the function space V' in the variational formulation by an N-dimensional space.
This leads to a system of IV linear equations (§8.2.1). As described in §8.2.2, the
theory from Chapter 7 can be applied. In §8.2.3 two criteria, the inf-sup condition
and V-ellipticity are described which are sufficient for solvability. §8.2.4 con-
tains numerical examples. Error estimates are discussed in Section 8.3. The quasi-
optimality of the Ritz—Galerkin method proved in §8.3.1 shifts the discussion to
the approximation properties of the subspace (§8.3.2). The finite elements intro-
duced in Section 8.4 form a special finite-dimensional subspace offering many
practical advantages. The corresponding error estimates are given in Section 8.5.
Generalisations to differential equations of higher order and to non-polygonal do-
mains are investigated in Section 8.6. An important practical subject are a-posteriori
error estimates discussed in Section 8.7. When solving the arising system of linear
equations, the properties of the system matrix is of interest which are investigated
in Section 8.8. Several other topics are sketched in the final Section 8.9.

8.1 Historical Remarks

The finite-element method is based on two independent concepts: the variational
formulation involving a subspace and the special subspace of finite elements. The
variational principle was first applied to eigenvalue problems by Rayleigh'. In the
case of a symmetric and V-elliptic bilinear form the smallest eigenvalue A and the
eigenvector u of Lu=Aw in {2 and, e.g., u=0 on I” can be obtained by minimising

!'In 1873 John William Strutt inherited the barony of the small town Rayleigh in Essex. Afterwards
he published under the name “John William Strutt, Baron Rayleigh”.
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the Rayleigh quotient a(u, u)/(u, u)r2 (o) over 0 # u € V. Rayleigh [234] (1877)
minimised this quotient over certain subspaces.

On May 16, 1908, Walter Ritz presented the paper [241] to the mathematical-
physical class of the Gottingen Academy of Sciences and Humanities. A similar
article [242] of Ritz appeared shortly later in the Crelle journal. In both papers the
biharmonic problem (5.26) with homogeneous boundary values (5.27) (o1 = @2 =0)
is treated. The variational problem [, {3 (Au)? — uf}dx is minimised over a sub-
space spanned by functions vy, ...,¥,,. Ritz generates the system of equations
and emphasises that the matrix coefficients can be defined by? “purely numerical
quadrature: hence the practical implementation of these quadratures with given
accuracy poses no difficulties.” The linearly independent ansatz functions together
with their derivatives are required to be continuous and must satisfy the Dirichlet
conditions %; = d1;/On =0 on the boundary. Concerning their construction, Ritz
proposes the interpolation by a piecewise analytic function with support in a rectan-
gle p CC (2. In [242, page 5] he emphasises in italic? “that in different regions the
(ansatz functions) ¢; may be given by different analytic® functions respectively by
different expressions, provided that on the boundary between these regions certain
continuity conditions are fulfilled. Herein lies a great facilitation for applications
to experimental results.” Today, these lines remind us of finite elements. However,
Ritz still had a strong solution in mind; he required continuous derivatives up to
third order (cf. [241, page 241]), while a continuous first derivative is sufficient for
the weak formulation. He needed these assumptions for his proof of convergence.
Ritz also discusses the Poisson equation ([242, page 45]) and differential equations
with variable coefficients ([242, page 52]).

In the same papers Ritz also applied his method to the minimisation of the
Rayleigh quotient in order to compute the string vibration. In [242, §16] he gives
numerical results emphasising the “surprisingly good convergence”?, but could not
prove the convergence for the eigenvalue problem.* His article [240] in the same
year treats the plate vibrations with explicit reference to Rayleigh. In this respect
the name Rayleigh—Ritz method applies. More historical details can be found, e.g.,
in Parlett [216], Gaul [112], and Leissa [190].

In 1915 Galerkin published the article [106]. There he approaches the prob-
lem Lu = f by the ansatz u = Y A,, ¢, and determines the coefficients A,, by
J(Lu)pndx = [ fendx. In contrast to Ritz he can also treat nonsymmetric L
(cf. [106, (13)]). The functions ¢,, he used are trigonometric functions and poly-
nomials. This explains the name Ritz—Galerkin method. In the Russian literature the
usual term is Bubnov—Galerkin method, since even earlier 1.G. Bubnov® [59] has
mentioned this method (cf. Afendikova [2]).

2 Translation of the original German text.

3 Here he considered polynomials and trigonometric functions.

4 Final remark in [242, page 61]: “In light of the presented example a physicist applying the new
computational method to cases with still missing theoretical convergence proof will not be worried
because of this deficiency.”

3 In 1913 Bubnov reported on a work of Timoshenko. Bubnov proposed orthogonal ansatz func-
tions (in particular trigonometric functions).
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Finite elements in the explicit form of triangular elements have first been used
in 1851 by Schellbach [259] and 1943 by Courant®” [76]. But only about 1960
when powerful computers were available, this method was rediscovered in engi-
neering sciences (details in Stein [268] and Zienkiewicz [320]). The mathematical
error analysis started with Zldmal [322]. An early, but still actual standard refer-
ence for the finite-element method is the monograph of Ciarlet [67]. Although the
finite-element method has Russian roots (Galerkin, Bubnov), is was not promoted
in the Soviet Union. Instead — in particular due to Samarskii (cf. [248]) — the dif-
ference methods became the standard. Variational techniques were published, e.g.,
under a title as ‘variational difference method’ (cf. Oganesjan—Ruchovec [214]).
The connection between difference methods and variational problems was already
stated in Courant-Friedrichs—Lewy [77] (concerning the common history we refer
to Thomée [288]).

8.2 The Ritz—Galerkin Method

8.2.1 Basics

8.2.1.1 Subspace Discretisation

Suppose we have a boundary-value problem in its variational formulation as de-
scribed in Chapter 7:

findu € V, sothat a(u,v)= f(v) forallv e V, (8.1)

where we are thinking, in particular, of V = H{*(2) and V = H'(£) (cf. Sec-
tions 7.2 and 7.4). Of course, it is assumed that a(-,-) is a bounded bilinear form
definedon V x V, and that f € V":

la(u,v)] < Csllully llolly,  foruveV,  feV. 8.2)

Difference methods arise through discretising the differential operators. Now
we wish to leave the differential operator hidden in a(:,-) unchanged. The Ritz—
Galerkin discretisation consists in replacing the infinite-dimensional space V' with
a finite-dimensional space® Viy:

VN CV with dimVy = N < 0. (8.3)

© In 1922 Hurwitz and Courant [159, page 338] mention piecewise linear finite elements on a
triangulation as a theoretical example of a sequence approaching the minimiser in a footnote which,
however, disappeared in the second edition of the book.

7 See appendix of [76] on the pages 20-22. The figure on page 21 shows a triangulation.

8 The condition dimV < oo is necessary to obtain a practically solvable system of finitely many
equations. However, the following theory also holds for a family of infinite-dimensional subspaces
Vi, C V. This fact will be used in the proof of Corollary 9.25.
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Vi equipped with the norm ||-||;, is still a Banach space. Since Vy C V, both
a(u,v) and f(v) are defined for u,v € V. Thus we may pose the problem (8.4):

N

find v € Vy, sothat a(u¥,v)= f(v) forallv € V. (8.4)

The transition from (8.1) to (8.4) characterises the Ritz—Galerkin or briefly
Galerkin discretisation. More precisely, (8.4) defines a conforming Galerkin dis-
cretisation, since V is a subspace of V' (cf. (8.3) and §8.9.2).

The solution u™ of (8.4), if it exists, is called the Rirz—Galerkin solution
(belonging to Vi) of the boundary-value problem (8.1).
Remark 8.1. We have to distinguish two different scenarios:

(i)  There is only one subspace V and the associated problem (8.4).
(i) Let N’ C N be an infinite subset.® There is a sequence of Galerkin discretisa-
tions in Vy foreach N € N/,

In case (i) we are interested in the solvability of (8.4) and an error estimate of
u — u™ for the special dimension N.

In case (ii), the limit N — oo exists. For instance, solvability of (8.4) can be
required for N sufficiently large. Asymptotic statements about error estimates of
{u—u" : N € N'} are of interest.

8.2.1.2 Generation of the System of Equations

Notation 8.2. The variables u, v, . .. denote functions, capitals L, . .. are operators.
Vectors u,v, ... € RY and matrices L, M, ... € RY*¥ are written in boldface.

To calculate a solution one needs a basis of Viy. Let {b1, ..., by} be such a basis,
i.e.,

Vy = span{by,...,bn}. (8.5)

For each coefficient vector v = (v1,...,vy)" € RN (CV also possible) we define

the mapping!'®

N
P:RYN 5 VyCV, Pv=> ub;. (8.6)
i=1

Remark 8.3. P is an isomorphism between R™ and V. The inverse mapping
P~1:Vy — RY is thus well defined on Vy.

% In the case of the difference method in §4.2, N’ := {N = (n — 1)? : n € N} is the sequence
of possible dimensions.

10 The letter P abbreviates “prolongation” since in later applications the nodal values v; (associ-
ated at certain points x;) are extended to the function Pv € V.
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Lemma 8.4. Assuming (8.5) the problem (8.4) is equivalent to

find v € Vy, so that a(uN, bi) = f(bs) forall i=1,...,N. (8.7)

Proof. (1) “(8.7)=>(8.4)” Suppose that v = Zfil v;b; € Vi be arbitrary. Then
(8.7) and the linearity of a(u®,-) and f give (8.4):

N N N
a(uN’ v) = f(v) = a(uN’ Z Uz‘bi) — f( Z Uibi) = Z V; [a(uN7 b;) — f(bl)]
=1 i=1 i=1
=0.
(ii) “(8.4)=(8.7)” Putting v = b; in (8.4) gives (8.7). [ |

We now seek u € RY so that u”Y = Pu represents the Galerkin solution. The
following theorem transforms the problem (8.4) [resp. (8.7)] into a system of linear
equations.

Theorem 8.5. Assume (8.5). The N x N-matrix L = (L;;)N

ivj=1 and the N-vector
f= (f17"'7fN)T al’Edeﬁnedby

Lij :=a(bj,b;)  (i,j=1,...,N), (8.82)
fi = F(b;) (i=1,...,N). (8.8b)

Then the problem (8.4) and the system
Lu=f (8.9)

are equivalent. If U is a solution of (8.9), then u := Pu solves the problem (8.4).
In the opposite direction, if uN is a solution of (8.4), then u = P~ 'u" is a
solution of (8.9) (cf. Remark 8.3). Otherwise, both problems are not solvable.

Proof. (8.4) is equivalent to (8.7). In (8.7) put u™ = Pu =Y u;b;:

N N N
a(uN7 bz> = a(Zujbj, b,) = Z’U,j a(bj7 bl) = Z Lijuj = f(bl) = fz N
j=1 j=1 j=1

and thus Lu = f. On the other hand the solution of Lu = f gives the solution
ulV := Pu of a(u®,b;) = f(b;). n

In engineering applications where the boundary-value problems arise from
continuum mechanics (cf. the first paragraph of §5.3.1), one calls L the stiffness
matrix. In the following we call this matrix the system matrix. The connections
between L and a(-,-), on the one hand, and between f and f(-), on the other, are
clear from the next remark.
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Remark 8.6. If (u,v) := >, u; v; is the usual scalar product, then
al,0) = (Luv)  and  f(0) = (£.)

with u = Pu and v = Pv.

Proof. a(u,v) = a(Pu,Pv) = a (3 ;u;b;, > vibi) = 32, jujvia(b,b;) =
> Lijujvi = (Lu,v) and f(v) = f(3vibi) = 2 vif(bi) = > vifi = (f,v). m

3V

A trivial consequence of Theorem 8.5 is the following.

Corollary 8.7. The Ritz-Galerkin discretisation (8.4) has a unique solution 1" for
each feV’ exactly when the matrix L in (8.8a) is nonsingular.

8.2.2 Analysis of the Discrete Equation

The analysis in Chapter 7 of the solvability of the variational problem holds for any
Banach space V, also for finite-dimensional spaces. Therefore the statements in §7
hold also for Vi instead of V. However the terms must be transferred correctly. In
§88.2.2.1-3 we discuss the discrete spaces Vi, U, and Vy; of the discrete Gelfand
triple. Sections 8.2.2.4-5 introduce the mapping P and the projection () which
connect the abstract space Vy with R™V and the system (8.9). The operator Ly from
68.2.2.6 is important for the application of Lemma 6.94, and Lemma 8.12 explains
the relation between L and the matrix L.

8.2.2.1 Spaces Vi and Upn

The variational problem (8.7) uses that a : V xV — R is also well defined on
Vn x Vi . For clarification we denote the restriction of a(-,-) to Vy xVy by an:

an: VN xVy = R with apy(u,v) :=a(u,v) forall u,v € Vi.  (8.10)

The restriction of the norm ||-||,, and of the scalar product (-, -),, to Vy defines the
Hilbert space (Viv, (-, )/ )-

Instead of the pivot space U in (6.36) we now have Uy which is the same set
and vector space as Viy (i.e., Uy = Vi), but Uy C U is equipped with the scalar
product (-, -),, and the norm ||-||, .

The Gelfand triple V. C U C V' in (6.36) is based on the continuous and dense
embedding V' C U, the equivalent dual statement U’ C V', and the identification
U = U’. Correspondingly we identify Uy with the dual space Uy of Ux.
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8.2.2.2 Dual Space VY,

V}; coincides with Viy = Uy as a set and vector space. However, it needs a proof
that V{; can be equipped with the (restriction of the) norm of V/. Lemma 6.63 states
that V' C U implies U’ C V’. This statement does not hold for Vy C V since the
embedding is not dense. In a certain sense the opposite is true: V{;, C V’, as shown
in Lemma 6.71. This lemma can be applied because finite-dimensional spaces are
closed. The ||- ”V/v -norm is defined by'!

||v||VJ<] =max { |(v,u),|/[lully :0FueVy} forveVy=Vy. (811

Lemma 6.71 yields the following statement.

Conclusion 8.8. ||f||vj(] = ||flly, holds for f € V. ||||VZ(] defines a seminorm'?

on V' and satisfies || fl[y;, < [Iflly -

8.2.2.3 The Discrete Gelfand Triple

We summarise the above considerations. In the discrete case, the Gelfand triple
V c U C V' becomes Vy C Un C VY, where the spaces are the same as sets:

Vn=Uny=V}.
However, the three spaces are equipped with different norms:

Vv =W llv),  Uv=0On 1), Va= Vi lllvy)-

8.2.2.4 Maps P and P*

The adjoint P* is formed with respect to the (-, -),, scalar product of U and to the
Euclidean scalar product (-, -) of RV:

(u, Px),; = (P*u,x) forallx € RY, u € U (in particular, u € Uy). (8.12)

Selecting x as the ¢-th unit vector, the characterisation of? P*u € RY follows
from the definition (8.6) of P:

y := P*u € RN has the components y; = (u, ;)

' We recall that v(u) = (v, ).
12 A seminorm satisfies all norm axioms except the property ||z|| = 0 => =z = 0.

13 Formally, we conclude from P : RN — Uy that P’ : Uy — (RV)’. We identify (R )’
with RY . Occasionally, y T is written for elements of (R™Y)’; then (P*u, x) becomes (P*u)Tx.
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with b; in (8.5). The usual definition of (-, )., is y; = fQ ub;dx. Because of Vy CV,
P : RN — Vy may be considered as a map P : RV — V. Hence P* can be
extended to a map in L(V’,R"). From (8.8b) we obtain the following result.

Remark 8.9. P*: V' — VJ; defines the right-hand side f = P*f in (8.9).

8.2.2.5 Projection Q n

Exercise 8.10. Show the following:
(a) The kernel of P* is Vi C U (Vj: orthogonal space relative to (-,-),; ). The

map P*|y, : Vy — RY is an isomorphism.
(b) (P*)~t = (P~ H~.
Since P~1: Vy — RV exists (cf. Remark 8.3), we can define
Cp =P g~ vy = max {|P " ullpn/ ||ully : 0 £ uwe VN},  (8.13)

where ||-|| = |||z~ is the Euclidean norm of RY.

Lemma 8.11. The matrix P*P : RY — RY has an inverse whose spectral norm is
|(P*P)~1||2 = C3 with Cp defined in (8.13). The mapping

Qn:=P(P*P)'P*:U—U (8.14)

is the orthogonal projection onto Uy = Vy (with respect to ||-||;;). Besides
Qn € L(U,U) also Qn € L(V', V) is valid.

Proof. (a) The matrix P* P is symmetric. Hence,

H(P*P)’1||2 = max{ |<(P*P)’1x,x>| s x|y = 1}.
Using (P*)~! = (P~!)* from Exercise 8.10b, we conclude that ((P*P)~'x,x) =
(P7HP* ) 'x,x) = ((P*)'x,(P*)"'x) = [[(P*) %[> = [[(P~")x].

Together we obtain ||(P*P)~ || = [[(P~1)*| By (6.32) the latter norm
=C2.
p

2
Un<+RN"
coincides with [|[P~1(|2y

(b) Since

+~—Upn

Q% =P (P*P) ' P*P(P*P)"' P* = P(P*P)"' P* = Qu,

Qn is a projection. As Qn = @}, it is an orthogonal projection. The image
space is range(Q ) = range(P) = V. Considered as mapping in L(U,U), Qn
has the norm 1 as any nonvanishing orthogonal projection. Because of
P* € L(V',RN) (see above), (P*P)"' : RN — RN and P : RN — V are
bounded so that Qn € L(V', V). |
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8.2.2.6 Operator L

According to Lemma 6.91 the bilinear form an(-,-) : Vy x Viy — R in (8.10) is
associated with an operator

Ly:Vy —Vy sothat ay(u,v) = (Lyu,v), forallu,ve Vy. (8.15)

Here we write (-,-)y instead of (-,-)y;xv, (cf. Remark 6.74). This abstract
operator is important since the statements of Lemma 6.94 refer to LEl. The next
lemma illustrates the link between Ly and the concrete system matrix L.

Lemma 8.12. Ler Ly € L(Vy,Vy;) be the operator corresponding to an(-,-) :
Vn xVy = R, and L € L(V,V') that for a(-,-) : V x V — R. The following
relationships hold between the operators Ly, L, and the system matrix L :
L=PLP=PLyP:V =V, (8.16)
Ly =P 'LP':Vy — VY,
Ly is the restriction of QnL and QnLQ N to Vi .

The first two equations correspond to the following commuting diagram:

\% N \% (continuous level)
P J P*
RN X, RV (map as matrix, discretisation level)
PUPTt PP
Vi L Vi (abstract map, discretisation level)

Proof. (a) The identities

(Lu,v) - an(Pu,Pv) = (LyPu, Pv), = (P*LyPu,v)
Y Remark 8.6 | a(Pu, Pv) = (LPu,Pv), = (P*LPu,v)

forallu,v € RY prove (8.16).

(b) Let u € V. Since the image of QyLu liesin V}, = Uy, we have to prove
(Lnu,v)y = (QnLu,v), forall v € Uy. For this use (Lyu,v); = a(u,v)
and (QnLu,v),; = (Lu,Qnv), = (Lu,v),; = alu,v). [

QN=Q} vEUN

TN

By Remark 6.74 we can write (f,v)y for f(v). If v = Pv, it follows from (8.12)
that f(v) = (f, Pv)y = (P*f,v). Using Remark 8.6 we then have

f=Pf

for the f in the right-hand side of equation (8.9) (cf. Exercise 8.10a).
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8.2.3 Solvability of the Discrete Problem

Below the statements and criteria on the solvability of the variational problem are
applied to the discrete case.

8.2.3.1 The inf-sup Condition

Since, according to (8.16), L™! = P~'L'(P*)~", the discrete problem Lu = f
is solvable if and only if L;,l exists. As stated in Lemma 6.94, the existence of
Lﬁl is equivalent to the inf-sup conditions. Because of the finite dimension of Vy,
Exercise 6.95 simplifies the criteria. For better overview we repeat Lemma 6.94 in
consideration of Exercise 6.95.

Lemma 8.13 (inf-sup condition). Let Ly € L(Vi,V}) be the operator corre-
sponding to the continuous bilinear form ay (-,-). Then the statements (i) and (ii)
are equivalent:

(i) Ly' € L(Vi, V) exists;

(ii) there is en > 0 so that

inf sup lan(z,y)| =en > 0. (8.17a)
z€VN, HIHV:1 yeVnN, HyHV:1

If one of the statements (i) or (ii) is valid, then

1L vy vy = 1/en. (8.17b)

The operator norm (8.17b) yields estimates with respect to the appropriate norms.
The following lemma uses Conclusion 8.8.

Lemma 8.14. Let (8.4) be the Ritz—Galerkin discretisation of (8.1). If the problem
is solvable then

lu™llv < NLR v v 1 vz S IER v evg 1Dl (8.18)

The solvability of the continuous and of the discrete problem are independent as
stated in the next remark and illustrated by Example 8.20.

Remark 8.15. The inf-sup condition (6.43a,b) of the continuous variational prob-
lem is neither sufficient nor necessary for the discrete inf-sup condition (8.17a).
But note the asymptotic statement in Theorem 8.29.
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8.2.3.2 V-Ellipticity

In the case of a continuous variational problem the V-ellipticity guarantees its unique
solvability. The same condition is also sufficient in the discrete case.

Theorem 8.16. Assume (8.3). Suppose the bilinear form be V-elliptic:
a(u,u) > Cg ||u\|%/ Sforall weV with Cg > 0.

Then also the Ritz—Galerkin discretisation is solvable for any subspace V. The

estimate {
LR lvaevi < - (8.19)
E

is independent of N, and the Ritz—Galerkin solution v € Vy satisfies (8.18).

Proof. Restricting a(u,u) > Cg ||u||‘2/ to u € Vi does not change the constant
CE (cf. Exercise 6.98a). Theorem 6.100 yields ||LE1HV/V<—VN <1/Cg. ]

Exercise 8.17. Show the following:
(a) If a(-, -) is symmetric then so is L.

(b) If L is symmetric and V-elliptic then L is positive definite. Under the same
assumptions the Ritz-Galerkin solution u¥ solves the following minimisation
problem (cf. Theorem 6.104):

TNy < J(u) := a(u,u) — 2f(u) forall u € V.

8.2.3.3 V-Coercivity

The coercivity condition (6.48) holds for the Ritz—Galerkin discretisation with the
same constant. However, this condition loses its significance for finite-dimensional
spaces.'* Theorem 6.107 (A = 0) states that either the problem is solvable or A = 0
is an eigenvalue. For finite-dimensional spaces this statement is trivial since it is
always true.

In the case (ii) of Remark 8.1 there is an infinite sequence of subspaces {Vy :
N — oo}. In this case we shall show in Chapter 11 that under suitable condi-
tions the sequence of discrete eigenvalues converges to a continuous eigenvalue.
If the continuous problem is solvable (and therefore A = 0 no eigenvalue), also the
discrete eigenvalues must be different from zero for sufficiently large N and the
discrete problems are solvable. The precise statement is in Theorem 8.29.

14 The conclusions from the coercivity condition (6.48) make use of the fact that ||-||; is a strictly
weaker norm than [|-||y,, i.e., supg_, ey |[vlly, / [[vll; = oco. However, all finite-dimensional
spaces have equivalent norms (cf. Hackbusch [142, §B.1.2]).
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8.2.4 Examples

The following examples of low dimension will illustrate the Galerkin discretisation.

Example 8.18 (Dirichlet problem). The boundary-value problem is
—Au=1 in2=(0,1)x(0,1), u=0 onl.

The weak formulation is given by (8.1) with V = H}($2),

1,1 1,1
://vdxdy, a(u,v) :/<VU,V1}> dx ://(ug;vg; + uyvy) dady.
0Jo Q 0Jo

The functions

bi(z,y) = sin(mx) sin(my),  be(x,y) = sin(37z) sin(wy),
bs(z,y) = sin(mx) sin(37y), ba(x,y) = sin(3wz) sin(3wy)

fulfil the boundary conditions « = 0 on I” and so belong to the space V = HJ (£2).
They form a basis of Vy = Vj := span{by,...,bs} C V. The matrix elements
Lii = a(b“bl) can be worked out to be L11 = ’/T2/2, L22 = L33 = 57T2/2,
Lys = 972 /2. In addition the chosen basis is a(-, -)-orthogonal: L;; = 0 for i # j,
SO that the system matrix L is diagonal. Furthermore one may calculate the values

fi= = [, bi(x,y)dzdy getting

fi=4/m% fa=f3=4/Br%),  fi=4/097%).

8 8 8
Hence u = L~ !f has the components u; = —, uy = ug = 150d’ "4 = g a0

4 )
. . .. T
and the Ritz—Galerkin solution is then

ulN(z,y) = % {sin(m:) sin(my) + % ( sin(3mx) sin(my) + sin(7x) sin(37ry))

1
871 sin(3mx) bln(37Ty):|

The Ritz—Galerkin solution and the exact solution evaluated at x = y = % are

11 2848
N — — f— - p—
u (2,2> T 0.0721914... ,

11 > 16 —1)VtH
u(2)2> = Z 4 ( ) 2 2
vao ™ (14 20) (14 20) [(1+20)° + (14 200)°]
=0.0736713...
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Example 8.19 (natural boundary conditions). Let the boundary-value problem be
—Au = % cos(mz) in2=(0,1) x (0,1), Ou/On=0 on I.

The solution is given by u = cos mx + const. The weak formulation is in terms of
(8.1) with V = H'(92),

11
alu,v) // (upvy + uyvy) dzdy, f(v) =73 // v(x,y) cos(mz)dzdy.
00

The boundary-value problem has a unique solutionin W:={v € V: |, ovdzdy=0}.
The basis functions by (z,y) := z— 3, ba(z,y) := (x— %)* are in W. The system

matrix L and the vector f are then

[ 1 o174 B -2 1 1e | 3—60/n?
L_[1/4 9/80]’ f‘{i;wl%}’ o thatu = L f_{—20+240/7r2 '

The solution is v (z,y) = (3 — 8)(z — 1) — (20 — 22)(z — $)?. The Ritz—
Galerkin solution satisfies the boundary condition du/0n = 0 and the differential
equation only approximately:

oulN Jon =12 — 120/7% = —0.15854 . ..

For x = 1/4 the approximation has the value u¥(1/4,y) = —7/16+45/(47?) =
0.70236. .., whereas u(1/4,y) = cos j = 0.7071... is the exact value.

In the following we shall consider the case in which a(-, -) is no longer V-elliptic,
though it is V-coercive. That a(-,-) is V-coercive guarantees that either problem
(8.1) is solvable or A = 0 is an eigenvalue. Even if one assumes V-coercivity and
the solvability of the problem (8.1) one cannot deduce the solvability of the discrete
problem (8.4). In the next example, either the discrete or the continuous problem
are not solvable depending on the choice of the coefficient.

Example 8.20. (a) a(u,v) := fo - 10uv)dx is H}(0,1)-coercive and the
variational problem a(u,v) = f(v fo gvdz (v € H0 (0,1)) has a unlque
solution. Let V'V be spanned by by (z ) =z(l—x) €V =H0,1) (e, N =1).

Then the discrete problem (8.4) is not solvable since L = 0.

(b) The continuous problem a(u,v) := fol (u/v" — 7?uv)da has no solution since
A = 72 is an eigenvalue Nevertheless, the discrete problem with V; as in (a) is
solvable since L = 3 — —Tr #0.

The requirement (8.19) guarantees the existence of L™, but it does not say
anything about its condition cond(L) = ||L|||| L~}
for the sensitivity of the system of equations Lu = f. For example, choosing for

= folu’v’dx the basis b; = ' (i = 1,..., N) of monomials, one obtains
the very ill-conditioned matrix'® L;; = ij/(i + j — 1). The conditioning of L is
optimal (cond(L) = 1) is optimal if one chooses the basis to be a(-, -)-orthogonal:
a(b;,bj) = d;;, as is the case in Example 8.18, up to a scaling factor. More details
about the matrix condition will follow in §8.8.3.

15 Up to a scaling by a diagonal matrix, L is the Hilbert matrix. The huge norm of the inverse
follows from (L—1);,; = (—1)*tJ 7"+ij].71 ("'H’_.l) (”+j_.1) (’+J 2)2.

n—j n—1i 1—1
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8.3 Error Estimates

8.3.1 Quasi-Optimality

For difference methods the solution v and the grid function u; are defined on
different sets. The Ritz—Galerkin solution, %V, is, on the other hand, directly
comparable with u. One can measure the error due to discretisation with
lu — u™ ||y or with ||u — u™||¢;. First, we only use the V-norm. Error estimates
with respect to ||-||; will follow in §8.5.4.

Let u be the solution of (8.1): a(u,v) = f(v) for v € V. Suppose—by chance
or because of a clever choice of Vjy—that u also belongs to Vjy; then uN = also
satisfies (8.4). That means: The discretisation error is zero if u € V. The following
theorem, usually called the Lemma of Céa, shows: The ‘closer’ that u is to Vi
the smaller is the discretisation error. The proof in Céa [65, Prop. 3.1, page 365]
treats the symmetric, V-elliptic case and gives the better factor 1/Cg /e in (8.20).
The general case is analysed by Birkhoff—Schulz—Varga [39, Theorem 13].

Theorem 8.21. Assume (8.2), (8.3), and (8.17a) hold. Let u € V be a solution of
the problem (8.1), and let v € Vi be the Ritz—Galerkin solution of (8.4). Then
the following estimate holds:

C . Cys from (8.2)
N s _ s )
Il = wllv < (1 * EN) R e 1 {eN from(8.17a) " &20

Inequality (8.20) states that the discrete solution u” is quasi-optimal, since its

error coincides with the best possible approximation up to a factor. On the one hand,
this is a rather strong statement (since the error can only be improved by a factor),
on the other hand, the statement is also weak since the best-approximation error
infevy || — w|ly remains unknown. infy,cy, [[u — wl|,, is the distance of the
function v from Vy and is abbreviated in the following by

d(u,Vy) := inf — . 8.21
(1w, V) = inf [lu =il 821)
Proof of Theorem 8.21. If w satisfies a(u,v) = f(v) for all v € V then it does in

particular for all v € Viy C V. Since we also have a(u’,v) = f(v) for v € Vy,
we can form the difference:

a(u—uN,v)=0  forall v € Vy. (8.22)

For arbitrary v,w € Viy with [[v[|;, = 1 we can therefore conclude

a(u —w,v) =a([u" —u] + u—w],v) =a(u—w,v)

and |a(uN

—w,v)| < Cs lu—wlly [v]ly = Cs llu—wlly, . (*)
From (8.17a) we then obtain

1 ol
N* < o ‘ N* < 75 . .
™ =wlly < > vEVNS,l\1|13”v:1|a(u w,0)] () EN s =il
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The triangle inequality then gives

Cs
lu—uVly < Ju—wlly + w— o]y < <1+5N> o —wlly -

Since w € Vi is arbitrary we deduce the assertion (8.20). [ |

Remark 8.22. The property (8.22) is characteristic for the Galerkin method.
Often it is expressed as follows: The Galerkin error u — u” is orthogonal'® to
the subspace Vi .

Note that in Theorem 8.21 the unique solvability of the problem (8.1) was not
assumed, but only the existence of at least one solution. In Theorem 8.24 the
(unique) existence of a solution of Lu = f will follow from suitable assumptions
on the discrete problems.

Since the underlying spaces are Hilbert (and not general Banach) spaces, the
infimum in (8.21) is taken as a minimum.

Remark 8.23. VF := {v € V : (v,w),, = Oforall w € Vy} is the orthogonal
space of Vi with respect to the (-, -),, scalar product. Since Vi is closed because
of dim(Vy) <oo,wehave V =Vy & VK,‘ (cf. Lemma 6.15). Let Py, : V — Vn
be the V-orthogonal projection onto V. Then for all v € V', v}, := Py, v € Vn
is the unique element with

d(v, Vi) = [lv = oxllv = [lv* v,

where v := (I — Py, )v = Py 1 v is the orthogonal part.

8.3.2 Convergence of the Ritz—Galerkin Solutions

Speaking about convergence means that we have a sequence N — oo (N € N)
of dimensions with corresponding subspaces Vi (see case (ii) in Remark 8.1).
For all N € N’ assume the inf-sup condition (8.17a) with €y > 0. We require
in addition that this inequality is uniform: There is some € > 0 so that

en>e>0 forall N e N. (8.23)

An equivalent statement is infyen ey > 0. Even limsup ey en > 0 is suf-
ficient, since then one can select a subsequence N” C N’ with infyenyey =
lim SupNeN/ EN-

If the discretisation error is supposed to converge to zero one makes use of
a sequence of subspaces Vy C V' that converge to V' in the following pointwise
sense.

16 In the strict sense this is only correct if a(-, -) defines a scalar product (cf. Exercise 6.98¢).
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Theorem 8.24. (a) Let Viy CV (N € N') be a sequence of subspaces with!’
lim d(u,Vn)=0  forallueV. (8.24a)
N —o00

In addition assume (8.23) and (8.2) (continuity of the bilinear form). Then there
exists a unique solution u of the problem (8.1), and the Ritz—Galerkin solution u™
converges to u: N
lu—u"lly =0  for N— oco.

Sufficient to ensure (8.24a) is
VN CVu CV foral N < M eN  and UNGN/VN dense in V. (8.24b)

Proof. (i) First we show that (8.24a) follows from (8.24b). The inclusion Vi C Vi
implies d(u, Vy) < d(u,Vn) for N < M. Hence d(u,Vy) is monotonously
decreasing as N — oo. To prove d(u,Vy) — 0 we have to show that for each
e > 0 there exists an N such that d(u, Vy) < e. From the assumption (8.24b)
there is, for each v € V and ¢ > 0,2 w € Jyeny Vv With [Ju —wl|;, < e.
Therefore we have w € Vi foran N € N'. That d(u, Vy) < |lu—w|, < €
then proves (8.24a).

(i) Let Y := {Lv : v € V} C V' be the image of the operator L : V' — V'’
corresponding to a(-,-). Foreach f € Y C V' there is at least one solution u€V
of a(u,-) = f. Inequality (8.20) proves convergence:

C C
|u —u? ]y < <1 + 65) d(u, Vn) < (1 + ;) d(u, Vi) — 0.

Since the discrete solutions corresponding to f are unique, the convergence u” —
u proves the uniqueness of the solution u.

(iii) The discrete solutions are uniformly bounded: ||u™||y < || f[l,. /en <
| flly/ /e. By part (ii) also the continuous solution w is bounded by ||ully <
Il flly /e for all f € Y. Thus the inverse L=' : Y — V exists, is bounded
and therefore continuous. This prove that Y is closed.

(iv) It remains to show Y = V. Otherwise we can decompose the Hilbert space
V'into Y @ Y1+ with Y+ # {0} (cf. Conclusion 6.69b). Select some f € Y+
with || f||;,, = 1. The Riesz isomorphism Jy : V' — V' from Conclusion 6.69
shows that (-, .Jy, ' f),,, ., = (. f)y, . For vy := —J;' f € V we obtain

Fp) = (fvp) iy == (f Py == Ifll} =—1 and

a(u,vy) = (Lu,vy) oy = — (Lu, fy, ey eyt 0 forall ueV.

Let vV € Vy be the Ritz—Galerkin solution to f. It is bounded by |[uV||y, <
| flly /e = 1/e. Since Vi C V, we have a(u®,vf) =0, ie.,

17 More precisely, d(u, Vi) — 0 is only needed for the solution w. In the case of (8.24b), u must
lie in the closure of J New Vi . If V is not separable, (8.24a) cannot be valid. However, if the
solution belongs to a separable subspace Vo C V' (e.g., with better smoothness properties), it is
sufficient to assume limn s oo d(u, Vn) = 0 forall u € Vj.
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a(u™,vp) = f(vg) = 1.
Decompose vy into vV +w™ with vV € Vyy, w™ LV (orthogonality with respect
to the V-scalar product) and d(vs, V) = ||w™ ||y (cf. Remark 8.23). From (8.24a)
we infer ||w? ||y — 0. Since the discrete solution fulfils a(u™,v"V) — f(v™V) =0,
the contradiction follows from
1= a(’LLN,Uf) - f(vf) = a’(uNa UN) - f(,UN) + a(uN7wN) - f(wN)
=a(u®,w") - f(w) = 0.
Hence Y+ = {0} and Y = V' must be valid, i.e., for any f € V' there exists a
unique solution u of problem (8.1). [

The uniform inequality (8.23) follows immediately from V-ellipticity.

Corollary 8.25. The requirement (8.23) is satisfied with ¢ := Cg > 0 if a(,")
is V-elliptic with the constant Cg > 0, i.e., a(u,u) > Cg Hu||%, .

8.3.3 Ritz Projection

Let Qn be the orthogonal projection onto Vv defined in (8.14). The factors L :
V=V, Qn:V' = Vi =Vy,and Ly' : Vi = Vy — Vy C V can be
composed to give

Sy :=Ly'QNL: V = Vy C V. (8.25)

Exercise 8.26. Show there is also the representation
Sy =PL'P*L.

Lemma 8.27 (Ritz projection). Sy is a projection onto Vi and is called the Ritz
projection. It sends the solution u of the problem (8.1) to the Ritz-Galerkin solution
ulV € Vy:uV = Syu. Assuming (8.2) and (8.17a) we have

ISnllvey < Cs/en (Cs from (8.2), ey from (8.17a)). (8.26)
A definition of SN equivalent to that in (8.25) is
Snu € Vy and  a(Snu,v) =a(u,v) forallve Vy, ueV. (8.27)

Proof. Since a(u,v) = (Lu,v)v/xv = (Lu,v)u = (Lu, Qnv)v = (QnLu,v)u
for all v € Vy, it follows that Sy u in (8.27) is the Ritz—Galerkin solution for the
right-hand side f := QnLu € V', ie., Sxyu = L' QnLu. Conversely one may
argue similarly, and so show the equivalence of the definitions (8.25) and (8.27).
(8.27) shows that u € V leads to Syu = wu. Thus SJQ\, = Sy, ie., Sy is
a projection. Inequality (8.26) follows from ||Syu|, < ||QNLu||VJ<, /en (cf. the
proof of (8.19)) and [|Qn Lully,, = |[Lully, < || Lully., < Cs|ully, with Cs from
(8.2) (cf. Conclusion 8.8). [ |
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Remark 8.28. Let a(-,-) be V-elliptic and symmetric. |||v[|,, = /a(v,v) is a
norm equivalent to [|-||,, . The Ritz projection Sy is, with respect to ||| - [[,,, an
orthogonal projection onto V. Thus, in particular, we have for N > 0

SNl ey = 1. (8.28)
Proof. The equivalence of ||-||;, and ||| - ||, is stated in Exercise 6.98c. The scalar
product associated to || - |||, is a(-, ), so that it is to be shown that a(Syv,w) =

a(v, Syw). (8.27) implies a(Syv, Syw) = a(v, Syw), since Syw € Vi. The
symmetry of a(+, -) and exchanging v and w give

a(Syv,w) = a(w, Syv) = a(Syw, Syv) = a(Syv, Syw),
so that a(Syv,w) = a(v, Syw). (8.28) results from Remark 6.70. |

Remark 8.28 shows once again that the Ritz—Galerkin solution u’¥ = Syu is
the best approximation to  in Vv in the sense of the norm ||| - [|[,,. This assertion is
equivalent to the minimisation problem J(u™) < J(v) for all v € Vi (cf. Exercise
8.17b).

The stability condition (8.23), ey > € > 0, may be difficult to prove, except for
V-elliptic bilinear forms. However, the following theorem shows that this condition
does hold for subspaces approximating V' well enough. The proof of this will be
postponed to a supplement to Lemma 11.12 (page 335).

Theorem 8.29. Let the bilinear form a(-,-) be V-coercive, where V.C U C V'
is a continuous, dense, and compact embedding. Let the continuous problem (8.1)
be solvable for all f € V'. Assume that (8.24a) holds for the subspaces Vy C V
(N € N'). For large enough N the stability condition (8.23) is then satisfied.'®

8.3.4 Further Stability and Error Estimates

In the variational formulation (8.1) the right-hand side f and the bilinear form «
can be perturbed:

find @V € Viy sothat a(@™,o™) = f(oV)  forall vV e Vy, (8.29)

where

a(zN, o) = a(zV, o) + sa (2N, vV),
( - ) ( ) ( ) for all 2V, 0 € Vy.

F@N) =)+ of (o)

It is sufficient that the perturbations da and Jf are defined on Viy x Viy and Vi,
respectively.

'8 One may select a suitable subsequence N’/ C N so that (8.23) holds for all N € N/,
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The usual source of a perturbation is numerical quadrature: The integral f o Judx
is replaced by a quadrature formula (cf. Exercise 8.34) based on point evaluations
of the integrand fv. Obviously this requires that fv be continuous. Since v € V
for d > 2 does not guarantee continuity (cf. Example 6.24), the perturbation §f
may be unbounded with respect to the norm ||-||_,. However, ansatz functions

N € Vi have better smoothness properties. Correspondingly, the norm ||-|| _, must
be replaced by H”V/v in (8.11). The treatment of da is similar.

The following statement is called the first Lemma von Strang (cf. Strang [275]).
Theorem 8.30. Besides (8.2) and (8.3) assume that
5a:VN><VN—>R and 5fVN—>R

are continuous. Let & = a + 6a be Vy-elliptic. Let w and u™ be the (exact)
solutions of (8.1) and (8.4). Then the solution @~ of the perturbed problem (8.29)
satisfies

lu—aNly < const[néfm +_inf {Ju—2v+ ||6a<zN,->||v;V}] (8.30)

Proof. For arbitrary 2V, vV € V we have

=a(@™, o) — a2V, o) = sa(zN,0")

= fN) —a(z",0N) = da (2", N)

= f™) + a(u, o) = f(V) = a(zN,0N) = da(2N, o)

=0 because of (8.1)
=0f(vN) + a(u— 2N, o) = da(zN,0vN)

because of f = f + &f. We estimate @V — 2V by

Colla™ = =N} < a@y — 2N, aN - 2N)
=6f@@™ — 2Ny +a@y — 2N AN — 2Ny = sa(2N, @ — 2N)
=16 fllvg &Y = 2|y + Csllu — ZNHVIIu — 2Ny
+10a(=N, vy llaY — 2Nl
Dividing both sides by [|@"Y — 2V ||y gives

Culla"™ = 2Nlv < [16fllvg + Csllu— 2N lv + [[8a(z", )llvy, -

Since 2V € Vy is arbitrary, (8.30) follows from ||u — @™ |y < |lu — 2V|v +
|z — @ ||y and the previous inequality. ]
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8.4 Finite Elements

The finite-element method (abbreviated by FEM) is a special case of the Ritz—
Galerkin method. For an introduction we first treat the one-dimensional case.

8.4.1 Introduction: Linear Elements for {2 = (a, b)

As soon as the dimension NV = dim Vy becomes larger the essential disadvan-
tage of the general Ritz—Galerkin method becomes apparent. The matrix L is in
general fully populated, i.e., L;; # 0 for all ¢,5 = 1,...,N. Therefore one
needs N? integrations to obtain the values of L;; = a(b;,b;) = [, ..., whether
exactly or approximately. The final solution of the system of equations Lu = f
requires up to O(N3) operations. As soon as N is no longer small the general
Ritz—Galerkin method therefore turns out to be unusable.

A glance at the difference method shows that the matrices Lj; which occur
there are sparse. Thus it is natural to wonder if it is possible to choose the ba-

sis {b1,...,bn} of Vi so that the system matrix L;; = a(bj;,b;) is also sparse.
The best situation would be that the b; were orthogonal with respect to a(-,-):
a(b;,b;) = 0 for i # j. However, such a basis can be found only for special

model problems such as the one in Example 8.18. Instead we shall base our further
considerations on the following remark.

Remark 8.31. Let the bilinear form a(-, -) be given by (7.7). Let B; be the interior
of the support supp(b;) of the basis function b;, i.e., B; := supp(b;)\9supp(b;).
A sufficient condition that ensures L;; = a(b;,b;) =0 is B; N B; = 0.

Proof. The integration a(bj,b;) = [, ... can be restricted to B; N B; . u
To be able to apply Remark 8.31 the y _— .

basis functions should have as small ""“\ga) \

supports as possible. In constructing 1 \ \\

them in. general one goes about it.f.rom b) b) \\

the desired goal: one defines partitions 0 X

of {2 into small pieces, the so-called =X X X X X, X=b

finite elements, from which the sup- gjg 8.1 (a) Piecewise linear function,

ports of b; are pieced together. (b) Basis functions corresponding to x1 and z4.

As an introduction let us investigate the one-dimensional boundary-value
problem
—u'(z) = g(2) for a <z <D, u(a) = u(b) = 0. (8.31)

Assume we have a partition of the interval [a,b] given by a = 29 < 1 < ... <
xN4+1 = b. Denote the interval pieces by I; := (z;-1,2;) (1 < i < N + 1).
For the subspace Viy C H(a,b) let us choose the piecewise linear" functions:

19" Although they are called linear functions, affine functions of the form y = a + bx are meant.
We shall follow the standard terminology and use ‘linear’ instead of ‘affine’.
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Vv = {ueC([a,b]): ul, linear for 1<i<N + 1l and u(a)=u(b)=0} (8.32)

(cf. Figure 8.1). The continuity v € C%([a,b]) is equivalent to continuity at the
nodes x; (1 <i < N): u(x; +0) = u(x; —0).

Remark 8.32. Assume (8.32). (a) u € Vj is uniquely determined by its nodal
values u(z;) (1 <i < N):

u(wi) (Tip1 — ) + u(@ipr) (v — 3y)
Tit1 — X4

u(z) = forx € I;11, 0<i <N,

where u(z9) = u(znyt1) = 0. From Theorem 6.60 we conclude that Vy C
H{ (a,b). The (weak) derivative u’ € L%(a,b) is piecewise constant:

u'(z) = [u(ziv1) —u(z) ]/ [@ig1 — 24 ] for x € I;41, 0 <i < N.
The basis functions can be defined by

(.’E — 1’171) / ({I?Z — $i71) forz, 1 <z <ux
bi(r) =< (iz1 — )/ (ig1 — ;) fora; <a < a4 (1<i<N)
0 otherwise

(see Figure 8.1b). In the engineering sciences the basis functions are also called the
shape functions.

(b) One has the representation u = Zfil u(x;) b;. The supports of the functions
b; are supp(b;) = ;1 U I; = [x;_1, ;1] The set B; from Remark 8.31 is now
B; = (Ii—1a$i+1)-

The weak formulation of the boundary-value problem (8.31) is a(u,v) = f(v)
with
b b
a(u,v) ::/ u'v'da, f(v) = / gudr  foru,v € H}(a,b).
By Remark 8.31 we have, for the matrix elements, L;; = 0 as soon as |i — j| > 2,
since then B; N B; = (). For |i — j| <1 we obtain

T —1 1 —1
Lii1=a(bi_1,b;) = / dz = ,  (8.33a)

2iq Li = Li—1 T — Tj—1 Ti — Ti—1

- B ;i L, Tit1 L,
Lii = a(bi,b;) = (x; —xi—1) “dz+ (41 —x;) dx

1 1
+
Ti—Ti-1 Tyl — X4
-1

LTit1 — L4

Li,iJrl = a(bi+17bi) = Li+1,i =

The right-hand side f = (f1,..., fa)T is given by (8.33b):
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fi = f(bi) = /“fi+1 gb;dx = ot /x g(z) (x —x;—1)dx  (8.33b)

i—1 Ti = Li-1 Ja;_y
1

Tit1
+ — z) (ri41 — ) da.
[ @ @ o)

Remark 8.33. The system of equations Lu = f, given in (8.33a,b), is tridiagonal,

thus, in particular, sparse. For an equidistant partitioning x; := a + ih with
h:=(b—a)/(N + 1) the coefficients are

1
Lij+1=—1/h, Ly =2/h, fi= h/ [g(z; +th) + g(w; —th) (1 —t)dt.
0

If g € C%a,b), then by the intermediate value theorem f; = hg(x; + O;h),
|©;] < 1. Therefore the system of equations Lu = f is, up to a scaling, identi-
cal with the difference equation Lpu, = fp in Section 4.1, if one defines f; by
fu(x) = fi = g(x; + O;h) instead of fr(x;) = g(x;); then L = hLy, £ = hfy.

This example shows that it is possible to find basis functions with small sup-
ports so that L is relatively easy to calculate. In addition, the similarity is apparent
between the resulting discretisation method and difference methods.

Finally, we consider the numerical evaluation of the integral (8.33b).

Exercise 8.34. Show that the Gaussian quadrature formula for f_fi'_*f gb;dx with b;
as weight function and one support point is:

Tit1 — Ti—1 <$¢+1 +x; + Ii—l)

fi,GQuad = 9 3

What is the formula for a partition of equal intervals?

If one replaces the Dirichlet boundary conditions in (8.31) by the Neumann
condition then V' = H'(a,b). The subspace Viy C H*'(a,b) results from (8.32)
after removal of the condition u(a) = u(b) = 0. In order that dim Vy = N the
numbering has to be changed: The partition of (a,b) is givenby a = 1 < x2 <
... < xny = b. The support of the basis functions b; and by consists of only one
interval.

Exercise 8.35. Let %(a) = Qas %Z(b) = ¢yp, with a(-,-) as before. Suppose the
partition of (a, b) is equidistant: z; = a + (i — 1)h, h = (b — a)/(N — 1). What
is the form of the equation Lu = f? Show that Lu = f has at least one solution if

b
/ g(x)dz + pq + pp = 0.

In §8.4.2-8.4.4 we discuss typical examples for finite-element functions in two
spatial dimensions. More can be found in Braess [45, Table 2 on page 66] and
Brenner—Scott [52, §3.2].
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8.4.2 Linear Elements for 2 C R2

We shall assume: N=0 (8) N=5 (21) N=10 (22)
t=6 t=12 t=30

2 C R?is a polygon. (8.34)

As shown in Figure 8.2 we
divide (2 into triangles (‘finite
elements’). The decomposi-
tion is called a triangulation.”

Fig. 8.2 Triangulation of (2; ¢: number of triangles, N:
number of inner nodes (number of all nodes).

Definition 8.36. 7 := {T4,...,T;} is called an admissible triangulation of (2 if
the following conditions are fulfilled:

T; (1 <i<t) are open triangles, (8.35a)

T; are disjoint, i.e., T; N T} = (0 fori # j, (8.35b)
t

U_f1 T, =12, (8.35¢)

(1) either empty, or
fori#j, T; NT; is { (ii) a common side of the elements 7;,7; or  (8.35d)
(iii) a common edge of the elements T3, T}.

Remark 8.37. (a) The conditions (8.35a) and (8.35c) imply the polygonal shape of
2, i.e., the assumption (8.34).

(b) Figure 8.2 shows only admissible triangulations. An example of an inadmissible

triangulation would be, e.g., a square partitioned as follows: @

Let 7 be an admissible triangulation. The point x is called a node (of T) if x
is a vertex of one of the 7" € 7T . One distinguishes inner and boundary nodes,
according to whether x € {2 or x € 0f2. Let N be the total number of inner nodes.
We define Viy as the subspace of the piecewise linear functions:

~ u=0on 92, oneach T € T the function
Vn = { u € C%) : u|r agrees with a linear function, (8.36)
ie., u(z,y) =ar1 +ar22+arsy on T.

Remark 8.32 can be applied to the two-dimensional case under consideration:

Remark 8.38. (a) It is true that Viy C H}($2).

(b) Each function u € Vyy is uniquely determined by its node values u(x*) at the
inner nodes x*, 1 <4< N.

20 'We will also use this term if other elements (quadrangles, tetrahedra, etc.) occur. A more general
term is ‘tessellation’.
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Proof. (a) Example 6.22 shows that Vy C H'({2). Since u = 0 on 942, Theorem
6.60 proves that Viy C H{ (£2).

(b) Let x, x’, x” be the three vertices of T € T The linear function u(z,y) =
a;1 + a2 +a;3y is uniquely determined on T by the values u(x), u(x’), u(x”). =

The converse to Remark 8.38b is as follows.

Remark 8.39. Let x* (1 < i < N) be the inner nodes 7. For arbitrary values u;
(1 <i < N) there exists exactly one u € Vy with u(x*) = u;. It may be written
as u = Zfil u; b; , where the basis functions b; are characterised by

bi(x") =1, bi(x!) =0 foralli#j  (1<i,j<N). (8.37a)

If T € T is a triangle with the vertices x* = (x;,7;) [x® as in (8.37a)] and
X/ — (x/7y/)’ X// — (x//7y//)’ then

1

biay) = T =)~ (g =y — )

T. 8.37b
=) =)~ =)@ -y B

Onall T € T that do not have x* as a vertex, bilr = 0.

Proof. Obviously, using (8.37b) we get a linear function defined on all ' € T,
which satisfies (8.37a). In addition, (8.37a) forces continuity at all nodes. If the
vertices x? and x” are directly connected by the side of a triangle, then (8.37b)
provides the representation b;(x’ + s(x* — x7)) = sb;(x*) + (1 — 5)b;(x’) with
s € [0,1] for both triangles that have this side in common. Thus b; is also con-
tinuous on the common edges, so that b; € CY(£2). Applying this consideration
to two boundary nodes x’, x”" with b;(x") = b;(x”) = 0 we derive b; =0 on 9f2.
Thus b; belongs to V. [}

Remark 8.40. (a) The dimension of the subspace determined by (8.36) is the
number of inner nodes of 7.

(b) The support of the basis function b; (belonging to the node x?) is
supp(b;) = U {T:T €T has x" as a corner} .

(c) Let B; be the interior of supp(b;). There holds B; N B; = () if and only if the
nodes x* # x7 are not directly connected by a side.

Conclusion 8.41. a(u,v) = [,(Vu, Vv)dx is the bilinear form associated to the
Poisson equation. The integrals L;; = a(b;,b;) = >, ka (Vb;, Vb;)dx are to be
taken over the following Ty, € T:

all Ty, with X' as a vertex, ifi =7,

all Ty, with X' and x7 as vertices, ifi # j.

We have L;j = 0, if x' and x? are not directly connected by the side of a triangle.
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We get an especially regular triangula-
tion when we first divide {2 into squares
with sides of length h, and then divide these
into two triangles (] ). The first and sec-
ond triangulations in Figure 8.2 are of this
S,O ri. We call them ‘sq'uare-gr}d tr1an‘gule'1— Fig. 8.3 Piecewise linear basis functions for
tions’. The corresponding basis function is 0" hode (z0,0). Left: triangles of the
depicted in Figure 8.3. Its support consists support; right; sketch of the function.
of six triangles. One therefore expects that
the matrix L corresponds to a 7-point formula. For the Laplace operator, however,
one finds the well-known 5-point formula (4.19) from Section 4.2.

Exercise 8.42. Let 7 be a square-grid triangulation, and consider the bilinear form
a(u,v) = [,(Vu, Vo)dx. The basis functions are described by Figure 8.3. Show
that one has for the entries of the system matrix L

Lii :47 Lij = 713 if Xiixj € {(Oah)7(07*h)a(h70)a(7h30)}a

and L;; = 0 otherwise, i.e., L agrees with h2L;, from (4.16).

Although L = h2L;, holds in the case n y
of the Poisson equation —Au = g, the .1 P Xl X
finite-element discretisation and the differ- 3! W
ence method still do not coincide, since T 2
h2f, has h%g(z') as components and so 0.0) (1’())§ ‘ X

differs from f; = b; dx.
Ji fQ 9o Fig. 8.4 Reference triangle 7'

The integration [, ...dx over the trian-
gle T; € T seems at first difficult. However, for each i one can express fT‘ ...dx as
an integral over the reference triangle 7" in Figure 8.4. The details are given below.

Exercise 8.43. Let x* = (2;,1;) (i = 1,2,3) be the vertices of T' € 7T, and let T
be the unit triangle in Figure 8.4 (left). Show:

@@ : (&n) —x!+&(x2 —x) +n (x> —x') maps T onto T.

(b) det &' (¢,n) = (2 — 1) (y3 —y1) — (y2 — y1) (3 — x1) is a constant.

(c) The substitution rule gives

T

/ oz, y)dady = | (22 —21) (gs—91) — (v — 91) (23 — 1) | / o(® (¢, 7)) déd.
T

In general one evaluates the integral fT ...dé&dn over the unit triangle numeri-
cally. Examples of integration formulae can be found in Schwarz [262, §2.4.3] and
Ciarlet [67, §4.1]. The necessary order of the quadrature formulae is discussed in
the same place by Ciarlet and by Witsch [307]. See also Scott [263].
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In contrast to the difference methods finite-element discretisation offers one the
possibility of changing the size of the triangles locally. The third triangulation in
Figure 8.2 contains triangles that become smaller as they are nearer to the intrud-
ing corner. This flexibility of the finite-element method is an essential advantage.
On the other hand, one does obtain systems of equations Lu = f with more com-
plex structures, since (a) u can no longer be stored in a two-dimensional array,
(b) L cannot be characterised by a star as in (4.20).

Remark 8.44. If one replaces the Dirichlet condition © = 0 on Jf2 by natural
boundary conditions, then the following changes take place:

(a) N = dim Vly is the number of all nodes (inner and boundary nodes).

(b) Vv C H*(£2) is given by (8.36) without the restriction “u = 0 on 92"

(¢) In Remarks 8.38-8.40 it should read “nodes” instead of “inner nodes”.

(d) The matrix elements L;; calculated in Exercise 8.42 are valid only for inner
nodes x’. For a Neumann boundary-value problem in the square 2 = (0,1)x(0,1),
L coincides with h2D,L;, from Exercise 4.63b.

(e) In calculating f; = f(b;) with ¢ # 0 in (7.20a) one has to take account of
possible boundary integrals over 92 N supp(b;), if supp(b;) NN # 0.

8.4.3 Bilinear Elements for 2 C R?

The difference methods in a square grid suggest
partitioning {2 into squares of side h (cf. Figure 8.5,
left). If, more generally, one replaces the squares
by parallelograms one obtains partitions like those
in Figure 8.5. An admissible partition by parallelo- Fig. 8.5 Partition of §2 into paral-
grams is described by the conditions (8.35a—d), jelograms.

if in (8.35a) the expression “triangle” is replaced

by “parallelogram”.

If one were to define the sub- n 1,1)
space Vv by the condition that u 0.1
must be a linear function in each %
parallelogram, then there would o!
be only three of the four ver- 3
tex values that could be arbitrar- 0,0) (1,0)
ily assigned. In the case of the
partition in Figure 8.5 (right) one
can see that the only piecewise linear function v with v = 0 on 02 is the
null function. Thus in each parallelogram u must be a function that involves four
free parameters. We next consider the case of a rectangle parallel to the axes,
P = (z1,22) X (Y1, y4), and define a bilinear function on P by

Fig. 8.6 Unit square as reference parallelogram for P.

u(z,y) := a1 + a2z + azy + agxy in P. (8.382)
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Then w is linear in each direction parallel to the axes—thus, in particular, along
the sides of the rectangle. For an arbitrary parallelogram P such as in Figure 8.6,
the restriction of the function (8.38a) to the side of a parallelogram is in general a
quadratic function. Therefore one generalises the definition as follows. Let

P (&) —x+ € (x* —x!) +n(x' —x!) € R? (8.38b)

be the mapping taking the unit square (0, 1) x (0, 1) onto
the parallelogram P (cf. Figure 8.6). A bilinear function is
defined on P by

u(z,y) ==v(@ (z,y), v(&n) = a+pE+m+En.

It is not necessary to calculate v(®~1(-, -)) explicitly, since
all the integrations can be carried out over (0,1) x (0, 1)
as the reference parallelogram (cf. Exercise 8.43).

If 7={P,..., P} is an admissible partition into par- Fig. 8.7 A combination
allelograms one defines Viy C H'(£2) [resp. Viy C H} (£2)]  ©f m‘f“gles and parallelo-
by grams.

Vi = {u € CO(D) : onall P € 7, wu coincides }

with a bilinear function (8.39)

respectively
. u= 0 on I' =012,
VN =<ueC%R): onall Pem, ucoincides (8.39b)
with a bilinear function.

Here N = dim Vyy is the number of nodes (case (8.39a)) [resp. inner nodes, case
(8.39b)]. A bilinear function on P € 7 is linear along each side of P. Continuity
in the node points thus already implies continuity in {2.

Remark 8.45. The Remarks 8.37a and 8.38-8.40 hold with appropriate changes.

Exercise 8.46. Let the bilinear form associated to —A be a(u,v) = [,(Vu, Vv)dx.
Assume 2 = (0,1) x (0,1) is divided into squares of side h as in Figure 8.5.
What are the basis functions characterised by (8.37a)? Show that the matrix L

—-1-1-1
coincides with the difference star % -1 8-1
-1-1-1

Remark 8.47. Triangle and parallelogram divisions can also be combined. A
polygonal domain {2 can be divided up into both triangles and parallelograms
(cf. Figure 8.7). In this case V}y is defined as

{u € C°(£) : u linear on the triangles, bilinear on the parallelograms}.
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8.4.4 Quadratic Elements for 2 C R?

Let 7 be an admissible triangulation of a polygonal domain {2. We wish to in-
crease the dimension of the finite-element subspace by allowing, instead of linear
functions, quadratics

u(z,y) = ay + asx + azy + asx? + asry + agy? onTeT (8.40)
so that

VN ={ueC’2):u=00nT =09,

(8.41)
oneach T; € T, u coincides with a quadratic function}.

Lemma 8.48. (a) Let x', x2, x3 be the vertices of a triangle T € T, while
x1, x°, x8 are the midpoints of the sides®" (cf Figure 8.8a). Each function
quadratic on T is determined by the values {u(x7): j =1,...,6}.

(b) The restriction of the function (8.40) to a side of T € T gives a one-dimensional
quadratic function, which is uniquely determined by three of the nodes lying on this
side (e.g., u(x'), u(x?*), u(x?) in Figure 8.8a).

(c) If u is quadratic on each T € T and continuous at all nodes (i.e., vertices of
triangles and midpoints of sides), then u is continuous on 2.

Proof. (a) The quadratic function can be obtained as the uniquely defined inter-
polating polynomial of the form (8.40). Part (b) is also elementary.

(¢) Let T and T be neighbouring triangles in Figure 8.8a. Since u|7 and u/;

coincide on x', x*, x2, by part (b) they represent the same quadratic function on
the common side of 7" and 7'. [
We call all [inner] vertices of triangles © % X bs
and midpoints of sides [inner] nodes. By I% %
Lemma 8.48a we can find for each inner ' E
node x' a basis function b; which is quadratic X X X *
oneach T € T and satisfies (8.37a): @) ®)
) ) Fig. 8.8 Nodes for (a) a quadratic ansatz
bi(x') =1, bj(x?)=0 for j #i. on a triangle, (b) a quadratic ansatz of the

serendipity class on a parallelogram.
By Lemma 8.48c b; belongs to V. This
proves the next statement.

Remark 8.49. The number of inner nodes is the dimension of V in (8.41). Each

u € Vy admits the expression u = Zi\;l u(x?) b;, where the basis function

belonging to the node x' is characterised by (8.37a).

2! Instead of the midpoints any other point on the interior of the side can be chosen. However, the
choice must be the same for both triangles attached to this side.
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In the sequel we wish to assume that, as in Figure 8.7, both triangles and parallel-
ograms are used in the partition. On the triangles the function v € Vi are quadratic.
The functions on the parallelograms P must satisfy the following conditions:

(@) u(z,y)|p must be uniquely determined by the values at the 4 vertices and 4
midpoints of the sides (cf. Figure 8.8b).

() The restriction to a side of P gives a (one-dimensional) quadratic function.

By condition («) the ansatz must contain exactly 8 coefficients. The quadratic
(8.40) has only 6 coefficients, while the biquadratic

Z ai; &'

0<4,j<2

has one parameter too many. If one omits the term £27? in the biquadratic ansatz
one obtains for the unit square the function

v(€,n) = a1 + a2€ + azn + as€® + asén + agn® + a7&>n + azén?,  (8.42)

the so-called quadratic ansatz of the serendipity class. The restrictions to the sides
& = 0,1 [resp. n = 0, 1] give a quadratic function in 7 [resp. £]. The mapping @ in
(8.38b) (cf. Figure 8.6a,b) yields the function

u($7 y) = ’U(@_l (:L‘7 y)),
defined on the parallelogram P, which still satisfies the conditions («) and (3).

If one were to use the full biquadratic ansatz one would need one additional node
which one could choose as the barycentre of the parallelogram. Cubic ansatzes can
be carried out in the same way in triangles and parallelograms (cf. Schwarz [262]).

8.4.5 Elements for 2 C R3

In the three-dimensional case assume
2 CcR®  isapolyhedron.

The triangulation from §8.4.2 corresponds now to a division of {2 into tetrahedra.
It is called admissible, if (8.35a—d) hold in the appropriate sense: (8.35a) becomes
“T; (1 < ¢ < t) are open tetrahedra”; in (8.35d) it now should read “For ¢ # j,
7.N Tj is either empty, or a common vertex, side, or face of T} and T};”.

Each linear function a; + axx + asy + a4z is uniquely determined by its values
at the 4 vertices of the tetrahedron. As a basis for the space

Vy = {u € C°2): u=0o0n0L, ulinear on each tetrahedron T; (1 < i < t)}
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one chooses b; with the property (8.37a): b;(x?) = 1, b;(x?) = 0 (j # i). The
support of b; consists of all tetrahedra that share x’ as a vertex. The dimension
N = dim Vy is again the number of inner nodes (i.e., vertices of tetrahedra).

As in the two-dimensional case the linear ansatz may be replaced by a quadratic
one. Instead of a tetrahedron one can use a parallelepiped or a triangular prism with
corresponding ansatzes for the functions (cf. Schwarz [262, §2.7]).

8.4.6 Handling of Side Conditions

The space V' which lies at the foundation of the whole matter may be a subspace of
a simply discretisable space W O V. A given function w € W belongs to V' if cer-
tain side conditions are satisfied. Before we describe this situation in full generality,
two examples will be provided as illustrations.

Example 8.50. If one wishes to make the Neumann boundary-value problem
—Au = g in {2 and % = ¢ on [ uniquely solvable by the addition of the side
condition [, u(x)dx=0, one can choose the space V' to be

V= {u cH' () : /Qu(x)dx = 0} ) (8.43a)

For a bounded domain {2 the bilinear form a(u, v) := [,(Vu, Vv)dx is V-elliptic.
The weak formulation (8.1) with f(v) := [, gvdz + [ ¢udI corresponds to the
equation

—Au =g, Ou/Ion = ¢,

if g and ¢ satisfy the integrability condition f(1) =0 (cf. (3.17)). But even when
f(1) # 0 there exists a weak solution of the corrected equation

SAu=g, g% = g(x) [/ﬁgdx+/rsodr] //de.

Example 8.51. The Adler problem of Exercise 7.37 uses
V ={ue H'(£2) : uconstanton '} . (8.43Db)

In both cases W = H!(§2) is a proper superset of V. Let T be a triangulation
of 2 with [;,, inner nodes and I},4 boundary nodes. Let W; C W be the space of
linear triangular elements®? (cf. Remark 8.44). Its dimension is

Ny, :=dim W), = Iin + Ihg. (8.44a)

22 Here we use the (maximal) grid size h as index of V;,, Wp,, and Mj,, since the dimension N
differs in the cases with and without side condition.



8.4 Finite Elements 211

The basis functions {b; : 1 < i < N} C W}, will be described as usual by
bi(x7) = &;; (cf. (8.37a)). As the finite-element subspace of V we define V}, :=
Wi, NV, which is of smaller dimension. The difference M, corresponds to the
number of side conditions:

Vi =WnNV, M, :=N,—dimVj. (8.44b)

In the Examples 8.50 and 8.51 we have Mj =1, resp. M}, =Iyq — 1. The difficulty
in the numerical solution of the discrete problem (8.45),

find u" € Vj, with a(u",v) = f(v) forallv eV, (8.45)

begins with the choice of a basis for V},. It is not possible to use a subset of the
functions by, ..., by, . Thus, for example, in Example 8.50 no b; belongs to V,
and thus also none to V},, since fQ b; dx > 0.

In principle, it is possible in the case of (8.43a) to construct as new basis functions
linear combinations b; := ab;, + Bb;, € V},, which have again localised (but a bit
larger) supports. In the case of (8.43b) it is still relatively simple to find a practical
basis for V},: The basis functions b; € W}, which belong to inner nodes are also in
Vi, since b; € H}(§2) C V. As further elements one uses by := Z/ b;, where Z/
denotes the sum over all boundary nodes. In spite of this, even in this case, it would
simply be easier if one could work with the standard basis of Wj,.

In order to treat the problem (8.45) with the aid of b; € W}, we reintroduce the
notation w” = Pw (w € RM» a coefficient vector, w" € W}, P from (8.6)). Each
v € Vi, C W}, can be written as Pv with vin V := {v € RV» : Pv € V},} =
P~'V}, . Thus problem (8.45) is equivalent to:

find ue V with a(Pu,Pv)= f(Pv) forall veV. (8.45")

From (8.44a,b) we have dimV = dimV;, = N, — M), = dim W}, — Mj},. The
spaces V;, and V are described by M, linear conditions

V =ker(C) = {w € R" : Cw = 0}, (8.46)

where C = (¢;;) is the M}, x N matrix of the coefficients of the M), linear side
conditions

Np,
> cijw; =0 (1<i<My). (8.47)
j=1

In the case of Example 8.50 we have

Mh = 1, C1j :/ bj(X)dX (1 S ] S Nh).
[0}
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For Example 8.51 let x0, ... ,xMh, with M}y, = Ipq — 1, be the boundary nodes.
Then C can be defined as follows:

Mp=Ia—1, c;i=1 (1<i< M), ciip1i=—1 (1<i< M), cppo=—1

and c;; = 0 otherwise.

The variation of v over V in problem (8.45") can be replaced by the variation
of w over R if one couples the conditions (8.47) by using Lagrange multipliers
Ai (1 < ¢ < My), which can be put together to form a vector XA = (A1, ..., A, )-
The resulting formulation of the problem is:

findue R and X eRM" withCu=0 and (8.48a)
a(Pu, Pw) + (X\,Cw) = f(Pw)  forallw € RM", (8.48b)

where (X, ) = > \;pu; is the scalar product in RM».

Theorem 8.52. The problems (8.45) and (8.48a,b) are equivalent in the following
sense. If u, X is a solution pair for (8.48a,b) then u is a solution of (8.45') and
Pu is a solution of (8.45). Conversely, if u" = Pu is a solution of (8.45) then
there exists precisely one A € RM» such that u and X\ solve (8.48a,b).

Before we prove this theorem, we give a matrix formulation which is equivalent
to (8.48a,b).

Remark 8.53. Let L and f be defined as in (8.8a,b). Further, suppose that B:=CT
with C from (8.46). Then (8.48a,b) is equivalent to the system of equations

ESIREH

Proof. Lu+ BX = f is equivalent to
a(Pu, Pw) + (A, Cw) = (Lu,w) + (BA,w) = (£,w) = [(Pw)
for all w € RV». Note BTu = 0 is the same as Cu = 0. n

Proof of Theorem 8.52. (a) Assume a solution of (8.48a,b) is given in terms of u, A.
Then Cu = 0 implies u € V and v" := Pu € V},. Equation (8.48b) holds in
particular for all w € 'V, so that (8.45") follows since Cw = 0.

(b) (8.45') implies f—Lu € V*. Since V! = (ker(C))* = (ker(BT))t =
range(B), there exists a A € RM» with f — Lu = B, so that (8.48'), and
thus (8.48a,b) are satisfied. For the N, x M) matrix B with rank M}, we have
ker(B) = {0}, so that the solution is unique. ]

Note that in the case of Example 8.50 the system of equations (8.48") is essen-
tially identical to (4.68a,b).
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8.5 Error Estimates for Finite-Element Methods

In this section we shall restrict ourselves to the consideration of the linear elements
from §8.4.2 and therefore assume:

T is an admissible triangulation of 2 C R?, (8.49a)
Vy s defined by (8.36), if V = H}(£2), (8.49b)
Vy s as in Remark 8.44b, if V = H'(12). (8.49¢)

8.5.1 Preparations

By Theorem 8.21 one has to determine d(u,Vy) = inf{lu —w|, : w € Vy}.
To do this one begins by looking at the reference triangle 7' from Figure 8.4. The
right-hand side in (8.50) consists of values of u at the corners of T and the L? norm
of the second partial derivatives.

Lemma 8.54. Let T = {(£,m) : £,1 >0, £ +n < 1}. Forall uw € H*(T) there
holds

llrzry < C[1u(0,0) + [u(1, 0] +u(0, )P + > [D°ulFar, | - 8:50)

lor|=2

Proof. (i) First it has to be shown that the bilinear form

a(u,v) == u(0,0)v(0,0)+u(1,0)v(1,0)+u(0, 1)v(0,1)+ Y (D, D*0) 12,

|| =2
is continuous on H*(T') x H?*(T) and H?(T)-coercive. The continuity follows
from the continuous embedding H?(T) C C°(T'), which implies |u(x)| < C |ul,
for all x € T' (cf. Theorem 6.48). Thus we have
la(u,v)] < (1+3C) [uly V], -

Since T' € €% one may apply Theorem 6.86b: H?(T) is compactly embedded in
H'(T). By Lemma 6.90, there exists a constant C /5 such that

2 1
uff < (Sluly + Cujaluly ) < 5 ul}+2C%, |ul} forallue HX(T). ()
Since } |40 |Dau|§ = |u\§ - \uﬁ , the estimate

2 2 1, 2
a(u,u) > |uly — |ul; (Z) 3 luly = 2CF 5 |ulg

shows that a(-,-) is H?(T)-coercive.
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(i) Since the embedding H?(T) C L?(T) is also compact one may apply
Theorem 6.107. The operator A € L(H?*(T), H*(T)'") which is associated with
a(-,-) either has an inverse A=1 € L(H?(T)', H?(T)) or has A = 0 as an eigen-
value with an eigenfunction 0 # e € H?(T). In the latter case e must, in particular,
satisfy the equation a(e,e) = 0. From this follows that D%¢ = 0 for all || = 2,
so that e must be linear: e(x,y) = a + Bz + ~yy. Furthermore, from a(e,e) = 0
one concludes that ¢(0,0) = ¢(1,0) = ¢(0,1) = 0, so that e = 0 in contradiction
to what was just assumed. From Lemma 6.94 and Exercise 6.98c one may show the
H2(T)-ellipticity: a(u,u) > Cg |ul with

1
B = = >0
(14 3C) [A~ Ppa gy oy

and C from part (i). Thus we have assertion (8.50) with C' := 1/Cg. [

Lemma 8.54 is tailored to the case of linear elements, since the right-hand side
in (8.50) vanishes for linear interpolants at (0,0), (1,0), (0, 1). The generalisation
to higher order elements is as follows : Let xteT (1 < i < q) be the nodes which
uniquely determine an interpolating polynomial of degree < ¢ — 1. Then the norms
||u||Ht(T) and

q
N2 2

> Ju(x)P+ Y [Dull72 )

i=1

|a|=t
are equivalent.
The estimate (8.50) is also valid for other triangles 7, but the constant C' de-

pends on 7. First we study the case of a scaled unit triangle. Note that derivatives
of different order scale differently. Therefore we do not estimate ||u|\§{2(Th), but

D53 ) for |B] < 2.

Lemma 8.55. Let h > 0 and Ty, := hT = {(z,y) : z,y > 0, z +y < h}. For
each u € H?(T},) there holds with 3 € N3, |B| < 2:

D%y < 0 {272 [0, 0 + (1,0 + 10, 1)

RS D% |- (551
|a]=2

C is the constant in (8.50) and therefore independent of u, 3, and h.
Proof. Let v(&,n) := u(éh,nh) € H?(T). The derivatives with respect to (z,%)

and to (§,n7) = (x,y)/h are related by Dgy = h*m'Dfn. For each |3]| < 2 the
substitution rule gives
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D%z, = / /T D2 uf* dedy = / /T h1ID2 o [*h2dedn
h

— 2 -
|12 A e o )

< CR22A | 1p(0,0) + |v(1,0)]* + [v(0, 1) + Dvl[3.
. [v(0,0)" + |v(1,0)[" + [v(0,1)] }_:zll 2207

From v(0,0) = u(0,0), v(1,0) = u(h,0), v(0,1) = u(0, k) and (**) with 8 := «
and |a| = 2 we obtain

||D?,nv\|%2(T) =h? HDg,yuH%Q(Th)

and thus the assertion (8.51). |

Lemma 8.56. Ler T be an arbitrary triangle with
side lengths < hpax, interior angles > oy > 0. (8.52)

For each v € H*(T) and |B| < 2, there holds

2 — 2 - o, 1|2
1D%u]2 ) < Clan) § 22270 S fu) + K27 S D)2z, o
x vertex |o|=2
of T
(8.53)

where C(«g) depends only on g and not on u, 8 or h.

Proof. Let h < hyax be one of the lengths of the sides of T, while T}, is the triangle
from Lemma 8.55. In a way similar to that in Exercise 8.43a, let @ : T}, — T be
the linear transformation that maps 7}, onto T'. Then v(&,7) := u(®(€, 7)) belongs
to H?(T}y). Under the condition (8.52) we know that the determinant |det ®| €
[1/K (), K(ap)] is bounded both above and below. From

||D:f,yu‘|i2(j~) S01(0‘0) Z ||D§B,nv||%2(Th)v

18'1=18]
(8.51) and
S 102 0B, < Calan) 3 1DS ulls -
|a]=2 |a]=2
there then follows (8.53). [ |

From Lemma 8.56 follows Theorem 8.57 as the main result. In (8.54) we use
H2(Q2)NV. For V = HY() thisis H?(2), only if V = H({2) the space
H2(£2) N H($2) carries additional zero boundary conditions.
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Theorem 8.57. Assume that conditions (8.49a—c) hold for T, Vy, and V. Let
ag > 0 be the smallest interior angle of all T € T, while h is the maximum
length of the sides of all T € T. Then

. & ork € {0,1,2} and
e = vl < ot lulny {r o i) @50

veEVN
Proof. Fora u € H?((2) [resp.u € H?(2)N Ho( ),if V.=H}(£2)] one chooses
vi= Y u(x)b; € Vy, ie., v € Vy with v(x?) = u(x’) at the [inner] nodes x°.
Since w := u — v vanishes at the vertices of each T; € T and D*w = D%u for
|a| = 2 (because D*v = 0 for all linear(!) functions v € Vi), inequality (8.53)
implies the estimate

HDBwHiz Z ||D6w||L2(T) Z Clag)h*=217! Z HDau“LQ

T,eT ) TreT lor|=2

= C(Oéo)h%mﬁl Z ”Dau”L2(Q) < C(ao)h%mﬂl ||U||§12(9) :

jal=2

Summation over |3| < k now proves the inequality (8.54). [

The interpolation v(x’) = u(x") in the proof above only makes sense for con-
tinuous functions. Since the Sobolev embedding H?(£2) C C°(£2) holds for the
(physically realistic) dimensions d < 3 (cf. Theorem 6.48), the statement of Theo-
rem 8.57 can also be extended to piecewise linear functions on tetrahedra. However,
for inequality (8.54) in d > 4 dimensions or a weaker norm than |[-|| ;72 on the
right-hand side of (8.54), one may apply the interpolation by the Clément opera-
tor (cf. Clément [72], Brezzi—Fortin [55, §III.2, Proposition 2.2], and Braess [45,
611.6.9]).

8.5.2 Properties of Sequences of Finite-Element Spaces

8.5.2.1 Uniform Triangulations, Regular Triangulations, and K-Grids

For a discussion of the convergence of finite-element solutions one needs a sequence
of finite-element spaces. In the case of difference schemes the step size h is the
essential parameter which approaches zero. In the case of finite-element spaces the
dimension N is only a partial information. The smallest interior angle is another
important quantity.

Let {7, : v € N} be a sequence of triangulations (here used in the true sense:
7T, contains triangles T C {2 C R?). The corresponding finite-element spaces V.,
are indexed by their dimension N,, — oco. Foreach T € 7T, let

PTouter :=1nf{p: T C K,(x), p>0, x € RQ}
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be the radius of the outer circle of 7". Correspondingly let
PTimmer == sup{p : T D K,(x), p >0, x € R?*}

be the radius of the inner circle. Further let Ay be the longest side of 7' € T,
then Amax(7,) is the longest side-length which occurs in 7, :

hmax,y == hmax(,]—u) = maX{hT T e 7;},
hp = di T d ' 8.55
T lam( ) an {hmin,v .= hmin(’]:/) = min{hT T e 7;}. ( )

Obviously we have pr inner < hr < prouter forall T € 7, .

We define the following properties of the sequence {7}, c:

o {T.},cn is called uniform, if sup{hmax,v/Pmin, : v € N} < oc.
o {T.},cn is called shape regular (or, simply, regular) if

sup{M:Te'ﬁ,yeN}<oo.
pT,inncr

e A triangulation 7 has the K-grid property for some K > 0, if the inequality

hmax,Tl < Khmax,Tg

holds for all pairs of neighboured triangles 77, 7> € T (T1NTs # (). A sequence
{T.}, cn satisfies the K-grid property, if all 7,, are K-grids with the same constant
K. If {T,},cy has the K-grid property for some K, we call it quasi-uniform.”

Remark 8.58. (a) A uniform triangulation has the K-grid property with K :=
Sup{hmax,u/hmin,y Ve N}

(b) A shape regular triangulation is quasi-uniform.*

In the case of a uniform sequence {7, }, .y all triangles 7" € 7, have a diameter
deviating from h,, only by a fixed factor C' := sup{hmax,,/Fmin,v : ¥ € N}. Local
refinements as in Figure 8.2 (right) are only possible to a limited extent.

On the other hand, local refinements do not necessarily deteriorate the shape
regularity. In the right part of Figure 8.2 the inequality % < 2is also valid after
further refinements. In §8.7.3.3 we discuss the connection between shape regularity
and K-grid property.

We can also characterise the shape regularity by the smallest inner angle avp of
the triangles 7" instead by the inner and outer circles: inf{ay : T € T, v € N} >
0. The latter condition is used in (8.52).

23 n the local view, i.e., considering a triangle and a fixed number of neighbouring triangles, the
triangulation is uniform.

24 However, in the one-dimensional case of intervals instead of triangles, shape regularity always
holds, but does not imply the K-grid property and therefore not quasi-uniformity.
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The estimate in (8.54) uses the maximum grid size h. This approach is appro-
priate for uniform grids. However, in the quasi-uniform case with a large ratio
Pmax/hmin the inequality (8.54) cannot express the better local behaviour of the
small elements. The estimates (8.56) use the individual size h of each triangle T.
Instead enlarging A7 to hyax and then summing over all triangles, one can use h7 as
local factor and replace 2* [|ul| ;e by [|P*ul fe () If t<1let h be the piecewise
linear function whose value at a node x equals max{h : T contains the vertex x }.
In the K-grid case we have ||Vh|| < K. Estimates of the weighted expressions
h’u are, e.g., studied in Dahmen et al. [81].

8.5.2.2 Maximum Angle Condition

The condition “ar > ap > 07 in (8.52) is stronger than necessary. Since the sum
of all inner angles is 7, (8.52) implies that inner angles are bounded below m — «:

QT max ‘= maximum inner angle of 7' < a <7 — ag < 7. (8.56)

The reverse implication is not true: The angles a1 = /2, g = /2 — e, a3 = ¢
of a flat, right-angled triangle satisfy (8.56) with ar max = 7/2 < 7 although
a3 can be arbitrarily small. A more detailed estimate of the transformations in
Lemma 8.56 shows that already the weaker maximum angle condition (8.56) is
sufficient to prove an estimate (8.54) in which C’(«y) is replaced by a function
C(&) depending on & only (cf. Knabner—Angermann [172, §3.4.2]).

8.5.3 H'-Estimates for Linear Elements

Let hr be the longest side of T € T according to (8.55). h := max{hr : T € T}
is the longest side-length which occurs in 7. The parameter h is the essential one
and will be used as an index in the sequel: 7 = 7y,.

When constructing the triangulations one must take care that the shape regularity
of Tp, is preserved while h, — 0. Strategies for the systematic construction of
quasi-uniform sequences will be discussed in §8.7.3.3.

Theorem 8.57 yields the following result for k = 1.

Theorem 8.59. Assume conditions (8.49a—c) hold for a sequence of quasi-uniform
triangulations T,. Then there exists a constant C, such that for all h = h, and
Vi, = Vy,, there holds the following estimate:

inf lu—v|, <Chluly,  forallue H*(2)NV. (8.54")
v h

Combining this theorem with Theorem 8.21 gives the next statement.
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Theorem 8.60. Assume conditions (8.49a—c) hold for a sequence of quasi-uniform
triangulations T,. Let the bilinear form fulfil conditions (8.2) and (8.17a). Suppose
the constants ¢y, > 0 from (8.17a) are bounded below by ¢, > € > 0 (cf.
Corollary 8.25). Let problem (8.1) have the solution v € H?(2)NV. Let u* € V},
be the finite-element solution. Then there exists a constant C, which does not depend
on u, h = h,, or v, such that

‘uh - “’1 < Chlul,. (8.57)
Combining the Theorems 8.59 and 8.24 yields the following.

Theorem 8.61. Assume conditions (8.49a—c) hold for a sequence of quasi-uniform
triangulations T, with h,, — 0. Let the bilinear form fulfil (8.2) and (8.17a) with
€n, > € > 0. Then problem (8.1) has a unique solution w € V, and the finite-
element solution u" € V), converges to u:

|uh“—u|1—>0 (v — 0).

Proof. Letu € V and € > 0 be arbitrary. Since H?({2) NV is dense in V, there
exists u. € H?(£2) NV with |u — u.|; < /2. From (8.54) and h,, — 0 we see
there are v and v. € V},, with |u. —v.|; < e/2; thus |u — v.|; < e. This proves
(8.24a). .

Theorem 8.61 proves convergence without restrictive conditions on u. On the
other hand the order of convergence O(h) in the estimate (8.57) requires the
assumption that the solution u € V lies in H2(£2). As will later become clear, this
assumption is hardly to be taken as fulfilled in every situation. A weaker assumption
is w € VN H*(2) with s € (1, 2). The corresponding result is as follows.

Theorem 8.62. Assume that in the assumptions of Theorem 8.60 u € V N H%(12)
is replaced by v € VN H*(2) with s € [1,2]. Let 2 be sufficiently smooth. Then
there holds

[u" —ul, < CR* ul, . (8.58)

The proof uses a generalisation of Theorem 8.57 with k = 1.

Lemma 8.63. Under the assumptions of Theorem 8.57 and suitable conditions on
{2, there holds

. s— orall s € |1,2
g = vl < Clalh by {Tonger 2 S

andvw € H*(2)NV. (8.59)

veVy

The proof is based on an interpolation argument that will not be further explained
here. Equation (8.59) holds for s = 2 (cf. (8.57)) and for s = 1, since inf |u — v|; <
|u—0[; = |u|,. From this follows (8.59) for s € (1,2) with the norm |-|, of
the interpolating space [H'(£2) NV, H?(£2) N V]s_1 (cf. Lions-Magenes [194]),
which under suitable assumptions on (2 coincides with H*(2) N V.
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For s=1 the right-hand side of (8.59) becomes const - |u|,. In fact the estimate
inf{lu —v|; : v € Vi,} < |u]; is the best possible. To prove this, choose u_LV},
(orthogonal with respect to |-|;). On the other side s = 2 is the maximal value for
which the estimates (8.58) and (8.59) can hold. Evenu € C°°({2) permits no better
order of approximation than O(h)!

The Ritz projections Sy : V' — Vi introduced in (8.25) will now be written
Sh, 2 V. — V3. The inequality (8.58) becomes

lu— Spul, /|ul, < Ch*™!
and this proves the Conclusion 8.64.

Conclusion 8.64. Assume conditions (8.49a—c) for T, Vi, and V. Let the bilinear
Sform fulfil (8.2) and (8.17a). The Ritz projection Sy, satisfies the estimate

I = Sullgr (o) m2(2)nv < Che (8.60)
Under the assumptions of Lemma 8.63 there holds

1T = Sull gy me(ynv < Ch°~1 foralls € [1,2]. (8.60")

8.5.4 L? Estimates for Linear Elements

According to Theorem 8.60, O(h) is the optimal order of convergence. This result
seems to contradict the O(h?) convergence of the five-point formula (cf. Section
4.5), since the finite-element method with a particular triangulation is almost iden-
tical to the five-point formula (of. Exercise 8.42). The reason for this is that the
finite-element error u” — u is measured in the |-|; norm. The estimate

inf{ju —v|,: v €V} < Ch?|uls

in Theorem 8.57 suggests the conjecture that the |-|, norm of the error is of the
order O(h?): |u—uy|, < Ch?|ul,. However, this statement is false without
further assumptions.

Up to this point only the existence of a weak solution u € V (e.g., V = H}(£2)
or V = H'(£2)) has been guaranteed. But in Theorem 8.60 we needed the stronger
assumption v € H?(£2) N V. A similar regularity condition will also be imposed
on the adjoint problem to (8.1):

find weV with a*(u,v) = f(v) forall v eV, (8.61)

which uses the adjoint bilinear form a*(u,v) := a(v,u). For f € L*(2) Cc V',
the value f(v) becomes (f,v)p2(s). The H? regularity condition is:
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For each f € L?({2) the problem (8.61)

has a solution u € H?(£2) NV with |u|, < Cgr|f],. (8.62)

In Chapter 9 we shall see that this statement holds for sufficiently smooth domains.

The following statement is called the Lemma of Aubin—Nitsche and is inde-
pendently described in the articles of Aubin [11], Nitsche [212], and Oganesjan—
Ruchovets [213].

Theorem 8.65. Assume (8.62), (8.2), (8.17a) with ey =€, > € > 0, and

inf lu—v|, <Cohlul,  forallue H*(2)NV. (8.63)
v h

Let problem (8.1) have the solution v € V. Let u" € Vj, C V be the finite-element
solution. Then, with a constant C' independent of u and h,

|uh - u|0 < Cihlul; . (8.64a)

If the solution u also belongs to H?(£2)NV, then there is a constant Csy, independent
of uw and h, such that
[u" —ul, < Coh?ful,. (8.64b)

From Theorem 8.57, it is sufficient to ensure (8.63) that V}, be the space of finite
elements of an admissible and quasi-uniform triangulation.

Proof. For each e := u" —u € L?(£2) define w € H?(£2) NV as the solution of
(8.61) for f :=e:

a(v,w) = (€,v) 20 forallv € V. (8.65a)

Corresponding to w there is, by (8.63), a w" € V}, with

|wh —w|, < Cohluwl, (8362) CoCrhle, - (8.65b)

Equation (8.22) is a(e,v) = 0 for all v € V},; therefore, in particular, we have

a(e,w") = 0. (8.65¢)
From (8.65a—c) we obtain
2 _ _ _ h h
lelo = (€ €)2(a) (8.65a) ale,w) (8.65¢) ale,w —w’) (;3) Cslel, [w" —wl,
< Csle|; CoCrhlel,
(8.65b)

and after division by |e]o:

lelg < CsCoCRrhlel; .
From (8.20) one deduces
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Cs) . &
el = [[u" = ully, < (1 + S) inf [|u—vlly < (1 + S) lullv
EN ) vEVN €

so that (8.64a) follows with C; := CsCoCr(1 + Cg/e). If u € H*(2) NV,
one may use the inequality (8.57), [u" — u|; < Chlulz, and deduce (8.64b) with
Cg = CscocRC. |

Corollary 8.66. The inequalities (8.64a) and (8.64b) are equivalent to the respective
properties (8.66) of the Ritz projection S}

1= Shll ey < Cihy L= Sll gy maony < Coh® (8:66)

The estimates (8.66) may also be proved directly. The definition of Sy, and the
connection between S}, and .S, may be found in the next exercise.

Exercise 8.67. To a(-, -) let the operator L : V' — V’, the Ritz projection Sy, and
the system matrix L be associated. Show:
(a) To the adjoint bilinear form a*(-,-) belong the system matrix LT and the Ritz
projection
Sy =P (L) P
(b) There holds A

S, =L"'S; L. (8.67)

Second proof of Theorem 8.65. Let
H2(02) := {u € H*(£2) : uis asolution of (8.61) foran f € L*(2)} Cc V'}

be the range of L*~1 € L(L?*(£2), H*(£2)). Equip the space H2({2) with the norm
||o. Since L™' € L(H2(£2)", L*(2)) we have that L*~ € L(L*(£2), HZ(12)) is
equivalent to L~ € L(HZ2(£2)',L?(£2)) (cf. Lemma 6.64), so that there is a C,,
with

1L 22 2y m2(2y < Ca (8.682)
The assumptions (8.2) and (8.17a) of Theorem 8.65 can be brought over without
change of the constants to the adjoint problem, so that the statement of Theorem
8.21 can be written in the form || — S}, lv—m2(2) < Cgh. For the adjoint operator
we have the estimate

(7 = S)* [l 2 (2 v < Csh. (8.68b)
The basic assumption (8.2) may be written
1Ll < Cs. (8.68¢)
From equation (8.67) one may read the expression

I—S,=I1-L'8L=L"Y1-8;)L=L"*I-5,)"L.
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From (8.68a—c) one has

1T = Shll L2y v < WL Ml2eyemz@y I = S0) a2y ev [ Lllvicy
< CaCshCs. (8.68d)

Therefore we have proved the first inequality in (8.66) with C; = C,C3Cs. Since
S}, is a projection, so is I — S}, so that

2
11— ShHLQ(Q)eHQ(Q)mV = || (I = Sn) ||L’-’(Q)eH2(Q)ﬁV
< = Shllzz@yevIlI = Shllverz@nv.

From the first inequality in (8.66) and (8.60) we deduce the second inequality in
(8.60). ]

The regularity condition (8.62) is weakened in the following theorem.

Theorem 8.68. Assume (8.2), and (8.17a) with en = €, > € > 0, and inequality
(8.59) for all 1 < s < 2. In the place of (8.62) we assume H?~'-regularity
for some t € [0,1]. If V. = H'(82) then assume L*~* € L(H'(2), H*7'(12));
if V.= H(0), then assume L*~' € L(H~'(£2), H>~(2) N V). Then the finite-
element solution satisfies the inequality

[ul —ul, < Cy b ul, (0<t<1<s5<2). (8.69)

The Ritz projection satisfies

I = Sull g 2yerrs (v < Cysh*" 0<t<1<s5<2). (8.70)
Proof. For simplicity we only consider the case V = H'({2). In (8.68a—c) replace
L2(02) by H'(£2), and H2(£2) by H27(£2)" with

H?Y(02) :={u € H*7'(2) : u is the solution to f € H'(12)'}.
Because of (8.60"), (8.68b) becomes [with s replaced by 2 — ]
(I - gh)*HHf’t(Q)W—V’ =1 - Sh||v<_H2*f(Q) < Cﬂhl_t-

As in (8.68d) one shows that |1 — Sy || ;). < Ch'~". Combining this with
”I_ShHW—HS(Q)mV < Ch*~1 (cf. (8.60")) there follows (8.70), and thus (8.69). m

For nonlinear boundary-value problems, estimates of the errors in terms of other
norms (e.g., L>°(§2), LP({2)) are of interest. For this we refer to Ciarlet [67, §3.3],
Schatz [253], and Schatz—Wahlbin [254, 255, 256].
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8.6 Generalisations

8.6.1 Error Estimates for Other Elements

The estimates of the errors for linear functions on triangular elements proved in
Section 8.5 are also true for bilinear functions on parallelograms and for combi-
nations of both sorts of elements (cf. Figure 8.7). The proofs are along analogous
lines. Even for tetrahedral elements in a three-dimensional region £2 C R? the same
results can be carried over. For the proof one notices that u € H?(§2) has well-
defined nodal values u(x") even for 2 C R?, since 2 > n/2 (n = 3, dimension of
(2; cf. Theorem 6.48).

For quadratic elements (cf. Section 8.4.4) one expects a correspondingly
improved order of convergence. In general one can show the following: If the
ansatz function is, in each 7" € 7T, a polynomial of degree k > 1 (i.e., u(x) =
Z\u|§k a,x"), then

d(u, Vi) := inf {|u — v|, 1 v € V,} < CR* lul,, forallue HY Q) nV
(8.71)
(cf. Ciarlet [67, Theorem 3.2.1]). If one uses parallelograms as a basis and uses
ansatz functions that are polynomials of degree at least k, then (8.71) also holds.
For example, biquadratic elements and quadratic ansatz functions of the serendipity
class fulfil this requirement for k& = 2. The result corresponding to Theorem 8.60
follows from Theorem 8.21.

Theorem 8.69. Let V;, fulfil (8.71), and let the bilinear form satisfy (8.2) and (8.17a)
with ey =: e, > € > 0. Assume problem (8.1) has a solution v € V N Hk+1(!2).
Then the finite-element solution u" € Vj, satisfies the inequality

’uh - u‘l < Ch* |]fyq -
The Ritz projection satisfies ||I — Sh|ly i1 o)y < Chk.

The estimate (8.58) now holds for s € [1,k] if v € H*(£2) N V. With suitable
regularity conditions, there are, as in Theorem 8.65, the error estimates

’uh — u‘o < Rkt |u|kJrl , Hu < Ch?k |u|kJr1 . (8.72)

h

- u“H"‘“(Q)’
For (8.72) one needs, for instance, H**!-regularity: For each f € H*~'(£2) the
adjoint problem (8.61) has a solution u € H*+1(42).

Remark 8.70. Under suitable assumptions the inequality (8.69) holds for 1 — k <
t <1 < s < k+ 1. For negative ¢ the norm |-|, should be understood as the dual
norm of H~(£2).
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8.6.2 Finite Elements for Equations of Higher Order

8.6.2.1 Introduction: The One-Dimensional Biharmonic Equation

All the spaces of finite elements, V},, constructed so far are useless for equations
of order 2m > 2, since Vj, ¢ H™({2). According to Example 6.22, in order to
have Vj, C H?(2) it is necessary that not only the function u but also its derivatives
uy,; (1 <4 < n) change continuously between elements. The ansatz functions must
therefore be piecewise smooth and globally in C*(£2).

As a model problem we introduce the one-dimensional biharmonic equation
u"(z) =g(x) for 0<z <1, uw(0) =u/'(0) =u(l) =4'(1) =0
which becomes in its weak formulation

a(u,v) = f(v)  forall v € H3(0,1), where

1 1 (8.73)
a(u,v) == [u"v"dz, f(v):= [ gvdz.
0 0
Divide the interval {2 = /\

(0,1) into equal subinter- s
vals of length K. Piecewise
linear functions (cf. Fig-
ure 8.1) can be viewed as
linear spline functions, so that it is natural to define V}, as the space of cubic splines
(with w = v/ = 0 for z = 0 and = = 1) (cf. Stoer [274, §2.4] and Quarteroni et al.
[230, §8.7.1]). We can take as basis functions B-splines, whose supports in general
consist of four subintervals (cf. Figure 8.9a). Since cubic spline functions belong to
C?(0,1), they are not just in HZ(0,1), buteven in H3(0,1) N HZ(0,1).

(b) ©

Fig. 8.9 (a) B-spline, (b,c) Hermite basis functions.

Simpler yet than working with spline functions is to use cubic Hermite inter-
polation:

. 1 _ u is cubic on each subinterval,

Vi = {u e C(0,1): w(0) = w/(0) = u(1) = w'(1) =0 [ (8.74)

To each of the inner nodes x; = jh there are two basis functions by; and by; with

bui(wi) = 1, by; (i) = 0, bai(wi) = 0, by (ws) = 1, bri(w;) = by;(x;) = 0 for

k = 1,2, j # i (cf. Figure 8.9b,c). The support consist of only two subintervals.

The expressions are

bh(a:) = (h - |.23 - Z‘l|)2 (h +2 ‘.TJ - $l|) /h3 forz,_; <x<wiqq,
bai(x) = (h — |z — a])? (x — x;) /B2 for z;y < a < @41,
blz(fﬁ) = bgl(.’b) =0 for x ¢ [mi,l,xi+1].
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Exercise 8.71. Let u1; and ug; (0 < i < 1/h) be the coefficients of the expression

1/h—1
ul = Z (13015 + u2iba;i] € V.

i=1

Show that the coefficients of the finite-element solution of the problem (8.73) are
given by the equations

—12uy ;1 + 24uy; — 12u1 ;41 —Oug; 1 + 6uz i1
h3 + h?

6u1,i—1 — 6u1,i41 n 2ug ;-1 + 8ug; + 2ug 41

h2 h

where fli = f;;jll bligdl', fQ»L' = f;:jll bgigdl‘, T; = ih.

The system of equations (8.75) differs completely from the difference equations
(cf. §5.3.3), since in equation (8.75) there appear values wu1; of the functions at the
nodes together with the values uo; of the derivatives at the nodes.

8.6.2.2 The Two-Dimensional Case

The ansatz (8.74) can be carried over to {2 C R? if one starts with a partition into
rectangular elements (as, e.g., in the left part of Figure 8.5 on page 206). The ansatz
function is bicubic:

U = % =0onl[,

Vii={uecC(R): 3 .
" (£2) uw= Y oy,z"y" on each rectangle of the partition
v,u=0

At each inner node (corner x € {2 of the rectangular elements) one may prescribe
the four values u, ug, uy, ugzy. Consequently there are four unknowns and four
basis functions by;(x,y), ..., bs;(x,y) belonging to each node. The latter are prod-
ucts bj;()bri(y) (J, k = 1,2) of the one-dimensional basis functions described in
§8.6.2.1 (cf. Meis—Marcowitz [201, pages 312ff], Schwarz [262, §2.6.1]).

If one starts from a triangulation 7, a fifth-order ansatz gives what is wanted:

u(x) = >, <5 awx” on T € T. The number of degrees of freedom is 21 (the

number of v € N3 with |v| < 5). For the nodes one chooses the points x!, . .., x%

in
Figure 8.8a. Ateach vertex x!, x2, x3 one prescribes 6 values { D*u(x7) : |u| < 2}.
The 3 remaining degrees of freedom result from giving the normal derivatives
Ou(x’)/On at the midpoints of the sides x*, x5, x5. Notice that if two neighbour-
ing triangles (7" and 7' in Figure 8.8a) have the same vertex values {DHu(x7) :
lu| < 2,7 = 1,2} and the same normal derivative at x*, then both u and

Vu are continuous on the shared side, i.e., V;, C H 2(!2). According to whether
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V = HZ(2), V= H*2)NH}N2),or V= H?(§2) one has to set u, or the first
derivatives, to be zero at the boundary nodes x?,

Remark 8.72. The finite-element space V}, C H?({2) described here can of course
be used for differential equations of the order 2m = 2.

8.6.2.3 Estimating Errors

Instead of (8.71) one obtains
inf {|u — v|,, s v €V} < CRFFI™ lul;,, forallu e HEY )NV, (8.76)

where k£ > m depends on the order of the polynomial ansatz (e.g., k = 3 for cubic
splines, cubic [resp. bicubic] Hermite interpolation). Here m = 2 for the biharmonic
equation. As in Theorem 8.69, there follows from (8.76) the error estimate

‘uh, _ ulm < Chk'+1—m ‘u|k+1

for the finite-element solution u” € V},. Under suitable regularity assumptions one
gets

[ul —uf, < Cpsh® " Jul, 2m—k—-1<t<m<s<k+1) (877

(cf. Remark 8.70). The maximal order of convergence 2(k — m) + 2 results for
s=k+1,t=2m—k— 1and requires u € H*1 (£2) N V. In addition each
solution of the adjoint problem (8.61) with f € H**1=2™((2) must belong to
HFk+1 (Q)

8.6.3 Finite Elements for Non-Polygonal Regions

Since the union of triangles and parallelograms only generates polygonal regions
a polygonal shape was assumed in (8.34). The finite-element method is, however,
in no way restricted to just such regions. On the contrary finite elements can readily
be adapted to curved boundaries.

We discuss two approaches. The first one tries to exhaust {2 by usual finite ele-
ments. However, to obtain the usual error estimate, one has to use the isoparametric
elements.

Let V = H'(§2) and let £2 be arbitrary. The triangulation 7 can be so chosen
that (8.35a,b,d) hold and the ‘outer’ triangles have two vertices on I' = 0f?2 as in
Figure 8.10. In the convex case of Figure 8.10a one extends the linear functions
defined on T onto T := T\ B. In the case that the boundary is concave (see Figure
8.10b) one should replace T by T := T\B. One copes correspondingly in the
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situation of Figure 8.10c. The nodes and the expressions for the basis functions
remain undisturbed by these changes. {2 is the union of the closures of all the inner
triangles 7; € 7 and all modified triangles T which lie on the boundary. All the
properties and results of Sections 8.4-8.5 extend to the new situation. The only
difficulty is of a practical sort: To calculate L and f one has to work out integrals
over the triangle T which involves arcs.

Assumenow V=H}(2).

The previous construction

will not be a success, since

the extensions of the linear

functions to 7' will not van- @
ish on the boundary piece
I'naT. Thus Vi, € HL ()
will not be satisfied. As long as the region {2 is convex, only the situation shown
in Figure 8.10a occurs, and u" may be extended to B C T by u"* = 0. In
the case of Figure 8.10b, one must set the values at the inner nodes to zero,
so that u* = 0 on T = T\B, and in particular " = 0 on I' N d(T\B).
All in all, what results is that the support of any u” € Vj, is in a polygonal
region inscribed in (2. One interpretation is the following: In the boundary-
value problem, (2 should be replaced by an approximating region {2, C {2
(cf. Theorem 2.29). The finite-element solution described agrees with that which
would result from the smaller region. However, the error estimate in Theorem 8.57
only holds for the smaller region {2,:

(©)

Fig. 8.10 Curved boundary.

Jnf Jlu = vl o, < Chllul ey
Since v = 0 on £2\§2, for any v € V}, one should also estimate [|ul| ;71 ()0, -
Now {2\ (2, is contained in a strip

Ss ={x € Q2 :dist(z, ') <}
of width
§ := max{dist(z, I') : x € 2\2),}.

For u € H%(2) N H}(£2) one can estimate as follows:

vien\ﬁh l[u— UHHl(Q\Qh) = Hu”Hl(Q\Qh) < HuHHl(ss) < O\/3||U||H2(Q) .

If 2\, consists only of arc segments B as in Figure 8.10a (for instance,
in the case of a convex region), and if 2 € CYl then § = O(hQ). From this
follows the estimate infycv, [[u— || (o) < Ch! [l 72 (g2 as for a polygonal
region. If, however, as in Figure 8.10b the whole triangle is part of 2\ (2, then
6 becomes O(h) and the approximation worsens to infycy, [[u — vl (o) <
Ch? |lull () (cf. Strang—Fix [276, page 192]).
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XW

(a) — 2 » (b)

x4
X! X2 ~
T

Fig. 8.11 (a) Mapping of the reference triangle 7" to the curvilinear triangle T"; (b) isoparametric
triangulation.

In order to adapt the triangular or parallelogram elements better to a curved
boundary one can use the technique of isoparametric finite elements. From Figure
8.4 (page 205) we see that the reference triangle 7' may be mapped into an arbitrary
triangle by an affine transformation @ : (£,7) + x! +£(x% —x') +n(x® —x!). The
linear [resp. in the case of §8.4.4, quadratic] function u(x) can be expressed as the
image, v(€,n) = u(P(£,n)), of a linear [resp. quadratic] function u(x) on 7. We
now replace the affine transformation of triangles ¢ by a more general quadratic

mapping

a1 + a2€ + azn + as€? + asén + agn?

P&, n) = . T — T C R%
(&) a7 + agé + agn + a10€® + a11&n + ai2n?
The image T is a curvilinear triangle. Tlge coefficients a1, ...,ai2 are uniquely
determined by the nodes x!,...,x% of T which are the images of the vertices

and midpoints of the sides of the reference triangle 7" (cf. Figure 8.11a). The tri-
angulation 7 used so far can be replaced by a “triangulation” by triangles with
curved sides, if neighbouring elements have the same arcs as common bound-
aries and the midpoints also coincide. The ansatz functions on T € T have the
form u(x) = v(®~1(x)), where v(£,7) is linear [resp. quadratic] in & and 7). The
resulting finite-element space is the space of isoparametric linear [resp. quadratic]
elements (cf. Jung-Langer [164, §4.5.6], Knabner—Angermann [172, §3.8], Strang—
Fix [276, page 192], Ciarlet [67, §4.3], Schwarz [262, §2.4], Wahlbin [298],
Zienkiewicz [319]).

In general, there is no reason for using curvilinear triangles in the interior of (2.

As in Figure 8.11b, one chooses ordinary triangles in the interior (i.e., the quadratic
transformation & is again taken to be linear). A boundary triangle, like 7" in Figure
8.11b, is, on the other hand, defined as follows: x! and x2 are the vertices of T
which lie on I". One chooses another boundary point x* between x! and x? and
requires that the boundary AT of the triangle cuts the boundary I" of the region at
x!, x*, and x2.
Remark 8.73. Section 5.2.2 shows that, in the case of other than Dirichlet bound-
ary conditions, the construction of difference schemes is increasingly complicated.
Instead one may restrict the usual difference methods to the inner grid points,
and near the boundary discretise by using (e.g., isoparametric) finite elements.
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8.7 A-posteriori Error Estimates, Adaptivity

The following considerations are concerned with two different questions. First,
having computed a finite-element solution, one wants to guess the quality (accu-
racy) of this approximation. This question will be discussed in §8.7.1. Second, the
efficiency of the finite-element discretisation is of interest. This topic will be treated
in §8.7.2. It will turn out that both tasks are connected; at least one tries to obtain
efficiency with the help of a-posteriori error estimates.

8.7.1 A-posteriori Error Estimates

8.7.1.1 Criticism of the Previous Error Estimates

The previous error estimates for finite-element solutions (but also for the solutions
of the difference methods) are determined a priori, i.e., without considering the
information obtainable by the computed solution. These estimates are of the form
|lerror|| < a(h) - |||ul|| and describe the asymptotic behaviour as h tends to zero:
|lerror|| < O(a(h)). Moreover, this inequality (even for fixed &) indicates how the
error depends on the smoothness of u expressed by the norm ||| - |||. Although these
are interesting statements, other questions remain open.

e Usually the error bound is only described qualitatively, i.e., constants remain
unknown. Therefore a concrete question like

does |lerror| < 0.001 hold? (8.78)

cannot be answered. Even is the factor «(h) in |lerror|| < a(h) - |||u]| is known
quantitatively, the following problem remains.

e The factor |||u||| is unknown since it is the norm of a (at least before the
computation, i.e., a priori) unknown function.

Generally all estimates from above, even (8.78), may be far too pessimistic
(it would be unsatisfactory if we ensure that (8.78) holds, while |lerror| = 10~¢
is the true value). Finally, there is the question concerning the

e choice of the norms.

The norms used above are chosen since then the estimates are easy to prove.
There are reasons why the Sobolev norms used so far are not optimal: The regularity
analysis in §9.2 will show that solutions of Lu = f (f smooth) are smoother in
the interior of the domain (distant from the boundary) than close to the boundary.
Therefore it would be appropriate to use norms of u which reflect this behaviour.
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One can go a step further and ask whether at all norms are the right tool. In many
applications one is not interested in the solution u as a function, but in certain point
values or in local mean values, etc. In these cases the general formulation uses a
(linear) functional ¢(u). One wants to find the value ¢(u) or a tuple of functionals
#i(u). Correspondingly, the errors ¢(u — u”) or ¢;(u — u") are of interest (cf.
Becker—Rannacher [34]).

8.7.1.2 Concept of A-posteriori Estimates

The term ‘a posteriori’ means that we study the error e := u — u” after the
computation of v”. In particular one can use the computed approximation u" to
get concrete information about the error.

A possible solution could be as follows. Let u be the solution of Lu = f (e.g.,
with zero Dirichlet condition) and " the finite-element solution (with the same
Dirichlet condition). The error satisfies the boundary-value problem

Le=L(u—u")=Lu— Lu" = f — Lu" =: r. (8.79)

The right-hand side r (called the defect or residual) belongs to the dual space
H~1(£2). If we succeed in obtaining an estimate ||| _, < & with a concrete
value of e, we can derive ||e];, < ||L7!|1.—1e. Assuming that the constant C'
in [[L7Yl1—1 < C is explicitly known, ||e||, < Ce is the desired error estimate
with a known bound on the right-hand side.

Unfortunately the above estimation of 7 by ||||_; < € is impossible in the strict
sense: |7 _; = sup,cpa (o) | (r,v) [/ [[v]|; cannot be obtained with finite compu-
tational work. The simple attempt to restrict the test functions v € H3(£2) to the
finite-element space V}, fails completely since 7 is perpendicular to V}, (cf. (8.22)).
Even the computation (or estimation) of the L2-norm of a right-hand side r by
finitely many data is impossible. Any estimate of ||||_, requires a-priori assump-
tions about f and the coefficients of L. However, there may be means® to obtain
L7 [1e—1 < C.

The next section explains the direct estimate of ||e||; via 7.

8.7.1.3 Example of a Residual Based Error Estimator

Assume the model case
—Au=f in{2, u=0 onl, (8.80)

so that the variational formulation is given by a(u,v) = f(v) (v € V := H(£2))
from Example 7.10. Let 7 be an admissible triangulation (cf. Definition 8.36).

2 The value ||L 1|1 _1 is the eigenvalue of a suitable eigenvalue problem. Its approximative
solution is not necessarily an upper bound, but also a good approximation of the right-hand side in
IL=Yl1+~—1 < C is useful.
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We introduce the following notation: The three sides of the triangle 7" € T form
the set £(T), while the three vertices of T € T define the vertex set N (T).
Their unions lead to

e=em, ~N:=[JND.

TET TeT

The parts belonging to the Dirichlet boundary is £p, its complement is Ep:
Ep={Fe&:ECTY}, En={Fe&:EC}.

Each edge F € £ has two vertices as endpoints; they form the set N (E).

The sets of triangles neighboured to a triangle 7" € T, to anedge E € £, or to
anode x € NV, respectively, are denoted by

wr = U T, WEg = U T, Wy = U T

T:E(T)NE(T")#£D T:Ec&(T) T:xeN(T)

(cf. Figure 8.12). To each edge E € £ we as-

sociate a normal direction ng (the sign can

be chosen arbitrarily; i.e., if 7" and 7" share

the edge E € £(T) N E(T'), ng is the usual

outer normal direction of one of the trian-

gles). Since the derivative ¢ of a finite-element  Fig. 8.12 wr and wg.

function may be discontinuous across the

edges £ € &g, there are two one-sided limits (x + tng) for ¢ N\, 0. Their
difference is denoted by the symbol [-]:

[olg (x) == }i\rr(l)go(ertnE)f}i\I‘%go(xftnE) for x € E € &p.

Subtracting a(u”, v) from both sides of the continuous equation a(u,v)= f(v),
we obtain

/(V(u - uh) ,Vu)dx = /fvdx - /(Vuh7Vv>dx forallv € V=H} ().
Q

2 2

(8.81)
The right-hand side represents the residual 7 in (8.79) via

r(v) ::/vadx—/Q<Vuh’,Vv>dx.

Lemma 8.74. Let cq, be the PoincaréFriedrichs constant in |[v|| 2oy < cq [v]; o

forv € Hy(82) (cf. Lemma 6.29). Then the discretisation error ||u — u"|| g1 (o) can
be bounded from both sides by r:
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Irll—y < flu— w2y < L+ ) lIrlly s (8.82)
IIrl|_y = sup / fvdx—/ <Vuh7Vv> dx|.
veV=H}(2) /2 ?
HU”HI(Q):l
Proof. By assumption w € H}(2) satisfies [wll g2y < colwl; o so that
w]? o < [Jwllfne) < (1+ch) [wlio- (8.83)
From [u—u"[10= ||V (u—u") |12y = sup |[,(V (u—u"),Vv)dx]
we deduce ol o) =1
V (u—u™),Vo)dx
Her1 _ sup |7”(U)| —_ sup ’fQ< ( ) > ‘
ozveri(2) IVl (o) B8D) oxvert () [0l 1)
V (u—uh),Vo)dx
ey etV v
(8.83) 0£vEHE(02) HVUHIP(Q)
= IV (u—u") 2(0) < llu— vl
as well as
lu = u" o) < (J1+ch u—u"lio
(8-83)
V (u—u"),Vo)dx
R I\ UG B
0£ve HY(2) Vvl L2
= /14 C?) sup Ir(v)]
(8.81) 0£vEHE(£2) [v]1,0
< vy sp O a2y,
(8.83) 0#£veHL(£2) HUHHl(Q)
Together the assertion follows. [

In (8.82) we may integrate [, fvdx — [, (Vu", Vv) dx by parts. For each T
we have

h
/<Vuh, Vo) dx = —/ (Auh) vdx — Z aalnvdr forallv € H'(T).
T T EeEM g

Let v € H}(T) be arbitrary. Summation over all 7' € T yields
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/ fodx — / (Vu", V) dx (8.84)
0 Q
= Z / [+ Auh vdx + Z / Vuh nE>] vdIl”
TeT Ecéq(T)

(note that both the scalar product [<Vuh, n E>] 5

the sign of ng, so that the expression [<Vuh, ng >]  1s independent of the choice of
ng). The edges E C I" do not appear in the last sum of (8.84) because of v|p = 0.

and the difference |- ], depend on

In the case of piecewise finite elements we have Au” = 0 on each 7. In the
following estimate we replace f on each triangle by a constant function fp which
in the optimal case is chosen as the mean value

1
fri=—— / f(x)dx (constant function on T').
area(T') Jr

The local quantity

1 2
= (Bl + 5 D0 bl Vet ne)p (e (889
Ec&q(T)

with hp = diam(T") and hg = length(F) will be crucial in the following.

Theorem 8.75. Let u be the solution of (8.80) and u" the finite-element solution
for piecewise linear elements of a triangulation T. Then there are constants ¢ and
c only depending on (2 and the shape regularity of the triangulation T such that

b= ey <2 [0 2+ SRS = FrlZa (8.862)
TeT TeT
and <c\/||u—uh||H1 om0 W = frola, . (836D)
T Cwr

Proof. We use the representation (8.84) of r(v) and the Galerkin equation
r(v") =0 forall v € V.
Inserting —Au" = 0 we obtain for all v" € V}, that

/fv VM) dx— > /Vu np)] ,(v—v")dl|.

Ee&a(T)

TeT

Choose v" as the Clément interpolant of v (see page 216). It follows that

lo = 0"l oy < Crbrliullzn@ry, o= 0" o) < Cov/hplullin @)
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(see Clément [72]), where

o = U T' Swr and @p = U T > wg.
TN (T)NN (T7)£0 TN (E)NN (T7)#£0

The constants C'y, C only depend on the shape regularity (i.e., the smallest inner
angle). This yields the estimate

Ir(v)| < Cy Z ho | Fll 2oy 101 @y

TeT
10 Y Ve[Vt ne)] gl e Il o)
Ec&n(T)
< Callvllmqay [ S0 WM ey + S helll(Vubne) gl e )
TeT Ecéq(T)

for all v € H}(2), where the last line uses the Cauchy—Schwarz inequality. The
term ||f||2L2(T) can be bounded by 2 HfT”iQ(T) +2|f - fT||2LQ(T). Together with
(8.82) and (8.85) we prove the assertion (8.86a).

The second inequality (8.86b) uses a special choice of v. Details can be found in
Verfiirth [297, pages 15-17]. [

Inequality (8.86a) offers an error estimate using essentially the local quantities
nr. Here it is crucial that n can be determined a posteriori, i.e., after the compu-
tation of u”. It remains to discuss f — fr, whose bound || f — frll 127y must be
known a priori. Therefore one needs assumptions about f as discussed in §8.7.1.2.

The second inequality (8.86b) shows that 7 can be bounded from above by
the error [[u —u"|[Z: () + OR? || f — fT||2LQ(WT)) based on a somewhat enlarged

neighbourhood wy O T'. Summation of all 2 yields

S < c[m i By + osc?(T)]
TeT

where

osc(T) := \/ZTET h3 | f = fT”i?(T)

is called the oscillation term. Therefore the error estimator 7 := /> o n% and
the error ||u — u”|| jy1( ) are equivalent modulo osc(7T).
An error estimator 17 is called reliable if

l|w — u"|| 1 (2) < const -+ O(osc(T)).

To avoid an overestimation because of ||u — u"||zr1() < 7 one needs the reverse
inequality. An estimator 1 with the property
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n < const - lu — u"|| g1 () + O(osce(T))

is called efficient. To answer a question as (8.78) the size of const in the above
inequalities should be known approximately. The optimal situation is characterised
by const = 1 in both inequalities or at least by ||u — u" || g1(0)/n — 1 as h — 0.
In the latter case 7 is called asymprotically exact.

More about error estimators can be found in Verfiirth [297]. We also refer to
Eriksson et al. [96], GroBmann—Roos—Stynes [124, §4.7], and Knabner—Angermann
[172, §4.2], and Stein [269].

The reliability condition and the efficiency contain constants which usually are
unknown. Another approach avoiding unknown constants is described by Braess—
Schoberl [47] based on an idea of Prager—Synge [228]. Here one makes use of the
fact that the original minimisation problem (6.47) has the same solution as a dual
maximisation problem (see the example in §8.9.4).

At the end of §8.7.1.1 we mentioned the case of functionals instead of norms.
Error estimators for functionals ¢, (u — uh) are discussed in Becker—Rannacher [34]
and Giles-Siili [116].

8.7.2 Efficiency of the Finite-Element Method

8.7.2.1 Measuring the Quality of a Discretisation

In one way or another each (consistent and convergent) discretisation determines an
approximation u” of u. An obvious question is how to compare two discretisations.

Two different goals can serve as criterion: (a) smallest possible computational
cost (e.g., measured as run time of the computer program) or (b) smallest possible
error (measured by some norm). Since both goals are opposite, one has to combine
cost and accuracy. This leads us to two questions:

(i) Givensome ¢ > 0. Which method yields an approximation @ with ||u — @/ <
€ consuming the smallest computational cost?

(i) Letu! and u!! be the results of two methods with same computational cost.
Which approximation is more accurate?

Taking the computational cost as criterion leads us to a new difficulty, since the
computational cost refers to a certain algorithm which is not uniquely determined
by the discretisation method. The latter yields the system of equation which is to be
solved. For the solution there exist many methods which may require quite different
computational cost (cf. Hackbusch [142]). Since there are solvers whose cost is
proportional to the dimension IV of the system, the remedy is using the dimension
N as a measure of the computational cost.?®

26 This is a strong simplification. The computational cost depends not only on the dimension IV, but
also on the structure (e.g., sparsity of the matrix). Another measure would be the amount of storage.
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8.7.2.2 Order of Consistency

Considering the above criterion (ii), we have to discuss € = (V) as a function of
the dimension V. Piecewise linear finite elements lead to an error ¢ = O(h?) with
respect to the L?-norm. Assuming a uniform triangulation and the spatial dimension
n (2 C R™), we obtain h = O(N /") so that e = O(N~2/"). Using piecewise
polynomials®’ of degree p, the error is ¢ = O(N~(PT1/") Here we assume that
u € HPFY )NV (e.g., with V. = H}(£2)). Then question (ii) can be answered
asymptotically (for large /V): methods of higher order of consistency are better than
those of lower order.

8.7.2.3 Choice of the Triangulation

Fixing the local polynomial degree p, the question remains how to choose the tri-
angulation 7. Since the squared error ||e||iz( o (e :=u— u™) is the sum of local
contributions ||e||iz(T) (T € T), one can apply the heuristic principle of error
equilibration: All error terms ||e[| 2y should be of comparable size. This princi-
ple will be applied in §8.7.3 as a constructive criterion for generating the adaptive
triangulation.

8.7.3 Adaptive Finite-Element Method

8.7.3.1 Posing the Problem
We use the goal (i) from §8.7.2.1: Given a desired error tolerance ¢ > 0 with

respect to some norm ||-||, the finite-element discretisation with the smallest possible
dimension N is sought satisfying the error bound €.

8.7.3.2 Adaptive Grid Refinement

Let n(T") be defined, e.g., by the error estimator in §8.7.1.3 which associates each
triangle of 7 with a local error. The heuristic expectation is that a grid refinement

Note that, for the same [V, a difference method requires much less storage than a finite-element
method. Using N as measure is completely unrealistic for spatially high-dimensional problems
(vgl. Hackbusch [138, §16], [141]).

27 By numerical reasons one has to use suitable, e.g., orthogonal polynomial bases. Possible dif-
ficulties are demonstrated by the polynomials b, (z) = z*/v (v = 1,...,N) for the one-
dimensional boundary-value problem v’ = f in 2 = (0,1), u(0) = 0, v/(1) = 0 (natural
boundary condition). The system matrix is the Hilbert matrix A;; = 1/ (i + j — 1) which is an
example of an extremely large condition (cf. Maef3 [198, S. 108] and Footnote 15 on page 193).
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in triangles 7" with a large value n(7T") reduces the total error better than a refine-
ment of triangles with smaller n(7"). According to the definition of efficiency, one
wants to reduce the error without increasing N too much. Therefore one chooses
the following subset of elements to be refined:

StepI: Let ¢ € (0,1) be fixed. Determine 7)yax := max{n(T): T € T} and
set 7;eﬁne = {T eT: 77(T> > ﬂnmax} .

Step II: Refine all triangles in Ticqne according to the method in §8.7.3.3.

Step IIT : Determine the solution u” and 7(T") for the new triangulation Tpey -

Step IV: If the a-posteriori error estimator indicates a sufficient accuracy accept

u” as result, otherwise repeat the process at Step I.

Step I is called the maximum marking strategy. If the estimator 7(7") is already
equilibrated, i.e., all n(7T") are of similar size, the full set Tiene = 7 may result
and the refinement is uniform. Otherwise, # Trefine << #7 may occur.

A variant of Step I is the bulk chasing marking or Dorfler marking (cf. Dorfler
[90]): Given some ¥ € (0,1), order n(T) (T € T) by size and collect as many of
the largest contributions in Tiefine Such that Tieane C 7 is the subset of minimal
cardinality with the property

9 (T < D ().

TeT T €Trefine

The schemes described above determines for each T' whether it should be refined
or not. Alternatively, one may decide how often a triangle is to be refined (cf. Bank—
Deotte [24]).

8.7.3.3 Techniques for Grid Refinement

The basic task reads as follows. Starting from a subset 7, of 7 one wants to create
a new triangulation 7., Which replaces all 7' € 7, by smaller elements, while the
changes of T should be minimal. The following remarks are to be considered.

(a) The more element are in 7 N7y the less new computations of matrix entries
are required.

(b) If hanging nodes are not allowed, the refinement of a triangle 7" € 7, may
force a refinement of its neighbours.

(c) The shape regularity requires constructions which prevents too small inner
angles.

(d) If the K-grid property does not follow from the shape regularity, one has to
take care that K is not increasing.
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First we comment on (d). In the one-dimensional case, where the elements are
intervals, shape regularity does not apply. Figure 8.13 shows a sequence of refine-
ments in {2 = (0, 1) where all subintervals in (0, 1/4) should be refined. The first
refinement leads to a K-grid with K = 2. The second, quite local halving of the
subintervals in (0,1/4) yields K =4, since the lengths of the neighbouring inter-
vals [3/16,4/16] and [1/4,1/2] form the ratio 4. To keep a K-grid with K = 2
one has to halve the interval [1/4,1/2].

Fig. 8.13 K-grid with K =2, grid (c) is not accepted.

There is a simple sufficient criterion for controlling the shape regularity. If the
refinement produces only triangles that are congruent to the initial triangle, the inner
angles are not changed and in particular the minimal angle is constant. Therefore
the standard refinement (“type A”) is a partition of 7' € 7, in four congruent
subtriangles of half side length (cf. Figure 8.14a).

04 G

Fig. 8.14 (a) Type A: regular refinement of a triangle, (b) hanging node after a local refinement.

| @

Fig. 8.15 (a) Type B: refinement of a triangle by a median, (b) result of the refinement.
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A triangle T' € 7, with a neighbouring triangle 77 € T\7, requires special
care (cf. Figure 8.14b), since a hanging node occurs if 7' is refined according to
type A but 7" not (cf. §8.9.3). On the other hand, if also 7" is refined according
to type A, the refinement spreads all over the domain and we obtain a uniform re-
finement. Therefore 77 € T\T, is only refined according to type A if it has two
neighbours in 7, (see dashed triangle in Figure 8.15b). Otherwise the refinement
strategy of Bank [22] requires that 7" is halved according to Figure 8.15a (refine-
ment of “type B”). This step may lead to a smaller inner angle. Therefore, in the
next step, the refinements of type B are undone.

Concerning alternative strategies we refer to Rivara [243, 244] and Knabner—
Angermann [172, §4.1].

Since the refinement strategy is derived from the heuristic principle of error
equilibration, one may ask whether a sequence of refined triangulations converges
and whether the convergence rate is optimal. This question is answered by Dorfler
[90] (see also Kreuzer—Siebert [177]; the maximum marking strategy is discussed,
e.g., by Diening—Kreuzer—Stevenson [85]). For three-dimensional problems with
domains containing edges an optimal order of convergence requires the use of
anisotropic refinements (cf. Apel-Nicaise [6]), hence regular refinements cannot
be optimal.

8.7.3.4 Adaptive Grid Coarsening

So far we have considered a triangulation which is too coarse and requires refine-
ment. However, there are also situations in which the starting triangulation has
too small triangles, i.e., the triangles are smaller than necessary. Similar to the
above refinement method one can try to determine a subset Tcoarse C 7 (e.g., Via
7(T) < Mmin) and to coarsen the grid locally. In this case it is helpful if the pre-
vious refinement steps are stored in a tree structure: the subtriangles are the sons of
the unrefined triangle (father vertex). Then a refinement means that sons are added
to a leaf vertex while coarsening corresponds to an erasing of the sons. As for the
refinement one has to take care that no hanging nodes occur.

8.7.3.5 hp-Method

The previously discussed finite elements has been piecewise polynomials of a fixed
degree p, while the element size h is the variable quantity approaching zero. In the
hp approach we allow different polynomial degrees in different elements. In the
‘refinement step’ we may either refine the element as discussed above or increase
the (local) polynomial degree p. According to §8.7.2.2 an enlargement of p should
be advantageous at least if the solution is sufficiently smooth. Step Il in §8.7.3.2 has
to be modified: one must decide for each triangle whether h or p or both should be
changed (cf. Melenk [204], Schwab [261], Giles-Siili [116, §9], GroBmann—Roos—
Stynes [124, §4.9.4], Le Borne—Ovall [187], Bank-Deotte [24], and Canuto et al.
[62, 63]). The implementation of hp-finite elements becomes easier in combination
with DGFEM discussed in §8.9.10.2 (cf. Houston—Schwab-Siili [156]).
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8.8 Properties of the System Matrix

8.8.1 Connection of L and L,

The properties of the matrix L;, have been carefully studied for difference schemes
since the solvability of the difference equations and the analysis of convergence
properties depend on them. In the case of finite-element discretisation we obtain
the corresponding assertions in another way. The factors that control the solvability
and convergence are the subspace V}, and the operator L, : Vj, — Vj, which is
associated to the bilinear form a(-,-) : V3 x Vj, — R and which was introduced as
Ly in (8.15).

The system matrix (stiffness matrix) L, for a given V},, depends on the basis
{b1,...,bn, } chosen. Let

Nh = dlm(Vh)

The isomojl\‘rphism P : RN» — V, defined in (8.6) maps the coefficient vector v to
Pv = >"."" v;b; € Vj. For finite elements, in general, the coefficients coincide
with the nodal values: v; = (Pv)(x*), 1 < i < Nj. The connection between the
matrix L and the operator Lj, : V}, — V}, is, according to Lemma 8.12,

L =P*L, P, L, =P 'Lp L

The definition of P* in (8.12), (P*u,v) = (u, Pv)r2(), also depends on the
choice of the scalar product (-, -) in R™» ., Let us choose here the usual

Ny
(u,v) = Z U;; (8.87a)
i=1

In Exercise 8.17 we have already established the following properties of L:
If a(-,-) is symmetric [and V-elliptic] then L is symmetric [and positive definite].
Notice that the difference methods do not always have these properties. For the
Poisson problem there is a symmetric form, but nonetheless the matrix Lj; in
Section 4.8.1 is not symmetric (cf. Theorem 4.77).

8.8.2 Equivalent Norms and Mass Matrix

The condition cond(L) plays an important role in the solution of the equation
Lu = f. We would like to show that, under standard conditions, we have
cond(L) = O(h~2™) (cf. Remark 5.45). First we have to decide on the funda-
mental norm of R¥%. Up to a scalar factor h"
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N,
[ul],, := /A" Z:‘l lug|>  (n: dimension of 2 C R™) (8.87b)

is the Euclidean norm coming from the scalar product (8.87a). The corresponding
matrix norm

L] = sup{|[Lv], /Ivll, : 0 # v € R}
is the usual spectral norm of L (it is independent of the scaling factor in ||-|[,).

As an alternative to ||-||,, let us introduce
”uHP = HPuHL2(Q) foru € RNh,

In some important cases ||-||, and [-||, are equivalent (uniformly in h). As an
example consider the linear elements.

Theorem 8.76. Let {71} be a sequence of shape-regular triangulations. Let V), be
the space of linear elements defined in (8.36) with the usual basis (see (8.37a)).
Then there is a constant C'p, which does not depend on h, such that
1
o lulp <llull, < Cpllullp. (8.88)
P
For various finite elements concrete bounds in inequality (8.88) are described by
Wathen [303]. The basis for the proof of Theorem 8.76 is the following statement.

Lemma 8.77. Let T = {(&,n) : &,n > 0,§ + n < 1} be the unit triangle (see
Figure 8.4). If u is linear on T, then

[ (0,0)* +u(1,0)? +u(0 1)%]
/ u(€n)dedn < L [u(0,0) + u(1, 02 + u(0,1)?].

Proof. From u(&,n) = uy + (ug — u1)& + (ug — uq)n with ug = u(0,0), ug :=
u(1,0), uz := u(0, 1) it follows that

51
%)
us

DO = =

1 21
/ u(ﬁ,n)zdfdn = ol [ug ug ug] | 1 2
T 11

The eigenvalues of the symmetric 3 x 3 matrix are \; = Ay = 1 and \3 = 4.
Therefore the right-hand side is > $°°_ u?/24 and < 4 u?/24. [

Proof of Theorem 8.76. Write |u as [,(Pu)?dx = Sorer, Iy, (Pu)?dx.
Let &; : T — T; be the linear maps from 7T to 7; as in Exercise 8.43a.
Let uy, ug, us be the values of v = Pu at the vertices of 7;. The inequality
0 < C1h? < |det @] < Cyh? and Lemma 8.77 imply
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2
G g ) < [ (Porax=jeca] [[ [(Pu@ie ) asay
T; T
2
< P10 13 u3). (8.89)

By definition of a shape-regular triangulation all the angles of the triangles are
> ag > 0. Each node belongs to at least My, triangles, and to at most Myax < i—’;
triangles. Since w1, ug, us are the components of the vector u, the summation in
equation (8.89) over all T; € 7}, gives

Mmincl 2 2 MmaxCQ 2
Mol < iy = Y [ (P T w90
T:€Th T;

so that inequality (8.88) holds with Cp := \/max(MmaXCQ/G, 24/(MpminCh)). m
The matrix

M := P*P, ie, M, :/ bi(x)b;(x)dx, (8.91)
7

is called the mass matrix when it occurs in engineering applications.

Exercise 8.78. Let V,, C H{(£2) be derived from the square-grid triangulation
(cf. Exercise 8.42). Show the following:

(a) (8.89) and (8.90) hold with C7 = C5 =1 and M, = Myax = 6 so that
3 llally, < lallp < hul], -

(b) The mass matrix yields the star 2 E %, ﬂ (cf. (4.20)).

Remark 8.79. (a) Inequality (8.88) is equivalent to
IM|| < CER™, M| < CRRT"
(b) We have [l < [[A="M["/2[Jull, , [[ull, < [A"M7H"? |Jul|p .

Proof. (i) The calculation ||u||?3 = [,(Pu)?dx = (Pu, Pu)y = (P*Pu,u) =
(Mu, u) < [|[M]| (u,u) = ||M]|| =" |ju||} proves the first inequality in (b). The
next one follows from

||11||;27, = h™(u,u) = h"(MY?u, M~'M"/?4)
< M (M2, MY 2u) — (3 M (Mo, ) — [A7M) [l

since M is positive definite.

(ii) From A" |M|| < C% and h"|M~!|| < C%, using (b), we deduce the in-
equality (8.88). Conversely (Mu, u)'/2 = |lu, < Cp |ul|,, = Cph™/?(u,u)*/?
implies that h=" |[M|| < C2, since M is positive definite (cf. Lemma 4.33).
Similarly, 2" |M~!|| < C% follows from |[[ul[, < Cp |lul|p. [
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8.8.3 Inverse Estimate and Condition of L

The H'-norm cannot be bounded by the L?-norm since the supremum of % over

0 # u € V is infinite. However, in the case of a finite-dimensional space V},, the
supremum C}, := sup{|ul, / |ul, : 0 # u € V3 } is finite. One says that V}, satisfies
the inverse estimate if Cj, = O(h~!), that is,

lul, < Crh~tul, forall u € Vj,, (8.92)
where C'; does not depend on h as h — 0.

Theorem 8.80. Let {71} be a sequence of shape-regular triangulations. Then the
space of finite elements introduced in (8.36) satisfies the inverse estimate.

Proof. As in Theorem 8.76, the proof follows by transforming the integrals
Iz |D*(Pu)|?® dx for T; € Tj, and |a| < 1 into integrals over 7'. In addition we
have to transform D = D, into Dy , (see the proof of Lemma 8.55). [ |

Theorem 8.81. Suppose {2 C R". Assume that (8.2), (8.92), and ||ul|p, < Cp |[u],
hold. Then we have
IL|| < h"*CsCECE . (8.93)

Proof. Multiply the inequality

(u,Lv) = a(Pu, Pv) < Cs|Pul, |Pv|, < CsC7h™?|Pul,|Pv|,
< CsCth=2Ch ||ull,, [Ivll,

by A" and set u := Lv:
vl = 2" (Lv,Lv) < CsCih" 2R L], vl ,
and thus ||Lv||, < CsC?h=2C%||v||, forall v, thatis (8.93). ]

Theorem 8.82. Assume {2 C R". Let (8.17a) hold with €, > € >0 and |||, <
Cp ||| p- Then there holds

L7 < CRh™" /. (8.94)

Proof. We know L~" = P='L, /' P*~  and || L; ||y, vy < & < L (cf. Section
8.2), so that

L=l < CpllL7' | p = Cp |PL'E| = Cp | L, P* |
< CplIL, ' P* My, < (Cp/e)||[P* |y,

Since
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[P* ]y, = sup [(v, P*7H) o]/ |vly = sup [(P7lo,f)] /vy
O#UEV},, 0#£veEV),

sup (v, ) /[Pyl < sup hm" vl [[E]l, /[P,
v#0 |Pv| >|Pv], v#0

<Cp sup W WVl E L /vl = Ceh™™ (IE ],

we have that ||L~'f||, < C2h~™|f||, /e forall f; thus we conclude (8.94). m

The next theorem is the combination of Theorems 8.81 and 8.82.

Theorem 8.83. Assume (8.2), (8.17a) with €, > € > 0, (8.88), m = 1, and (8.92).
Then we have
cond(L) < h=2CsCHC? /e .

The ideas involved in the proof can, in principle, be carried over to the case
2m > 2, i.e., to boundary-value problems of higher order. The inverse estimate
becomes

lul,, < Crh™™ |ul, for all u € Vj,.

In order that inequality (8.88) hold one must be careful in defining the norm ||-|| ,.
If all the components u; of u are nodal values (Pu)(x") (as for instance is the case
for the spline ansatz for Vj, C H?({2), then [|-||, can be defined as in (8.87b).
However as soon as the components u; of u involve derivatives (D Pu)(x"),
the u? in (8.87b) must be replaced by (h/®lu;)?. For example, when the Hermite
functions of (8.74) are used then u has the components u1; and wug; (cf. Exercise
8.71), where uy; = (Pu)(z') and uy; = -1 (Pu)(2"). The appropriate definition
of ||-|l,, is |[ull; == h™ 32, (u3; + h?u3;) with n =1, since (0,1) C R™.

Exercise 8.84. Let V C U C V' be a Gelfand triple and assume V;, C V with
dim(V},) < oo. Show that the inverse estimate

lully, < Crh™™ |lufl,  forallu e Vj,
implies
lullyy < Crh™™ Jlully,  and lully < CZRT*™ [lully,  forallu € V.

The previous considerations require a uniform grid. A quasi-uniform grid en-
larges the condition, since | L|| is determined by the minimal and ||[L~!|| by the
maximal element size. Nevertheless, the result can be recovered by a suitable
scaling. First we introduce the dimension N = dimV}, as actual parameter. In
the uniform case h is proportional to N~'/" where n is the spatial dimension
(2 C R™). The condition O(h~2) in Theorem 8.83 corresponds to O(N?/™).
Bank—Scott [26] prove for quasi-uniform grids in dimension n > 3 that a suit-
able scaling of the basis functions also gives cond(L) = O(N?/™) (for n = 2 an
additional logarithmic factor appears).
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8.8.4 Element Matrices

The element matrices, which we are going to define, allow the generation of the
system matrix L. Furthermore, the element matrices are useful for domain decom-
position methods.

Let T € T;, be an element with nodal points x7!,x7*2 ... xT"™ € T (the
number m of nodal points may depend on 7', e.g., m = 3 for linear elements on
triangles). Let the integrands (b5, b;) in Li; = a(b;, b;) = fg wo(b;, b;)dx +
Jror(b;,b;)dI" be defined by (7.28). The integrals can be written as sums of [,
for all T' in the support of the integrand:

Lij= > /gog(bj,bi)dx + / or(bj,b)dl 3 (1 <i,5<n). (8.95)
TeTh \p AT
The boundary integral only occurs if 7" € 7}, touches the boundary.

In the following we assume that the nodal values of b; are the function values
bi(xTW)7 1 < v < 'm (for more complicated finite-element ansatzes also derivatives
D“b;(xT*¥) or directional derivatives may appear). By definition of the support of
finite-element functions b;, supp(b;) N T # 0 holds if and only if one of the nodal
values b;(x7*") does not vanish. This explains the following procedure.

Let the space Vi be the restriction of the finite-element functions from Vj, to T’
(e.g., consisting of linear functions in (8.36), bilinear ones in (8.39a,b), quadratic
ones in (8.40), or the serendipity functions in (8.42)). Interpolation at the nodal
points x”*¥ must be unique (necessary: dim Vp = m). For T € T;, and 1<v<m
let ¢ be the Lagrange basis function, i.e., 1 € Vr, ¢ (xT#) = 6, ,. Then the
basis functions b; of V}, satisfy

bl =" bi(x™) oL (8.96)

For each T' € 7T}, one defines the m x m matrix Er by the coefficients

Ery. = / valdy, ¢r)dx +/ _or(¢y.d,)dl (L<v,p<m). (8.97)
T rnT
The practical computation uses the map onto the unit element (cf. Exercise 8.43).
Note that the term || T - - - vanishes for homogeneous Dirichlet boundary condition
and for ' NT = ().
Combining (8.96), (8.97), and the definition (8.95) of L, we obtain the represen-

tation m m
Lij= Y > > bi(x")b;(x"")Er,. (8.98)

TeT, v=1p=1

In spite of the three-fold sum, the evaluation of (8.98) is cheap. The sum over T'€ T},
can be restricted to 7' C supp(b;) N supp(b;). The v- and p-sums often reduce
to a single term since usually b;(x7**) = 1 holds for only one point and vanishes
otherwise.”®

28 Modifications may occur if hanging nodes are present (cf. §8.9.3).
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Remark 8.85. (a) Instead of using the matrix L for a matrix-vector multiplication
v € R™ — Lv one can directly use the element matrices.

(b) The element matrices {Er : T € T} require more storage than L. The square-
grid triangulation of £2 = (0,1) (cf. Figure 8.2) consists of about 2NN triangles.
Piecewise linear elements require m = 3 nodal points so that the element matrices
take 18N storage units while L needs 5N units (5 entries per row).

(c) While LL can be computed from (E7 ), ;- One cannot regain the element entries
(E1)peq, from L.

There are different reasons (e.g., the domain decomposition method, cf. [142,
§12]) why the domain (2 is described as the disjoint union of two (or more) sub-
domains (27 and {2, (cf. Figure 10.1 on page 312) and the corresponding system
matrices Ly and Ly are used. The latter are defined by replacing |, o in the defi-
nition of the bilinear form by [, and [, . Under the tacit assumption that each
element T' € T}, belongs to only one subdomain, L; can be obtained from (8.98) by
replacing ZTeTh with ZTeT;L, Tcn,- According to Remark 8.85c¢ it is impossible
to extract the matrices L; and Ly from L.

8.8.5 Positivity, Maximum Principle

Assume that the maximum principle holds for the (continuous) differential equa-
tion. In the construction of difference methods one often tries to satisfy the sign
conditions (4.21a) to obtain the M-matrix property for the purpose of stability and
to ensure the (discrete) maximum principle. So far the signs of the finite-element
entries L;; have not been discussed. First there is a negative statement: the contin-
uous maximum principle does not necessarily imply the discrete one. In particular
the off-diagonal entries L;; (¢ # j) may take the “wrong” sign.

In the case of finite-element discretisation of
L = —A with piecewise linear elements one
can get the following statement. Let the indices
i, 7 belong to two neighboured corner points x°
and x’. The intersection of the supports of the
basis functions b; and b; consists of the two tri-
angles 7" and T" in Figure 8.16. Let o’ and o

X
be the angles in 7" and T"” opposite to the side Fig. 8.16 Angles o’ and ',

x‘xJ. Then the identity

1 s / "
Ly~ [ (O ax = -y TS O

T 2 sin (o) sin (')
is proved in Knabner—Angermann [172, §3.9]. Hence the desired sign condition
L;; < 0 holds if and only if o/ + o” < 7. For triangles touching the boundary
additional conditions can be found in [172, page 173].
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8.9 Further Remarks

There are many more details and modifications of the finite-element method which
are not discussed here. In the following we mention some topics.

8.9.1 Mixed and Hybrid Finite-Element Methods

Although the name ‘mixed/hybrid finite elements’ suggests special finite elements
(i.e., a special choice of the subspace), this term denotes a particular reformulation
of the boundary-value problem.

The biharmonic equation A?u = f with Dirichlet condmons u = % =0
(cf. (5.26), (5.27)) has the variational formulation with a(u, v) = [( o(Au)(Av)dx.
However, a conforming finite-element discretisation Viy C HZ({2) requires ele-
ments which are continuously differentiable across the edges of triangles. Such
finite elements can be constructed, but their use is costly. On the other hand, the
equation of fourth order can be reformulated by two equations of second order. We
introduce the auxiliary variable v := —Awu. The system —Av = f, —Au = v

with u = %Z = 0 on [’ has the variational form

a1(v, ) ;:/<vv,w> dx:/fgpdx, as(u, ) = /(VU,V1/1> dx:/m/;dx
2 (% 2 22

for u,p € H}(£2), v,9p € H*(£2). Note that the arguments of a; and as belong

to different spaces. We obtain a more familiar form after introducing the spaces
X = Hy(2)x H(R2) and z = (), y = (7) € X:

c(z,y) =c ((ﬁ), (:‘;)) = /Q { (Vo, V) + (Vu, Vi) — m/}}dx

is a bilinear form on X x X. The system from above becomes c((g), (i)) =
/. ¢, Jpdx. The conforming finite-element discretisation may use simple piecewise
linear elements. Concerning the analysis of the problem we refer to Ciarlet—Raviart
[71] and Monk [207]. The uniform treatment of the components v and v in the
mixed variational formulation cannot hide the fact that the reformulation does not
change the smoothness properties. From u € HZ({2) we only obtain v € L?((2).
If the extra smoothness v € H'(£2) does not hold, it cannot be the solution of the
new formulation.

Also the Poisson problem —Awu = f in 2 and u = g on I can be split. The
Laplace operator is the product A = div V. As above we introduce a vector-valued
variable v := Vu. The equation —Au = f becomes —dive = f and Vu = v.
The variation formulation is

c((:f),(;’))) ::/Q{ (v,1/)>+udiv1/)—(divv)<p}dx:/{/@dx—k/jﬂg(d),@dx

with v, € H(div) and u,p € L?(£2) (cf. Raviart-Thomas [232, 233]), where
H(div) = {u € [L*(2)]" : divu € L*(2)} .
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In this case the ansatz for u may be discontinuous. In H (div) discontinuous func-
tions may have a continuous divergence. Concrete conforming finite-element func-
tions for H(div) and for the analogous space H (curl) are described by Nédélec
[208, 209].

The book of Brezzi—Fortin [55] is a standard literature for mixed finite elements.
Concerning the use of Raviart-Thomas elements for the Maxwell system we refer
to Hiptmair [153, 154].

The variational problems constructed above are saddle-point problems which are
more closely studied in Chapter 12.

8.9.2 Nonconforming Elements

Condition (8.3), V;, C V, characterises the conforming finite-element methods.
Discretisations based on V}, ¢ V are called nonconforming. An example of a non-
conforming element is the following ‘Wilson rectangle’. We consider a partition
into rectangles R; = (x;1, xi2) X (y1i, y2i) and define quadratic functions on R;:

V4, := {u quadratic on each R;, u continuous at all corners of R; } .

Note that © € Vj} is only continuous at the nodal points (corners of R;), but
may be discontinuous across the edges. Therefore these functions cannot belong
to HY(2) : Vi, ¢ V. = H(£2). A possible basis for V}, is the following. For
each of the four nodes x7/ let b; be the basis function of the bilinear elements,

bgl)(x, y) = % (cf. §8.4.3). The ansatz chosen above has two more

degrees of freedom. Therefore for each rectangle R; = (z1;,22;) X (Y14, Y2i) We
add the two basis functions

B (2,y) = (x — 210) (2o —2), 0P (2,y) = (4 — yus) (2 — ),

)

and extent these functions by zero outside of 2;. Since b§5) and b£6 vanish at all

four corners of R;, the required continuity is ensured.

The first difficulty arising from nonconforming elements is the definition of the
system matrix L. It may happen that the definition by L;; = a(b;,b;) as in (8.8a)
does not make sense since a(-, -) need not be defined for b;,b; ¢ V! Therefore the
replacement of V' by V}, must be go along with a replacement of a(-,-) : V. — V
by a bilinear form ay(-,-) : Vi, x Vj, — R. Then we can set L;; := ap(b;, b;).
As akind of consistency we require a(u,v) = ap(u,v) forall u,v € V. Note that
the new bilinear form is dependent of V},. In the case of Wilson’s rectangle and the
decomposition of (2 into rectangles R; we define ay(-,-) by

awo) =3 33 / G (2) [Du(a)] [DP ()] dx
la|<m |g|<m @ 7R

using the coefficients from a(-,-) in (7.7), i.e., the integration [ ¢ 1s replaced by

ZifR,-'
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Conforming finite-element discretisations always yield consistent discretisations.
In the case of nonconforming methods consistency is not guaranteed. Concerning
this problem and in particular the so-called ‘patch test” we refer to Strang—Fix [276,
page 174], Ciarlet [67, §4.2], Stummel [278], Gladwell-Wait [119, pages 83-92],
Thomasset [284]. The next exercise shows that seemingly reasonable choices of V},
may produce completely wrong discretisations.

Exercise 8.86. Let 7 be an admissible triangulation and define V}, := {u constant
on all T € T}, where h is the longest side of the triangles. Prove the following:
(@) Vi, ¢ V:=HY(D).

(b) inf{ju —v|y : v € Vj,} < L]u|, for all u € V looks promising, but does not
help concerning consistency.

(c) Leta(u,v) := [, [(Vu, Vo) +uv] dx, ap(u,v) == > [, [(Vu, Vo) +uv] dx.
What are the entries L;; = ap,(b;, b;)? rer

Nonconforming elements are of particular interest for equations of higher order.
Conforming finite elements in V' = H?(f2) must be continuously differentiable
across the elements which requires complicated constructions. Any simplification
necessarily leads to V;, ¢ V.

Exactly speaking, in the case of V = HE(2), also the isoparametric finite
elements in Section 8.6.3 belong to the nonconforming methods since the elements
of V}, approximate zero on I" but are not exactly zero, so that V;, ¢ V = HJ(£2).
However, still V;, C H'(£2) holds so that the bilinear form a(-,-) is well defined
and need not replaced by another bilinear form ay (-, -).

The following statement about the error estimate of nonconforming methods is
called the second Lemma of Strang (cf. Strang [275]). Here, a;, must be a continuous
bilinear form on Z;, x Z, where Zp, ==V +V, ={v+ v, :v € Vol e Wi}

Theorem 8.87. Let the bilinear form ay be continuous, symmetric and positive
definite on Zj, x Zy, so that |||z||, = \/an(z,2) defines a norm on Zj,. Let
u € Vi, and u € V be the respective solutions of a(u",v) = fn(v) (v € V)
and (8.1). Then there holds

= w1, < const {1 = (Mg +_jut a1}
zhevy,

Proof. For all 2", v" € V}, we have

h h

— 2" M) = ap(u— 2" ")+ ap (W 0") — ap(u,0")

=ap(u— zhmh) + fh(vh) - ah(u,vh).

ap(u

Taking v" := u — 2", we obtain
b

" = 2"l = an(u® — 2" u" = 2"

=ap(u— 2ol — zh) + fh(uh - zh) - ah(u,uh - zh)

h h_ h h_ h
< Chlllu = 2"l lllw™ = 2%, + 1o = an(us vy e = 2215,
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where Cj, is the bound of aj. Division by |[[u” — 2"|||, yields the inequality
llu® = 2", < Culllu = 2"l + 1fa = an(u, )llvg - In

=l < Muw—2"ll, 412" —u"ll, < (Ch + 1) llu—z"ll, + 11 —an(u, llvg

we use the triangle inequality and the previous estimate and prove the theorem. m

8.9.3 Inadmissible Triangulations

We discuss inadmissible triangulations using the example of Figure 8.17. The shown
triangulation arises from a regular and admissible triangulation after refining the
middle triangles. The admissibility conditions (8.35a—d) are violated since Tp N1,
is a side of 77, but not of Tj. Another inadmissibility concerns the point P =
Ty N T, which is a vertex of T5, but not of Tj. The points P, Q, R, S violating
the admissibility conditions are called ‘hanging nodes’. The other vertices x' in
Figure 8.17 are denoted by 7+ = 1,...,17.

1 2 3 4 The finite-element space (here without zero
boundary condition) can be defined by (8.36)
as before:

s 6 Q 7 8 Vi, ={ueC%R):ulrlinearonT € Ty} .

T, The difference between admissible and
T, |T inadmissible triangulations becomes obvious
o T 4 12 when we ask for the dimension dim V/,. Since,

in particular, u|r, is linear, the nodal value
u(P) is determined by u(x%) and u(x!?)

13 14 13 16 u(P) = % (u(x®) + u(x'?)). (8.99)

Fig. 8.17 Inadmissible triangulation. .
& & Therefore, different from Remark 8.39, one

cannot prescribe arbitrary values of u at all nodes of the triangulation, but only
at the regular, i.e., non-hanging nodes x!,...,x!7. Correspondingly, the basis of
Vj, is given by {b1,...,bi7} C Vj, where b;j(x?) = &;; (1 < 4,5 < 17). If one
computes the system matrix via the element matrices one has to note that the values
b;(xT**) in (8.98) may have a value different from O or 1.

Remark 8.88. (a) Also for an inadmissible triangulation 7, one can construct the
(conforming) finite-element space V},. When defining the basis functions one has to
distinguish between the regular and the hanging nodes.

(b) In the case of a finite-element space V}, that do not require continuity between
elements® (for example piecewise constant functions) one need not distinguish
between regular and the hanging nodes, i.e., in this case the admissibility condi-
tion can be omitted.

2 Piecewise constant elements often appear in finite-element discretisations of integral equations.
They may also be used for mixed formulations (see the second example in §8.9.1).
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In the case of admissible triangu- x!
lations the support of a basis func-
tion is easy to characterise. Remark T
8.40 states that the support of b; con- Ts
sists of all triangles attached to x?, T,
This does not hold in the presence of P Q
hanging nodes. Figure 8.18 shows a
part of a triangulation with hanging
nodes P, @, R. The basis function by
in the regular node x! has the value
bi(P) = 1/2 at P because of (8.99). Fig. 8.18 Hanging nodes P, Q, R.

This induced the value b, (Q) = 1/4

at @ and by (R) = 1/8 at R. Hence the support of b; consists of the triangles
Ty, T1, T, T5 where the latter three triangles are only indirectly connected with
x'. Obviously, this fact makes the computation of the finite-element matrix more
complicated. A possible modification is the restriction to hanging nodes of first
degree, i.e., triangle 7} is not allowed to have a further hanging node ) (which
would be of degree two).

8.9.4 Trefftz” Method

Theorem 6.104 states that for symmetric and V-elliptic bilinear forms the weak
formulation (8.1) of the boundary-value problem is equivalent to the minimisation
problem

find weV with J(u):=min{J(v):veV} (8.100)

(see also Theorem 7.9 and Exercise 7.22). The maximisation problem
find weW with K(w):=max{K(w):we W}

is called the dual (or complementary) variational problem of (8.100) if both have
the same solutionu = w € VN W.

For instance, the Poisson problem —Au = f € L?(2) in 2, u = 0 on I,
leads to

J(v) = / Vol?dx  for v eV := HL(R).
Q
A particular dual variational problem is due to Trefftz* [292, 293]:
K(w) ::7/ Vwl|? dx for w e W= {ve H(Q): —Av = f}
Q

(cf. Velte [296, pages 91-101]). Note that the functions v € V' satisfy the boundary
condition v = 0 on I', whereas w € W requires no boundary condition, but the
differential equation Lw = f.

30 An acknowledgement of Erich Trefftz is given by Stein [267].
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8.9.5 Finite-Element Methods for Singular Solutions

The previous error estimates as, e.g., (8.57) are based on the assumption v €
H?(£2) NV, which will be discussed more closely in Section 9.1. The following
example shows that this assumption may be wrong.

Example 8.89. (a) The Laplace equation Au = 0 in the L-shaped domain (2 of
Example 2.4 has the solution®" u = r2/%sin((2¢ — 7)/3) which only belongs to
H#5(02) with s <1+ 2/3.

(b) The solution u = /% sin(¢/2) of Example 5.28 only belongs to H*({2) with
5 < 3/2.

Consider again the L-shaped domain {2 and replace the Laplace equation by the
more general Poisson equation —Au = f in {2, w = 0 on I". Then one can show
that for f € L?(£2) the solution u can be split into

u = ug 4 ax(r)r¥3sin (2@%) with ug € H*(2) N Hj () and o € R

(cf. Strang—Fix [276, pages 257ff]). Here the radial function x(r) € C*°({2) is an
arbitrary cut-off function with x(r) =1 in 0 < r < f and x(r) = 0 forr > 3,
so that x(r) r?/?sin (22°7) € H}(£2) is guaranteed. See also Wahlbin [299].

In the cases described above the usual discretisation with linear elements but
without local refinement only yields |u — u|; = O(h®), s < 2/3. However,
if one enriches the space Vj, by the function x(r)r?/?sin(...) or similar func-
tions, the approximation of w in Vj, can be improved: d(u, V) = O(h), so that
|u — u"|; = O(h). Concerning this approach we refer to Babuska—Rosenzweig
[20], Blum—Dobrowolski [41], as well as Gladwell-Wait [119, p. 119], Hackbusch
[132]. Zenger—Gietl [317] describe quite a different approach in the case of differ-
ence methods: The difference scheme is suitably modified only at the corner so that
the singular part of the solution is avoided. Egger—Riide—Wohlmuth [94] describe
and analyse an analogous finite-element approach.

The standard approach are traditional finite elements together with local grid
refinement. If the location of the singularity is known, there are explicit construc-
tions of the refined triangulation. Otherwise one uses the technique from §8.7.3.3.
Concerning the error analysis we refer to Schatz—Wahlbin [255].

8.9.6 Hierarchical Bases

We illustrate the underlying idea by the one-dimensional case. Let V;, C Hg (0, 1)
be the space of piecewise linear functions and equidistant partition of the inter-
val 2 = (0,1) in subintervals of length h (cf. (8.32)). For h = 1/2 we have
dim(Vi/2) = 1 and by in Figure 8.19a is the only basis function. Obviously
Viss C Vi) are nested spaces. As basis functions in Vi, we take by € V9

31 In general, a domain {2 C R? with an inner angle w € (0, 27) leads to a solution with a factor
7™/« Such solutions belong to H*(£2) forall s < 1+ 7/w.
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and add the functions by, bs shown in Figure 8.19b. {b1,bs,b3} is a basis of
Vi4. Similarly we have Vs C Vj4. b1, b2, b3 are supplemented by by, ..., b7
(cf. Figure 8.19¢) resulting in a basis of V) /g, the so-called hierarchical basis. In
contrast to the previously used basis functions the supports of b; need not be of
length O(h), e.g., supp(b1) = [0, 1]. Therefore the system matrix L is not as sparse
as usual. Nevertheless the choice of this basis has important advantages.

(i) The previously computed b, b, b by bs b, b,
matrix L = L") corresponding
to Vyy, is a principal submatrix of
the system matrix L = L") cor-

responding to V},, so thata (global 0 172 1 0 1 0 1
or local) grid refinement does not (@) h=172 (b) h=1/4 (c) h=1/8
require a new computation. Fig. 8.19 Hierarchical basis.

(i) The condition cond(L) =
|IL|| [|L~1]| of the system matrix is essentially smaller than in the standard case (e.g.,
cond(L) = O(logh) instead of O(h~?2) in the two-dimensional case 2 C R?; cf.
Section 8.8).

(iii) For solving the system Lu = f there exist suitable iterations. More details
can be found in Yserentant [313], Bank—Dupont—Yserentant [25], Bank [23], and
Hackbusch [142, §12.9.4].

8.9.7 Superconvergence

In the case of difference methods the error is given by the grid function w;, — Rpu
(up: difference solution, u: continuous solution). That means that the error is only
defined at the grid points, whereas in the finite-element case the solution u/ and the
error u” — u are defined in the complete domain f2.

In principle the grid function u;, could be extended to a function u” defined in
(2 by interpolating the values uy (x?) (x*: grid point of 2;) by piecewise linear or
bilinear finite elements: u” := Puy, (P defined in (8.6)). Then the error u — u
contains an additional interpolation error v — PRpu:

ul —u = Puj, —u = P(u, — Rpu) — (u— PRyu).

If the interpolation error is at least as small as u;, — Rju, one obtains the same
convergence behaviour; otherwise Puj, — u converges slower than u, — Rpu.
Vice versa, in the finite-element case one can ask whether there is a better con-
vergence behaviour at the nodal values u;, = {u”(x?) : 1 <14 < Ny} or for suitable
mean values. If there is a better behaviour, this is called the superconvergence. This
also applies to difference quotients of the nodal values if these are more precise than
|DYul — DYuly < |u" — uly (Ja| = 1). For this topic we refer to Wahlbin [300]
and, e.g., Lesaint—Zlamal [191], Zlamal [324, 323], Bramble—Schatz [51], Thomée
[286], Louis [197], GroBmann—Roos—Stynes [124, §4.9.3]. Some error estimators
are based on superconvergence results for gradients (cf. Verfiirth [297, pages 36ff]).
Occasionally, the error estimate (8.77) for a negative ¢ is also called superconver-
gence, since the estimate is by a factor h~* better than the statement for ¢t = 0.
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8.9.8 Mortar Finite Elements

8.9.8.1 Introduction

So far we assumed that the whole domain (2 is =
covered by one connected finite-element grid satis- -

fying the admissibility condition (8.35a—d). Even in >
the case of hanging nodes there are still common Q ///

nodal point. Figure 8.20 shows a domain (2 split
into two subdomains (2; and (2. The common

interior boundary is denoted by I's = 2, N (2. Q o2\
In both subdomains the triangulations 77 and 7 C Q
are constructed independently so that non-matching 12 2
grids result. Since 7; are assumed to be admissi- Fig. 8.20 Non-matching triangu-
ble triangulations of {2; it follows from (8.35c) that lations in two subdomains.
UTeﬂ T = (2, (here we assume that {2, is a polygon). Hence I lies in the union
of the edges of T" € 7; for both ¢ = 1 and ¢ = 2. Hence both 7; and 73 cover
I'15, but there is no connection between the vertices 7; (i = 1,2) lying on 5.

There may be several reasons to give up a global, admissible triangulation:

e (21 and {25 are modelled and discretised independently before—in a later step of
the construction—the pieces are jointed together.

e (21 and (2, are subdomains whose data are associated to different processors.
Possible grid refinements of a global, admissible triangulation would need commu-
nication which is avoided in the case of non-matching grids.

e In the case of instationary problems the domain {2 may change in time. For in-
stance, the subdomain {2 may move vertically while (2, is fixed. To get a global,
admissible triangulation one has to reconstruct a new grid in each time step and to
transfer the data. These complications vanish if admissibility is required only locally
in 21 and (25 (cf. Flemisch-Melenk—Wohlmuth [101]).

e Contact problems are characterised by two domains which in a certain way get
into contact and form a common boundary (example: a sphere on an elastic body
under gravitational force). We refer, e.g., to Hiieber—Wohlmuth [158].

To simplify the notation, consider the Poisson equation —Au = f in 2 C R?
with Dirichlet condition v = 0 on Jf2. This boundary-value problem in {2
is equivalent to the corresponding Poisson problems —Au(® = f|o, in (2,
U(i)|a_(2i\ r,, = 0 (¢ =1, 2) together with the matching conditions

u(1)|p12 = u<2)\p12 and é)u(l)/an|p12 = 8u(2)/3n|p12.

Then () = u|g, (i =1,2) are the restrictions of the global solution u to §2;.

On the finite-element level the matching conditions are expressed by a further
variational formulation described below.
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8.9.8.2 Variational Formulation in the Continuous Case
Set

X:={vel*(Q):v|g, e H (), i=1,2, v]ga=0}, M=(H?(I12))"
Functions v € X have two different boundary values on I%,. The restriction
v :=v|, belongs to H*(£2;) and defines the boundary value vV |1, € H2 ().

Similarly there is the boundary value v®|p,, € HY?(I'5) of v := v|q,.
The jump

[0] == vV, = 0P|n, € HY (1)
appears in the second of the following bilinear forms:

a(u,v) = ifm (Vu(z), Vo(z)) dx, for u,v € X,

b(’Uvﬂ) = (l’L7 [’U])LQ(F12) = </’L’ [’U]>(H%(F12))’><H%(F12) forv € X, e M.
We are looking for the pair (u, \) € X x M with

a(u,v) +b(v,\) = (f,v) 2 forallv € X,
(u,v) 4+ b(v, A) (() )L2(2) 5.100)

b(u, ) forall 4 € M.

Assuming u € H?(£2) N H}($2), integration by parts applied to the first part of
(8.101) yields

(1) (2)
—/ vAudx—Ir/ (v(l)au _ @ [v] )\) sz/ fodx
Q Tis 371 8n Q

(u(i) is defined by the restriction u|g,; n is the normal direction of {21). Variation
over v € H}(2) C X yields —Au = f in 2. The remaining I, integral gives

1 2
0 :/ (Uu)a“( @@ (v o) A) r
s on on

o ou@ u?
_ (n (¥~ (1) _ ,,(2) 0
/I"12{v (871 3n>+<v v )(8n +)\>}dﬂ

Choosing v(") and v(?) independently, we conclude that

ouV) ou® ou®
o= on and \ = — on on [7s.

The second part in (8.101) gives [u] = 0, i.e., u() = u® on I.
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8.9.8.3 Discrete Variational Formulation

Let X}, be the subspace of X, so that u"|, (u” € X},) is the usual finite-element
space of piecewise linear elements on the triangulation 7; .

Let 712 be the restriction of the triangulation 77 on I'j2. The one-dimensional
grid 715 consists of edges £ N Io (E: edge of T € 7T;) and all vertices of 77
lying on . The discrete space M, consists of all piecewise linear functions on
T12 vanishing at the endpoints of I'j5. (Note that the construction is not symmetric:
T21 as restriction of T3 on I'5 yields another grid on I75).

The variational formulation (8.101) with X}, M, instead of X, M defines the
discrete problem.

8.9.8.4 Generalisation

The simple Poisson equation can be replaced by general differential equations and
more other boundary conditions. In particular a decomposition of 2 in £ > 2
subdomains is possible as require in the domain decomposition method. We
refer to Bernardi-Maday—Patera [37], Wohlmuth [309], Kim-Lazarov—Pasciak—
Vassilevski [171], and GroBmann—Roos—Stynes [124, pp. 567-569]. Concerning
the stability of the method see, e.g., Braess—Dahmen [46] and Dahmen—Faermann—
Graham-Hackbusch—Sauter [81].

8.9.9 Composite Finite Elements

One of the advantages of the finite-element method is the fact that the triangula-
tion can be adapted to the domain (2 (or at least to a polygonal approximation of
the domain; cf. §8.6.3). However, a problem arises if the boundary contains small
geometric details. Here we can consider two different cases. Let {2 be a domain of
genus zero, so that 0f2 is connected. Nevertheless, 02 may be of tortuous shape
like the coast line of an ocean. A second case is a domain with many small holes
like a sieve. In the latter case, 02 consists of many larger and smaller pieces.
To resolve the geometry we need very small finite elements close to the boundary.
Let hgeom be the size of these finite elements resolving the shape of the boundary.
Inside of (2 there is an element size h. which is necessary to obtain an error of about
e. A conflict occurs if hgeom < he since then the dimension of the finite-element
problem is by far larger than for a smooth simple domain 2. The additional degrees
of freedom do not improve the accuracy.

The approach of the composite finite elements proposed by Hackbusch—Sauter
[144, 145, 146, 147] avoids the unnecessary degrees of freedom. The method uses
basis functions of size h. which are built by finite elements up to size hgeom. This
allows an accurate approximation of the boundary, but does not create a higher
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dimension of the composite finite-element space. The latter fact is in particular help-

ful for the solution of the linear system.

The upper Figure 8.21 shows a basis
function satisfying homogeneous Dirich-
let boundary conditions on the fine grid.
The corresponding H!-basis function is de-
picted below. For further details we re-
fer to Sauter—Warnke [251, 252], Peterseim
[220], Peterseim—Sauter [221, 222, 223],
Preusser et al. [229].

A generalisation for handling geomet-
ric details in the domain (complicated co-
efficients, interior boundaries) is the adap-
tive local basis (AL basis) method (cf.
Grasedyck—Greff—Sauter [120], Weymuth—
Sauter [305]). The approximation of small
details (e.g., oscillatory behaviour of the
coefficients) within a coarser grid is called
homogenisation. Here ‘coarser’ means that
the finite element size is (much) larger than
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Fig. 8.21 Basis functions of the composite
finite-element method.

the size of the details. Such problems are called ‘two-scale’ (or multiscale) prob-
lems. In the irregular case one still needs a fine grid to describe the details. In a
second step one tries to construct special coarse-grid finite elements. A very elegant
approach in this direction with simple error estimates is described by Kornhuber—
Yserentant [175], Kornhuber—Peterseim—Yserentant [174].

The approach described in Hackbusch [140, §12] is an approximate solution

based of the original fine-grid data.

8.9.10 Related Discretisations

Besides the standard Galerkin method there are further variants which are briefly

mentioned below.

8.9.10.1 Galerkin Method for the Least-Squares Formulation

The standard Galerkin discretisation minimises the energy norm if the problem is
symmetric and V-elliptic. In the least-squares case one starts from Lu — f = 0
where w is restricted to an ansatz space Vy (e.g., with Viy C H}($2)), and tries to

minimise the residual:

minimise ||Lu — f|[,2(o) overall u € Vy

(cf. Bochev—Gunzburger [44] and Roos—Stynes—Tobiska [246, page 249]).



8.9 Further Remarks 259
8.9.10.2 Discontinuous Galerkin Method

Standard finite-element functions are continuous. Also in the case of nonconforming
elements continuity holds in a restricted sense. Elements which are completely dis-
continuous across the edges are more flexible and lead to the discontinuous Galerkin
finite element method (DGFEM). In the meantime this variant is very popular.
We refer to the proceedings Cockburn—Karniadakis—Shu [73] and the monographs
Dolejsi-Feistauer [88], Riviere [245], Di Pietro—Ern [84], Kanschat [166], Roos—
Stynes—Tobiska [246, page 255], and Brenner—Scott [52, §10.5].

8.9.10.3 Petrov—Galerkin and Finite-Volume Methods

The Petrov—Galerkin method is characterised by different subspaces for the test and
ansatz functions:

find «" € Viy sothat a(u”,w)= f(w) forallw e Wy.
An obvious connection of the ansatz space Vyy and the test space Wy is
dim VN = dim WN.

In particular in the case of unsymmetric bilinear forms there may be reasons to
choose both spaces differently. This approach is due to Georgij Ivanovi¢ Petrov
[224] (1940, cf. [28]). Note that this discretisation is only reasonable if it is stable.

Also the bilinear form a(-,-) of the original problem can be generalised to a
bilinear form on V' x W with different spaces V' # W (then the right-hand side
must satisfy f € W’). For finite-dimensional subspaces Vy C V and Wy C W
the stability is equivalent to the inf-sup condition

in su la(u, w)| = ex > 0.
ueVn,|lully, =1 weWn, [|w|ly, =1

In the following we consider a space W containing characteristic functions. Let

w C {2 be a subset of {2 and consider the differential operator Lu = div a(x)Vu.
Integration by parts yields

/ w Ludx :/ a(x)w(x)g—udf - / a(x) (Vw, Vu) dx.
w Ow n w
Choose w(x) as the characteristic function of w, i.e., w=1 on w and w=0 outside:

/ a(x)%df = / fdx forall w € Tyv,
ow on w

where the set Try of finite volumes is still to be defined (traditionally even in the
two-dimensional case w is called the volume).
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Let Vv be the usual space of piecewise linear elements on triangles of a trian-
gulation 7. The dimension N = dim V} is given by the number of vertices of 7.
According to dim Viy = dim Wy we choose a dual grid Ty which for each vertex
x € T contains a ‘finite volume” wy (in general, this is a polygon; cf. Siili [279],
Knabner—Angermann [172, §6 and §9.3] and GroBmann—Roos—Stynes [124, §2.5]).

If 2 C R?, the term ‘box method’ is a synonym for ‘finite-volume method’.
For differential operators L = —diva(x)V consisting of the principal part
only and under suitable assumption on the coefficient a, the box method and the
standard Galerkin method with piecewise linear elements have identical system
matrices (cf. Hackbusch [133]).

8.9.11 Sparse Grids

Since the physical space is three-dimensional, the standard problems are boundary-
value problems in two or three spatial variables. However, there are also applications
in higher dimensions d > 3. Then we confront the following problem. The accuracy
of a discretisation depends on the grid size h which typically is O(h"*) (k: consis-
tency order). Let 2 C R? be a domain discretised by a (finite element) grid of size
h with N nodal points. Since N is proportional to h~¢, the discretisation error as
a function of N becomes £4(N) = O(N~"/%). As a consequence, for fixed N,
eq(N) tends to O(1) as d — oo. Vice versa, fixing &, the problem size N must
increase exponentially as O(e~%/*). This difficulty is often termed as the ‘curse of
dimensionality’ (cf. Bellman [35, page 94]).

The following sparse-grid approach avoids the exponential behaviour N =
O(e~%*). We illustrate this method for the d-dimensional cube 2 = (0,1)%.
By obvious reasons, the pictures refer to d = 2.

The bilinear finite elements explained in
68.4.3 can immediately be generalised to the
d-dimensional case.

Let
bi(x) = max {1 . x—hzh70}

be the one-dimensional piecewise linear
basis function for the regular grid

O<h<2h<...<1—-h<1

(h = 1/n). Note that b;(jh) = d;;. The
support of b; is Fig. 8.22 All grids generated by the hier-
‘ archical basis

[(i—1)h, (i + 1) k] N[0, 1.
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The d-linear basis functions on 2 = (0, 1)< are the products
Biliz---id (ml,xg, P ,l‘d) = bi1 (1‘1) . biz (l‘g) et bid (l‘d) (8102)

corresponding to the nodal point x;,;,. i, = (i1h,i2h, ... i4h).Since 0 < i, <n
(or 1 <, < n —1 for homogeneous Dirichlet values), we have N := (n + 1)d
(respectively (n — 1)d) grid points.

Now we recall the hierarchical basis in Section 8.9.6. Assume that n = 2” and
introduce the step sizes hy =27*. On level®> £ > 0 we introduce the basis functions
b\ (x) = max{1 — 25" 0} for odd i = 1,3,...,2° — 1. The hierarchical basis
{bz(-f) :0< ¢ =1L1<1i<2"—1,iodd} spans the same space as the standard
basis {b; : 1 < i < n}. Asin (8.102) we can form the products

01050 ¢ ¢ ¢
Bl (w1, 22, .. zq) = byl (21) - b2 (w2) - ..o b4 (%a)

14

and the span of all Bil-@'.“'id (4, odd) coincides with the span of all B;,;, . ;,. The

172

support of BY1£2+-£4 is anisotropic: 2N X 5 [(iy — 1) he, , (i + 1) by, |-

Zlig.,.id

Figure 8.22 indicates the situation for d = 2. Combining the bases {bl(.é/)} and
{bEZH) } depicted at the top and at the left side of Figure 8.22 yields the corresponding
grid with (22/ — 1) (25” — 1) ~ 2¢+¢" nodal points. The grids with large ¢ + ¢
are the costly ones. However, it turns out that the costly grids are not necessary for
obtaining the standard accuracy.

The sparse-grid approximation uses the
finite-element space spanned by all Bfllfj_'_'.'fdd
with

Ci+lo+. ..+l <L+d—1 (8.103)

as depicted in Figure 8.23. The analysis pre-
sented in Bungartz—Griebel [60] shows that
the grids omitted in Figure 8.23 yield contri-
butions that can be neglected (a shorter de-
scription is given by Garcke [109]).

We have to assume that the function «
Fig. 8.23 Grids used in the sparse-grid has bounded second mixed derivatives, 1.e'.,
method [ D*ul| 2 ((,) must be bounded for all multi-

indices o with || < 2 (instead of the usual
inequality o1 + ... + ag < d). Then the finite-element space V7, spanned by

3 On level £ = 0 the basis functions are bgo) for© = 0 and ¢« = 1, if inhomogeous boundary
values are needed. In the homogeous case, there are no basis function at level 0.
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Bfff;_::fj with (8.103) leads to the solution u, with the error estimate

lu = a2 < O3 LY) = O3 [log hi|*)

(cf. [60, Theorem 3.8], [109, Theorem 1]). This is the standard estimate of the full
grid except the logarithmic factor. On the other hand the dimension of the sparse-
grid space is

dim(V) = O(h7* loghr]|*™)

(cf. [60, Lemma 3.6], [109, Lemma 6]). Up to the logarithmic factor, this is the
dimension of the space of piecewise linear functions in one spatial dimension.

The sparse-grid method is introduced by Zenger [316] in 1991. It is also called
hyperbolic cross method or Smolyak method (cf. Smolyak [265]).

3 In [60, 109] these estimates are proved for the interpolation error. Therefore they are also an
estimate of the finite-element method. The error estimate with respect to the H* seminorm holds
without logarithmic factor; cf. [60, Theorem 3.8].



Chapter 9
Regularity

Abstract The previous results can only guarantee the existence of weak solutions,
i.e., in the case of m = 1 only first derivatives in L?(f2) can be proven. In the
beginning we also asked for second derivatives satisfying the equation Lu = f in
the classical sense. Also the error estimate in §8.5 has shown that an error of size
O(h*) requires a solution in H1*%(2). Therefore the crucial question is, under
what conditions the weak solution also belongs to Sobolev spaces of higher order
(cf. Section 9.1). Section 9.2 characterises a specific property of elliptic solutions:
In the interior of the domain the solution is smoother than close to the boundary.
In the case of analytic coefficients the solution is also analytic in the interior and
the bounds of the (higher) derivatives improve with the distance from the boundary.
This behaviour also holds for the singularity and Green’s function. In Section 9.3 the
regularity properties of solutions of difference schemes is studied. When compar-
ing the error estimates for difference methods in §4.5 with those for finite-element
estimates in §8.5 one observes that the latter require much weaker smoothness of
the solution. However, one gets similar estimate for difference methods if one uses
suitable discrete regularity properties (cf. §9.3.3). Unfortunately, the proof of these
properties is rather technical, much more involved, and inflexible compared with the
finite-element case.

9.1 Solutions of the Boundary-Value Problem in H°(§2), s>m

In §9.1.2 we start the analysis with the case of {2 = R™ and prove that the solution
is smooth if the coefficients of the differential operator are sufficiently smooth. The
next case considered in §9.1.3 is the half-space {2 = R} . Here a boundary I" = 02
occurs, and the essential tool of the analysis is the continuous extension of functions
from R’} to R™. The last step leads to a general bounded domain {2 (cf. §9.1.4). As
soon as the domain and the coefficients of the differential equation are sufficiently
smooth, also the solution is so. Special results hold for convex domains as discussed
in §9.1.5.

© Springer-Verlag GmbH Germany 2017 263
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9.1.1 The Regularity Problem

The weak formulation of a boundary-value problem
Lu=g in 2, Bu=¢ onI (2m: order of the differential operator L) (9.1)

as
ueV, a(u,v) = f(v) forallveV 9.2)

was, in Chapter 7, the basis upon which we were able to answer the questions of
existence and uniqueness of the solution. Here, by existence of a solution we under-
stand the existence of a weak solution u € V.

The error estimates in Section 8.5 made it clear that the statement u € V' is not
enough. Under this assumption we can show ||u” — ||y, — 0, but the convergence
may be arbitrarily slow. The more interesting quantitative estimate ||u” — u|y =
O(h) as in, for example, Theorem 8.60 for V = H{(£2) or V = H'(§2), requires
the assumption u € H?(§2) N V. The assertion u € H?(§2) or, more generally
u € H?*((2), is a statement of regularity, i.e., a statement about the smoothness
of the solution, which will be examined in greater detail in this section. If s —
is sufficiently large, Sobolev’s embedding Theorem 6.48 proves that the solution
is smooth in the sense of classical function spaces. In particular, for s — § > 2m

the solution w is a classical solution of the boundary-value problems.

The regularity proofs in the following sections are very technical. To make
the proof ideas clearer, let us sketch the proof of inequality (9.4) below for the
Helmholtz equation —Au +u = f in 2 CR?, u=0on[I.

Step 1: £2 = R Since the bilinear form a(u,v) = [,(Vu, Vo)dx + [, uvdx is
H*(R?)-elliptic, (9.4) holds for s = m = 1: |u|, < C7|f|_,. This is the start
of an induction proof of (9.4) for s = 1,2, 3, ... . First we want to prove (9.4) for
s = 2. To this end we take the derivative of the differential equation with respect
to x, the component in x = (z,y):

If f € H°(2), then f, € H~'(§2) and the equation —Av+wv = f,, by the induction
assumption, has a unique solution v € H'(£2) with |v|, < C1|fz|_; < C{|f]o-
If one sets up this inequality for v = u,, and likewise for v = w,, the result is
luly, < |ul; + |ug|; + uy|, < 3C1|fl,- Thus, (9.4) has been shown for s = 2.

The further induction steps for s = 3,4, ... are analogous.

Step 2: 2 =R2 := R x (0, 00). As in the previous case, we can obtain the estimate
lug|, < C11fl, since u, also satisfies —Au, + u, = f, and the (tangentially
differentiated) boundary condition u, = 0 on I'. This is not the case for u,.
But u, € H'(R%) implies u,, € H°(R%) and u,, € H°(R3). We would
have v € H*(R?%) if we could also show u,, € H°(R2). This property, however,
results from the differential equation, uy, = Au— gy = u— f —uz, € HO(RY).
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Step 3: Let {2 be arbitrary, but sufficiently smooth. As in Section 6.1, (2 is
decomposed into (overlapping) pieces {2; which can be mapped into R? or Rf_.
Correspondingly one splits the solution u into Y x;u (x; is a partition of unity).
Then the arguments from steps 1 and 2 prove inequalities for |x;u|, which together
result in (9.4).

Note that only a sketch of the proof was given. Some of the steps of the proof are
incomplete. For example, might not the equation —Au,, +u, = f, have a solution'
u, € L?*(R?), which does not belong to H'(R?) and hence does not coincide with
the solution v € H*(R?) of —Av +v = f,?

In the following, always let s > m. The boundary-value problem (9.2) with
V = H}(92) is said to be H*-regular if each solution u € H{ (£2) of problem (9.2)
with f € H*=2™((2) belongs to H*(£2) N H(£2) and satisfies the estimate

[uly < Cs [If|s—am + lul,] - 9.3)
If L is the operator associated with a(, -), then it is also said that L is H*-regular.

Remark 9.1. Let m be defined as in (9.1). (a) H™-regularity always holds.

(b) Let the variational problem (9.2) have a unique solution v € H{*({2) with
lul,,, < Colf|_,, forall f e H~™(£2).If the boundary-value problem is H *-regular,
then the weak solution of (9.2) with f € H*~2™({2) satisfies the inequality

(c) Let L be the operator associated with a(-,-). Inequality (9.4) is equivalent to
L=t € L(H*=2m(), H*(£2)) and the following statement:

1L e () mre-—2m () < Ch .

Proof. (a) (9.3) holds with C,,, =1 forall u € H™(2) because |u|, = |u],,.

(b) In (9.3) estimate |u|,, by Co |f|_,, and use the fact that because of s > m
the embedding H*~2™(£2) C H~™(2) is continuous, i.e., | f|_,, < C"|f|, o,

Thus we obtain (9.4) with C, = Cs(1 + CyC"). |

The following remark shows that a perturbation of a(-,-) by a smooth term of
order < 2m does not change the H *-regularity.

Remark 9.2. Let m < s and m,s € N. Let the operator L be H'-regular for all
te{m,m+1,...,s}. Let §L be an operator of order < 2m — 1, i.e.,

SL € L(H™ ()N H(2), H 2™ (2)) forall r € {m,m+1,...,s— 1}.

Then L + 0L is also H!-regular for t = m, m + 1,...,s. The assumption on 6L
holds in particular if 6L belongs to the bilinear form a”(-,-) in Lemma 7.12 and
its coefficients ag are sufficiently smooth: for example, a3 € Cmax{0,s=2m+|B[}

! Compare Lions—Magenes [194, Chap. 2, §6] for very weak solutions.
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Proof. We start the proof by induction with s = m since for s = m the statement
follows from Remark 9.1a. Assume the assertion for s—1. Let u be the weak solution
of (L+6L)u= f € H*2"™(£2), hence also the solution of Lu = f := f — § Lu.
By induction the inequality |u|, ; < C._i[|f|,_5,,_1 + |ul,,] already holds and
shows that

‘f|572m S ‘f|372m + ||5L||572m<—371 |u|sfl S Cgil[|f‘572m + |u|m]

Because of the H*-regularity of L, the solution u belongs to H*(§2) and satisfies
lul, < CL[|f|s—2m + |ul,, |. Together these inequalities result in statement (9.4). m

9.1.2 Regularity Theorems for {2 = R™

The domain 2 = R" is distinguished by the fact that it has no boundary, and
hence no boundary conditions either. Furthermore, the shifted version v(- + ¢) of
v € H*(R™) again belongs to H*(R™). The proof of the following theorem will be
given on page 270.

Theorem 9.3 (regularity theorem). Ler m € N, (2 = R"™. Let the bilinear form

a(u,v) = Z Z /Qaag(x) [D%u(x)] [DPu(x)] dx 9.5)

lo]<m |B]<m
be H™(R™)-coercive. For some k € N let the following hold:
D%ang € L>(82)  forall a, B,y with |y| < max{0,k + |5] —m}. (9.6)
Then every weak solution v € H™(R™) of the problem
a(u,v) = (f,v), forall ve H™(R") 9.7
with f € H=™*(R"™) belongs to H™*(R™) and satisfies the estimate
Ul sk < Cr (1| g + [l ] - (9.8)
Corollary 9.4. Instead of inequality (9.8) one can also write
|u‘m+k: < Ckk—1 [|f|—m+k + ‘u|m+k71} : 9.8

Proof. (a) (9.8)=(9.8) follows from |u[,, < |u| ,_, because k > 1.

(b) If Theorem 9.3 holds for k, then also for 1, ..., k — 1 instead of k. Combining
the inequalities (9.8) for k,k — 1,...,1, we obtain

s < Crp1 {1 e + 101 }
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< Ckk—1 {|f|—m+k + Cr—1,k—-2 [|f|—m+k—1 + |u‘m+k—1]}

k
< SO Nl gk +C ul,,
£=0

and thus (9.8) since [f[_, .., < [f|_ for ¢ > 0. =

m-+k

Lemma 9.5. Let a(-,-) be the bilinear form (9.5) with coefficients ang satisfying
(9.6). Let £ €{0,...,k} andlet w € H™T*(R™) be chosen fixed.
(a) Then F := a(u,-) is a functional in H~™*(R"™) bounded by

|F(v)‘ = ‘a(uav” <C ‘u|m+l |U|m72-

(b) ag(u,v) = Zla\+|ﬂ|<2m fQ aagDo‘uDﬁv dx — this is the bilinear form a
without principal part — satisfies the stronger inequality

lao(u,v)| < Co [tulmae [V|m—e—1 -

(c) Let D7, |y| = 1, be a first derivative. Define a bilinear form b,(-,-) and a
functional b, (u,-) by by(u,v) := a(DVu,v) + a(u, D7v). It satisfies

167 (w, 0)] < C lulmte [0lm—e-

Proof. (a) Let b(u,v) := [5. aqs(Du)(DPv)dx be one of the terms in a(u, v).
Let u € H™T*(R™). We distinguish the following three cases (a;—a3).
(a;) Let |8 < m — £. Obviously
[b(u, V)| < llaapllooltliafvlis) < llaapllolttlmtelvlm—
la|<m+2e

holds. It remains to discuss the case m — |5]| < ¢, i.e., m — |B] + 1 < L.

(ag) Let m — 5] + 1 < ¢ < min{m, k}. Let v < 8 be a multi-index of length
|v] = 18] —m+ € € [1,|8]]. Integration by parts gives

b, v) = (—1)" / D (aas Du)] [DP~70] dx. *)

By assumption (9.6) the derivatives of a,g are bounded so that
1b(t,0)| < Cluljaalolg—r) < Clalmelolm—e.

(ag) Let ¢ > m. Equation (*) with v := (8 shows that

b(u,v) = (—1)“3'/ [Dﬁ(aa/gDo‘u)] vdx = (g,v), with

n

g:= (=)' D?(a,5D%u) € HMH1IZIBI(R™),

Since |a] < m and ¢ > m > |3], it follows that m + £ — || — || > £ —m,
so that b can be estimated by [b(u,v)| < |g|_,, ., [v|m—¢. Together with
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g D? (aapD%u <Clu _ < Clu
| | m+L — | af )| m-+4 | ‘\(x|+|ﬂ| m~+£ | +[B] <2m | ‘m-‘rl

also in this case |b(u,v)| < Clu|me|v|m—e is proved. Summation over all «, 5
yields the desired result |a(u, v)| < Clu|mte|V|m—e-

(b) Let, e.g., [a| < mand 8] < m — 1 for b(u,v):= [5, aas[D*u][Dv]dx.
If |] < m—{4—1,[b(u,v)|] < Colu|me|v|m—i—1 is immediate. If m — || <
< m-—1,we apply |B8] = m + €+ 1 € [1,]|8]] partial integrations and obtain
|b(w, v)| < Clu|mte|V|m—¢ because |a| + B+ 1 —m+L£ < 2m—m+{L=m+ L.
The case |o] < m — 1 and |5| < m is left to the reader.

(c) Let bag(u,v) == [, aazD* uDPvdx be aterm of the bilinear form a(u, v).
Integration by parts shows

b :0) = = | (D7a0p) (D) (D) dx
Rn
for bap~(u,v) := bag(D7u,v) + basg(u, Dv)

since |y| = 1. Summation over «, 5 and analogous considerations as in part (i)
prove [by(u, )| < Clufme[v]m—e-

Concerning the smoothness of the coefficients we observe that the bilinear form
b,(-,-) contains the coefficients ang., = DYass which fulfil (9.6) for £ — 1
instead of k. u

In Theorem 9.3 we only assume that a(-,-) is H™(R"™)-coercive. Therefore a
solution (e.g., an eigenfunction) may not be unique. Uniqueness is guaranteed, e.g.,
by H™(R™)-ellipticity, which is discussed in part (b) of the next lemma.

Lemma 9.6. Assume (9.5) and (9.6). Let ay; be the principal part:

ap(u,v) := Z /aaﬁDu Dﬁ]dx

], B]=
(a) If Theorem 9.3 holds for ay (-,-) and k = 1, then also for the general bilinear
form (9.5) and k = 1.
(b) Without loss of generality, we may replace a(-,-) in Theorem 9.3 by
ax(u,v) = alu,v) + /1/ uvdx

n

with A € R. Theorem 9.3 with H™ (R™)-ellipticity instead of H™ (R™)-coercivity is
equivalent to the original form of Theorem 9.3. In part (a) ap (u,v) can be replaced
by ag(u,v) + A- (u,v).

Proof. (b) Let a(-,-) be a H™(R™)-coercive bilinear form with the constant C'xc in
(6.48). Then ay(-,-) for A > Ck is an H™(R")-elliptic form. Let Theorem 9.3
hold for a4 (-, -) and let u be a weak solution of (9.7): a(u,v) = (f,v), . Because
of the H™ (R™)-ellipticity w is the unique solution of

ap(u,v) = FA(v) :== (f + Au,v), .
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Because of the inequality |FA(v)| < |flomtkl|vlm—k + |A| || —mtr|0lm-r <
[ fl=marl + Al u|—pir ] [0lm—k. Fa also belongs to H~™TF(R"™). The
assumption of Theorem 9.3 for a,(-,-) implies the regularity inequality (9.8")
in the form [ul,, ., < Chri—1 [[Fal_psp + [tl,yyp_1] - Using the inequality
Il < Ll + 4] ] s, we obtain

[l < Crpmt [[fl=ma| + [A] [t gk 4 [0y 1]
< C]/q,k—l [|f|—m+k‘ + |u|m+k—1]

since || 4k < |ul,, _, - This proves the assertion of Theorem 9.3 for af(-,-).

The replacement of a(-,-) by ag(-,-) shows that also in part (a) we may add
A-(u,v), without loss of generality.

(a) Let Theorem 9.3 hold for ay(+,-) and k = 1, where according to part (b)
ap(-,-) is assumed to be H™(R")-elliptic. Let ap := a — ag be the lower-order
part. A solution uw € H™(R"™) of ap(u,v) = (f,v), is the unique solution of

apg(u,v) = Fg(v) == (f,v), + ao(u,v) forallv € H™(R").

Lemma 9.5b with ¢ = 0 applied to ag together with | (f,v),| < |f|—m+1[|v]m—1
yields
|Frr (0)] < [1fl=ms1] + Colulm | [v]m—1

and thus Fy € H=™"1(R") for A = 0. Using
[l g1 < C1[1Fr |y + July, ] < Cllflmmia| + Colulm + [ul,, ]
< C1 [ f=ma] + [ul,, ],

we have proved (9.8) with k =1 for a(-,-) instead of ag(-,-). ]

Lemma 9.7. Assume (9.5) and (9.6). If (9.8) holds for some ¢ € {1,...,k — 1}
instead of k, so also for { + 1.

Proof. Let u be the solution of (9.7). By assumption, u € H™*(R") holds with
the estimate [ul,,,, < Cy [|f]_,, ., + |ul,,] . Let D7, |y] =1, be a first deriva-
tive and let b, be the bilinear form from Lemma 9.5. Obviously w := D7u is the
solution of

a(w,v) = a(Du,v) = —a(u, D7v) +by(u,v) = (f, D7v), + by (u,v) =: F,(v).

Since | (f, va)o | <|flemtrk|D"0m—k < |flomtrlVlm—tt1 < | flomar|V]m—r
and |by(u,v)| < Clu|m4e|v]m—e¢, we conclude that

F’Y € H7m+e(Rn) with |F’y‘—m+€ < |f‘—m+k + C(|7¢‘|m+€ .
Theorem 9.3 with ¢ and F, instead of k and f shows that w € H™¥(R") and
|w|’rn+€ < CZ |F’Y‘7m+€ + ‘w|
< Collfl=mk + C'ulmre] .-

m| < Cellflomir + Clt|mye + [D7ul,, ]
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Since the multi-index v with |y| = 1in w := D%u is arbitrary, we obtain u €
H™H+1(R™) and the inequality

| |m+£+1 (’I”L + 1) Ce [ |f| mtk c’ |u"rn+l]

Together with the regularity assumption |ul,, ., < C¢ [|f]_,, ., + |ul,,] it follows
that [ul,, o1 SCoy1 [|fl-m+k + [ulm] , ie., the regularity statement for £+ 1. m

Proof of Theorem 9.3. (i) First we must investigate the start of the induction, k£ = 1.
According to Lemma 9.6a, a(-, -) may be replaced by the principal part ay (u,v) :=
> ol 8l=m Jgn @ap D*uDPvdx. Let 8y, be the difference operator?

1 h h e;: i-th unit vector,
O iu(x) == W [u(x+Le;) —u(x—Le)], { T<i<m.
Let u be the solution of (9.7). For v € H™(R"™) set
di(u,v) :==d(u,v) := a(u, O v) + a(Op ;u,v) forall ve H™(R"™). (9.92)

Note that d;(u, v) is well defined since Oy, ;v, O ;u € H™(R™). Given a function
w we introduce the notation w™® (x) := w(x =+ he;/2) for the translates. From

1

/ auah,ivdx:%/ au[v+—v_] dx = E/ [a_u_—a+u+]vdx
:—/ av@h}iudx—&—%/ [(a™ —a)u” + (a—a)ut]vdx

and the substitutions a ~ ang, u ~ D%u, v ~ DPv we obtain the representation
ﬂ - ozﬁ CLZﬁ — Qaf
YD / Dou 4 "8 payt | piy .
lo]=m |B]=

o+
Since W%”‘" < [|0aap/0xil o <const for max{0,k+[3| —m} =k >1
(cf. (9.6)), we have

|d(u,v)| < Cul,, |v],, forallv € H™(R"). (9.9b)
The H™(R™)-coercivity with constants Cr > 0 and Cx (cf. (6.48)) shows

Cr |On,ul’, < a(Op,iu, Opiu) + Cx |Oh ul? (9.10a)
= —a(u, 8;2”u) + d(u, O iu) + Ck \8h,iu|(2)

2 Actually, we would prefer the derivative du/Ox;, but since we do not know whether it belongs
to V.= H™(R™), the difference 9}, ;u € V is taken as a substitute.
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(here we use (9.9a) with v := 0}, ;u € H™(R™)). The first term can be transformed
according to (9.7): a(u, ﬁﬁjiu) =(f, aﬁ’iu)o and bounded by [f[_, ., |8,2L)iu|m,1.
The inequality |0y, ;v|; < |v|,,, for s =m —1 and v = O ;u yields

|a(u, 0 ;u)| < ||y |Onittlm - (9.10b)
By (9.9b), the bound for the second term in (9.10a) reads:
|d(u, Opiw)| < Calt|m|On itt|m - (9.10c)
The last term in (9.10a) is bounded by
|0 quls < |Oniul,, 4 |Onsul, < |ul,, |Onul,, - (9.10d)
(9.10a—d) yields
0n,5ul,, < [If]_ i1 + (Ca+Ck)|ul,,] /Ce forallh >0, 1 <i<n.

Lemma 6.42 shows that u € H™+1(R™) and proves inequality (9.8) for k = 1.
(i1) The induction step is given by Lemma 9.7. [

Corollary 9.8. The H™ (R™)-coercivity in Theorem 9.3 can be replaced
(a) by the sufficient conditions described in Theorem 7.11;

(b) by the assumption that for some X the bilinear form ag (u, v)+A(u, v)o satisfies
the inf-sup conditions (6.43a,b).

Corollary 9.9. If, in addition, a(-, -) is H™(R™)-elliptic or if a(-, -) satisfies condi-
tion (6.43a,b), then in Theorem 9.3 the estimate (9.8) can be replaced by

|u|m+k < Ck |f|—m+k :

Proof. The assertion follows by Remark 9.2. [

Corollary 9.10. Let a(-,-) be H™(R™)-coercive. Let the conditions (9.6) and
f € HE"™(R") be satisfied for £ € N with k¥ > s+ n/2 > n/2. Then the
weak solution u of (9.7) belongs to C*(R"™). Hence for s > 2m, the weak solution
is also a classical solution.

Proof. The statement results from Sobolev’s embedding (Theorem 6.48). [ |

Corollary 9.11. Let a(-,-) be H™(R™)-coercive. Let the conditions (9.6) and
f € H*™(R") be satisfied for all k € N. Then the weak solution of problem
(9.7) belongs to C'°°(R™). The conditions are satisfied in particular if f belongs to
C§°(R™) and the coefficients a,p are constant.

The generalisation of u € H™T*(R") with k€N to u€ H™+*(R") with real
5 > 0 reads as follows.
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Theorem 9.12. Let a(-, -) in (9.5) be H™(R™)-coercive. Let
s=k+06, k € Ny, 0<BO <Y<, t:=k+9.

For the coefficients (§2 = R") let

s € {Ct+|ﬁm(9) for k+ 3| > m, ©.11)

L>(0) otherwise.

Then each weak solution of (9.7) with f € H~™%$(R") belongs to H™"*(R"™),
and satisfies the estimate

|u|m+s S CS [|f‘7m+s + ‘u|m] . (912)

Proof. The proof is similar to that of Theorem 9.3, but the difference quotient
0 = O; is now replaced by an approximation R of its power 9°, 0 < © < 1:

> ] e;: i-th
. i o -6 —ph (1 \M ) %

Ru(x) := Ry ju(x) == h Zoe (-1) <M)u(x+uhez) {unit vector.
=

Here (¢) =1, and ((3) = (- (-0)(1-0)2-0) ...-(u—1—-0)/u! are

the binomial coefficients.

Exercise 9.13. Let 0 < © < 1. Show that

(a) The operator adjoint to Ry, ; is

Ru(x) = R}, ju(x) = h™° Z e M (—1)M (i)u(x — phe;).

(b) Forany 2 € C with |2| <1 wehave (1 -2)? =37 (i)(—z)“.

—

(c) For the Fourier transform we have u(- + de;)(£) = €€%4(¢) and

(Bnou)(€) = [(1— e "Hm) /1] a(e),
(R u)(€) = [(1— e 5" /0] a(e).

(d) There is a constant C' so that

1
C
holds forall 7 € R and 0 < h <1 with |th| < 1.
(@) [Rnul, < Crolul, o forallT € R, h>0,1<i<mn, uecHTOR");

similarly |R}, jul; < Crelul,,o. Hint: Use the norms 12, |~|/T\+@ (cf. (6.20))
and prove

(1+2)2 < |(1—emmithy n < o (1+12)7°

|(Rn,iu)(€)] < (1+ €119 a(8)].
0 S0 (Rw) (O = L1+ [¢]*)°/2
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Now we continue the proof. The expression in (9.9a) becomes

d(u,v) := a(u, R, ;v) — a(Rp ju,v) = — Z h=® Z e M (—1)H (@> X
=1

la|=[B|=m H

X /n [@ap(x + phe;) — anp(x)] [Du(x + phe;)] [DPv(x)] dx.

Since we have |aqg(x + phe;) — anp(x)| < C(ph)t, it follows that

L4179 et (—1)! (i) %

p=1

|d(u, v)| < Clul,, |v] < C'ul

ml |m’

for it is true that ((3) = O(p=®7") and Y77 e #hptmO7t = O(h®"). This
proves the inequality (9.9b).
Instead of (9.10a) we obtain

Cg |Rul,, < a(Ru, Ru) + Ck|Rul§ = a(u, R* Ru) — d(u, Ru) + Ck|Rulj .
Since |R*Ru|,, o < C'|Rul,, (cf. Exercise 9.13¢), (9.10b) becomes

‘a(u’R*RuN S C |f|—'m,+@ |Ru|m 9

while (9.10c) yields
|d(u, Ru)| < C'|ul,, |Rul,,

The analogue |Rul; < C'|u|, |Rul|, of (9.10d)is trivial. The same considerations
as in the proof of Theorem 9.3 result in

|Rh gl < C[|Rnifl_p + lul| < C (1) pmyo + lul,,] {f"r o

1<i<n

(cf. Exercise 9.13e). To obtain the analogous estimate of |uf,, , o We express
(|U|;\n)2 with v = R} ;u from (6.21b) as

[, (v ieR) @R [ (1+16R) otr ag.

The second integral tends to zero as h — 0. Since

é (IR} ulh)? /g|§1/h <1+ |£|2)mi‘@(§)rd5

m+6
> 1 (1+1e?)"" ) ae
|€]<1/h

Exercise 9.13f C

holds with same C for all h, we conclude [u,,, o < C hm Z (\Rh Zu\A) and
the inequality (9.12). 0i=1 ]
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9.1.3 Regularity Theorems for {2 = R

The half-space R’ in (6.23) is characterised by z,, > 0. As in Chapter 7, we
limit ourselves to the following two cases: either a Dirichlet problem is given for
arbitrary m > 1, or the natural boundary condition is posed for m = 1.

Theorem 9.14 (homogeneous Dirichlet problem). An analogue to Theorem 9.3
holds for the Dirichlet problem:

ue Hy'(RY), a(u,v) = (f,v)o forallve Hy" (RY).

Theorem 9.12 can also be carried over if we exclude the values s = %, %, ey M—

(I

For the proof on page 276 we need the following highly technical lemma.

Lemma 9.15. Let s > 0, s & {1/2,3/2,...,m — 1/2}. The norm |-|, of H*(R"})

is equivalent to
el = wum S e, ©.13)

|al=m

Proof. The relatively elementary case s > m is left to the reader. For 0 < s < m
too, the proof would be considerably simpler if in (9.13) one were to replace the
dual norm |-|,_, of (Hy" *(R"}))" by that of (H™*(R"))".

(i) First we prove the statement for {2 = R" instead of {2 = R’}. According to
Theorem 6.43a, for {2 = R™ the norm || - |||, is equivalent to

el =\l + 35, (D2ul2_)"

Since
(hal?)* = [ 1+ (X er)urietylaera
and
0<Co(1+[€P) <14 > € P A+1€P) ™ <Ci(1+1€)",

|a]=m
luf||> and ||} are equivalent.

(ii) For the transition to {2 = R’} the following extension ¢ : H*(R7}) —
H?(R™) must be investigated, where x=(x/, ) € R with X' =(21,...,Zp-1):

(Pu) (x) := u(x) for x € R} (i.e., x, > 0)

L
(pu) (X', xy,) = Z ay [u(x', —vzy) +u(x', —z, /v))] for x,, <0,

where the coefficients a, are defined in the following exercise.
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Exercise 9.16. Let the coefficients a,, of ¢ be selected as the solution of the system
of equations

da,F v =(-1)F  (0<k<L-1)

Show that

(@)u € CEF71Y(RY) yields ¢pu € CL7HR™).

(b) ¢ € L(H*(R™), H*(R™)) for k=0,1,...,L.
(c) The operator adjoint to ¢ reads

L

1 —x
* ' n) = ' n v| /a = /a_ n f n 0.
(¢"u) (x',2n) = u(x', 2 )—l—Za [Vu(x > )+ vu(x', —vay,)| for x, >

v=1

(d) (0/0x,)" (¢*u) (x',0) = 0 and u € C*(R") for k=0,1,...,L —2.
(e) ¢* € L(H*(R™), Hy(R%)) for k=0,1,...,L — 1. Hinz: Corollary 6.61.
() ¢ € L(H*(R?), HE(R™)) for k=1-L,2—1L,...,0,1,..., L.

@iii) [|| - |}, < C'|-|, results from D* € L(Hg(R% ), H>~™ (R’ )) (provable via
continuation arguments from Remark 6.76b) so that |-|, < ||| - |||, remains to be
shown.

(iv) Jul, < |oul, < [|¢ul|, is true according to part (i) of the proof. The in-
equality |[|¢ull|l, < C|||ul||, , which would finish the proof, reduces to

|D*¢ul, ,, < C|D|,_,, for || =m, u € H*RY). 9.14)

s—m
Let |a| = m.For ¢, : R} — R" defined by

!/

u(X', ) for z,, > 0,

(Patt) (X', zn) =

L (=) u(x', —vay,) .
El a, v (%)a"u(x’, =z otherwise
one verifies D*(¢u) = ¢o D*u. As in Exercise 9.16f one shows that ¢, belongs
to L(H*(R%}), H*(R")) fors = 1+m — L,2+m — L,..., L —m. This result

can be carried over to real s € [1 + m — L, L — m] except for the cases % —-seN

(i.e., s = —3,—3,...) (cf. Lions-Magenes [194, pages 54ff]). Let L > 2m + 1
and v € H™ *(R"). Since ¢} v € Hy" *(R%), one infers from the identity
(D¥pu, v) 2 mn) = (DY, ¢ZU)L2(R1) the estimate

(Da(i)’u,,’l})o S ‘Dau|s—m ||¢2||H8R_S(Ri)(—Hm*S(R”) |U|m—s

for all v e H™%(R™), and therefore (9.14) with C:= ||¢%, ||H(’,”’S(R1)<—H"I—S(R") =

||¢O‘HH577"(R")<—HS*T”(]R1) . u
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Proof of Theorem 9.14. (i) First let k = s = 1. The proof of Theorem 9.3 can be

repeated for the differences dy, ju (j = 1,...,n — 1) and implies the existence of
the derivatives Ou/dz; € H{"(R"), j # n. Thus one has D®u € H'(R%) for all
multi-indices || = m except for a = (0,...,0,m).

(ii) We set & := (0,...,0,m) € Z™ and
w = agaD%u, Fu(v) :/ w(x)D%(x)dx for |a| =m,
R

1
where a4 is the coefficient from the bilinear form (9.5). The remainder of the proof
runs as follows. In part (iii) we shall show that

|Fo(v)] < Clvl,,_4 for o] =m, ve H™*(R]). 9.15)

Since F,(v) = (w,D%)y = (—1)"(D%w,v)o, inequality (9.15) means that
D°w € H'™™(R%) and |D*w|, , < C hold for || = m. According to
Lemma 9.15 it follows that w € H'(R"). The coercivity of a(-, -) implies uniform
ellipticity of L = Z\a|:|m:m(—1)mDﬁaaﬁDa’ e, Y anstt > ¢ 1€)*™ (cf.
Theorem 7.13). For & = (0,...,0,1) one obtains as4(x) > €. Hence it follows
from w € H'(R%) and DYaas € L (R, |y| =1, that D% € H*(R"}). Accord-
ing to part (i) all other derivatives D*u (|a| < m, a # &) belong to H'(R?)
anyway so that v € H™~1 (R’) has been proved.

(iii) Proof of (9.15). For each @ # & there exists a v with |y| = 1, ~, = 0,
0 < v < a (componentwise inequalities). Integration by parts yields

Falv) = — / [(Daaa) (D%u) (D*70) + aaa (D*7u) (D*0) |dx
R}
for all v € C§°(R’ ); and thus

|Fo(v)| < Cq |vl,_; with Cy :=CT[|ul,, +|[D7ul,,] forall v e C5(RY).

Here we used the fact that D7u € H™(R"}) according to part (i). Since C§°(R"})
is dense in HJ" ' (R7), (9.15) follows for a # é.

There remains to investigate « = &. We write
I
Fs(v) = a(u,v) — a(u,v) with  a(u,v) := Z / aap (D) (D’Bv) dx,
n

where ' represents the summation over all pairs (a, 8) # (é&,d). For each
(o, B) # (&, &) there exists a v with

As above, one integrates each term with |3| = m by parts:

/R" anp (D%u) (Dﬁv) dx
= —/ (DVaap) (D*u) (DP~7v) dx — / aag (D*T7u) (DP770) dx
R R

n n
+ +
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for v € C§° (R ), and estimates using C'|v|,,, _, with C'=C'(u). Altogether one ob-
tains |&(u, v)| < C'lv|,, ;. Together with |a(u, v)| = |(f,v)o| <
(9.15) also follows for o = 6.

|f‘—m+1 ‘,Ulm—l’

(iv) By induction for k& = 2, ... one proves in the same way | F, (v)| < C |v|

m—k>
and from this w € H*™™(R"}). Forreal s > 0, s ¢ {1/2,...,m—1/2}, one proves
correspondingly |F,,(v)| < C'|v|,,_, and hence u € H*t™(R). ]

The generalisation of Theorem 9.14 to inhomogeneous boundary values reads as
follows.

Theorem 9.17. Let the bilinear form a(-, -) from (9.5) be Hy* (R} )-coercive. For an
$>0,s¢{1/2,...,m—1/2} either let (9.6) hold if s = k € N, or (9.11) if s & N.
Let w € H™(R') be the weak solution of the inhomogeneous Dirichlet problem
a(u,v) = (f,v), forallv e Hy*(R"),
Otu/on’ = ¢, onI'=0R"} for {=0,1,...,m—1, 9.16)

where
feH ™SRY), g€ HMVX() (0<<m—1).

Then u belongs to H™*(R".) and satisfies the inequality

m—1

Ulys < Cs (1| s+ D 19msav1/o + Ul | - 9.17)
£=0

Proof. For m = 1 Theorem 6.50 guarantees the existence of ug € H™"(R")
which satisfies the boundary conditions (9.16) (for m > 1 cf. Wloka [308, Theorem
8.8b]). w := u — uy is the solution of the homogeneous problem

a(w,v) = F(v) := (f,v)o — a(ug,v)

(cf. Remark 7.16). Theorem 9.14 may also be carried over to the right-hand side
F(v) under discussion here (instead of (f,v)o) and yields w € H™**(R.). ]

By similar means one proves the next theorem.

Theorem 9.18 (natural boundary conditions). Let the bilinear form a(-,-) from
(9.5) be H*(R'})-coercive. For s > 0 either let (9.6) hold if s = k € N, or
(9.11)if s  N. Let uw € H'(R'L) be the weak solution of the problem

a(u,v) = f(v) ::/ g(x)v(x)dx—i—/F(p(x)v(x)dF forall ve H'(RY),

R

H*"YR%)  fors>1
(H'5(R2))" fors <1
belongs to H'™(R") and satisfies the estimate

n
+

where g € H*™ ' = { }7 © € H*"Y2(I'). Then it

[0l < Co |9l a1 + il + lul |
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If a boundary-value problem is in the form (9.1): Lu = g, Bu = ¢ with
B =Db'V + by, |bp(x)] > & > 0on ' = IR (b, is the n-th coefficient of b),
then according to Theorem 7.33 one can find an associated variational formulation
and apply Theorem 9.18.

9.1.4 Regularity Theorems for General Domains {2 C R™

The following theorems show that the above regularity statements also hold for
2 C R™ if {2 is bounded sufficiently smoothly.

Theorem 9.19. Let 2 € C'™™ for some t > 0. Let the bilinear form (9.5) be
Hy(£2)-coercive. Let s > 0 satisfy

s+1/2¢{1,2,...,m}, 0<s<t ifteN, 0<s<t, ift¢N.
For the coefficients let the following hold:

for all o, B, with .
] < max{o, ¢+ 8] ~m} [+ TEEN

CHIBl=m(Q)  for |B] >m —t .
Gop € { L>(0) otherwise ’ el

DYagg € L(12) {
(9.18)

Then each weak solution u € H*(£2) of the problem
a(u,v) = f(v)  forall ve H*(12)
with f € H=™%5(82) belongs to H™5(2) N HY"(£2) and satisfies the estimate
Ul pgs < Cs [1F] s+l ] - (9.19)
For inhomogeneous boundary conditions
Ou/on’ = oy with oo € H" = V2(D) for £=0,1,...,m —1

instead of uw € H{'(12), the statement u € H™((2) implies uw € H™*(§2) and
the estimate (9.17).

Proof. (i) Let {U® : i = 0,1,...,N} with U* C {2 be a covering of {2 as in
Lemma 6.54. Let {x;}, with x; = 02 € C*(£2) and supp(x;) C U, be the
associated partition of unity from Lemma 6.55. There exist maps o € C*(U?)
which map U’ (i > 1) into R” such that o*(0U* N I") C OR’}. By contrast,
UY lies in the interior of {2 so that I' N QU = (). The solution u can be written
as > y;u. In part (ii) of the proof we shall treat xou, and in part (iii) y;u for i > 1.

(ii) We set d;(u,v) := a(x;u,v) — a(u,x;v) (¢=0,1,...,N) and wish to
show the estimate
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|do(u,v)| < Cqlul,, |v] (we H'(£2), ve H'*(£2), s> 1) (9.20)

m—s

for s = 1. Each term of do(u,v) has the form

/UU aas(x)[ (D*(x0u)) (Dﬁv) — (D%u) (DB (xov)) Jdx.
Since D“(xou) = xoD*u + lower derivatives of u, one has

[(D*(xow)) (DPv) = (D%u) (D” (xov)) ] = Y ¢y DYu D
~,0

with [v],]6] < m, |y + [6] < 2m — 1. One integrates [, aap cvs DVuD%vdx
with |§| = m by parts, and obtains a bound C'|u],, |v| whence (9.20) follows.

m—1°

The coefficients a3 can be extended to R™ in such a way that the corresponding
condition (9.18) is satisfied on R™. Denote the resulting bilinear form by ag(u, v).
Since xo € C°°(£2) has a support supp(xo) C U, the extension of you through
(xou) (x) = 0 for x € R"\U" poses no problems. We may formally define
do(u,v) for v € H™=%(R") since only the restriction of v to U is of any con-
sequence. By (9.20) dy(u,v) can be written, for a fixed u € HJ"({2), in the form

d()(U,U) = (dO7U)L2(R-,L) with d() S Hs—m(Rn)’ ‘d0|s—m < Cd |u\m .
You is the weak solution of

ao(xou, v) = a(xou, v) = a(u, xov) + do(u,v) = (f, xov), + (do, v),
= (xof +do,v) 2@y (veE H™R™).

Theorem 9.3 [resp. 9.12] proves you € H™T%(R") (thus too you € H™T5(2))
and

IX0Ul s < C [IX0f s + 1doly_p + Ix0Ul,, | (9.21a)
<C' [ fly—m + Calul,, + Colul, ] <C" [|fl,_p + lul, ],

s—m m s—m

where s is still restricted to s < 1.

(iii) The same reasoning as for y,;u (2 =1,..., N) shows

a(xiu,v) = (xif +di,v), forallv e H™(R"™) with |d;|,_,. < Cqlul,, -
By assumption the maps o' : U’ — R’} and their inverses (o’)~! belong to

Ctm(UY) [resp. CTF™ (o (U"))]. Put a(X) := u(x) for X = a'(x), that is
@ =wo («')"!. In a similar way define @ng, Xi, f, d;- In

a(xiu,v) =Y / o DY (%it) DD [det(a) | d%
a,B
at(U?)
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one can replace the derivatives Dy, Dﬁ with derivatives with respect to the new
coordinates, since ¢ > 0 and thus obtaln the bilinear form

Z/ Gap D (1) D o d%
at(U?)

which again is H" (o' (U"))-coercive and whose new coefficients d,p satisfy the
conditions corresponding to (9.18). As in (ii), @ss can be continued to R’} D
o' (U") such that the resulting bilinear form a;(-,-) is H"(R’})-coercive. One can
apply Theorem 9.14 to
_ o Xif +d;

3 ) = Qg ) = A d; ) = (7 5 )
az(qu U) az(qu U) a(X u, U) (Xzf + d; )0 |det (a’)/\ v L2y
forall o € HJ"(R".), which yields x,a € H™*5(R") and

[Reilys < Cs [ 1Flsmm + dilsom + il |

Transformmg back (cf. Theorems 6.35 and 6.43g) yields the estimates [x;ul,,,, <
S “f‘sfm + |d2|sfm + |X1u‘m:| —_ 5 |:|f|sfm + Cd |u|m + C |’U,|m:| ? and thU.S

XUy < Cs [|flypm +lul,, ] foralll <i< N, 0<s<1.  (9.21b)

(iv) (9-21a,b) hold for s < 1. Since |ul,, . = [>_; xiul,, o < > Ixiul,, s
estimate (9.19) has been proved for s < 1. If the conditions of the theorem
allow an s € (1,2], one proves (9.19) as follows. Since u € H™T!(£2) has
been proved already, one can estimate the forms d;(u,v) after further integration
by parts via |d;(u,v)| < Cqlul,, ., [v],,_,. Accordingly, d;(u,v)=(d;,v)o with
di € H-™*5(02) and |di|_,,,, < Calul,, . If one inserts the above estimate
(9.19) for s = 1, one obtains (9.21a,b) and hence also (9.19) for 1 < s < 2.
Further induction yields (9.19) for admissible s € (k, k + 1].

(v) The case of inhomogeneous boundary values is treated as in Theorem 9.17. m
Analogously one may prove the next theorem.

Theorem 9.20 (natural boundary conditions). Let 2 € C*! with t > 0. If
0<s<teNor0<s<t¢gN, R in Theorem 9.18 can be replaced by 0.

Corollaries 9.9-9.11 transfer mutatis mutandis to Theorems 9.19 and 9.20.

Corollary 9.21. Let {2 and the coefficients of a(-,-) satisfy the conditions in
Theorem 9.19, resp. 9.20. An eigenfunction, i.e., a solution u € V (V = H{"(£2)
in the case of Theorem 9.19, V = H!({2) in the case of Theorem 9.20) of

a(u,v) =0 forallveV, u#0
belongs to H™+5(§2) forall 0<s<teNor 0<s<tgN,
Proof. Use Theorem 9.19 (9.20) for f =0 (and ¢ = 0). [ |
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According to Theorem 6.48 (Sobolev’s lemma) one obtains sufficient conditions
via CFHA(02) D HFM1/2() for u to be a classical solution from C*+2(£2).

The minimal conditions for u € C*+*(§2) result from a different theoretical
approach, which goes back to Schauder [258]. The following theorem, for example,
can be found in Miranda [205, §V] and Wienholtz—Kalf-Kriecherbauer [306, §8].
It shows the C***-regularity of the operator L in (5.1).

Theorem 9.22. Let k > 2,0 < A < 1. Let 2 € C*** be a bounded domain.
Let the differential operator L=Y" a;;0?/0x;0x; + > a;0/0x; + a be uniformly
elliptic in §2 (i.e., (5.4a) holds). Let

aij,ai,a € CK=2YNQ) and f € C*2A(Q), ¢ € CHNDD).

Then the boundary-value problem Lu = f in {2, u = ¢ on I either has a unique
(classical) solution v € C*TX(£2), or there exists a finite-dimensional eigenspace

{0} # E C C**A () such that for all e € E the following holds: Le = 0 in
2, e=0on I If a >0, the first alternative always holds.

The condition 2 € C'*™ in Theorem 9.19 is stronger than necessary. For the
Dirichlet problem the Lipschitz-continuity of the boundary is already sufficient to
obtain the following result.

Theorem 9.23 (Neéas [210]). Let 2 € C%' be a bounded domain. Let the bilinear
form (9.5) be H{"({2)-coercive. Let the following hold:

0<s<t<1/2

The coefficients ang € L°°(£2) must belong to C*(82) if |3| = m. Then the weak
solution w € HJ*(2) of the problem

a(u,v) = /Qf(x)v(x)dx Sforall v e Hy' (12)

with f€ H=™%5(82) belongs to f€ H~™75(§2) and satisfies the estimate (9.19).

The condition of Hj"(§2)-coercivity can be replaced by that of uniform ellipticity
(7.4) (cf. Theorems 7.11, 7.13). The statement of Theorem 9.23 cannot be extended

to s > 1/2 since then u € H{""*(£2) would contain another boundary condition.

The proof of Theorem 9.23 uses an isomorphism 2 = R* (related to Ry, ; in the
proof of Theorem 9.12) between H{"**(§2) and H{"(£2) and also between HJ*(£2)
and H{"~*(£2) such that the form b(u,v) := a(Ru, Rv) is H{'"*(§2)-coercive.
It is necessary to prove that b(u,v) := a(u, R?v) is also HJ""*(£2)-coercive.
We know f € H~™+5(2) implies f := R2f € H "™ 5(2). Each solution of
a(u,v) = (f,v)o is also a solution of

a(u, R?9) = b(u, ) = (f,7)o = (f, R*)q

so that u € H""*(£2) follows.
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9.1.5 Regularity for Convex Domains and Domains with Corners

A domain {2 is convex if with x',x"” € 2, x' + t(x” — x’) belongs to {2 for
all 0 <t < 1. Convex domains in particular belong to C%!, but permit stronger
regularity statements than Theorem 9.23.

Theorem 9.24 (Kadlec [165]). Let 2 be bounded and convex. Let the bilinear form
(9.5) be HE(£2)-coercive. Let the coefficients of the principal part be Lipschitz-
continuous:

aap € COVN(D)  forall o =B8] =1,

for the remaining ones let the following hold:
DYanp € L*(2)  forall o, B, with v <|8|, o]+ |6] < 1.

Then every weak solution w € H}($2) of the problem
a(u,v) = / f(x)v(x)dx  forallv € Hi(2)
0

with f € L*(£2) belongs to H?(2) N H}(§2) and satisfies the estimate
luly < Ci[1flg + luly ] - 9.22)
The constant Cy depends only on the diameter of §2.

Concerning the proof we refer to the original paper or to Grivard [123, §3].
In addition, we give an explicit proof for the special case treated in Corollary 9.25.

In Section 8.5.4 H?-regularity was required. A generalisation of (9.22) in the
form of H™*!-regularity for the biharmonic differential equation with m = 2 is
known for convex polygons (cf. Blum—Rannacher [42]). For the Poisson equation
the inequality (9.22) the constants can be quantified explicitly.

Corollary 9.25. For the solution of the Poisson equation —Au = f € L?(£2) ina
convex domain {2 with «w = 0 on I, the following holds:

[ [Deulg < |fl,- (9.23)
|a|=2

As in Lemma 8.54 one shows that the left-hand side of (9.23) is a norm of
H?(£2) N H}(£2) which is equivalent to |-|,. Thus, (9.22) follows. As a model for
the proof of Theorem 9.24 we carry out the proof for Corollary 9.25 for the case
2 C R

Proof. (1) First let us assume that the convex domain is smooth: {2 € C'*°. Accord-
ing to Theorem 9.19 —Awu = f € L?(£2) has a solution u € H?(2)N H}(£2). We
want to show
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llully = > [D%ufy < [Aufg forall u € H*(2)N Hy(£2). (9.24)
|a|]=2

It suffices to prove (9.24) that for all u in the dense subset {u € C*>°(£2) : u =0
on I'} = C*(2) N Hg(£2). Integration by parts yields

//(z | Aul? dedy = //Q (u2, + uiy + 2y tyy ) dzdy

- // (uZT + uzy — Qyayuy ) dody + 2/ UggUyNyd]
Q r
- // (uiz + uzy + 2“3;;,) dzdy + 2/ Uz Uy My A — 2/ Ugyy Uy N d
Q r r
2
= Il +2 [ (uermy = myne) T

where n = (Zz) is the normal vector. The tangent direction is given by t = (7""7).
Then wyeny — Uzyng = —(uy ), is the negative tangential derivative. Now u, and
u, can be expressed in terms of u; and u,. Since both u and w; vanish on I,
Uy = Ny, and uy, = nyu,. Hence the boundary integral becomes

2/ (UgaNy — UgyNg) Uyd] = 72/ (ngtn ), nyu,dl’
r r

— —/F [2u721ny (ng), + nany (ui)t} dr.

Integration by parts of the second term yields

_/ [Quiny (ng); + ngny (ui)t] dI" = / ui [(ny)t Ny — (), ny] dr.
r r

The bracketed expression in the last display is the curvature in x € I', which for a
convex domain is always nonnegative. (9.23) has thus been proved.

(ii) Every convex domain {2 can be approximated monotonically by convex
2, e C>:
2 CyC...C0, U 2, = 0.

We interpret V,, := {u € Hg(£2) : supp(u) C §2,} as Ritz—Galerkin space
V., C H(£2) (cf. Footnote 8 on page 183). Each u € C§°($2) lies in V,, for
sufficiently large p. With C§°(£2), |, V,, is therefore also a dense subset of H{} ({2).
For every v, the Ritz—Galerkin problem provides the solution u,, € Hg(£2,) of
—Au, = fin 2., u, = 0on df2,. In 2\§2,, u, may be continued by u,, = 0.
Theorem 8.24 proves |u, —u|, — 0, where v € H}(§2) is the solution of
—Au = fin {2. Theorem 9.30 will show that for every p the restriction of » on
12, belongs to H(£2,,). For each v € V,, C V,,, v > p, we have
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‘/ Ugzvdrdy| =

|/ Uy U, dx dy| =

lim/ (uy), ve dedy| =
7

Jim / (uy),, ve dody

V>H u

lim/ (up) ., vdady
0

V—00 " V—00 "
< sup ||(uu)mc||L2 2,) ||v||L2(Q,‘)
V>

From this one infers

o, 12
Z |D UHLZ(QM) = SUP Z | D Uu”m(%) > HfHLQ(.QM) > Hf“m(rz)

la]=2 Hlal=2
(cf. (9.24)), and obtains (9.23). [

Which role the H?-regularity is playing for the H}(§2)-projection on a subspace
Vi, C H}(£2) is shown in the next exercise.

Exercise 9.26. Let the subspace V}, C H}(£2) satisfy
inf{lu —v|, v eV} < Cohluly forall w € H?(2)N Hy(2)

(cf. (8.63)). Let the Poisson problem be H?2-regular (according to Theorem 9.23
convexity of {2 is sufficient). Let Qv : H(£2) — Vi, C HL(£2) be the orthogonal
projection on V}, with respect to |-|,. Show that there exists a C'; such that

lu — Qvuly < Cihlul, for all u € HJ(12).

Hint: (i) With the Poisson problem the boundary-value problem —Au+u = f in {2
and u = 0 on I are also H>-regular (cf. Remark 9.2). The corresponding bilinear
form a(-, -) is the scalar product in H}(£2).

(ii) Qv agrees with the Ritz projection S, for a(-, -).

(iii) Use Corollary 8.66.

In a certain sense, the L?(§2)-orthogonal projection @y plays a dual role. By
definition the approximation is the best possible: |u — Qoul, < |u — Qvul,. The
estimate of the approximation error |u — Qou|, does not require any regularity
assumption.

Remark 9.27. Let Qq : L?(2) — V}, be the L?(2)-orthogonal projection onto the
space V}, containing at least linear functions on a triangulation. Then there holds

lu — Qouly < Chlul, forall u € H'(2), (9.25)
where h is the maximal grid size.

Proof. Interpolation of the inequalities |7 — Qol|y,_o = 1 and ||I — Qoly,» <
Ch? (cf. (8.54) for k = 0) yields |[I — Qoly., < C'h. [
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While |Qv|,, ; = 1 is trivial, the correspondent inequality [Qo|,, ; < C' is
not at all obvious. Bank—Yserentant [27] prove the following result.

Theorem 9.28. Under natural conditions on the finite-element grid (details in [27])
the stability |Qol,, ; < C holds.

In connection with finite elements one often considers polygonal domains {2.
Since polygons belong to C1, the Dirichlet problem, according to Theorem 9.23,
is H'*"5-regular with 0 < s < 1/2. If the polygon is convex (i.e., if the inner angles
are < ) then as in Theorem 9.24 one has H?2-regularity (m = 1). One obtains
results between H3/? and H? if the maximal inner angle of the polygon lies between
m and 27 (cf. Schatz—Wahlbin [255]). If {2 has a reentrant corner the boundary-value
problem can no longer be H?2-regular (cf. Example 2.4; with an inner angle o the
solution belongs to H'T5(£2) for s < ™). Stronger regularity properties may be
obtained, however, if special compatibility conditions are satisfied in the corners
(cf. Kondrat’ev [173]).

Example 9.29. Let u be the solution of the Poisson equation —Au = f in the
square 2= (0,1) x (0,1) with =0 on I'. Only for s < 3 does f € H*72({2)
lead to u € H*({2). Under the additional compatibility condition that f vanish at
all corners,

f(O,O)Zf(O,l)Zf(l,O):f(l,l)ZO,

however, one can also conclude, for f€ H5~2(£2) with 3<s<4, that ue H*(12).

9.2 Regularity in the Interior

Up to now all regularity statements have referred to the entire domain (2. Moreover,
the kind of regularity is uniform in all parts of (2. This approach is not realistic.
The weaker regularity shown in Examples 2.3 and 2.4 is caused by the corner
singularity. Obviously, the point singularity %/3sin((2p — 7)/3) described on
page 253 is smooth distant from the origin.

The Laplace equation in £2 C R? serves as simplest example for illustrating the
interior regularity. Identifying {2 with a subset of C, we can interpret the solutions of
—Au = 0 as holomorphic functions (cf. Example 1.3). Let p = p(zg) > 0 be the
distance of zy € {2 from the boundary I'. The derivatives of u are characterised
by the Cauchy formula

dbu(zg) k! / ©) d¢

= — u _—
dz* 21 Jor,(z) (€ —20)Ft!
and can be bounded by % ||u||, - The larger the distance of 2, from the boundary,

the smaller is the bound of the derivative. Note that the shape of the boundary does
not matter.

(Kp(20) C 2)

3 Under stronger conditions Crouzeix-Thomée [80] prove the stability of Qo with respect to the
LP and WP-! norms.
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9.2.1 Estimates

In the following we study the regularity of the solution u in (29 CC 2. The
next theorem shows that the estimate does not depend on the smoothness of the
boundary nor on the kind of boundary condition.

Theorem 9.30. Let (29 CC (2 C (2 and s > 0. Let the bilinear form (9.5) be
H{(£21)-coercive. For the coefficients assume condition (9.18) with {2 be replaced
by {4y and with t > s € Nor t > s. Let u € V. C H™({2) be a weak solution
of the problem a(u,v) = [, fvdx (v € V), where the restriction f|q, belongs to
H~"7%5({2,). Then the restriction of u to 29 belongsto H™V5(£)y) and satisfies

wll grmss 20y < C(85 820, 820, 2) |1 | gr-mevs 2y + N0l grm (| -

Proof. A special covering of §2 is given by U° = 2, U' = 2\§2y. Thus we
obtain the assertion from part (ii) of the proof of Theorem 9.19. [

Remark 9.31. In the case of differential equations with constant coefficients and
right-hand side* Theorem 9.30 holds for all m + s, i.e., u € C™(§2p).

The (multiple) derivatives are bounded by negative powers of the distance
p(x) = dist(x,"). This behaviour can be compensated by a weighted norm
[|p(®) D®u|| 2( 7). Estimates of this kind are used, e.g., by Melenk [204, §1.4.1].

9.2.2 Behaviour of the Singularity and Green’s Function

Singularity functions are examples of solutions of Lu = 0 with a singularity only
at x = &. In the case of constant coefficients they are explicitly known and are used,
for example, in the integral equation method. Their behaviour is called asymptoti-
cally smooth. More precisely, a function s(-, -) which is infinitely differentiable in
Q2= (2 x 2)\{(x,x) : x € 2} is called asymptotically smooth if the following
inequality holds:>

(x,y) € 2,
|D2‘D55(x,y)| < cas(a+ B) |[x —y|71=1BI=7 for { o, penNd,  (9.26a)
a+p#0,
with some o € R and
cas(V) = C V! V" A (v eND), (9.26b)

where C, r, v are suitable constants. The value of ¢ depends on the order of the
singularity of s.

4 It is sufficient that these quantities are constant in {21 with 2o CC 21 C (2.

5 In (9.26a) the case o + 8 = 0 is excluded since for r > 0 the factor cas(0) vanishes. A
logarithmic singularity s only satisfies (9.26a) for o + 3 # 0.
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Translation invariant singularity functions as those in (2.4a) only depend on
x —y. Since Dgs = (—=1)¥IDPs inequality (9.26a) reduces to

|DSs(x,y)| < cas(a) [x —y| 7177 for (x,y) € 2, 0#a e N, (9.26¢)

Interpolation error estimates often require directional derivatives D; = > #; 83

with a unit vector t € R™, |t| = 1. Correspondingly, the inequality becomes

IDf s(x,y)| < Cplp" +F [x—y|7F77 ((x,y) € 2, keN, [t|=1). (9.26d)

The constants in (9.26d) are explicitly known for the singularity function in
(2.4a). More generally, the following statement holds for s(x,y) =[x —y|

Theorem 9.32. Ler t € R™ with |t| = 1. Then the directional derivatives satisfy

ka—l + O(ka—Q)

—k—a
() |x — ] (9.26e)

l)fz|x _’yw_a/ < k!

forall x —y e R, x#y and all k € N. I'(-) is the Gamma function.

Proof. We refer to Hackbusch [140, §E.1.1]. [

Consider a function f(-,-) defined on {2 x (2. In numerical applications it
might be helpful if its restriction to the Cartesian product X x Y C {2 x {2 with
dist(X,Y) > 0 can be approximated by the separable expression

Z Fro(x) fou(y 9.27)

with a small number of terms .

For fixed y € X one can interpolate f(-,y) with respect to the first argument.
Choosing the product interpolation by polynomials of degree k, the interpolation
error is bounded by

¢ diam(X)]" _max (95 f(x.y)|  (cf. [140, §B.3.2)).

C

ol
Inserting the estimate (9.26¢) together with |x —y| > dist(X,Y’), we obtain the
error bound n* with 1 := cd‘a;’(t ) If X and Y are chosen so that < 1, the
interpolation error decays exponentially in k. The interpolating polynom1al has
the form 3, - cax®, where the coefficients ¢, depend on y: 3, ca(y)x.

After a suitable renumbering, this sum corresponds to (9.27) with r = k™.

The (sufficiently large) distance dist(X,Y") corresponds to the interior regular-
ity. In the case of the Green function Gi(x, y) one cannot expect the same smooth-
ness since Y C {2 may touch the boundary. Even if Y CC {2, the convergence rate
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is determined by min{dist(Y, 2), dist(X,Y")} instead of dist(X,Y"). The smooth-
ness of the Green function is minimal if the coefficients of the differential operator
are not smooth. Nevertheless, one can prove a separable approximation where the
exponential convergence rate of (9.27) does not depend on the smoothness of the
coefficients. The proof is mainly based on Lemma 9.33 and the Poincaré inequality.

Let the boundary-value problem be given by the bilinear form
B = ou v for u,v € Hg(£2) with
a(u,v) = /Q Z aij (x)a—%a—xidx {Q € OO, ay; € L%(0). (9.28a)

ij=1

The coefficients a;; form the symmetric matrix A(x). The uniform ellipticity is
quantified by

for all eigenvalues A of A(x)
0 < Amin < A S Amax {in almost all x € (2. (9.28b)
with K := Amax/Amin- (9.28¢c)
Because of the lacking smoothness (a;; € L>(£2)")
the interior regularity is reduced to the following [OF
Caccioppoli inequality for the gradients in the interior. o
Lemma 9.33. Let (9.28a—c) hold and w CC 2 with
6 := dist(w,d92). Let the support® of f € H~*(12)
be contained in {2\ws, where Q
ws = {x € 2 :dist(x,w) < I} C 2 il;igg.l Subdomains w C ws

(cf. Figure 9.1). Let u satisfy” a(u,v) = f(v) for allv € H}(§2). Then we have
2k
IVullzz @) < =5 llull2(ws)- (9.29)

Proof. Choose a cut-off function n € C*(2) with0 < n < 1in 2,7 = linw,
and supp(n) CC w;s. For any ¢ > 0, 7 can be chosen to that |[Vn| < (1 +¢) /0
in ws\w. supp(n) CC ws implies n?u =0 in 2\ws D dws and

0= f(v) = a(u,v) = / (V) T A(x) V (i72u) dx

ws

= 2/ nu(Vu) " A(x) (Vn) dx+/ n?(Vu) " A(x) (Vu) dx.

) )

In following chain of inequalities we use the above identity, ||A|| < Amax,
|[Vn| < (1+¢€)/0, and Schwarz’ inequality:

6 A functional f € X" has the support K, if K is the smallest set with the property f(v) = 0 for
all v € X with supp(v) C 2\K.

7 This implies the weak formulation of Lu = 0 in ws.
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/n2||A1/2Vu||2dx:/ nQ(Vu)TA(Vu)dX:Z/ nu(Vu) T A(Vn)dx
ws ws ws

<9 / nlul [|4Y2Vg| |AY2Vu| dx
ws

<o) Y [y 412V dx
ws
AIII'}(
<214 Yo \/ | m1aulax ful ),
ws

Division by \/fwé 2| AV2Vu|[2dx = [|n AV2Vu|| 12, yields

Vv )\max

a2

I AY2Ful| 2y < 21+ €)

Since n =1 in w, we conclude that

~1/2
Vel 2wy = 0Vl 2 ) < NVl 2 < A2 IIAY >Vl 2oy,
Altogether the inequality (9.29) follows with an additional factor 1+¢ forall € > 0,

hence also for € = 0. ]

The existence of Green’s function is proved for n > 3 by Griiter—Widman [125]
together with the bound |G(x,y)| < % x—y[" (Cq = Cg(k) with & in
(9.28¢), Amin in (9.28b)). For n = 2, Doltzmann—Miiller [89] prove the existence
of G and |G(x,y)| < %1og\x—y|.

Theorem 9.34. Let (9.28a—c) hold and 2 € C%'. Let X,Y C 2 be subdomains
with
X convex, diam(X) < ndist(X,Y") for somen > 0.

Then the Green function has a separable expansion

Gxy) =Y uMx) v (y)  forzeX yev (9.30)
i=1

The Green function and the partial sum Gi(x,y) = Zle ugk) (x) vgk)(y) define
maps G, G € L (L*(Y), L*(X)) via Gf= [ G(-,y)[(y) dy. The error estimate

G = Grll2(x)r2v) < rllGllLe(x)r2(2\x) With e < ¢ exp(—c2k™)

shows exponential convergence of the series (9.30). The constants are ¢ ~ 1,
, and c3 = %

d/(d+1)
co ~ [Zecappr, /ke (n+ 2)] -

The proof can be found in [140, §11.3] as well as in Bebendorf-Hackbusch [33]
with generalisation by Bebendorf [31, 32]. See also the literature mentioned at the
end of Section 9.3.6.
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9.3 Regularity Properties of Difference Equations

The convergence estimates for difference equations in §4.4 read, for example,
lu —upll, <Ch? |ull ¢4 () under the condition that u € C4(02) or ueC>1(0).
This regularity assumption is frequently not satisfied (cf. Examples 2.3-2.4). Note
that the differentiation order in C* and CV differs by four, while the error is
only proportional to the square of h. In contrast, the finite-element error estimate
|u — u”|p < Ch?~*|u|y (k = 0,1) is optimal in the sense that the difference of the
differentiation orders involved in | - |, and | - |2 coincides with the power of k. In
this section we aim at similar estimates for difference solutions. To obtain the latter,
one needs to replace the stability estimate ||L; || < C (or || L} [|oo < C), which

corresponds to L= € L(L?(£2), L?({2)), by stronger estimates which correspond
to L=t € L(H~Y(2),H}(2)) or L=t € L(L*(2), H*(12)).

Results of this kind are proved by Auzinger [12], Dryja [91], Emmrich—Grigorieff
[95]1, Hackbusch [129, 130], and Lapin [181]. The monograph Jovanovié¢—Siili [163]
contains further literature about this subject.

9.3.1 Discrete H'-Regularity

We define an infinite grid @)}, and a grid (2, contained in 2 C R™:
Qn:={xeR": z;=v;h, v; € Z}, 2, =02NQy.
A grid function vy, defined on (2, is extended to @)}, by v, = 0:
vp(x) :=0 for all x € Qp\ 2. (9.31)

We denote the vector space of all grid functions vy, with (9.31) by L2 = L2 ({2;,).
The Euclidean norm is now called the L?-norm:

valy := llvnll gz == [h" Z Jon (x)]%.
XEQHR

It comes from the scalar product

(0nswn)g = (s wp) g2 = h" Y op(x) wi(x).
X€EQR

The discrete analogue of H{({2) is H} with the norm

n
2
o, == th”H}L = |vh|§ + Z ‘8;“11;1’0 (note that vy, =0 on Qp\{2),

i=1
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where 6;" is the forward difference in the x; direction. The dual norm reads
lon|_y == th||H;1 = sup{ |(vh, wh)ol / |wn|; : wh # 0 satisfies (9.31)}.

The associated matrix norms ”LhHH,}x—H,jl = |Lnli 1> ||L;L||H}11eL% = |Lnl; s
etc., are defined by

L .
| Lo o= sup { | |h”|h|1 1 0 # vy, satisfies (9.31)} fori,j € {~1,0,1}.
Uhp j

Exercise 9.35. Show that (a) [Ly|,,_,, is the spectral norm of L, (cf. §4.3).
(b) The following inverse estimates hold:

lonl; < Ciyih? ™ |owl;  forl>i>j> -1 (9.32)
The difference operator L;, yields the bilinear form
ap(vp, wp) == (thh,wh)L% .
an(-,-) is said to be H}-elliptic ifa Cz > 0 exists such that
an(un,up) > Cp lup|;  forall uy, and all i > 0. (9.33a)

Correspondingly, ap(-,-) is said to be H}-coercive if there exist C > 0 and
Ck € R with

ah(uh,uh) > Cg |uh|§ —Ck |uh\g for all uj, and all h > 0.
As defined in Section 4.5, Ly, (resp. ay (-, -)) is said to be L3 -stable if

|Ly oo g < Co forall h>0. (9.33b)

We call L, H}-regular if®

|L, <Cy  forall h>0.

'l
1+——1

Exercise 9.36. (a) H}-regularity implies L?-stability.

®) |Lyl;. ; = |L}|—je—; foralli,j € {—1,0,1}.

() If Ly is H,ll-regular, then so is LZ.

(d) If L, and L] are stable with respect to ||, i.e., ‘L;lnoo < (O and
L, oo < C1, then L?-stability (9.33b) follows with Cj := +/C1 Cw.

(e) H}-ellipticity implies H -regularity.

]

The following statement resembles the alternative in Theorem 6.107.

8 This definition is slightly different from the H!-regularity (9.3) in the continuous case.
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Theorem 9.37. If ay(-,) is Hj-coercive and if Ly, is L} -stable, then Ly, is also
H i-regular.

Proof. (i) Let uy, be arbitrary and set [, := LZuh. Then the identity ap (up,up) =
(un, Liup)o = (un, fn)o holds. Coercivity provides

|Uhﬁ < [ah (un,un) + Ck Iuh\ﬂ /CE = |:(uh7fh)0 +Ck \Uh@ /CE
<O [|fnlo + Cr lunly | lunly -

On the basis of the stability estimate |uy,|, < Co |fn|, we obtain |uh|f <¢g” |fh|(2J.
From this one infers |L,: < /C" =: C* and hence |L; < C* (cf.
Exercise 9.36b).

(ii) Now let fj, = Ljuy,. According to part (i), one has |uy|, < C* |fy]|_, . By
estimating

T|1e0 1|Oe71

lan (un, un)| = |(fa,un)o| < [fnl_q lunly

through :Cp |uh|§ +iCy" fh|2_1 according to (5.34) one obtains the stability

2 — 2 2
an (un, up) + Cx Jup |} - 3Ce lunli + 5C5" [fal21 + Crk lunlg

2
7 <
lunly < Co < o
1, o 3Ce' +Ck(C)?
< §|Uh\1+ 2 Cn |fnl”4
*)2
sothat |L, |11 < Oy with Cy = W -

Instead of the L?-stability in Theorem 9.37 one can also assume the solvability
of the continuous problem and a consistency condition (cf. Corollary 11.38).

By analogy with Lemma 7.12 the following may be proved.
Exercise 9.38. If L, is Hj -coercive, and if 6L;, := ag + Y., b; OF + Do oFcy,

with |ag|, |b;], |¢;] < const, contains at most first differences, then Lj; + §Lj, is
also H} -coercive.

)

According to Exercise 9.38 it is sufficient to investigate the principal part of a
difference operator as to its coercivity.

Example 9.39. Let 2 C R? be bounded. On §2;, let L;,. be given by the difference
method (5.19) (with a = 0). For this purpose assume that the coefficients a1, a2
are extended to R? (only those values are essential which appear in the following
equation for (x,y) € 2):

(Lhuh) (.’L’, y) = a:; (au(x—&—%,y) 3juh($ay))+ay_ (a22 (a;y—i—%) 6;_’[1,}1(1', y)) )

where up(z,y) = 0 for (z,y) € Qn\{2, according to (9.31). Here, let —aq; >

€ >0, —age > ¢ >0 in f2. Then ay(-,-) is H,ll-elliptic and L, is Hi-regular.
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Proof. (i) For arbitrary vy, wy, defined on @)y, the following rules of summation by
parts hold:

(om0 )y = = Orvneun)ye (ons05n)y = — (O vntn),
(ii) In the scalar product (Lpup,wp), the values (Lpup)(z,y) for (z,y) €
Qr\ 2y, are multiplied by wy, (z,y) = 0 (cf. (9.31)). Therefore at these points the
coefficients a11, aso can be defined arbitrarily. Hence it follows that
an(up,un) = (Lpun, up),
=—(an (- + %) OFun, 0fun) , — (asz (- + &) 0 un, 0 un),,
2 2
> ||t unly + [0, unly)

As in Lemma 6.29 the latter expression is bounded from below by e£%|up|? so
that (9.33a) follows. The H}-regularity results from Exercise 9.36e. |

Exercise 9.40. Let 2 C R? be bounded. Let the equation
(a11ug), + (a12uy), + (a12us), + (az2uy), = f

be given on {2, by the difference stars (5.19), (5.20), where u;, = 0 in Q\{25.
Let the differential equation be uniformly elliptic in £2: a;; < 0, a11a22 — a2y > 0.
Further, let a;; € C°(£2) hold. Show that for sufficiently small / the associated
matrix Ly, is H}L—regular; forall h > 0, Ly, is H,ll—coercive. Hint: Uniform ellipticity
also implies — > a;;&€; > € |£|? for some & > 0.

Lemma 6.29 and its proof transfer without difficulty to the discrete case.

Lemma 9.41. For bounded domains the norms

|Uh|1,0 =

and |vy|, are equivalent: [vp|, > |vp|; o > € |vnl; -

The H}-coercive difference methods constructed so far remain H}-coercive if
differences of lower order are added (cf. Exercise 9.38) or if the principal term
(@11ty)z + . . . isreplaced by @11tz +. . . with a;; € C*(£2). The above difference
methods are described by the same difference operator regardless whether the grid
points are close to or far from the boundary. The homogeneous Dirichlet boundary
condition is discretised by (9.31): ‘uj, = 0 on Q}\§2;,’. If one wants to approximate
the boundary condition more accurately, one needs to select special discretisations
in the points near the boundary of (2 (cf. Sections 4.8.1-2). One thus obtains an
irregularity which complicates the proof of H}-regularity as, e.g., in Example 9.39.

We begin with the one-dimensional case.
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Lemma 9.42. Let L;, be the matrix of the one-dimensional Shortley—Weller dis-
cretisations of —u" = f in 2,u =0 on 00:

_ 2 2 9
2 {sgsr up () — mUh(x — seh) — ST(SH_T)uh(x—Fs,.h)} = f(2)
(9.34)

for © € (2. Here 0 < sy, s, <1 (cf (4.89)) have the value 1 except for the first
[last] grid point x € (2, where they are defined by x — sgh € 002 [z + s,.h € 012).
At the boundary points £ € 012 we set up(§) = 0. For arbitrary 2 C R there
holds

(v, Lpvp)o > ¢ ‘8+vh’ with ¢ =3 — % > 0.982
Sor all vy, with vy, =0 on Qp\ 2. Thus for bounded 2, Ly, is H,lb-regulan

Proof. (i) First, let {2 be assumed to be connected. Let the grid points of {2, be
$j22$0+jh60 for j=0,...,k>0.

Let the boundary points of {2, be zo—s¢oh and zx+s, ph with sp o, s, € (0,1].
The other factors of equation (9.34) in z = x; are sy; = s,; = 1. Taking into
account v, = 0 on R\ {2, we obtain the following identity:

k
(0n, Lnvn)g = h Y vn(x;) (Lnvn)(x;)
j=0
2 _9 1—- -2
o ‘2 1 | vn(zo) [(w )vh(xo) + ( 1+5g> vh(xl)}
= Uh 0 7 )
2 [(s&—z) on (k) + (1—%) vh(ﬂck,l)}

where sp := sgp0 and S, = S, k. For the proof we write L; as —9~ 9% + 4.
The identity (vy, —0~ 0T wvp), = [0 vh|0 is already shown in the proof of Example

9.39. The perturbation ¢ is a difference operator with dv;, = 0 for all points except
xo and xy,. Therefore (vy,, dvy,), produces the expression %{ o

Because vp,(x_1) = 0 we may write v, (o) = h0Tvp(r_1) and vp(x1) =
hl0Tvp(z—1) + 0% wp(x0)]. Therefore the first part of 5-{...} becomes

1 2 2
E’l}h(.’ﬂo) |:(Sg — 2) ’Uh(.’L'o) + (1 — 1—|—S[> ’Uh({L‘l):| (9353)
1-—- 2+
= hl n Z [S;e (0T op(z-1))” — 0T up(a 1)6+vh(x0)}
For o := d%wv,(z_1) and S := 9t vy(z) apply —af > —3a2 — 2 5% with
= (24 s0) /s (cf. (5.34)): 22a? —aB > — 587 = — 4 82+2ﬂ2 Since
Sg(]. — Sg)

< 0.018 (maximum at sy = f V321,

414 s)(2+s¢) — 16\f+28

the expression (9.35a) is bounded by > 16\f+28h|a vh(m0)| from below.

Treating the second term similarly, one obtains
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1
(vp, thh)o > ’8+Uh’3 — m [h (8+vh(xo))2 +h (8+’Uh(.%‘k_1))2:|
> c|oto? (9.35b)
with ¢ =1— b0 =37 >0.982.

(ii) In part (i) k£ > O is assumed. For kK = 0 we have

(o L)y = 3~ (o)) =~ [(@Fen(e0))? + (0% en(o1))°]

h sps, SpSy

Z |a+vh|§ )

so that again (9.35b) is valid.

(iii) For an arbitrary {2 consisting of intervals I; = (a;,b;) (i € Z) with
b; < a;+1 summation of the single terms yields the desired estimate. [

Theorem 9.43. Let L, be the matrix associated with the Shortley—Weller discretisa-
tion of the Poisson equation in 2 C R" (cf. Section 4.8.1). Then Ly, is H}-coercive.
If 2 is bounded, Ly, is also H} -elliptic and H}' -regular.

Proof. Split L, = L} + L into z- and y-differences (analogously for n > 2).
Lemma 9.42 proves (v, Livp)o > c\@jvh@ and (vn, Ljvn)o > ¢/ onl3.

Therefore (vy,, Lyvn)o > ¢l |0 onlo + [0 vnl3] > ¢[|vnl? — |vnld ] shows that
Ly, is H}-coercive. By Lemma 9.41 H} -ellipticity holds for bounded domains. m

Theorem 9.44. Let (2 be bounded. Let the Poisson equation be discretised by the
five-point formula (4.95¢) in the interior points and by the interpolation (4.96) in
near-boundary points. The corresponding matrix is H}-regular.

Proof. The corresponding, one-dimensional formulae, except for the scaling factor
sr 4+ s¢ < 2, agree with (9.34) so that the proof of Theorem 9.43 can easily be
carried over. [

Theorem 9.43 and 9.44 can be strengthened in the following way.

Corollary 9.45. Let L, be as in Theorem 9.43 or 9.44. Define the diagonal matrix
Dy, = diag{d(x) : x € 2,} by

d(X) = min {25€5Ta 2505q, 1} (x € Qh),

where sy, Sy, So, S, come from (4.89), respectively (4.96), respectively. Evidently,
d(x) = 1 holds for far-boundary points x € (2. The matrix

;1 = Dth

belonging to the re-scaled system Ljup = f} := Dpfy is also H}-regular:
|L}, " Hhie—1 < C.
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Proof. In the Shortley—Weller case (4.89) one has to add the correction terms

(9.35a) for the x and y directions. One verifies that they are bounded from below by
2

— 5[0 vnlg + 10, vnl3 ] so that

(vn, Lyon)o > [|8;rvh|§ + |8;rvh|g} > e |up)? with e >0. m

N |

An analogous estimate holds for the difference schemes in §4.8.2.

9.3.2 Consistency

In the following we carry over the estimate [u" — u|; < Ch|ul|, < C'h|f|, which
holds for finite-element solutions, to difference methods. To this end one needs to
prove the consistency condition

|Ln Ry — RhL|_1<_2 = ||Ln Ry — RhLHHgleHQ(Q) < Ckh (9.36)
for suitable restrictions

Ry, : H*(Q2)N H}(2) — HE, Ry, : L*(0) — L3

To construct the restrictions we first continue v € H?(§2) in 4 := Eou € H?(R?).
According to Theorem 6.58c one assumes

U:=FEyu=uin2, |Eaulpzge < Cllullgzg foraluec H?(2). (9.37)
An analogous continuation Ey : L2(£2) — L?(R?) with
FimEof = in @ [Eofllae < Clfll sy forall f € L3(2)
is given, for example, by f =0 on R?\(2. Its dual map
B} L*(R?) — L*(1)

is the restriction to 2. Let the averaging operators o7, o) : C5°(R?) — Cp(R?) be
defined by

h/2 h)2
1
(i) (0= [ulwt &, (@fu) )=y [utey+ndn
—h/2 —h/2

(9.38)
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The restrictions Ry, Rh are chosen as follows:®
h/2 h/2

1
Ry, :=o}0}Es, ie., (Rhu):ﬁ/ /ﬁ(z+§,y+n)dfdn, w:= FEou, (9.39a)
—h/2—h/2

Ry, == (070?)” By, (9.39b)
h/2 h/2 h/2 h/2
. = 1 _
e, (Rl =5 [ [ [ [ Farereyrnsn)dcag anay
—h/2—h/2 —h/2 —h/2
with f := Eyf. The characteristic properties of the convolutions o and oy are

the subject of the next exercise. Part (a) describes the correspondence to divided
differences and derivatives. Part (d) connects the norms of L7 and L?(R?).

Exercise 9.46. Let 0, be the symmetric difference operator (dyu)(z,y) =

Hu(z + 2 y) —u(x — %, y)]. 0, is defined analogously. Show that
x _ T 3 _ 0 x _ a0 5 _ 0 _ 1%}

(@) ooy =ojof, Oy = 5200 = Oh ey Oy = a—ya% = J,"’La—y.

(b) The averaging operators are selfadjoint: (o7 )* = o, (0})* = o}.

(©) ||aﬁ||Hk(R2)%Hk(R2) < 1and ||0,3{||H,€(R2)HH,€(R2) < 1 hold in particular for

k=0,+1,2.

(d) ||a,faiv||L’21 < vl p2gey forallv € L?(R?).

(e) If a € C**(R?) then |acio} — aﬁa%a”Li&Lz(Rﬂ < Chllal o (gey - Here

we use the notation

(aghu) (x) = a(x) ((ohu) (x))  and  (ojau) (x) = (o} (au)) (x).

® lla (07)" (@3)" = (05)" (o})" all 1z 22y <h (v+1) [lallgor gey for v, peN.
@) llu = (05)" (07)" ull mrr 2y < Cophllull grsa gz for u e HEFH(R?).

Consider the differential operator

L= ]221 aij (%) 5,5 oz, + ; ai(x) 5, -+ a(x). (9.40a)
First we assume that {2 = R™ and discretise L with the regular difference operator
Ln= Y ai;(x)0L05 + ) a;(x)0% + a(x) (9.40b)

i,j=1 i=1

with an arbitrary combination of the +-signs.

° The following definitions refer to the two-dimensional case. The generalisation to 2 C R™ is
obvious.
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Lemma 9.47. Let 2 =R". Let a;j,a;,a € CO'(R"). Let L and Ly, be given by
(9.40a,b). Then the consistency estimate (9.36) holds.

Proof. To simplify the notation let us assume that n = 2. Let
Rpantg, (x) = (080Y)? a1t (x) = a11(x) (0507)° tze (%) — 61

hold with ||51||L;1 < Chllar]l o (rey [ul, (cf. Exercise 9.46f,c). Let the term

corresponding to aq1u,, in (9.40b) be, for example, an(x)a; 3; . Exercise 9.46a
shows that

a1 (0%0%)2 Uze (T,9) = alléxéxa,go’zu(x, y) = a0} O ofloju(x — h,y)

= allaiajUzJZu(x, y) — (1118;:52
with
82 (x,y) = —0F opoplu(z—h,y) —u(z,y)] = oo} op [us(x—h,y) —u.(z,y)]

and
|62l < IIU%[um(ﬂc —h,y) — Uz(%y)]Hy(Rz) < hlul,

(cf. Exercise 9.46d,c). Since (‘%oiv = 8; 0y , the error term 02 does not appear if one
also approximates a1, by a11(x)d; 0, . Finally, one obtains

a110} 0f oflofu = a110] 0 Rpu + a1107 0 o} ol — afo}]u
=an0;0f Ryu+ a110) of o) [0} — of | uy

= auaj{athu — auajég

with ||53||L}QL = |lofo}llo] —a,f]uxHL% < ||[o} —aﬁ]uxHLQ(RZ) < Chluly (cf.
Exercise 9.46d,g). Putting this altogether one obtains

2

auafa;tRh — Rhau@

u =0 +ay OF (32 + 83) .
For the first error term the following holds:
1800+ < 161l 2 < Chllan o gas, lul, - ©41a)
For arbitrary v;, € H]} we have
(vn, a1105 (62 + 53))% = — (07 [ar1v4], 62 + 53)L}21 :
From a € C%1(R?) it follows that
HB;'E[avh]HLi < ||ch*0,1(R2) ||UhHL§ + ||a||C0(R2) HUhHH,g < CHUhHH; )

so that
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Hau 89?(52 + (53)||Hh_1 = sup (Qﬂauvh} , 00 + 63)L% / |vnly
OgéthH,ll
< C02+dsllpz < C'hlul, . (9.41b)

From (9.41a,b) we have |a110F0F Ry, — Rhaug—;HH}_lgHQ(RZ) < Ch. Analo-
gously, one shows

2

N = < ) )
Rpai; D0z, Ch 9.41c)

H; '« H2(R?)

+ o+
aij 81;1 8%, Rh

For al@i_ Rp—Rpa; % similar reasoning results in an O(h)-estimate for the norms

||~HH;1<_H1(R2) and ||'HL§<—H2(R2)- Both are upper bounds for ||-||H;1<_H2(R2) such
that

i, Ri — Rnaid/0xil| g1, g2 (gey < Ch. (9.41d)

Likewise §
H(J,Rh —RhaHH;lFHQ(Rg) < Ch. (9.41e)
Statement (9.36) follows from (9.41c—e). [ |

When generalising the consistency estimate to more general domains 2 C R?,
the following difficulty arises. The entries of the matrix L;, according to (4.89) or
(4.96) are not bounded by C'h~2. Rather, at near-boundary points the inverse of the
distance to the boundary point enters, and this distance may be arbitrarily small.
One way around this, would be to formulate the discretisation so that the distances
between boundary points and near-boundary points remain, for example, > h/2. A
second possibility would be a suitable definition of Rj, so that the product L, R,
appearing in (9.36) can be estimated (cf. Hackbusch [130]). Here we choose a third
option: Ly, is replaced by the re-scaled matrix L}, = Dj, Ly, from Corollary 9.45.

Theorem 9.48. Let {2 € C? (or 2 convex) be bounded. For the discretisation of
Lu= f for L =—A on (2 with u =0 on I" use the discretisation Lpu = fp,
according to (4.89) or (4.96). Let L, = Dy Ly, be defined as in Corollary 9.45.
Then the consistency estimate

|Lj, Ry — Dy RpL| 12 < Ch (9.42)
holds.

Here, the matrix L;, from (4.89) or (4.96) is only taken as an example. The proof
will show that the estimate (9.36), respectively (9.42), also holds for other L, if
(Lpup)(x), x near the boundary, represents a second difference. First, two lemmata
are needed.

Let v, C §2;, be the set of near-boundary points. If vy, is a grid function defined
on {25, then we denote by vy, |, the restriction to 7y, :

(Vn ]y, ) (x) = vp(x) for x € yp, (Vnly, ) (x) =0 for x € 2,\Vs.
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Lemma 9.49. Let 2 € C! be bounded. Then there exists a C = C(S2) indepen-
dent of h, such that

(9.43)

< Ch‘vh"m 1

‘Uhhh 0

Proof. From 2 € C%! follows: there exist numbers K € N and hg > 0 such that
for all x € vy, with b < hg, not all grid points {x + (vh,uh) : —K <v,u < K}
lie in £2. Let for example x + (vph, poh) & 2. Then we define the functions w; "
(—K < v < K inx by w}* (x) = vy (x). w" (x) = 0 for (v, ) # (v, o).
Note that ZV =k W, = Vnly, is a decomposition of vy |,, with w,"(x) =
vp(x) or wyt(x)=0.

Without loss of generality we assume v > 0 and p > 0. Starting at x € (2,
we define a chain of points {x’,...,x”"#} which first proceeds horizontally,

x’=x, x' =x+(h,0), ..., x¥ =x+ (vh,0),
and then vertically,
x’ =x+ (vh,0), X" =x+ (vh,h), ..., X" =x + (vh, uh) .

By definition we have either w;"(x) = 0 or x*™* & (2, ie., w,"(x" ") =0
(cf. (9.31)). In both case the estimate

[wit ()] < Jwp(x") — wit (x"F))|
1 v v 14 v
=h ‘h [whu(xo) - wh“(xl)] + - h [whu( - whu<x2)] +.. ‘
p, | 105w G| + la;w”“ O+ 10w ()]
> + ’ay—w;;u(xu-l-l)’ L+ ‘a w V+M)|
holds and thus |wy"|, < h[yv|0fwi"|, + /i |0fw ”“|0 < V2Kh|wi"|,.
Summation over v, p yields estimate (9.43) for vy, |, = > w;*. ]

In most cases x € 7, already has a direct neighbour in R?\ (2 such that (9.43)
follows with C' = /2. This holds in particular for convex domains.

Lemma 9.50. Let R;, be defined by (9.39a). Let Es satisfy (9.37). Then we have

(Rnu) () < Chl|Baull ok, ¢y forall E€T, ue HY(02) N H?(92),
(9.44)
where Kp5(€) :={€+x € R? :x € (=h/2,h/2) x (—h/2,h/2)}.

Proof. (i) Let Q = (—3,%) x (—3,3). For v e H*(Q) one shows

U(O)/Qv(x)dx

< C\// (v2, + 202, +v2,) dzdy,
Q
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since the left-hand side vanishes for linear functions v(z,y) = « + Sz + vy.

The proof is similar to the one for (8.50). Transforming from the unit square

to Qh = (_}5)7%) X (_%7%) giVCS

h%v(0) — /Q v(x)dx| < Ch? \//Q (v2, 4 202, +v2,) dady . (9.45)
h

(ii) Let & € I'. Statement (9.44) follows from (9.45) with v(x) := u(§€ + hx) =
(Eau) (€ + hx), since u(€) =0 for £ € I [

Proof of Theorem 9.48. (i) Inequality (9.42) is proved if
|(va, [L,Rn — DpRyL]u) | < Ch (9.46a)

for all v, € H} and u € H?(£2) N H}(£2) with |vp|, = |ul, = 1. To this end
vy, 1is split into

vp =vp + v, with o) = v,
In part (ii) we show

|(vh, [Li,Rn — DnRyL]u),| < Cih. (9.46b)
The other steps of the proof, (iii) and (iv), yield

|(vh, [Li,Rn — DpRyL]u) | < Cah, (9.46¢)

such that (9.46a) with C = C; + Cy follows.

(i1) Lemma 9.49 shows
[vilo < Cshlonl, = Csh. (9.46d)

For v}/ one obtains |vy|; < |vp|; + [v},|; = 1 + [v},];. The inverse estimate (9.32)
yields |vp |, < Ch™t vy |, < CCs, thus

lop |, < Cy:=1+4CCs. (9.46¢)

Let Ly, be the (regular) difference operator on the infinite grid Q), = {(vh, puh) :
v, € Z}. Since the support of vy is Qp\y,, we have

(’U;l/, L;L’wh)o = (Ug, ﬁhwh)o for all Wh .

Furthermore, (v}, Dpwp,)o = (v}, wp)o. This proves the first equality in

|(U;L/, [L/th - DthL] u)0| = (U;{, [ith - DthL] ’L_L)O‘
< Csh |’U;L/|1 |ﬂ|2 < Cs5hCyCe =: C1h,
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where @ := Fyu is the continuation of u to R2. Further inequalities result from
Lemma 9.47, (9.46¢), and

|aly = llall g2 g2y < Co llull (o) = Cs (9.46f)
(cf. (9.37)). Theorem 6.58c guarantees the existence of an extension % with (9.46f)

if 2 € C?. Another sufficient condition for (9.46f) is the convexity of 2.

(iii) The left-hand side of (9.46c¢) splits into (v}, L}, Ryu)o and (v),, D Ry Lu)o.
The first part is estimated in part (iv). Exercise 9.46d and (9.46d) yield the second
term

| (v}, Dn Ry Lu)o| <[}y | DnRuLu|, < CshC' |Luly < Crh|ul,=Crh. (9.46g)

(iv) We set wy, := (L}, Rpu)l|,,. Since the support of v; is contained in ~,
we have (v}, L}, Rpu)o = (v}, wy)o. L), contains differences with respect to the
and y directions. Accordingly we write w;, = w} + w}. In the following we limit
ourselves (a) to the Shortley—Weller discretisation, (b) to the term wjy, and (c) to the
case that

X €, X =x+(s:h,0) €2y (e,s.=1), x‘'=x—(ssh,0)el.
The other cases should be treated analogously. We set
@ := Rpu = ofo} Eau € H*(R?).

The Shortley—Weller difference in the = direction reads

u(x) — u(x" a(xt) — a(x s s
7000 = g [FI =) 8 i) (s 50k

hs, hsy

where dx is the diagonal element of Dj,. Since in the equation Ljuj, = f; the
variables uy (&), € € I' (for example, & = x!), have already been eliminated,
wf (x) has the form

2dy
h%se (sg + sr)

a(xh)

wj (%) = Wy (%) +

The factor 2dyx/[h?s¢(s¢ + s,)], due to the definition of Dy, remains bounded by
4h~2. From Lemma 9.50 and K}, /5(x") C K3}, /2(x) one infers

|wi (%) =y (x)] < 4077

a(x")] < Ot all ga iy, o) - (9.46h)

Since s, =1, the second divided difference %} in x=(z,y) can be represented by

h
Wy (z,y) = dx / g(t)lige (z +t,y)dt  with

—hsy
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2(t—h)/ (h? + s¢h?) for0 <t <h,
g(t) =< —2(seh+1) / (seh® (14 s7))  for —sgh <t <0,
0 otherwise.

From this one infers

h h
[F (2, )] < dx\/ / ()t \/ / a2, (e 1 1, y)dt
—hsyp —hsyp

2 | c |
< h\//h 2, (2 + t,y)dt < — ([l g2 iy, 000 (9.46i)

(cf. (6.11a)). From (9.46h,1) and the corresponding estimate for wz we obtain the
bound |wy,(x)| < Cgh™! ||’EHH2(K3}L/2($)) , such that

2 2 ’
fwnly =0 37 fwn@)* < G 37 lallz(cy, )

XEYh XEYn

< 9CE ||l 2 g2y < (3C5Cs)” =: C -
From this follows
|(’U;L7L;1Rhu)0| S |(v§”wh)0\ § "U;.L‘O |wh\0 S 03h09 = Cl()h. (946])

(9.46g) and (9.46)) yield the required inequality (9.46c). [

Remark 9.51. The proof steps for Theorem 9.48 can be carried out in the same man-
ner for more general difference equations (for example, with variable coefficients,
as in Lemma 9.47).

9.3.3 Optimal Error Estimates

In the following we compare the discrete solution u;, = L;l fr with the restriction
u} := Rpu of the exact solution v = L~ f. From the representation

Up — u;: = L;lfh — Rpu = L;l (fh — Rhf) + L;thf — Rpu (9.47)
= L;l(fh — Rhf) — L;l(Lth — RhL)u

one immediately obtains the following result.

Theorem 9.52. Let v € H?({2) hold for the solution of Lu = f. Let the right-
hand side fr, of the discrete equation Lpup, = f, be chosen so that

|fn = Ruf|_, < Cyh. (9.48)
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If, furthermore, Ly, is H} -regular, and if the consistency condition (9.36) holds,
then uy, satisfies the error estimate

lup —uply < C1(Cr+ Ck uly) h. (9.49)
Proof. |up, —uj|, < Ly fe—1(|fo — Bufl-1 + |LnRy — RpL|—1e2|ul,). =

Corollary 9.53. (a) Inequality (9.48) holds in particular if one chooses f}, := Ry, f.

(b) The choice fj,(x) = f(x) for x € 2, (cf. (4.13b)) leads to (9.48) if f €
CY1(2) or f € H*(£2). In these cases the following even holds:

[fr = Biflo < Clfn = Bufllo < ORI flcon(my tesp.|fn — Bnflo < Ch?|fl2.

(9.50)
(¢) In Theorem 9.52 one can replace the H ! -regularity of L, by that of L} =DyLy,
(cf. Corollary 9.45), (9.36) by (9.42), and (9.48) by

|Difr = DBy f|l-1 < Cyh.
Proof. The proof of (9.50) is based on the inequality (9.45). m

Error estimates of order O(h?) can be derived in the same way if one has
consistency conditions of second order. These are, for example, (9.51a) or (9.51b):

|LnRy — Ry L| 9 o < Ch?, (9.51a)
|LnRp — RyL|_ 1.3 < Ch?. (9.51b)

Remark 9.54. If 2, = Q; (e, 2 = R)or 2 = (2/,2") x (v',y"), the
inequalities (9.51a,b) can be shown in a way similar to Lemma 9.47.

Example 9.55. The difference method in Example 4.53 shows quadratic conver-
gence. This case can be analysed as follows. Using Remark 9.54 one shows (9.51a).
In the following section we prove the H2-regularity |L;, '|2.o < C which for the
symmetric matrix under discussion, Ly, is equivalent with |L;1|0<__ < C (cf.
(6.33)). Expression (9.47) leads to

2

lup, —uj|, < Ch?Jul, .
The corresponding estimate
un = uply < Ch? July

which is based on (9.51b), fails due to the fact that the solution in Example 4.53
does not belong to H?(2) (cf. Example 9.29).

The verification of (9.51b) in the presence of irregular discretisations at the
boundary becomes more complicated.
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9.3.4 H{-Regularity for —1/2 < 6 < 1/2

Higher regularity cannot be expected for domains with reentrant corners like the
L-shaped domain in Example 2.4. However, in the continuous case Theorem 9.23
ensures H" " (2)-regularity for |§| < 1/2. In an analogous way, here we define
and prove H, erG-regularity of L; (cf. Hackbusch [129]).

First we have to define the norm of Hg ,, for non-integer s as a discrete analogue
of H3(£2). Asin §6.2.4 we use the Fourier transform for the definition.

The grid @}, consists of the grid points vh with multi-indices v € Z™. A grid
function uy, : Z™ — C has the nodal values u,,. These values define the 27-periodic
Fourier series

ap (€ Z Uy, V8 (& eIl :.=[-m,n|"),

veL™

where (v, &) = Y I | v;&. The Euclidean norm |uy|, = \/h" > xc0n o (x)[?
(cf. §9.3.1) can be expressed by u; because of Parseval’s equality

lunly = [h/ (202 ||anll 2 o) -

For general s € R we set

n s/2
lun|, = [h/(2m)]"/? 1+h225m2(gj/2)] i

j=1

L>(11)

Hf, = H&h(Qh) is the space of all u;, with finite norm |uy,|,. For 2, C Q) we
define

Hg ,(921) = {uh € Hg ), s up(x) =0 forall x € Q;L\Qh} )

In the following we use HS”;O(Qh) for |0| < 1/2. The property u;, = 0 on
Qr\ 2y, corresponds to the fact that in the continuous case functions in H, 5(2) for
s+ % ¢ N can be continuously extended to by zero on R™\ {2 (cf. Lions—Magenes
[194, page 60]).

In the continuous case, the domain and its boundary can be (piecewise) described
by functions (cf. Definition 6.51). However, this is more involved for the discrete
point set 2. Instead we may formulate a cone condition'? whose details are in
[129, page 76]. A sufficient property for the cone condition are £2 € C%! and
2, =QpN 12

10 Concerning the use of cone conditions for Sobolev spaces we refer to Adams [1, pages 79ff] or
Remark 6.87.
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We represent the difference scheme is the form
Ln= Y Y 0T capys(,h)T°0°,
le),|1B|<m ~,6€2

where T is the translation (T7u)(x) = u(x + ~h) or, equivalently, (T7u), =

Upy4~, and 0% = H;;l(a; )% are the backward differences. The characteristic

function belonging to the principal part of Lj is
- 8;
p(X,s) = Z Z Caﬁ'y(s X, 0 —i&r+9) H 1§J @5 +Ps .
lec),|Bl=m ~,6€2 j=1

Ly, is said to be elliptic if
Rep(x,€) > ¢ [Zn sinz(gj/Q)} forall x e R", £ € I
=1

(cf. Thomée—Westergren [289, Lemma 2.3]).

Theorem 9.56. Let (2;, satisfy the cone condition mentioned above. Let |0| < 1/2.
The difference operator is assumed to be elliptic, its coefficients must be bounded
and satisfy

la| =mand 6 >0, k> 10| >0
Capys € CH(2) If ¢ |of =|B] =m, with < or
|8 =mand 6 <0, Kk >6=0.

Finally, let |L;, ! |O o Scoust, let p(x, §) be real-valued. """ Then Ly, is HO O (n)-
regular, i.e., |L;" ”Hé'LJS(Qh)eH&LTL”(Qh) < const.

The proof can be found in [129]. In [129, §2.5] we discuss modifications of the
difference scheme L; at near-boundary points. This also includes the Shortley—
Weller discretisation.

9.3.5 H}-Regularity

Under suitable conditions on 2, Lu = f € L*(£2) has a solution u € H?(£2) N
Hg(2): |ul, < C|f], (cf. for example, Theorem 9.24). For the discrete solution
of Lpup = fy, the corresponding question arises: does |up|, < C'|fs], hold?
First one has to define the norm |-, of H?.

If 2 = R? or if the boundary I” coincides with grid lines, one can define!?

If p is complex-valued, the statement still holds for |#| < 6y with sufficiently small 6y < %

12 The exact proof requires that the line between two neighboured grid points do not intersect the
boundary. This holds for convex domains and is very likely for smooth domains. Otherwise in the
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lunly == \/Iuh§+h2 > [lara;uh(x)|2+ ya;ay—uh(x)ﬂ.

xXEN),

However, in general, one has to use irregular differences at the boundary. For far-
boundary points x € 2\, set Dy up(x) = 9 95 up(x). Let x = (z,y) € vy be
a near-boundary point with a left neighbour x* = (z — sh,y) € I and a regular
right one: X" = (z + h,y) € 2. Then we use the divided difference (4.87), but
scaled with a factor corresponding to d(x) in Corollary 9.45:

up(x +h,y) —un(z,y)  unl(z,y) —un(z — seh,y)
h Sgh
(1 JrSg)h

Together with analogously defined difference quotients D, and D, we set

Dypup(X) := 25y

lup|y = \/|Uh|i + h? Z “Dmuh(xﬂ2 + |Dyyuh(x)|2 + ‘Dmyuh(x)|2]
x€82,

The scaling by the factor corresponding to d(x) guarantees the inverse estimate
| [y <ChTH]-, . (9.52)

In the following we analyse the diagonally scaled matrix L} := Dy, Lj, correspond-
ing to the matrix in Corollary 9.45.

The matrix L}, is said to be H7-regular if ’L’h_1|2<_0 < C. An equivalent
formulation is |us|y < C'|fal, for up = L) " fa, fr € L3.

Exercise 9.57. Let Lj, be H?-regular, let Ly, + L, be H} -regular with a perturba-
tion bounded by |6Ly,|,, , < C for all h. Show that Lj, + 6Ly, is also H7-regular.

For the proof of H}-regularity one can—in analogy to the proof of Corollary
9.25—partially sum the scalar product (Lpup, Lpup,)o in order to show the equiva-
lence of | fh\g = |Lhuh|(2) and |uh|§ This technique, however, can only be applied
to a rectangle {2. Here we use a simpler proof which is also applicable to general
domains.

Let P, : L? — L*(£2) be the following piecewise constant interpolation:

P, ifx € 02,
(Phup)(x) := {(() wun) (%) ifiz o (9.532)
. (2, y") € 2, with
Poup(x,y) == up(2’,y) if S 2/ —h/2<x <z’ +h/2, (9.53b)

v —h/2<y<y +h/2

where up(x) =0 for x € Qp\2, (cf. (9.31)).

definition. e.g., of the H } -norm one has to replace the term |0 un (z,y)| by |un (2, y)/h| if the
line beween (z,y) und (z + h, y) cuts the boundary.
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Lemma 9.58. Let 2 € C°L. The following estimates hold:

|RyP, —I|_ 1.0 < Ch, (9.54a)
|Phly. o < C, (9.54b)
|Rply, 5 < C. (9.54c)

Proof. (i) The estimate (9.54a) is equivalent to \P;RZ —I|pe1 < Ch(cf. (6.32)).
Thus we must show

|whly < Chlunl, for wy, := (PFR; — Iuy,.
From the following Exercise 9.59 we obtain the expression

Wn(x) = (am ofo? — 1) Phuh) (x) for by, := (P,: - 1) un, x € Q.

Set w := (0}o;] — I) Pyuy,. Exercise 9.46d shows [Wnlg < w]|p2(gey. Forevery
x (0,1

£e(0,1) ) define the grid function
whe € L7 with  wp, ¢(x) ==w(x+§) forx e Q.

One may check that wy, ¢(x,y) is a weighted sum of first differences up(z,y) —
up(2',y") where (2/,y') € {(z £ h,y), (x,y £ h), (x £ h,y = h)}. Thus we have
|wh¢l, < hlupl, forall & from which one infers

m%=/|wwﬁk=#/ S w(x + &) de
R2 (0,1)x(0,1)

XEN)
— [ el de < il
(0,1)x(0,1)
thus |wp, |, < |w|, < h|upl,. From
wy, — iy, = (Pf— PE)Ryuy, = (Py—Py)otol Pyuy, = (Pr—Py)otol Pu(unls,)
with 4y, = {x € 2}, : K33,/2(x) N 1" # (0} we infer
|wn — |y < [(Pr = B)oiioh]o o Palg o lunlsnlo < O lunls,ly < C'hlunl,

(see (ii) and Lemma 9.49, in which 7; may be replaced by 4;,). Together with
[n |y < hlupl, weobtain |wy|, < (C7 + 1)h|upl,.

(ii) (9.54b) with C' =1 follows from |Ppup|, = |usl, -

(iii) Second differences of &« = Rju have already been estimated in (9.461).
(9.46i) implies |up|, < C'|uly, ie., (9.54¢). |
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Exercise 9.59. Show that the adjoint operators for Py, and Ry, are
P L*(R?) — L} and R :L? — L*(R?)

with
(P,fu) (x) = (0folu) (x) for x € Qn, Rj = EjofolP,

Furthermore, (P} Pyuy)(x) = (U,fazphuh)(x) = up(x) holds for all x € Qp,.
The identity
Lyt =R,L7'P, — L7V [(Ly Ry — Ry L) L' Py + (R Py — 1)
yields the estimate

1L o < [Rulaea | L7150 [Paloeo + Hlzet | L3 e
x [|L Ry — RaL|—1e2|L™ 20| Prloco + | R Py — I|—10] -

The inverse estimate (9.52) yields |I],, , < Ch~! for the identity [ : H}j — H}.
Together with the inequalities (9.54a—c) the next statement follows.

Theorem 9.60. Let L), be H} -regular and assume the consistency (9.36). Suppose
that §2 be convex or from C?, and let L be H?-regular (i.e., |L™ oo < O).
Then L} is also H}?-regular.

For a convex domain Auzinger [12] proves a quantitative estimate, a discrete
analogue of inequality (9.23), for the Shortley—Weller discretisation of the Poisson
problem.

Exercise 9.61. If 2 ¢ R™ (n < 3) is bounded and L, is H,zl-regular, then L, is
stable with respect to the row-sum norm: || L, ||c < C. Hint: Use O~ |uy|, <
||uh||oo < C‘Uh‘%

9.3.6 Interior Regularity

Also the interior regularity can be transferred to difference equations. Details are
for example in Thomée [285] and Thomée—Westergren [289]. Elliptic systems are
discussed by Bube-Strikwerda [58]. Let {2 be the domain of the boundary-value
problem and 2, the grid for which at least the far-boundary points are regular. Let

Q;, C 2

be an interior subset, i.e., the distance of Q;l and I' = 942 is bounded from below
by a positive constant. By assumption (2 is a regular grid so that divided differ-
ences approximating higher derivatives can be constructed. For instance, the fourth
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x-derivative 97 9, 97 0; uy, is defined at all x € §2}. The interior regularity results
will imply that indeed 9} 9, 0 0, uy, approximates 9*u/0x*, although wuy, is only
accurate of first or second order.

Corresponding results are also true for finite-element discretisations in a sub-
domain {2’ CC {2, provided that the triangulation in 2 with

2'ccNcn

is regular (e.g., a square-grid triangulation). However, since one usually uses finite-
element discretisations with irregular triangulations, it is not possible to computed
higher derivatives of the solution in a direct way.

The approximation of higher derivatives described above, of course requires
these derivatives to exist, i.e., the coefficients of the differential operator must be
sufficiently smooth. Even if this is not the case, the statements of Theorem 9.34 can
still be transferred to (irregular) finite-element discretisations as proved by Faust-
mann [98] and Faustmann—Melenk—Praetorius [99].



Chapter 10
Special Differential Equations

Abstract If the boundary-value problems have special properties, one often uses
special discretisations for them. We give two examples. In Section 10.1 the princi-
pal part has jumping coefficients. Starting from the variational formulation, one ob-
tains a strong formulation for each subdomain in which the coefficients are smooth.
In addition, one gets transition equations at the inner boundary ~y. Finite-element
methods should use a triangulation which follows ~. Finally, in §10.1.4, we discuss
the case that coefficients of terms different from the principal part are discontin-
uous. Typically the differential operators in fluid dynamics are nonsymmetric be-
cause of a derivative of first order. If this convections term becomes dominant, we
obtain a singularly perturbed problem which is discussed in Section 10.2. In this
case other discretisation variants are appropriate. In the case of difference method
there is a conflict between stability and consistency conditions. Usual finite-element
discretisation have similar difficulties. A remedy is the streamline-diffusion method
explained in §10.2.3.2.

10.1 Differential Equations with Discontinuous Coefficients

10.1.1 Formulation

The selfadjoint differential equation
- i o ail(x)iu +a(x)u(x) = f in 2 (10.1a)
ig=1 8371 J 8l‘j
(cf. (5.18)) often occurs in physics. It can also be written as

—div(A(x) Vu) +au = f with A(x) := (ai;(x))ij=1,....n

so that for a« = 0 and f = 0 we have the conservation law div¢ = 0 for
¢ := A Vu.
© Springer-Verlag GmbH Germany 2017 311
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In the applications in physics the coeffi-

cients a;; are, in general, constants of the

material. The functions a;; can be varying,

if the constitution of the material depends on

position. As soon as we have several materi-

als in contact with each other, the coefficients

a;;(x) may be discontinuous on the boundary

of contact v (see Figure 10.1). Fig. 10.1 Interior boundary v=I"1NI 5.
The equation (10.1a) can be understood in a

classical sense only if a;; € C'(£2). For discontinuous a;; one has to use the varia-

tional formulation. If one supplements equation (10.1a) with the Dirichlet condition

u=20 on I, (10.1b)
then the weak formulation is written
find u € Hy(£2) with a(u,v) = (f, V)p2(g forall ve Hi(£2), (10.2a)

where

Ju v ]dx. (10.2b)

a(u,v) == /Q [a(X)U(X)U(X) + z: aij(X)GTj oz,

Note that equations (10.2a,b) are defined for arbitrary a;; € L (§2) with positive-
definite matrix A = (a;;). For a(-) > 0 and bounded {2 the solvability of (10.2a) is
guaranteed.

In the sequel we shall assume the situation to be as in Figure 10.1: {2 is divided
by the boundary line  into two subregions {2, and (2. Let the coefficients a;; be
piecewise smooth: a;; € C*(£2;) for k = 1,2. Along v the coefficients may be
discontinuous so that the one-sided boundary values

aff (%) = I ai(x), ) (x) = i ai(x) (x €7)
may be different. In addition let us assume that the solution w is continuous,
u € C°(£2), but only that it is piecewise smooth,u € C1(£2;) and u € C(2).
The one-sided boundary values of the derivatives are denoted u%) (x) and ug) (x)
(x €7). With these assumptions integration by parts of [, >, a;;(x) %ﬁj (%}idx
gives the result

/ Qij Vg Uz, dX = —/ v(auzj)midx—i-/vaz(-]l-)u(zlj) n; dI’.
2, . L1 ¥ ’

Since n = (nq,ng,...) in Figure 10.1 is the outgoing normal to {2, but the ingoing
normal with respect to {25, in {2, there results
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/ a;j vmiuxjdx:f/ v(aijumj)midxf/ E?) 52) n; dI.
QQ 92 Y

Putting this together one has

ofui) = [ [a(x)u(x) > (w5605 ) ]v(x)dx

i,7=1

-y [ (2)u<2) a,(j)u;lj)] nivdl.

9
Vig=1

Thus from the variational equation (10.2a) there follows in addition to the differen-
tial equation (10.1a) also the transition equation

Z aun Z a?uPn;  on . (10.3)

i,5=1 1,j=1

B = szzl agf)nz 5, for k = 1,2 are the corresponding conormal derivatives
(cf. §5.2.1).

If the coefficients are discontinuous, then in general the solution u of (10.2a) does
not belong to C2(2), but has discontinuous derivatives in ~y. Only the tangential
derivative along v may be continuous. Even if neither the matrix function A nor
Vu are continuous, this holds for the product AVw as seen in (10.3). This proves
the following lemma.

Lemma 10.1. Assume a;; € C'(£2), k = 1,2. If the weak solution u of (2a) in
(2 is continuous and piecewise differentiable in {21 and (2, then it is the classical
solution of the differential equation (10.1a) in £y U Q25 = \. In addition to ful-
filling the boundary condition (10.1b) on I’ the solution also satisfies the transition
condition (10.3) on the interior boundary .

Example 10.2. Let £ € (0,1). Suppose the coefficient of a(u, v) fo u'v'dx
are given by a(x) =1 on the interval (0,¢) and a(z) =2 on (5, ). For thls one-
dimensional example the point ¢ plays the role of the curve ~. The solution of the
equation (10.2a) with f(z) =1 is

2
u(z) = % {11—:_2 x — xQ} on 2, = (0,¢),
u(z) = i [Hﬁgg (1—xz)—(1— x)ﬂ on 2, = (&,1).

It satisfies —au” = 1 on (0,£)U (&, 1), u(0) = u(1) = 0 and the transition equation
1-W/(§—=0)=2-v(£+0).

As mentioned at the beginning, the differential equation can be written in the
form divg = f on 21 U {25, where ¢ := A(x)Vu on {2 and u = 0 on I'. The
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transition condition (10.3) means that (¢, n) is continuous on ~. Since (¢, t) is
also continuous for any direction t tangential to y, ¢ is continuous on ~ and thus
throughout {2.

The regularity proofs of Section 9.1 can be car-
ried over to the present situation. The smoothness
assumptions upon the coefficients of a(-,-) are in
each case to be required piecewise on (2, and (25;
in addition the dividing line (or hypersurface) v
must be sufficiently smooth. Then there results the
piecewise regularity u € H™T5(f2)) and u €
H™%5((2,), instead of w € H™"%({2). Bringing
in the transition condition (10.3), one obtains
¢ = A(x) Vue H™5~1(£2) on the whole region.

If the interior boundary « has corners or if as in Figure 10.2 different interior
boundaries intersect, additional corner singularities occur (cf. page 253).

Fig. 10.2 Domain with crossing
interior boundaries.

10.1.2 Finite-Element Discretisation

When one discretises using finite elements there are the following difficulties.

Remark 10.3. Let 7 be a general triangulation. Linear or bilinear elements give a
finite-element solution with the error estimate |u — u”|; = O(h'/?). The L?(12)
error bound is in general no better than |u — u"|y = O(h).

Proof. 2, := U{T € T : T N~ # (0} consists of all finite elements that are in
contact with ~y. Since u has discontinuous derivatives on -y, one can have no better
estimate on {2, than Vu — Vv = O(1) (v € V4,). The surface area of (2, is of the
order O(h), so that there results |u — v|, = O(h'/?). For the bound on |u — u"|
see the following example. [

Example 10.4. In Example 10.2 choose ¢ = # and discretise using piecewise
linear elements of length h. Then there results an error of u at = 1/2 of
u(z) — u(z) = ah + O(h?) with a ~ 0.00463. Since u — u” behaves linear
in (0,1/2), one obtains the error O(h) not only for the L? norm |u — u"|q but also

for the maximum norm |u — u” | and for the L' norm |ju — u"|| 110 1.

The usual bounds on the errors [u — u”|; = O(h) and |u — u|o = O(h?) can
however be attained. To do this one must adjust the geometry of the triangulation
to the curve ~. If the dividing line + is piecewise linear, one must choose the trian-
gulation such that ~ coincides with sides of triangles. Note that the error estimates
in Section 8.5.3 require only the smoothness of the restriction of w to the finite
elements 7" € T. If v is curvilinear then it may be approximated by isoparametric
elements (cf. §8.6.3).

Another possibility is the discretisation by mixed finite elements (cf. §8.9.1).
The two components of the solution are v and v := AVu.
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10.1.3 Discretisation by Difference Schemes

In the case of Example 10.4 a similar assertion holds for the difference scheme
(5.19).

Example 10.5. Let the discontinuity position £ in Example 10.2 be a grid point,
ie., £ ¢ N. Then the difference scheme (5.19), which here takes the form

1

2 [a (v 4 3)h) (w1 —w,) —a((v = 3)h) (v —uy—1)] =1

(SIS

(I1<v< % — 1), is suited to the equation from Example 10.2. In general the error
is of the order O(h?). Since the solution of the differential equation is piecewise
quadratic here, it is in fact exactly given by the difference solution. On the other
hand, if £ is not a grid point then the error is of the order O(h).

In the two-dimensional case one obtains O(h?) difference solutions if + coin-
cides with lines of the grid. Otherwise the error worsens to O(h). Another possible
form of difference approximation consists in approximating the differential equa-
tions separately in the regions {21 and (25 and then, to handle the unknown values
on 7 to discretise the transition condition (10.3).

10.1.4 Discontinuous Coefficients of the First and Zeroth
Derivatives

In the following the principal part is harmless (we choose the Laplace operator),
whereas the other coefficient b’, b/, and @ may be discontinuous on the interior
boundary ~y:

- Z Au+ (b (x Zax (b (x)u) + a(x)u(x) = f  in L.

1,7=1

The variational formulation for the solution u € H{ (£2) is
a(u,v) = / [(Vu, Vo) + (b!(x), Vu) v + u (b (x), Vo) + auv] dx = f(v)
7

for all v € H}(£2). Also in this case the second derivatives of u are discontinuous
across 7. Assuming b” € C1(£2,) N C'(§2,) and b! € C°(§2;) N C°(§2;) in the
situation of Figure 10.1, integration by parts shows that u satisfies the equations

—Au+ (bl Vu) Za (bfu) +au=f  in £ and 2,
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and the transition equation

ou)

n

ou?®

n

uM = o, + <bH(1)7 n> uV = + <bH(2)7 n> u®  on 7.

Here - () and - ) denote the limits on ~ from the side of £2; and respectively 2.

n is the normal directions of one of the subdomains.
Concerning the discretisation the statement in §10.1.2 can be repeated.

10.2 A Singular Perturbation Problem

10.2.1 The Convection-Diffusion Equation

In the following we shall consider the boundary-value problem

—eAu + ZCZ% =f in{, u=0 onl (10.4)
i=1 ¢

for ¢ > 0. One calls —cAu the diffusion term and Zci% = (c,Vu) the
convection term. For small ¢ the convection term dominates. The corresponding
variational formulation is

/,

Equation (10.4) is elliptic for all € > 0. The unique solvability is a consequence
of Theorem 5.11 (cf. also Exercise 10.6). We denote the solution by . .

" du
e (Vu, Vo) + Ci—0 dx:/ vdx. (10.5)
( ) ; P, 1 i

In the following we analyse what happens when ¢ becomes small, i.e., if the
convection term is dominating.

Exercise 10.6. Let the coefficients c¢; be constants. Equation (10.4) can be trans-
formed by

v(x) == u(x) exp ( - Zi Cil'i/(2€)> = u(x)exp (— (c,x) /(2¢))

into the symmetric H}(§2)-elliptic equation

"2
—eAv + ( E Z;) v = f(x)-e (&2 in 0, v=0 onl.
i=1

Concerning the convergence of u. as € — 0, we first give a negative result.

Remark 10.7. u. cannot converge for ¢ — 0 with respect to the norm |- 1)
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Proof. Otherwise we can perform the limit ¢ — 0 in (10.5). Then wug := lim u,

satisfies the variational problem [, 37" | ¢; 2% vdx = [,, fvdx and the equation

0
G280 —r o in 0, (10.6)
8%‘1‘
which is a differential equation of first order. This equation is of hyperbolic type,
but not compatible with the boundary condition u = 0 on I' (cf. §1.4), i.e,
equation (10.6) has, in general, no solution with uy =0 on I". [ |

Equation (10.6) is called the ‘reduced equation’. Equations (10.4) and (10.6)
differ in the ‘perturbation term’ —eAw. Since the equations, (10.4) and (10.6),
are of different types one speaks of a singular perturbation.

Another example of a singularly perturbed equation is the reaction-diffusion
equation —e Au + au = f (cf. Schatz—Wahlbin [257]). Here the reduced equation
is the algebraic equation au = f. A transition from the elliptic to the parabolic type
occurs for —euzy — Uyy + U, = f. Also the fourth order equation eA’u—Au=f
is singularly perturbed. Although also the reduced equation —Au = f is elliptic,
different boundary condition are required for € > 0 and € = 0.

U,

0 | 0
0 1 0 1

Fig. 10.3 (a) Solution from Example 10.8a and (b) solution from Example 10.8b.

The following example will show that ug = limu,. exists in {2 and satisfies
equation (10.6), but that the boundary condition uy = 0 is only satisfied on a part
Iy of the boundary I'.

Example 10.8. (a) The solution of the ordinary boundary-value problem
—eu”" +u' =1 in 2:=(0,1), u(0) = u(1) =0, (10.7a)
is uc(z) = x — (e*/¢ — 1)/(e!/¢ — 1). On [0,1), u.(x) converges pointwise to

ug(x) = z. This function satisfies the reduced equation (10.6), v’ = 1, and the left
boundary condition u((0) = 0, but not uy(1) = 0.

(b) The solution of

—eu” —u' =0 in2:=(0,1), u(0) =0, u(1l) =1, (10.7b)
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is u.(z) = (1—e%/%)/(1—e~'/%). In this case, ug(z) = lim._,ouc(z) = 1
satisfies equation (10.6): —u’ = 0 and wug(1l) = 1, but not the left boundary
condition at z = 0.

Which boundary condition is fulfilled depends for equations (10.7a,b) on the
sign of the convection term . In the many-dimensional case the decisive factor is
the direction of the vector ¢ = (¢y,. .., ¢, ), which is also called the characteristic
direction.

In Figure 10.3a,b the solutions of Example 10.8 are sketched. In the interior,
ue is close to wug; only in the neighbourhood of = = 1 (Figure 10.3a) [resp. =
0, Figure 10.3b] does wu. differ from ug, in order to satisfy the second boundary
condition. These neighbourhoods, in which the derivatives of w. attain order O(%),
are called boundary layers. For Example 10.8 the thickness of the boundary layer is
of order O(e).

Exercise 10.9. The interval [1—¢, 1], in which the function (e*/¢ —1)/(e!/* —1)
exceeds the value n € (0, 1), has the thickness £ = O(e [logn)|).

A detailed analysis of singularly perturbed problems can be found, e.g., in
Roos-Stynes—Tobiska [246] and GroBmann—Roos—Stynes [124, §6]).

10.2.2 Stable Difference Schemes

The special case of equation (10.4) for ¢ = (1,0) is
—eAu+u, = f in {2, u=¢ on I. (10.8)
The symmetric difference formula (5.10) for equation (10.8) is

—£
Ly=h"2|—-—h/2 4e —e—h/2|. (10.9)

—&

For a fixed €, Ly, is consistent of order 2. From Corollary 5.19 there follows the next
remark.

Remark 10.10. As soon as h < 2¢, the difference scheme (10.9) leads to an
M-matrix.

The property of being an M-matrix was used in Section 5.1.4 to demonstrate the
solvability of the discrete equation. It turns out that the difference equations are also
solvable for h > 2¢. However, with increasing h/e there develops an instability
which is made clear in Table 10.1.
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e x 0 1/32 2/32  3/32 4/32 ... 30/32 31/32 1
0.5 1 093 087 081 075 ... 004 002 0
0.1 I 097 095 092 089 ... 022 013 0
005 | 1 099 097 096 094 ... 047 031 0O
002 |1 09 09 098 098 ... 082 0.73 0
0.01 | 1 1.00 0.99 099 099 ... 087 111 0
I10-3] 1 1.03 099 1.04 099 ... 023 1.89 0
li0-4| 1 495 095 5.00 090 ... 008 588 0
l10-5| 1  48.6 094 487 088 ... 0.06 496 0
110-7| 1 4859.5 0.94 4859.6 0.88 ... 0.06 4860.4 O

Table 10.1 Values u. j (z, 1/2) of the solution of equation (10.8).

Table 10.1 shows the values u. (z,1/2) of the difference solution w. j of
equation (10.8) in the unit square 2 = (0,1) x (0,1) with f = 0 and ¢(z,y) =
(1 — z)sin(my). The grid step is h = 1/32. For € > h/2 = 1/64 = 0.015625,
L;, is an (irreducibly diagonally dominant) M-matrix. Because of the maximum
principle (cf. Remark 4.37) the values lie between miny = 0 and max¢ = 1.
The solution of the reduced equation (10.6) is

uo(,y) = lim ue (2, y) = sinmy.

Accordingly the values u, 5, (z,1/2) from the first part of Table 10.1 approach the
limiting value sinw/2 = 1.

In the second part of the table we have ¢ < % Thus Ly, is not an M-matrix.
Notice that u. ;,(31/32,1/2) > 1, i.e., even the maximum principle does not hold.
In addition one can see that u. j(x, 1/2) converges to 1 — x for the even multiples
2 = vh, and thus not to ug(x,y) = sinmy. For the intervening odd multiples

x = vh an oscillation of amplitude O(h?/2¢) develops.

The resulting difficulty is similar to that for initial value problems for stiff
(ordinary) differential equations: If one keeps € constant and lets ~ go to zero, the
convergence assertions of §5.1.4 hold. However, if € is very small, the condition
h < 2e, without which one does not obtain a reasonable solution, cannot in practice
be satisfied.

One way out of this difficulty has already been described in §5.1.4. One must
approximate the convection term Z?=1 C; % (here for n = 2) by suitable one-sided
differences (5.15):

—ethey ¢f := max{0, ¢;}
Ln=h"%| —e—hc de+hlei|+hlea| —e+he] with{ Lol
. = min{0, ¢;}.
—& — hesy
(10.10)

—€
2| —e—hey  4de+heg +Fhey —c,
only backward differences occur. —€ — hey

In the case of ¢;,co > 0,1i.e., L, = h™
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Remark 10.11. If one discretises equation (10.4) using (10.10) then one obtains,
forall e > 0 and h > 0, an M-matrix Lj. For fixed ¢, the scheme has consistency
order 1.

Exercise 10.12. The discretisation of equation (10.7b) corresponding to (10.10) is
Ly = h™2[—¢ 2e+h —e—h] and this gives the discrete solution

_1—(1+h/e)~"

(@) = T ey

If one applies the difference operator (10.10) to a smooth function one obtains
the Taylor series

h
Lyu=Lu =5 [ Je1] tae + |c2| uyy | + O(R?). (10.11)

The O(h) term  (|c1 | ugs + |c2| uyy) is called the numerical viscosity (or the
numerical diffusion). In the sense of a backward error analysis one can interpret the
discrete solution as the approximation of a differential equation with the additional
term % (|c1| ugze + [2] uyy). This term depends on the streamline ¢ = (c1,¢2).
If, e.g., co = 0 (convection in x-direction), the numerical viscosity is a second
derivative in z-direction only.

A second remedy consists in replacing the parameter € by a discretisation using
ep, > €. If one chooses

h h h
Ep 1= max{572|cl,2|cz|} or &p ::E+§||C||OO, (10.12)

then the symmetric difference method

-1 1 Co
Lp=cecyh™2| -1 4—-1|+=ht|=c; 0 ¢ (10.13)
-1 2 —C2
leads to an M-matrix. It is true that the convection term has been discretised to a
second order of consistency, but the error of the diffusion term is O(e;, — €), which
for the practically relevant case h > 2¢/ ||c|| . amounts to O(h). Instead of (10.11)
one has
Lyu = Lu — (g5, — £) Au + O(h?).
The difference —(ej, —e)Au is called the artificial viscosity. Different from (10.11)
the consistency is deteriorated with respect to all directions.

In the one-dimensional case the methods using numerical and artificial viscosities
do not differ.

Remark 10.13. In the one-dimensional case the difference formulae (10.10) and
(10.13) coincide, if one chooses ¢j, according to the second alternative in (10.12).
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10.2.3 Finite Elements

The difficulties described in the previous section are not restricted to difference
methods. First we discuss the standard Galerkin methods and its shortcomings.
In §10.2.3.2 the streamline-diffusion method is presented which is a variant of the
Galerkin method adapted to the problem.

10.2.3.1 Standard Galerkin Method

The weak formulation of the convection-diffusion equation is
find u € H} () with a(u,v) = f(v) forallv € Hy(£2), where (10.14a)
a(u,v) = / [e (Vu(x), Vo(x)) + (¢, Vu(x)) v(x) + auv]dx,  (10.14b)
[0
fw) = [, f(x)v(x)dx, and ¢ = c(x) = (¢i)i=1,. - In the first part we limit
ourselves to a = 0 in (10.14b). '

Exercise 10.14. Show that: (a) Linear finite elements on a square-grid triangulation
applied in the case of equation (10.8) give a discretisation that is identical with the
difference method

-1 0 —1/6 1/6
Ly=c¢|-1 4-1|+hn|-1/3 0 1/3 (10.15)
~1 ~1/6 1/6 0

(cf. Exercise 8.42).

(b) For bilinear elements (cf. Exercise 8.46) one obtains

_[-1-1 ~1 0 +1
Ly=g|-1 8-1+ |40 44
—1-1-1 -1 0 +1

(c) One-dimensional linear elements for —su”/+u’ = f lead to the central difference
formula
Lp=ch™'[-1 2 —1]+[-1 0 1].

The Exercises 10.14b,c show that finite-element methods correspond to central
difference formulae, and thus can equally well lead to instability.

The method of artificial viscosity corresponds to the finite-element solution of
the equation —ep Au + (c,Vu) = f for appropriate 5. As in Exercise 10.14b
one can show the following statement.

Remark 10.15. If one sets ), := max{e, |c1|h, |c2|h} and uses bilinear elements as
in Exercise 10.14b then the discretisation of equation (10.4) leads to an M-matrix.
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On the other hand the matrix (10.15) has different signs in the sub-diagonal and
in the super-diagonal, so that it is not possible to have an M-matrix for any value of
ep and e > 0.

The analogues of one-sided differences are more difficult to construct. One
approach is to combine a finite-element method for the diffusion term with a
(one-sided) difference method for the convection term (cf. Thomasset [284, §2.4]).

A second possibility is the generalisation of the Galerkin method to the Petrov—
Galerkin method, in which the discrete solution of the general equation (8.1) is
defined by

find u € Vj,, sothat a(u,v) = f(v) forall v e W

(cf. Fletcher [102, §7.2], Thomasset [284, §2.2], and §8.9.10.3).

A third possibility is the streamline-diffusion method explained below.

10.2.3.2 Streamline-Diffusion Method

We follow the presentation in Roos—Stynes—Tobiska [246, §II1.3.2.1] and start from
the weak formulation a(u,v) = f(v) in (10.14a,b). The (weak) solution  satisfies
the equation —c Au+ (¢, Vu) +au = fin H~1(§2). Assuming f € L?({2), we can
multiply both sides by the expression w(x) - (c, Vv) € L?(§2), where v € H}(£2)
is a test function and w a weight function:

/Q W(X) (—edu + (¢, Vu) + au) (e, Vo) dx = /Q F(x) (e, Vo) dx.
Adding this equation to the original variational problem (10.14a), we obtain
aSP(u,v) = fSP(v) forallv € HY(2)  with (10.16)
aSP (u, v) == /Q {s (Vu, Vo) + (e, V) v + auw
+w(x) [ —eAu+ (¢, Vu) +au] (c, Vv) } dx,
£ = [ 1600+ (e V1) dx,

Note that in spite of this modification the solution of (10.14a) is also a solution of
the new equation (10.16).

The discretisation by finite elements leads to a problem. In general, V}, C V =
H}(£2) holds, but not V;, C H(£2) N H?({2). Therefore Au” does not belong to
L?(£2). In the interior of each triangle T of the finite-element triangulation 7~ the
restriction u”|7 is a polynomial, so that Au”|; is again a polynomial and therefore
smooth. Across the edges of the triangles the derivative is discontinuous, so that the
second derivative Au” is a distribution with support in U7e70T. The discretisation
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presented now is ignoring the distributional parts in Aw”; it only involves integrals
of Au"|r. The weight function is chosen as a constant in each triangle. Hence each
triangle 7' is associated with a factor wz . We are looking for a solution u" € V;,
of

asP (u",v) = 5P (v) forallv € Vj, with (10.17)

asP (u",v) = /Q {s <Vuh, Vo) + (c, Vuh> v + au'v

+y wT/ (eAu” + (e, Vu") + au) |7 <c,Vv>}dx
TeT T

SD = X) (v C v X.
; (v)-—/of( ) (0 + (e, Vo)) d

Because the distributional part in Aul is omitted, the finite-element solution of
(10.14a)—different from the continuous case—does not coincide with the solution
of (10.17). Quite the contrary, the discretisation (10.17) will possess better stability
properties as we shall see.

Remark 10.16. In the standard case of piecewise linear finite elements, Au” = 0
holds on each triangle.

Discretisation (10.17) is called the streamline-diffusion method' because of the
term (c, V). It corresponds to the stabilisation by one-sided differences in the case
of difference methods. To see this connection we consider the regular square-grid
triangulation from Figure 8.3 and piecewise linear finite elements. The streamline in
x direction is characterised by ¢ = (c1,0), i.e., (¢, Vu") = c;0u” /0x. We assume
c1 to be constant. By Remark 10.16 the Au”-term vanishes. Let T be a triangle
with the vertices (z,y), (z + h,y), (z,y + h). Since u” and v are linear on T,
the derivatives are constant and coincide with the difference quotients:

oul o c
/T (c, Vuh> (c, Vu)dx = Tc%%%dmdy = Elh2 E);ih ul(z,y) 8zh(m,y).

For the adjacent triangle 7" with the corners (z,y), (z,y +h), (x + h,y + h) we
have

2
/ {c, Vuh> (c,Vv)dx = %hQ Blhuh(a:, y+h) 3;:,111(3:, y+h).

Therefore the finite-element matrix L contains an additional part corresponding to
the difference star

o

00 O
5 -1 2-1
00 O

! Another name is streamline upwind Petrov—Galerkin, abbreviated by SUPG.



324 10 Special Differential Equations

This shows that the numerical diffusion is the second difference in the streamline
direction which is the direction ¢ = (¢1,0). The one-sided difference (10.10) has
the same effect if ¢y = 0.

The stability of the streamline-diffusion method will be proved by an inequality
resembling the V-ellipticity. For this purpose we need some assumptions. Let the
coefficients ¢ and a in (10.14b) satisfy

1
a—idivczco>0 in (2. (10.18a)

In the case of constant coefficients this condition is equivalent to a > 0. The
significance of inequality (10.18a) can be seen from the next statement.

Lemma 10.17. Assume (10.18a). Then for all u € H}(2) the following estimate
holds:

/ [au + (¢, Vu) Judx > co ||u|&2(m .
Q

Proof. Since u? = 0 on 942 the assertion follows from

dx. |

L [0 L[ a0
(9] 311 _2 0 181}1; h 2 0 81’7

The later estimates require a bound of « on each triangle T € T :

cr = Er(leam%(|a(x)| . (10.18b)
Set
hr := diameter of the triangle 7. (10.18¢)

The test function v € V}, restricted to 7" is a polynomial of a fixed degree. The
inverse inequality states that there is some p with

1AV 2y < hﬂ V0l 2y forall T € T andallv € Vi, (10.18)
T

where \\Vv\\i2(T) =>", ||8v/8xi||iz(T) . According to Remark 10.16, piece-
wise linear elements satisfy inequality (10.18d) with p = 0.

In the case of the bilinear form a3P(-,-),

2 2 2
lvllsp = \/6 V01720 + co [0ll7200) + Y wr e, Vo)I72(r
TeT

plays the role of the energy norm.
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Theorem 10.18 (stability). Assume (10.18a—d) with the constants defined therein.
Choose weights wr satisfying

h2
0<wp < mm{ 0 } forall T€T. (10.19)
A€

Then the bilinear form a$P(-,-) : Vi, x Vi, — R satisfies the inequality
aiP (v, v) > *H‘UH‘SD forall ve V. (10.20)

Proof. Using Lemma 10.17, one obtains

a5 (v,0) 2 €[ Voll3a (o) + o 0llaio) + 3 wr e, Vo) |3 agq
TeT

+ ZwT/ (eAv + av) |7 (¢, Vv)ydx.

TeT

We apply the inequality af < %oﬂ + %52 to the terms of the last sum:

ZWT/ (eAv + av) |7 (c, Vv)dx

TeT
1 1
<D wr ||€Av+av|\Lz(T 5 e V)22
TET -
1
< 3 wr [leulagr + lavla + e Vbl
TeT -
[ 2 2 1 2
< Z wr & ||AU||L2(T) +cr HU”L?(T) + 9 ll{c, vU)“LZ(T) :
TeT -
Combining both inequalities, we prove the desired estimate. [
For ;1 = 0 we have % = oo and thus mln{c—",’;—;} = C%O in (10.19). The
T T

following lemma describes the consistency of the streamline-diffusion method.

Lemma 10.19. Let the assumptions of Theorem 10.18 and (10.19) be valid. In
the case of p = 0 we explicitly require ewr < Ch2.%> V), is assumed to contain
polynomials of degree < k for some k > 1. Let the solution u of (10.5) belong
to H*TY(82). The map Ry, : H*T1(2) N H () C V — V, is the interpolation at
the nodes. Then the consistency error is

I Bhu — ulgp < CHF [ e+ wr + h3Jwr + b3 [ulfner gy (1021)
TeT

2 Otherwise this inequality follows from (10.19).
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Proof. (i) Inserting Rpu — u" into (10.20) yields the first inequality in
1
§|||Rhu - uhH@D < a5 (Rpu — v, Ryu — ul) = 3P (Ryu — u, Rpu — u™).
(10.22a)

The second equality is based on the projection property aSD (u" —u,v) =0 forall
v € V},, which results from combining (10.16) and (10. 17)

(i) On each triangle T" € 7" we have [|Rpu — ull () < Ch* lwll grsa oy -
Piecewise estimation of the terms in a$P(Ryu — u, Rpu — u™) together with
Schwarz’ inequality gives

/ € <V (Rpu —u),V (Rhu — uh)> dx < e h* ulpyp 1 RRu — uh|||SD ,
o)
(10.22b)

/Q [(c, V (Rpu —u)) (Rpu —u") + a (Rpu — u) (Rpu —u)] dx

= / [(a dive) (Rpu—u) (Rhu uh) — (Rpu—u) <C,V (Rhu—uh)ﬂdx

1 2
<o [ lula + 30 - Nlagr, § I1Rnu — gy
TeT TeT wr
< CW S 02 (Lt 1feor) ol gy 1Bt — el (10220)
TeT

—eA(Rpu — u) ~ M) dx
7;—WT/ { Rhu—u)>+a(Rhu—u)] (¢, V (Rpu ))d

S C Z \/(‘TT [6h1’1271 +h§1+h’11€"+1:| ||uHH’€+1(T)\/OTT H <C7V(Rhu_uh) > ||L2(T)

TeT
< S (e wr) W3l e oy 1BAw — u"lgp - (10.22d)
awTSCh% TeT

Combining the estimates (10.22a—d) after division by [|R,u — u”|||g, proves
(10.21). [

The proven inequality (10.21) suggests choosing the weights wr so that the three
quantities €, wr, h%/wr are of similar size, where however we have to respect the
inequalities (10.19). This leads to

dohr if ||c||; oo AT > 2¢ (dominating convection),
WT_{ 0 llell, (T) g (10.23)

Soh3 /e if l[ell gy hr < 2¢ (dominating diffusion).

Stability together with the consistency of the method implies the convergence
result of the next theorem (cf. Roos—Stynes—Tobiska [246, Theorem 3.30]).
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Theorem 10.20 (convergence). Let the assumptions of Lemma 10.19 as well as
(10.23) be satisfied. Then the solution u" of the streamline-diffusion method (10.17)
satisfies the error estimate

Il = wlsy < € (Ve + VA ) B fuly -
Proof. Combine
IR = u"llsp < € (Ve + VA ) B fulysy
from (10.21) and the inequality
Il Rnu = ulllsy < € (VE+ VA ) B ful,

following from |[Rpu — ul| g1 (1) < Ch* l[wll grisa (py- |

See also Knabner—Angermann [172, §9.2] and Brezzi—Marini-Siili [56]. Super-
convergence properties of the streamline-diffusion method are discussed by Zhou—
Rannacher [318].



Chapter 11
Elliptic Eigenvalue Problems

Abstract If (L — AI)u = f is not solvable, the Riesz—Schauder theory states
that there are eigenvalues and eigenvectors. The weak formulation of the eigenvalue
problem and some basic terms are discussed in Section 11.1. Since we do not re-
quire the system to be symmetric, also the adjoint problem must be treated. Section
11.2 is devoted to the finite-element discretisation by a family {V}, : h € H} of
subspaces. Theorems 11.13 and 11.15 state an important result: Each eigenvalue A\
of L is associated to a sequence of discrete eigenvalues converging to Ao, and vice
versa. The corresponding error estimates are given in §11.2.3 for the case of simple
eigenvalues. A related estimate for the eigenfunctions is provided by Lemma 11.23.
Finally, Theorem 11.24 presents an improved error estimate of the eigenvalues
by means of the eigenfunctions. The Riesz—Schauder theory also states that the
equation (L — Al)u = f can even be solved for eigenvalues X if f satisfies suit-
able side conditions. These equations are treated in §11.2.4. Section 11.3 discusses
the discretisation by difference schemes. Also in this case similar results can be
obtained.

11.1 Formulation of Eigenvalue Problems

The classical formulation of an eigenvalue problem reads

Le = MXe in {2, Bje=0 onl (j=1,...,m). (11.1)
Here L is an elliptic differential operator of order 2m, and B; are boundary
operators. A solution e of (11.1) is called an eigenfunction if e # 0. In this case,
A is the eigenvalue associated with e. Since in general eigenvalues are complex,
the underlying field is C throughout this chapter.

As in Chapter 7, one can replace the classical representation (11.1) by a varia-
tional formulation, with a suitable sesquilinear form a(-,-) : V x V' — C taking
the place of {L, B; }:

© Springer-Verlag GmbH Germany 2017 329
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find eV with a(e,v) = A(e,v) forallve V. (11.2a)

(u,v)o = [,uvdx is the L?(£2)-scalar product. Strictly speaking one ought to
replace (-,-)o by (-,-)u where U is the Hilbert space of the Gelfand triple V' C
U C V' (cf. §6.3.3). But here we limit ourselves to the standard case U = L?((2).

The adjoint eigenvalue problem is formulated as

find e* € V. with a(v,e”) =A(v,e*)g forall veV. (11.2b)

Definition 11.1. Let A € C. By E()\) one denotes the subspace of all ¢ € V
which satisfy equation (11.1) [resp. (11.2a)]. E()\) is called the eigenspace for A.
With E*(\) one denotes the corresponding eigenspace of equation (11.2b). A is
called an eigenvalue if dim E(\) > 1.

Theorems 6.107 and 7.14 already contain the following statements.

Theorem 11.2. Let V' C L?(§2) be continuously, densely and compactly embedded
(for example, V' = H{"({2) with bounded {2). Let a(-,-) be V-coercive. Then the
problems (11.2a,b) have countably many eigenvalues \ € C which may only have
an accumulation point at 0. For all A € C we have

dim E(\) = dim E*(\) < oo.

Exercise 11.3. In addition to the assumptions of Theorem 11.2 let a(-, -) be symmet-
ric. Show that all eigenvalues are real and problems (11.2a) and (11.2b) are identical
so that E(\) = E*()\).

For ordinary differential equations of second order (i.e., {2 C RY, m = 1)itis
known that all eigenvalues are simple: dim F/(\) = 1. This statement is incorrect
for partial differential equations as the following example shows.

Example 11.4 (multiplicity of eigenvalues). The Poisson equation —Ae = Ae in
the rectangle (0,a) x (0,b) with Dirichlet boundary values e = 0 on I", has the
eigenvalues

A = (vr/a)* + (um/b)? forall v, u € N.
The associated eigenfunction reads

e(z,y) = e"*(x,y) = sin(mrg) sin(/m%).

In the case of the square a = b one obtains for v # p eigenvalues A\ = \VH =
AV which have multiplicity at least 2 since e”* and e*" are linearly independent
eigenfunctions for the same eigenvalue. A triple eigenvalue, for example, exists for
a=b, A\ =50m2/a% E(\) = span{el7, e"! 55},

The eigenfunctions e € E()), by definition, belong to V. The regularity investi-
gations of Section 9.1 immediately result in a stronger regularity.
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Theorem 11.5. Let V. = H['(§2) with m > 1, or V.= H™(§2) with m = 1.
Under the assumptions of Theorems 9.19 [resp. 9.20] we have E(\) C H™ 5({2).

Proof. Along with a(-, -), the form
ax(u,v) := a(u,v) — AMu,v)g

also satisfies the assumptions. Since ay(e,v) = 0 for e € E(\) and v € V, the
statement follows from Corollary 9.21. |

Besides the standard form (11.2a) there are generalised eigenvalue problems.
An example is the Steklov problem (cf. Steklov [273])

—Ae=0 1in £, Oe/On=MXe on I,

whose variational formulation reads

e € H'(12) satisfies /

(Ve,Vu)dx = )\/ evdl’ (v e H'(0)).
Q r

One can show that all eigenvalues are real and that the statements of Theorem 11.2
hold.

11.2 Finite-Element Discretisation

11.2.1 Discretisation

Let V};, C V be a (finite-element) subspace. The Ritz—Galerkin (resp. finite-element)
discretisations of the eigenvalue problems (11.2a,b) read
find e eV, with a(eh,v) = (e v)y  forallv € Vi, (11.32)
find e €V, with a(v,e*?) =\, (v,e*)y forallv € V. (11.3b)
The discrete eigenspaces Ej (M), Ej(A,) are spanned by the solutions of the

problems (11.3a) [resp. (11.3b)]. As in Theorem 11.2, dim E}, () = dim Ef(A\p,)
holds. If a(-,-) is symmetric, then Ej () = Ef(An).

As in §8.2, the formulation (11.3a,b) can be transcribed into matrix notation.

Remark 11.6. Let e and e* be the coefficient vectors for e’ = Pe and e*" = Pe*
(cf. (8.6)). The eigenvalue problems (11.3a,b) are equivalent to

Le = \,Me, LHe* = )\, Me*, (11.3")

where the system matrix L is defined as in Theorem 8.5 and the mass matrix M
by (8.91). Since in general M ## I, (11.3) represents a generalised eigenvalue
problem.
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Exercise 11.7. Show that (a) M is positive definite and possesses a decomposition
M = AHA (for example, A is the square root M'/2 or the Cholesky factor).

(b) The first problem in (11.3”) is equivalent to the ordinary eigenvalue problem
Leé = \pé with L := (AH)’lLA_l, €& = Ae. The second problem in (11.3")
corresponds to LH &% = )\, & with & = Ae™.

When investigating convergence, one must watch out for the following difficul-
ties:
(1) A uniform approximation of all the eigenvalues and eigenfunctions by discrete
eigenvalues and eigenfunctions is impossible since the infinitely many eigenvalues
of (11.2a) are set against the only finitely many of (11.3a). It is only possible to
characterise a fixed eigenvalue A\ of (11.2a) as an accumulation point of discrete
eigenvalues {\}, and to set up estimates for {\;,}. For this purpose one needs a
family of subspaces {V}, : h € H} with H > h — 0 (cf. Remark 8.1(ii)).

(ii) If A and )\, are the continuous, resp. discrete, eigenvalues then dim E(\) =
dim E} (M) need not hold. Tt is preferable to limit oneself to the case of simple
eigenvalues where dim F(\) = dim Ep(\p) = 1. If dim E(\) = k > 1, it may
well be that the multiple eigenvalue )\ is approximated by several, pairwise different
discrete eigenvalues

k
)‘Ezi) (t=1,...,k) with dimE(A):ZdimEh(Ag’)),

i=1

The error estimates of |\ — )\g)| are then generally worse than for simple eigen-

values. Only for the mean value Ap = % Zle )\Eli) does one obtain the usual esti-
mates (cf. Babuska—Aziz [16, page 338]).

Different from the original form (11.1) (and the discretisation by difference
schemes, cf. §11.3) the discrete problem is a generalised eigenvalue problem in-
volving the mass matrix M. The replacement of the matrix M by the diagonal

matrix M with A
M;; := Zk M,y

is called mass lumping. A comparison of the exact discrete eigenvalue problem
(11.3") with the simplified lumped problem Le = A, Me is given by Armentano—
Duran [7]. Mass lumping may also be used in connection with Galerkin finite-
element methods for parabolic problems (cf. Thomée [287, §15]).

Exercise 11.8. Let the eigenvalue problem be as in Example 11.4 with a = b and
A = 5072 /a?. Let V}, consist of bilinear elements over a square grid. Show that
to the given triple eigenvalue A corresponds a double eigenvalue )\21) and a simple
eigenvalue distinct from it, )\ELZ ), with limy,_,¢ )\Ef Y (¢ = 1, 2). The same holds
for linear elements of the square-grid triangulation if mass lumping is used. Hint:

The nodal values of the discrete eigenfunctions agree with the continuous eigen-
functions e'7, e”°!, and e®°.
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11.2.2 Qualitative Convergence Results

This section concerns the question as to whether \;, — A and e — e for h — 0.
The rate of convergence will be discussed in §11.2.3. The basic assumptions are the
following:

a(,): VxV =C be V-coercive, (11.4a)
let V. C L?(£2) be continuously, densely, and compactly embedded, ~(11.4b)
so that the Riesz—Schauder theory is applicable (Theorem 11.2). Furthermore, let a

sequence of subspaces V},, (h; — 0) be given which increasingly approximate V'
(cf. (8.24a)):

}llir%inf{HuvaV weW}=0 forall u € V. (11.4c)
—
We define
ax(u,v) == a(u,v) — A (u,v),: VxV =C, (11.5a)
w(A) = sup lax(u,v)|, (11.5b)

inf
uweV, flully =1 yev, |jv||, =1

inf sup  |ax(u,v)]. (11.5¢)
uEVh, llully, =1 yev, lvlly =1

wh()\) :

The interpretation of the quantities w(\) and wp () is given in the next exercise.

Exercise 11.9. Let L and L, be the operators associated with a(-,-) : VxV — C
and ap(-,-) : Vi x V3 — C (cf. (8.15)). Show that

(a) If X\ is not an eigenvalue we have
w\) =1/ (L=M)"" lvev, wn(N) =1/[[(Ln = A) " v,y (11.6)

(cf. §8.2.3.1).
(b) w(A) and wp(N) are continuous in A € C.

(c) If in (11.5b,c) one replaces ay(u,v) by ay(v,u) one obtains the variables
w*(A) and w}(A) which correspond to the adjoint problem. The following holds:
w*(A) = w(A) and w}(A) = wp (). Hint: Use Lemma 6.109.

With the aid of (11.6) and Theorem 6.107 one proves the following connection
between w(A), wp(A), and the eigenvalue problems.

Remark 11.10. Let (11.4a,b) hold. A is an eigenvalue of (11.2a) if and only if
w(A) = 0, and A, is eigenvalue of (11.3a) if and only if wy(Ay) = 0.

Lemma 11.11. Let a(-,-) be V-coercive (cf. (11.4a)). Then there exists a p € R
such that a,,(-, -) is V-elliptic. In addition, then w(p) > Cg and wy (1) > Cg with
CEg > 0 from Definition 6.105.
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Proof. Coercivity implies a(z,z) > Cg Hx||‘2/ — Ck(z,x)o forall € V. The
inequality w(p) > infa, (2, z)/||z||} > Cg holds for yu := —C . Restriction to
V3, shows that wy, (1) > CE. n

Lemma 11.12. Let ACC be compact. Let (11.4a—c) hold. Then there exist numbers
C >0 and n(h) > 0, independent of X\ € A with limn(h) = 0 such that

wh(A) = Cw(A) =n(h),  w(X) = Cwn(A) = n(h). (11.7)
Proof. Let the operators Z = Z(\) : V. — V and Z;, = Z,(\) : V — V), be
defined as follows:

z = Z(AN)u €V isthe solution of a,(z,v) = (XA — ) (u,v), forveV,
(11.8a)
h

2= Z,(\)u € V is the solution of a,,(z",v) = (A — p) (u,v), forve Vi,
(11.8b)

where p is chosen according to Lemma 11.11. It shows that there is a C'; with
NZM)ly ey <Cz, 1 Zh(M)|ly ey < Cz forall A\e A.  (11.8¢)
From

ax(0) = a(, 8) — A v)y = alu, v) — i, 0)g — (= ) ()
=a,(u,v) —ay,(z,v) = ay(u— z,v)

with z := Z(A\)u and from the definition of w(\) one concludes that

w) flully < supax(u,v)| = sup |au(u—z0)| < Cs flu ==y
veV, |||y, =1 veV, ||vlly,=1
(11.8d)
with Cg := ||L — puI||,,,_ . For arbitrary u, v € V}, one infers from the analogous

equation ay (u,v) = a,(u — z",v) for 2" = Z),(\)u, Lemma 11.11, and (11.8d)
that

sup  |aa(u,v)| = sup  Jaa(u—2",0)| > Cpllu—2"|
vEVR, vy, =1 vEVR, vl =1
>Cg [llu——zv -z = 2"|v]
> Cp [C5'wN) = 1Z = Zully v llully,  forallu e Vj,.

\%4

This yields the first part of (11.7) with the constant C' = Cr/Cs > 0 and n(h) =
CellZ — Zn|lv v, provided that

lim sup ||Z — Z —0. 11.8
ﬁg%iﬁﬁ” llvey (11.8e)
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The proof of (11.8e) is carried out indirectly. Its negation reads: there exist € > 0,
Xi € A, hy — 0 with ||Z(X;) — Zp,(ANi) |,y = € > 0. Then there exist u; € V
with

luilly, =1, [[Z(N) = Zr(A)] willy, = /2> 0. (11.8)
Due to (11.4b) and the compactness of A there exists a subsequence \; € A, u; € V
with lim \; )\ lim uj = u* € V' (convergence in V’). (11.4c) and Theorem
8.24 show || — Zp, (M)]u HV — 0. Together with (11.8c) we obtain

11Z(N) = Zn, ()] gl
< ZA;) = Z(\)] wylly + H[Zh] (\)—2Z J(Aj ]Uj||v

+[1Z(A *)[UJ_U Hv“‘HZh [UJ +||[ — Zn, (A) ]
<2C |\ — N +2C7 |lu; —u*|ly, + [|[[Z(N) = Zn, (A*]u||v—>o

in contradiction to (11.8f).

For the proof of the second part of (11.7) one replaces (11.8d) and the following
estimate by

wr (N |l < sup |au(uh - zh,v)‘ < Og||u” — 2"||y for all u" € V3,
vEV, [|v]ly=1
and
sup ’a,\(uh’,v)’ = sup ’au(uh—zm)‘ ZCEHuh—zHV
VeV, [lv]ly=1 vEVR, |lv[ly,=1

> Cp[C5lwnN) = 1Z0) = ZeW) vy ] Ju"]],  forallu® € V.

Let uw € V with |u|;, = 1 be selected such that

sup  |ax(u,v)| = inf sup  |ax(u,v)| = w(A).
VeV, |lvlly, =1 ueV, llully=1 vev, ||v||;,=1

Since sup |ax(u — u”, v)| < Csllu — u"[|y, it follows for arbitrary u" € V}, that
() > Can(N) — 1200 ~ ZuWlly oy — Cs Ju—u"]],

From (11.4c) and (11.8e) follows the second part of (11.7). |

A corollary to Lemma 11.12 is Theorem 8.29. If problem (8.1) for all f € V'

is solvable, then A = 0 cannot be an eigenvalue, i.e., w(0) > 0. Thus it follows
for e in (8.23) that

1
en > wn(0) >e:= §Cw()\) >0

for sufficiently large N € N'.
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A second corollary concerns the convergence of the discrete eigenvalues.

Theorem 11.13. Let (11.4a—c) hold. If A\, (h — 0) are discrete eigenvalues of
(11.3a) with A\, — Ao then )\ is an eigenvalue of (11.2a).

Proof. If Ay were not an eigenvalue then w(\) > 79 > 0 would be in the &-
neighbourhood of K. ()\g), since w(A) is continuous (cf. Exercise 11.9b). There
would exist hg > 0 such that n(h) < Cng/2 for all h < hy (C and n(h) from
(11.7)). Forall A\, € K.(\g) with h < hq the contradiction follows from (11.7):

0 = wy(An,) > Cw(Ap) —n(h) > Cno — 3Cno = 3Cno > 0. |

Lemma 11.14 (minimum principle). Let (11.4a,b) hold. The functions w(\) and
wr (A) in the interior of A C C have no proper positive minimum.

Proof. Let L be the operator associated with a(+, ). Let \*, with w(A*) > 0, be an
arbitrary point in the interior of A. Since w(A) is continuous (cf. Exercise 11.9b),
for sufficiently small ¢ > 0 we have K. (A\*) C A and w(A\) > 0 in K. (\*).
Thus (L — AI)~! is defined in K.(\*) and holomorphic. For arbitrary but fixed
u,v € V' the function 2(\) := ((L — )J)_lu,v>VXv, is also holomorphic in
A. Since absolute values of holomorphic functions attain their maximum on the
boundary, we have [2(\)| <maxcepx.a)[2(¢)]. For [lully, = [[v]ly,, =1 the

inequality [2(¢)| < || (L — ¢I)™" |lvy~ holds and implies

1

20 < L—¢nt = —

| ()|—<e§?€’f»)||( D) vev e )
Since ﬁ = | (L =A)"" |lvy is the infimum of [22(\)| over all u,v € V'
with [Jul[\,, = [|v]|;,, =1 we obtain

= IEAD ey € _max [(E-¢D)7 | max

L (L— , < _ ,— <
w(N) VEVT = oK. () VeV ceak.om) w(()

ie., w(A) > min{w(¢) : ¢ € OK.(\)} (cf. Exercise 11.9a). Thus, w(\) cannot
assume a proper minimum in K (A*). On the other hand, w(\) cannot be constant,
so that a minimum in K (\*) is excluded. For wp () the conclusion is the same. B

The converse of Theorem 11.13 is also valid.

Theorem 11.15. Let (11.4a—c) hold. Let \y be an eigenvalue of (11.2a). Then there
exist discrete eigenvalues A\, of (11.3a) (for all h) such that limy,_,q Ap, = Ao.

Proof. Let € > 0 be arbitrary, but sufficiently small. According to Theorem 11.2,
Ao is an isolated eigenvalue: w(A) > 0 for 0 < |A— Ao| < e (e sufficiently
small). Since w(A) is continuous and OK.(\g) is compact, we have that p. :=
min{w(A) : |A—Xo| = &} is positive. Because of (11.7) and w(Ag) = 0 one
obtains for sufficiently small & that n(h) < p.C?/(1 + C) and thus
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wp(A) > Cw(A) —n(h) > Cpe —n(h) > @ > wp(Ag) forall A € 0K (\g).

Thus wy,(-) must have a proper minimum in K. ()\g). By Lemma 11.14 the mini-
mal value is zero. Thus there exists A, € K.()\g) which is a discrete eigenvalue,
wh()\h) =0. m

The next theorem describes the convergence of the eigenfunctions.

Theorem 11.16. Let (11.4a—c) hold. Let e € Ej,(\,) be discrete eigenfunctions
with ||e®|ly = 1 and im A\, = Xo. Then there exists a subsequence e" which
converges in'V to an eigenfunction e € E(\g):

e € E(\y), e —e|ly =0 (i — o0), llell,, = 1.
Proof. The functions e” are uniformly bounded in V. Since the subspace V' C
L?(£2) is compactly embedded (cf. (11.4b)), there exists a subsequence e which
converges in L2(£2) toan e € L%(£2):

le —e" |2y >0  (i—00). (11.92)

We define 2 = Z(A\g)e, 2" = Zj,,(\o)e according to (11.8a,b). According to
Theorem 8.24 there exists an hq(g) > 0 such that

v <¢e/2 for h; < hy(e). (11.9b)

Iz — 2P

h

The function e™ is a solution of

au (e v) = (An, —p) (e",v),  forallv e Vj,. (11.9¢)
A combination of z" = Zp, (Xo)e [i.e., (11.8b) for A = A\g] and (11.9¢) yields

au(zhi — el v) = Fi(v) == (Mo — ) (e - ehi,v)o — (An; — o) (ehi, U)O

forall v € Vj,. Since ||Fj||,,, — 0 because A\, — Ao and (11.9a), there exists an
ha(e) > 0 such that ||F;||,, < Cre/2 (Cg from Lemma 11.11) and

h; _ eh,;

Il v <¢e/2 for h; < ha(e). (11.9d)
The inequalities (11.9b,e) show that ||z — e"¢ ||y, < & for h; < min{hy(g), ha(e)};
thus lim;_,, € = z in V. Therefore lime" = 2z in L2(2) C Vin L?(2) C V
also holds. (11.9a) proves z = e € V such that e = z = Z(\g)e becomes
a(e,v) = Mo(e,v)o. Therefore e = lime” is an eigenfunction of (11.2a). In
particular, |le||y = lim ||ei||y = 1. m

The selection of a subsequence e may have two reasons. If dim E()\) > 1,

some elements e of the sequence may convergence to one eigenfunction in ()
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while other elements converges to another eigenfunction. Even if dim E(\g) = 1,
the eigenvector e may be scaled differently (the normalisation by |e/i|y = 1
does not help since there is more than one, possibly complex, factor of modulus 1).
However, after a suitable scaling the complete sequences is converging (cf. Exercise
11.17b).

Exercise 11.17. Let (11.4a—c) hold. Let \j,, e, X, and e be as in Theorem 11.16.
Show that

(a) If dim E()\g) = 1 then also limy,_,o dim E},(Ay) = 1.
(b) Let dim E(\g) = 1. Then we have limé" = e in V for é" := ;L e if
|(e",e)y| > 1/2 and é" := e" otherwise.

11.2.3 Quantitative Convergence Results

The geometric and algebraic multiplicities of an eigenvalue Ao of (11.2a) agree if!

dimker(L — A\oJ) = dimker ((L — AoI)?) . (11.10)
Lemma 11.18. Let (11.4a,b) and dim E(\g) = 1 hold. Then (11.10) is equivalent
to (e,e*)g # 0 for e € E(Xg)\{0}, 0# e* € E*X(Ao)\{0}.

Proof. We have ker(L — \ogI) = E()\g) = span{e}. ker(L — \gI)? > 1 holds
if and only if there exists a solution v € V for (L — A\oI)v = e. According to
Theorem 6.107c¢ this equation has a solution if and only if (e,e*); = 0. Hence
(11.10) is equivalent to (e, e*)y # 0. [

Let E(Xo) = span{e}, E*(\g) = span{e*}. Under the assumption (11.10)
e and e* can be normalised by

(e,e")o = 1.

We define V := {v € V: (v,e*)g = 0}, V/ = {v/ € V': (v/,e*)o = 0}. Let
|||l be the dual norm for |-||y, = ||-||;,. For problem (11.11):

for fe V' findueV with ay(u,v)=(f,v)y forallveV, (11.11)

! The multiplicities do not coincide if the Jordan normal form of L — Ao contains a proper k X k-
01

Jordanblock J = | - - |, ie.ifk > 2. Since dimker(J) = 1 < dimker(J2) = 2,
01
0
the statement follows.
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one defines the variable corresponding to (11.5b):

@A) = inf sup lax(u,v)|. (11.12)
ueV, |lully=1 veV, v, =1

Lemma 11.19. Let (11.4a,b), (11.10), and dim E(X\g) = 1 hold. Then there exists
an € > 0 such that

W(A) > C >0 forall |A— Xo| <e.
Problem (11.11) has exactly one solution u € V with

[ully < 1 Flly: /@)

Proof. Let L : V. — V' be the operator associated with a(-,-) : V x V — C.
For 0 < [A — Xo| < & (e sufficiently small) (L — AI)u = f has a unique solution
u € V. From f €V’ follows

0= (f,e")o=([L—A]u,e")o = (u,[L — M| €)= (Ao — ) (u,e")o,

i.e., u € V. Thus there exists (L — AI)~' : V' — V as the restriction of (L —\I)~*
to V! C V'. For A = )¢ problem (11.11) has a unique solution according to
Theorem 6.107c. Then there exists (L — AI)~! for all A\ € K.(\g). Accord-
ing to Remark 11.10 (with V instead of V), &(\) must be positive in K. (o).
The continuity of w(A) proves w(A) > C > 0. In analogy to (11.6) one has

lully = llully < £y, /@)

The bound by || f||\,, /@(X) results from the next exercise. [

Exercise 11.20. Show that || f[|, < || f||, forall f € V.

Lemma 11.21. Let (11.4a—c), dim E(\o) = 1, and condition (11.10) hold. Let A\,
be discrete eigenvalues with 1im \p, = \g. According to Exercise 11.17b there exists
an e" € Ey(\y) and e* € Ef(\y) with

e s ec B(\), e —ereE (), (e,e*)o = 1.
This enables one to construct the space
Vi = {o" € Vi, : (0", M) = 0}
and the variable

Wp(A) == inf sup lax(u,v)].
u€Vh, [lully=1 veWy,, ||v||, =1

Then there exists a constant C > 0 independent of h and \ € C such that
wp(A) > Cwp(N). For sufficiently small € > 0 and h, @w,(A) > n > 0 for
all X with |A — X\g| < e.
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Proof. (i) First statement: there exists hg > 0 and C > 0 such that
min {||v +ae!|y:ace (C} >C |lv]|y, forall veV, andall HSh<hg. (¥)

The proof is carried out indirectly. The negation reads: there is a sequence «; € C,
hi = 0, v; € Vi, with |jv;]|,, = 1 and |jv; + a;e*"||y; — 0. Thus there exist
subsequences with o; — a*, v; — v* in L?({2). Bvidently, w; := v; + aeri
must have the limit w* = limw; = v* + a*e* in L?({2). Since

[0 L2 () = lim [[wil[ 2 (o) < Clim [lwslly, =0,

it follows that w* = 0, and thus v* = —a*e*. From 0 = lim(v;,e*")y =
(v*,e*)g = —a* ||e*||§ one infers a* = 0. Thus the contradiction follows from

h;

1 = lim ||v;]|y, < limsup ||w;ly, + limsup [[oze* ||y = lim [Jw;||,, = 0.

(ii) Second statement: &y, (\) > Cwy,(A) with C' from (i). This follows from

o) = inf sup 2O
(11.12)  weVi\{0} »eV,\{0} l[ully lolly

lax(u, v + ae*™)|

> C inf sup max "
(+) and ax (u,v)=ax (u,v+aexh) for ucV;,  wEVR\{0} veVi\{0} aeC ”u”V ||U +ae HV

= ¢ inf sup ax(w, )],
Vi, ={v+ae*"weV; ,aeC} ueVp\{0} weVv,\{0} ||uHV ||wHV

> ¢ inf sup ax(w,w)l = Cwp(N).
Vicv,  wEVA\{0} wev,\{o} lully llwlly
(iii) Let € > 0 be chosen such that )\ is the only eigenvalue in K. (\g). For
sufficiently small h, \;, is the only discrete eigenvalue in K.()\o). In the proof
of Theorem 11.15 we have already used wp(\) > 1’ > 0 for A € 9K (\g),
h < hg(e). From part (ii) follows that & (A) > n := n'C > 0 for A € 0K (o).
According to Exercise 11.17a, a)(u,v) = (f,v)o (v € V},) is solvable for each
f € Vyandall A € K.()\o) such that &p,(A\) = 0 is excluded. Lemma 11.14 shows
that wp(\) > 1 >0 in K. (\o). |

Exercise 11.22. Let (11.4a—c) hold. Let d(+, V},) be defined as in (8.21). Show that
if h is sufficiently small then there exists a u" € V}, with

Ju" —ully <2d(u, V) with the side condition (" — u,v), = 0.

Lemma 11.23. Let (11.4a—c) hold. Let \g be an eigenvalue with (11.10) and
dim E(X\g) = 1. For sufficiently small h there exists e € Ej,(\y,) with

le" —elly < C[|Ao = An| +d(e, Vi) ] .
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Proof. Let 2" := Z},(\)e be the solution of (11.8b). Since e = Z(\g)e, one has
e — 2"y < Cid(e, Vi) (11.13a)

(cf. Theorem 8.21). Let w be the value in Lemma 11.11. For all v € V}, we have

a/t(zh - ehvv) = a/t(zha v) — a“(eh,v) (Ao — ) (e,v)o - a“(eh,v)

(11.8b) (11.3)

= (Mo = 1) (e;0)g — (= p) (€",0),
= (Mo — An) (6,0)g + (An — ) (e — 2", v)o + (An — ) (2" — eh,v)o )

so that

ax, (2" — ") = a, (2" — e v) — A\ —p) (2" - eh,v)o (11.13b)

= (Mo—An) (e,0)g + (An — ) (e = 2", 0), .
From Lemma 11.18 and e — e, e* — e* (cf. Lemma 11.21) we infer
[(e,e*™)o] = n > 0and |(e",e*")g| > 1 > 0 for sufficiently small h. There-
fore it is possible to scale e” so that (z" — e, e*"); = 0. Hence (11.13b)
corresponds to problem (11.11) with the replacements V ~» Vi, u ~» 2z — e,
and f ~ (Ao — An) e+ (An — 1) (e — 2") . Lemma 11.19 proves

2" —e"ly <o) IC [JAo = Ml + lle = 2"lv] <
(1113a)

< C'[[ Ao = An| +d(e, V)] (11.13¢)

lle" —ellv < |le — 2""||v + ||2" — e"||y and (11.13a,c) prove the lemma. ]

Theorem 11.24. Let (11.4a—c) hold. Let \y be an eigenvalue with (11.10) and
dim E(Xg) = 1. Let e € E(\g), e* € E*(Xo), |lelly, = 1, (e,e*)o = 1. Then
there exist discrete eigenvalues A\, (h € H) with

Ao — An| < Cd(e, Vi) d(e*, Vi). (11.14)

Proof. Choose u" according to Exercise 11.22 such that |le* —u" ||y < 2d(e*, V4,),
(e* —ul, )y = 0. Discrete eigenvalues A, — Ao exist by Theorem 11.15. In

0= ax, (e e*) = ay, (", e*) — (Mo — An) (e", e")o

el et —ul)y — (Ng — \n) (€, e)o

=ay, (" —e,e* —u") — (Xo — Ap) [(",€")0 — (e,e" — uh)o]

= ay, (" —ee* —ul) — (N — \n) [(e,e*)o + (" - e,e*)o—(e,e* - uh)o}

———

=1 =0 by assumption
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We use ay, (eh, vh) = 0 for all v* € V}, (conclusion from first to second line) and
0 = ax(e,v) = ay,(e,v) + (A — Xo) (e,v), forall v € V (second to third line).
The above equation shows

Ao = An| < Clle" —ellvlle” —u" v + Ao = Anl [le" —ellv[le*|lv

< e —ellv [lle” = u™ v + 2o = An] -
By Lemma 11.23 there exists an e” € EJ,(\;,) such that

|/\0 — /\h| S C/C”“/\Q - /\h| + d(e,Vh)] [|/\0 - /\h| + 2d(e*,Vh)].

Since [Ag — A\p| — 0, this quadratic inequality implies (11.14) with C' > 2C'C"”
for sufficiently small h. u

Theorem 11.25. Under the assumptions of Theorem 11.24 there exist for
e € E(\), e € E*(\o) discrete eigenfunctions e" € En(\), e*" € E*(\p)
with

||eh —e|lv < Cd(e, V), ||e*h — ey < Cd(e*, Vh). (11.15)

Proof. Tnsert (11.14) with d(e*,V},) < const into Lemma 11.23. The second
estimate in (11.15) follows analogously. [

In the following, let V' C H'(2). Theorem 11.5 proves
E(X\o) C HY5(2), E*(\) C H'™*(0). (11.16a)
Also, let (11.16b) hold (cf. (8.59)):

d(u, Vi) < Ch* ||ull iy forallu € B(Ag) UE*(\o). (11.16b)

Conclusion 11.26. Let (11.4a,c) and (11.16a,b) hold. Let \y be the eigenvalue with
(11.10) and dim E(\o) = 1. Then there exists \,, €' € En(\), e € E*(\p)
such that

Ao = Al SCR*, e —elly <Ch®, e —e*||ly <Ch°. (11.17)

Occasionally eigenfunctions may have better regularity than is proven for ordi-
nary boundary-value problems. For example, let —Ae = Ae be in the square {2 =
(0,1) x (0,1) with e = 0 on I. First, Theorem 11.5 implies e € H?(§2) N H}($2),
thus e € C°(2) (cf. Theorem 6.48). Thus e = 0 holds in the corners of 2. Accord-
ing to Example 9.29 it follows that e € H*({2) forall s < 4.
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As in §8.5.4 one obtains better error estimates for e — e” in the L?-norm. The
proof is postponed until after Corollary 11.33.

Theorem 11.27. Let (11.4a—c), (11.10), dim E(\g) = 1, and (11.16a,b) with s = 1
hold. Let a(-,-) and a*(-,-) be H?-regular; i.e., for

feL*n), a,(u,v) = (f,v)o and a,(v,u*) = (v, f)o

(v € Vi, u from Lemma 11.11) have solutions u, u* € H*(£2). Let e € E(\o)
and e* € E*(\o). Then there exist \p,, e € Ey(\p,), e € E*(\y) with

||6h — eHLZ(Q) < OhQ,

|€*h — e*||L2(_Q) < C'h2.

If (11.16a,b) also hold with some s > 1, one must replace C'h? by C'h'*s.

11.2.4 Consistent Problems

In Problem (11.11) we have already encountered a singular equation which never-
theless was solvable. Let \g be the only eigenvalue in the disc K.()\o) (this always
holds for sufficiently small ). In the following we require

A€ K.(\g) and Xg be the only eigenvalue in K- (Ag). (11.18)

The equation
ax(u,v) = (f,v)o forallv e V (11.19a)

is singular for A = )Ag. For A &= )¢ equation (11.19a) is ill-conditioned. In the
following we are going to show that equation (11.19a) is well-defined and well-
conditioned if the right-hand side f lies in the orthogonal complement of E*(\g):

FLE*(N) (e, (f,e"), =0 foralle* € E*())). (11.19b)

In the case of A = Ao, with u, u+e (e € E()\g)) is also the solution. The uniqueness
of the solution is obtained under the conditions (11.10) and (11.19¢):

ul E*(Ao). (11.19¢)

Remark 11.28. (a) Let (11.18), (11.4a,b), and (11.10) hold. If A = X, problem
(11.19a,b) has the solution set u + E(\g) so that (11.19¢) determines a unique
solution. In the case of A # Aq the solution is already unique and satisfies (11.19c¢).
There exists a C' independent of f and A such that |lul|,, < C|f|];

(b) Let A # Ay and let the functions u, f be as above. The solution of (11.19a)
for f := f 4 «e instead of f is givenby @ :=u + ﬁ e.
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Proof. This follows from Lemma 11.19 in which the assumption dim E()g) = 1
is not necessary.

The finite-element discretisation of equation (11.19a) reads:
find u" €V, with ay(u",v)=(f,v)e forallveV,. (11.20)

In general, equation (11.20) need not be well-defined, even assuming (11.19b). For
the sake of simplicity we limit ourselves in the following to simple eigenvalues:
dim E(X\o) = 1. Equation (11.20) is replaced by (11.21a):

find w" eV, with ay(u" v)=(f® v)y forallveV, (11.21a)
with  f) L Er(\), (11.21b)
ul L Ef(Ap). (11.21c)

Concerning the practical treatment of side conditions we refer to §8.4.6.

Exercise 11.29. Let V;, = V,, N E}*l()\h)J- be as in Lemma 11.21. Show that
(11.21a—c) is equivalent to: Find u" € V}, with ax(u",v) = (f),v), for all
v e Vi, with f) L EX(\,). The latter formulation is well-defined even without
the condition f(") L E}()\,) and yields the same solution.

Lemma 11.21 proves the next remark.

Remark 11.30. Let (11.4a—c), (11.10), dim E()\g) = 1, and (11.18) hold. Then
there exists an hg > 0 such that, for all h < hg and all A € K.()\g), the problem
(11.21a,b) has a unique solution u" = u"()\) which satisfies the additional con-
ditions (11.21c). Further there exists a C' independent of h, A, and f (") such that
[ulv < CllfP |y,

As soon as Ef(\,) # E*(Xo), f in (11.19b) does not necessarily satisfy
(11.21b). If e** € E;(M\,)\{0} is known, one can construct

(f?e*h)o *h

fM = Qunf = f— et (11.22)

(e*h,e*h)o

) satisfies (11.21b), since Q., is the orthogonal projection onto Er(An)*.
Exercise 11.31. Besides (11.10) assume that

ul E*(N), dimE(X\) =dimE,(\p) =1, ey =1, (e e™)=1.
Show that

* 1y 3 _ gl
dw Vi B ) = nf =y

<O |l Vi) + [ulgagey | in e = e*llisco

< O [d(u, Vi) + [lully d(e™, E*(Xo))] -
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Theorem 11.32. Let (11.4a—c), (11.10), dim E(\o) =dim Ey, (A\y) =1, and (11.18)
hold. Let h be sufficiently small such that (following Remark 11.30) the problem
(11.21a—c) is solvable. For the solutions u and u" of (11.19a—c) and (11.21a—c)
with ") in (11.22) the error estimate

u" =, < C[du, Vi) + [ flly d(e™”, E*(Xo))] (11.23)
holds with C' independent of f, f"), and h.

Proof. The proof of Theorem 8.21 (Céa lemma) has to be modified. From (11.19a)
and (11.21a) follows

ax(u —u,v) = (f™ — f,0) forallv € V.

Let v,w € V}, be arbitrary except the side conditions |[v||,, = 1 and wLEj} ().
Then

ax(u —w,v) = ax([u" = u] + [u— w],0) = (f) = f,0)0 + ax(u— w,v)

can be estimated by
jax(@" = w,v)| < [f* = fllv: + C llu—w]y, .

Definition (11.22) of f(") yields || (") — f|lv+ < C'|(f,e*")o] = C'|(f,e*" —e*)o]
for all e* € E*()\g), hence

1F5 = Fllve < C' | fllys d(e™, E*(Mo)).

Using &p(A) > n >0 (A € K,.(\o)) according to Lemma 11.21), we can
bound |[u” — w||y by

1 h C/ *h * C
- sup lax(u"—w,v)| < —|[flly, d(e™™, E*(Xo))+—|lu — wlly, .
N weViNE;: (An),llwlly, =1 n n

|lu—w]||\, is treated by Exercise 11.31 and ||ul[,, <C'|| f||,,, - The triangle inequality
o = ally < [l =l + =l

C/ * * C
SnHﬂwdwﬂE(MD+<1+nwmwm

yields the assertion. u

Corollary 11.33. If additionally the assumptions v € H!T5(£2), (11.16a), and
d(u, V) < Ch® |u|,, , hold then (11.23) yields the estimate

o~y < OB el ooy
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It remains to add the proof of Theorem 11.27.

Proof of Theorem 11.27. For e € E()\g) there exists " € Ej()\,) with f =
e — e LE*(\) and |f|; = | f|l,, < Ch® = Ch. According to Remark 11.28
the problem ay,(v,w) = (v, f)o has a solution w L E*(\g) for all v € V.
The assumption of regularity yields w € H?(£2), |w|, < C|f], such that w" € V,
exists with w” L Ef(An), |w —w"|, < Chlw|, < C'h|f],. The value

ako(fvwh) = Q) (6’, wh) - ako(ehfwh) =0- a)\o(eh wh)
= (Ao—An) ("o —ax, (" w") = (No—n) (")

can be bounded by Ch?|w"|ole"|o < C'h?|f], (cf. (11.17)). From

15 = (£ Do = arg(frw) = any (£, = w") + (ho = M) (¢, w")g
<C[ChIfly 1 flg+ 12 IS

and |f|, < Ch one infers |f|, < C’h?. The same method is then applied to
le* — e*". ]

11.3 Discretisation by Difference Methods

In the following we limit ourselves to the case of a difference operator of the order
2m = 2. The differential equation Lu = f with homogeneous Dirichlet boundary
condition is replaced, as in Chapters 4 and 5, by the difference equation Lyuy, = fp.
The eigenvalue equations Le = e, L*e* = \e* are discretised by

Lnen = Anen, Lier = Mer. (11.24)

In the following | - |; for i = —1,0,1,2 denotes the continuous or discrete
Sobolev norm depending on the context. The general assumptions of the following
analysis are:

V = H} (), 2 € C"! bounded, (11.252)
a(u,v) = (Lu,v)o is HE(£2)-coercive, (11.25b)
|Ln Ry — RhL\,leg < Ch (consistency condition). (11.25¢)

Condition (11.25¢) has been discussed in §9.3.2. Assume furthermore that L is
H}-coercive. For suitable y € R

Lyp:=1Lp—pl (I: identity matrix)
is thus H}-regular:

(Lynvnsvn)y > Cplunl;  forall vy, (11.25d)
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Furthermore, let
L, :=L—ul be H?*(02)regular, (11.25¢)

ie., |L;1\2<_0 < C. The boundedness of L and L; reads

IL|_1 oy <C,  |Ln|_y o, <C. (11.25f)

In (9.53a,b) we have introduced prolongations P, : L2 — L*(R?) and P, : L? —
L2(£2). Now we need a mapping Py, : H} — H}(82) (cf. Footnote 9 on page 297):

ey o J Prun(x) if K a(x) C 92,
u(x) = {0 otherwise,

Pyup(x) == (ofoja) (x) (x € ),

where K, 5(x) = {y € R? : [[x—yl|l < h/2}, Py, is defined according to
(9.53b), and oo} according to (9.38). Check that Ppuy, € H} () and

|Prlyq < C. (11.25¢g)
Let Ry, and Ry, be defined as in (9.39a,b). They satisfy

|Rulgo < C, |Rp|q < C, |Rp o0 < C. (11.25h)

Exercise 11.34. Show that:

|Rp, — Rh|0<—1 < Ch, |I = RyPplo1 < Ch, |P; — Rploe1 < Ch, (11.251)
I — P Paloc1 < Ch, |I — RyPyloc1 < Ch, [I—RjRyloc1 < Ch. (11.25))

The first inequality in (11.25j) is equivalent to
|(Phuh, thh)o - (uh, Uh)0| S Ch |uh|0 |Uh|1 . (1125J*)
Hint: Exercise 9.46, Corollary 6.62, and Lemma 9.49.

Lemma 11.35. Let (11.25a,c,g—i) hold. (a) It is true that
lim |u — Py Rpu|y = lim |u—R} Ryuly =0 forall u € HY (), (11.25k)
h—0 h—0
Jim \(Ry, — Rp)ulo =0 forallu € L*(0), (11.251)
—
T |[Ln xR — RipLyJul-1 =0  forallu€ H}(2), A€ C.  (11.25m)
—

(b) If u € Hg(£2) and limy,_,¢ |Rpu|, = 0 then u = 0.

Proof. (a) The proof of (11.25k,m) follows the same pattern, whigh will be demon-
strated for the case of (11.251). For € > 0 one has to show |(R, — Rp)u| < ¢
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for h < h(e). Since Hg({2) is dense in L*({2) there exists a @& € Hg({2) with
lu — @l §V m such that |(R, — Ry)(u — @)|o < 5. By (11.25i) there
follows |(Rp, — Rp)ulo < Chlu|, < § for h < h(e) := ¢/[2C |al,]. Altogether
this gives |(Ry, — Rp)ulo < e.

(b) From (11.25k) one infers 0 = limy,_.o(Rpu, Piu)o = limp_,o(PrRpu, u)o
= (u,u)o thus u = 0. |

Exercise 11.36. Let A, := I — 9,0, — 0,0, and A := I — A. Show that

ulf = (Au,u),, lunl? = (Anun, un)y
w2, = (v,w), forw e H™1(2) and v = A~ 'w € H}(92),
lwp|? 1 = (vn,wp), for wy, € H; ' and vy, = A} 'wy, € H},

limy, o |(Ap Ry, — RpA)u|_1 =0 forallu € HE(2).

The following analysis is tailored to the properties of the difference methods
under discussion. We have tried to avoid a more abstract theory that is applicable to
finite elements as well as difference methods. This kind of approach can be found
in Stummel [277] and Chatelin [66].

The variable wy,(A) is now defined by

wh()\) = inf sup |(L>\7huh,vh)0| = inf \thuh\_l.
lun1=1 |y, |, =1 [unl1=1

As in Exercise 11.9 we have

0 if A\ is an eigenvalue of Ly,
1/|Lx nl1—1 otherwise.

o) = {

The analogue of Lemma 11.12 reads as follows.

Lemma 11.37. Let K C C be compact. Let (11.25a—d,f) hold. Then there exist
variables C > 0 and n(h) — 0 (h — 0), independent of A € K, such that

wp(A) > Cw(A) —n(h), w(A) > Cwp(A) —n(h) forall \e K, h>0. (11.26)
Proof. (i) Since K is compact, w(A) is continuous, and wy, () is equicontinuous in

A, it is sufficient to show that limy, .o wn(A) > Cw(N), w(A) > Climy,_own(N)
forall A € K with C > 0.

(ii) Define for A € K and wj, with |uy|; = 1 and |Ly pun|_; = wi(X) the
variables

w:= Ppup, zp:=(A—p) L;lhuh,, z:=(A—p) L;luh with g from (11.25e).

Without loss of generality it can be assumed that ¢ K . We have
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|u — 2|, = |Pn (un — 2n) + Prnzn — 2|y < |Pulicq [un — 2aly + [Przn — 2]y,
|thh — Z|1 = ‘Ph [Zh - ha] — [I — Pth]Z|1

< |Pulyy A=l | Ly L [BiLy— Ly n Ru) Ly, ut L [T— Ry Pouy, )
+|[I - PyRp)z|; =0 for h =0
(cf. (11.25g,j,m)) so that
lup, — 2|, > Crlu—2]; —o(1) with C; > 0. (11.27a)
As in (11.8d) one obtains
|u—z|; > Cow(X)|ul, with Cy > 0. (11.27b)
From

wWi(X) = |Lapun|-1 = |Lypun + (1 — A) up|—1

Y

(L + (1= X upyup)g = — i — N unls + (Lyptn, un),
—Cy lunly + C lun|f = =C lunls + C

Y

with C,, := max{|p — Al : A € K} > 0 follows
lunls = €t [C = wr(N)] -
0 /

Either wy,(\) > < from which the statement results directly, or w;(\) <
which yields

lunly = Co = Co |unl, with  Cp :=1/Cg/(2C,).

We want to show that there exists hg > 0 and Cp = Cp(Cj) such that
|uh|1 <Cp \Phuh\l for all uj, with \uh|0 > Cy |uh|1 and h < hg. (11.27¢)

The negation of (11.27¢c) reads: there exists u, with |uy|, = 1, |us|, > Co, and
|Phuh|1 —0 (h — 0). From |RhPhuh|O < |RhPhuh|1 <C |Phuh|1 — 0 and

|uh — thhuh|0 S ‘I* RhPh|0<_1 |uh|1 S Ch—0

follows |up|, — 0 in contrast to |up|, > Co. Thus we have (11.27¢).

Together with L, p,(ur, — 2n) = L nup , (11.25d) and (11.27a—c) yield the first
of the inequalities (11.26):

wi(A) = |Lapun|-1 = |Lun (up — 21) -1 > Crlup — 20|11
> CgCilu—z]1 —o(1) > CrC1Cow(N)|u|1 — o(1) > Cw(A) —o(1)

with C := CEclcg/CP > 0.
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(iii) Let € > 0 be arbitrary; u € H}(§2) with |u|; = 1 can be selected such that
w(A) > |Lyu|_; —e. Set up, := Rpu. According to Exercise 11.36 it holds that

|Lyul?y = (v, Lyu), for v:=A"'Lyu € H}(2), where A=1— A,

(
|LA,huh|31 = (UhaL)\,huh)O for vy, = A;IL)\’huh.

From
Rpv — vy, = A [ApRy, — RpA] A7 Lyu+ A, [Rp Ly — Ly p R u — 0,
RhL)\u — L;Hhuh = [RhL/\ — L)\’th} u — 0,
(v, Lau)g — (Rpv, RpLau), = ([I — Ry Rp] v, Lyu),, — 0

for h — 0 (cf. (11.25m,k)), one infers |Ly pupn|-1 — |Lau|—1 and
W(A) > [Lyu|_y — € > |Lapun|_y —€ —0(1) > wp(A) —e —o(1) (h—0)

for each € > 0. Thus w(\) > limy_.owp, () has been proved. n

Conclusion 11.38. Under the assumptions of Lemma 11.37 the following holds:
If there exists L;l for all A € K then there exists an hg > 0 such that Ly )
forall X € K and h < hg is H}-regular:

Sup{’L;\}lh(——l : )\ € K7 h S hO} S C

Proof. We have assumed w(\) > 0in K so max{w(\) : A € K} =:n > 0.
Choose hg according to Lemma 11.37 such that wj,(A) > Cw(X) — 3Cn > 5Cn
for b < ho. Then |Ly ;11 < 2/(Cn) forall A € K, h < h. n

The proof of Theorem 11.13 can be carried over without change.

Theorem 11.39. Assume (11.25a—d,f). If A\, (h — 0) are discrete eigenvalues of
problem (11.24) with \;, — Ao then \g is an eigenvalue of (11.2a).

Lemma 11.14 and Theorem 11.15 can also be carried over without changes.

Theorem 11.40. Let (11.25a—d,f) hold. Let Ao be an eigenvalue of (11.2a). Then
there exist discrete eigenvalues \p, of (11.24) [for all h] such that limy,_,g A\p, = Ag.

Theorem 11.41. Let (11.25a—d,f) hold. Let e} be discrete eigenfunctions with
lenl; = 1 for A\p, where X\, — Ao (h — 0). Then there exists a subsequence
en, such that Py ey, converges in H}(2) to an eigenfunction 0 # e € E()\o).
Further, we have e, — Rp,el; — 0.

Proof. Because of |Phep|; < C (cf. (11.25g)) the functions el .= Pyep, are
uniformly bounded. H}(§2) is compactly embedded in L?(§2) (cf. (11.25a) and
Theorem 6.86a) such that a subsequence e’ converges in L?({2) to an L?({2):
|ehi — 6’0 — 0. We have in particular

|Rne —enly < |Rn (e —en) — (RnPr —I)enly — 0 (h=h; = 0).
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Estimate (11.25c¢) yields

|Rnz — 21|y < |Rnz — znly < Chlel, — 0
for z:=(No—p)Ly'e, 2= (No—p) L;}IRhe.

From L, (21 — €)= (Ao — ) (Rne — en) + (A, — Ao)en, — 0 in H, ' follows
|z —en|; — 0 such that |Ry (e — )|, — 0 (h = h; — 0) results. Lemma 11.35b
shows that e = z € H}(£2), and e = 0 is excluded because of |lim Ry e|, =
|limey, |, = 1. [

Theorem 11.42. Let (11.25a—d,f) hold. Let e}, be the solution of the discrete eigen-
value problem L} e} = Xhe,*l with |e}|, = 1, lim,_,0 Ay = Ao. Then there exists
a subsequence e} such that Pyej  in HL(82) converges to an eigenfunction
0 # e* € E*(Xo). Furthermore, |e; — Ry e*|1 — 0.

Proof Sketch. The proof is not analogous to that of Theorem 11.41 since the
consistency condition (11.25a,m) does not necessarily imply the corresponding
statements for the adjoint operators. One has to carry out the following steps:

(i) e*h == Pye;, — e* converges in L?(§2) for a subsequence h = h; — 0.

(if) For z = (Ao — 1) L,j‘le* and zp, := (Ao — 1) L;;lle;; the following holds:
2= Rz = o —p) L [(e* —Rje}) + (RiL%, — LLR}) L;jhle;} .
For each v € L?({2) we obtain

(L;lv, e* — 62)0 + ([P;: — Rh] L;lv,e}:)o }
—0

(’U,Z — R;Zh)o =(Xo—p) { + (L;lh [Lu,th — RhLM] L;ly,e;‘L)O

for h = h; — 0 (cf. (11.25i,c)).
(iii) [zn —ej, - 0 may be inferred from L7 ; (2, — €;,) = (Ao—An)ej, — 0.
In particular, (v, R}z, — Rief)o— 0 foreach v € L?(2).

(iv) (v, Rie; — Riel)o = ([Rn — Rplv,ef)o — 0 for each v € L2(2)
(cf. (11.251)).

(v) (v, Ryej —e*)g — 0 foreach h = h; — 0.
(vi) From (ii) and (v) follows (v,z — e*)o = 0, thus z = e* € E*()\g), where
e* #0. ]

Exercise 11.43. Carry over Exercise 11.17 to the present situation.

In Lemma 11.21 &, () is defined. Now set

Vi i= {un : (un, ef)y =0} = {e;}, rer =Anel,  An— Ao,

wp(X) = inf  sup  [(Lanun,vn)g / (lunly lvaly)] -
0F#upeVy O;ﬁ’U}LGVh
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A basic condition for the following is

dim E,(A\p) =1, Ep(A\n) =span{en}, Ej(A\n) =span{e;}.  (11.28)
Here
En(\p) := {uh cH}: Lhuh:)\huh}, E;(Ap) = {uh € H}IL : LZuh:Xhuh}.
Exercise 11.43 shows that (11.28) is valid for h < hg if dim E()\g) = 1.

Lemma 11.44. Let (11.25a—d,f), dim E(A\g) = 1, and (11.10) hold. Then there
exist hg > 0 and a C > 0 that is independent of h < hg and A € C such that
Wp(A) > Cwi(X) for h < ho. If ¢ > 0 and h are sufficiently small then
Wp(A) =1 >0 forall |\—Xo| <e.

Proof. (i) There exists a C' > 0 such that
lop, + aey |y > |unl, /C forall v, € Vi, a € C, h > 0.

For fixed h the quotient space norm |[|vy,[||; := inf{|v, + ae}|, : @ € C} and ||,
are two norms on Vj,. Because of the equivalence of norms in finite-dimensional
vector spaces, the above inequality holds with C' = C'(h) possibly depending on h.
It remains to investigate the behaviour of C' for h — 0.

; ‘,|1 =1,
1 — 0. For a subsequence of {h;}

€ C, wp, == vp, +aiey , |wp,
o =, Pyop, =", and Pye; —e*#£0 in L*(02),
Ppwp, = w* :=0v" +a'e" =0
converge. From
0= (vn;€h,) = (vnis [ = P, Pn) €5,) g + (Pu,on,, Puer, ), = (v,€5)g

one infers (v*,e*)g = 0, a* = (w*, e*)o/(e*,e*)o = 0, v* = 0. The contradiction
results from 1 = lim |vy, |, = lim |wy, |; = 0.

(b) The rest of the proof runs as in Lemma 11.21. [

Lemma 11.45. Let (11.25a-m), dim E(\o) = 1, and (11.10) hold. One may choose
0# e € E(\) and ey, € Ey () so that

|Rpe —enl; < Clh+|Xo — Anl] forall h > 0.

Proof. We have that e = (Ao — p)L,'e € H?(£2) N Hg(£2). Assume also that

= (Ao — )L the The inequality (9.49) implies |Rye — 2|, < Chlel,.
For sufficiently small h we have (ep, e}) # 0 so that one can scale e;, such that
(en — zn, €})o = 0. From
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Ly (en —z1) = (A — Xo) Rne + (A — p1) (2 — Rpe)
= (An = o) Rne + (Aw — ) [(2n — Rie) + (Ry — R)e]

one infers that |e, — zp|; < C[ [An — ol + h] (cf. Lemma 11.44) since
[(Rn — Bnel 1 = O(h).

The statement follows from this. [ ]

Lemma 11.46. Under the assumptions of Lemma 11.45 we have the inequality
[An = Aol < Ch.

Proof. Choose ey, e}, such that (Rpe — ey, €} )o = (ep, Rne* — €} ) = 0. For the
Rayleigh quotient \j, := (Lj Rpe, Rpe*)o/(Rre, Rpe*)o we then have

[Ah = Anl < C|Rye —enly [Rne* —€jly < en[h+[An — Aol
with €, := C'|Rpe* — ej|, . From (11.25c¢,j) one infers that

(LnRnpe, Rpe*), — (Le,e"),

= ([LnRn — RuL] e, Rpe*)  + (Le, [Ry Ry, — 1] €)= O(h)
and |\, — Ag| = O(R) such that [\, — Ag| < Ch + &5 |\ — Ao|. For sufficiently
small h we have ¢, < % (cf. Theorem 11.42, Exercise 11.43) thus |\, — A\g| <
2Ch. ]

Lemmata 11.45 and 11.46 give the next theorem.

Theorem 11.47. Let (11.25a—m), E(\o) = span{e}, and (11.10) hold. For all
h >0 there exists ey, € Ey(A) with |Rpe —ep|; < Ch.

Since |Rpe* —ej]; = o(l) oreven |Rpe* —ej|;, = O(h), according to
Theorem 11.24 one expects that |[A\g — A,| = o(h) [resp. O(h?)]. In general,
this estimate is false as the following counterexample shows.

Example 11.48. The eigenvalue problem —u” + v’ = Au in 2 = (0,1) with
u(0) = u(1) = 0 has the solution u(x) = exp(z/2)sin(mzx). The eigenvalue is
Ao = 72 + 1/4. One calculates that the discretisation —9~9Tu + dtu = \u
has the eigenvalue

Ap=2h"?[1 — cos(rh) cosh(Ah) — isin(rh) sinh(Ah)] + k™" [ — 1]

1 1-3n? log(1 — h)
— 2y =
=724+ TR

2 : —
1 5 h+ O(h?) with A :=

such that |[Ag — Ax| turns out no better than O(h).
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11.4 Further Remarks

In the quantitative error estimates of §11.2.3 we often assumed that the eigenvalue
is simple. The discussion of multiple eigenvalues can be found in BabuSka—Osborn
[17, 18, 19].

A-posteriori error estimates and adaptive discretisations of boundary-value
problems are mentioned in §8.7. Concerning corresponding investigations for
eigenvalue problems we refer to Larson [182], Heuveline-Rannacher [151, 152],
and Giani—GrubiSi¢—Miedlar—Ovall [114].

The constants in the error estimates of §11.2.3 are valid for a fixed eigenpair
(A, en). They are not uniform for all eigenvalues. The larger the eigenvalue Ay, the
worse is the approximation. Statements about the concrete quantitative behaviour
are given by Sauter [249] and Yserentant [314].

Example 11.4 explicitly describes the eigenvalues \,,, of the Laplace operator in

the unit square. Given some bound / one may ask about the number of eigenvalues
with A, < A (counted with respect of their multiplicity).

Exercise 11.49. #{(v, p) : (V2 + p®)7* < A: v,u € N} < 2 is the number of
eigenvalues below A for the above eigenvalue problem.

This result about the asymptotic eigenvalue distribution can be generalised. Let
N(A) be the number of all eigenvalues A of a selfadjoint elliptic operators in
2 C R™ with A < A Then there holds

lim N4

Aoo AN/2 =

with a constant C' depending on the spatial dimension n and the volume of {2 (cf.
Weyl [304], Courant—Hilbert [78, page 442], Levendorskii [192, Theorem 13.1]).



Chapter 12
Stokes Equations

Abstract Besides differential equations of second or higher order there are systems
of ¢ differential equations for ¢ scalar functions. In Section 12.1 we present the
systems of the Stokes and Lamé equations as particular examples and define the
ellipticity of such systems. Section 12.2 starts with the variational formulation of
Stokes’ equations. The saddle-point structure is discussed in §12.2.2. Solvability
of general saddle-point problems is analysed in §12.2.3. The corresponding con-
ditions are verified for the Stokes equations. A reinterpretation in §12.2.5 leads to
a Vp-elliptic problem in a special subspace V. In Section 12.3 the finite-element
discretisation is studied. Special inf-sup conditions are to be satisfied since other-
wise the problem is not solvable or unstable. Examples of stable finite elements are
presented in §12.3.3.

12.1 Elliptic Systems of Differential Equations

In Example 1.11 we have already stated the Stokes equations for 2 C R?:

—Auy + 9p/0x1 = fi, (12.1a1)
—Aug + Ip/0xs = fo, (12.1a9)
—6u1/8x1 — 8UQ/831‘2 =0. (121b)

In the case of 2 C R? another equation —Auz + dp/dx3 = f3 needs to be added,
and the left-hand side of (12.1b) must be supplemented by —dug/dxs. A represen-
tation independent of the dimension can be obtained if one takes together (uy, us)
[resp. (u1,us2,us3)] as a vector-valued function wu satisfying the equations

—Au+Vp=f in 2, (12.2a)
—dive =0 in 2, (12.2b)

Here, div is the divergence operator
© Springer-Verlag GmbH Germany 2017 355
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n
ﬁui
divu =

and n is both the dimension of {2 C R™ and the number of components of u(x) €
R™. Only n < 3 is of physical interest here. In fluid mechanics the Stokes equation
describes the flow of an incompressible medium (neglecting the inertial terms) and
describes the velocity field. With x € R™, u;(x) is the velocity of the medium in
the x; direction; the function p denotes the pressure.

Including the inertial terms, we are led to the Navier—Stokes equations. This
system combines even three difficulties: the indefinite structure of the Stokes sys-
tem, the nonlinearity, and the singular perturbation (cf. §10.2) for high Reynolds
numbers. Monographs on this subject — including the Stokes system — are John
[161], Girault-Raviart [117], LadyZenskaja [179, 178], Marion-Temam [200],
Temam [282, 281], and Thomasset [284].

Up to now we have not formulated any boundary conditions. In the following we
limit ourselves to Dirichlet boundary values:

u=0 on I'. (12.3)

This implies that the flow vanishes at the boundary. No boundary condition is given
for p. Since both the pairs (u,p) and (u,p + const) for any value of const satisfy
the Stokes equations (12.2a,b), (12.3), one obtains the following statement.

Remark 12.1. p is determined only up to a constant by the Stokes equation (12.2a,b)
and the boundary conditions (12.3).

The Stokes equations have been chosen as an example of a system of differential
equations. It remains to investigate whether equation (12.2a,b) is elliptic in a sense
yet to be defined. Even though the functions wu;, for given p, are solutions of the
elliptic Poisson equations —Au; = f; — Op/0dx;, in determining p, (12.2a,b) do
not provide an elliptic equation, in any current sense of elliptic.

A general system of ¢ differential equations for ¢ functions u, ..., u, can be
written in the form

q
> Ljuj=fi inQCR* (1<i<q) (12.42)
j=1

with the differential operators

Lij= Y cD* (1<ij<q). (12.4b)

la| <kij

The equations (12.4a) are summarised as Lu = f where L is the matrix (L;;) of
differential operators and u = (u1,...,u,)", f = (f1,..., f;)". The order of the

operator L;; is at most k;;. Let the numbers m, ..., mg, m;-, e m; be chosen so
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that!
kij=mi+m;  (1<i,5<q). (12.5)

As the principal part of L;; one defines LZ = > ca D®. The character-

. . . . . = : /A
istic polynomial associated with L;; reads: laf=mitm;

e = Y caldE’  (EcR xc0)
la|=m;+m/

and forms the matrix-valued function

LY (&%) = (Li;(&x))

i=lg

Agmon-Douglis—Nirenberg [4] generalise the notion of ellipticity to a system as
follows.

Definition 12.2. Let (12.5) hold for m;, m/;. The differential operator L = (L)
is said to be elliptic in x € (2 if

det LY (¢;x) #0  forall 0 # & € R™. (12.6a)
L is said to be uniformly elliptic in {2 if there exists an £ > 0 such that

forallx € 2, £ € R"

q
with 2m := > (m; +m}).
i=1

|det L7 (&;x)| > ¢ [¢]*™ (12.6b)

To be more precise one should call L elliptic with indices m;, m;-, since the
definition does depend on m;, ms In connection with this problem, as well as for
an additional condition for x € I, ¢ = 2, see the original paper of Agmon-
Douglis—Nirenberg [4]. Further information on this subject can be found in Cosner
[75].

Exercise 12.3. (a) Show that the numbers m;, m;» are not unique. If m; and m;
satisfy the inequality (12.5), then so do m; —k and ms +k for any k. The definition
of L, is independent of k.

(b) Show that for ¢ = 1, i.e., for the case of a single equation one recovers from
(12.6a) the Definitions 1.14a [resp. (5.4a)]; (12.6b) corresponds to (5.4b).

(c) For a first-order system (i.e., k;; = 1, m; = 1, m; = 0), (12.6a) coincides with
Definition 1.18.

In order to describe the Stokes equations in the form (12.4a,b) we set

q::n+17 u:(/ltl7""un7p)T7 f:(f17"'7fn70)T7
Lii = —A, Liq = _Lqi = 8/83&1 for 1 <1< n, L” =0 otherwise.

L If ki; <m; + m}, replace k;; by kzgj =m; + m} and set co := 0 for k;; < |af < k;J
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The orders are kj; = 2, kijqg = kgs = 1 (i < n), k;; = 0 otherwise. The numbers
, 1 forl<i<n=gq-—1,
v 0 fori=gq

satisfy (12.5). L coincides with L;; and is independent of x:

LE@E) =€, LL(&) =—-LE(€) =¢ fori<n, LL(€) =0 otherwise.

From this we see

— l¢f? &1
|det L” (&;x)| = | det e = |&]*™  with 2m = 2n,
& ... =&, O

so that (12.6b) is satisfied, with € = 1.

Exercise 12.4 (Lamé system). In elasticity theory? the so-called displacement
function u : 2 C R? — R? is described by the Lamé system:

pAu+ (A + p) graddive = f in £2, u=¢ onl

(t, A > 0). Show that thls system of three equations is uniformly elliptic, in
particular: |det L7 (€)] = p(2u + \) €]°.

For the treatment of Stokes equations we will use a variational formulation in the
next section. For reasons of completeness we point out the following transformation.

Remark 12.5. Let n = 2 and thus u = (uq, u2). Because divu = 0 holds for
the Stokes solution there exists a so-called stream function & with

oo 0P

Uy = — Ug = ———.
8.1‘27 63;1

Insertion in equations (12.1a;,as) results in the biharmonic equation

A= 02 0N
8$1 6.1?2
The boundary condition (12.3) means V@ =0 on I'. This is equivalent to 9$/On =0
and /0t = 0 on I" where 0/0¢t is the tangential derivative. 0®/0t = 0 im-
plies @ = const on I'. Since the constant may be chosen arbitrarily, one sets
¢ =0P/0n=0on I.

2 A detailed discussion of the various differential equations in elasticity theory can be found in
Braess [45, Chapter VI, §3].
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12.2 Variational Formulation

12.2.1 Weak Formulation of the Stokes Equations

Since u = (uq,. .., uy,) is a vector-valued function, we introduce
H{(02) := H}(2) x H}(2) x ... x Hi($2) (n-fold product) .

A corresponding definition holds for H~1(§2), H?(£2), etc. The norm associated
with H{(£2) will again be denoted by |-|, in the following.

According to Remark 12.1 the pressure component p of the Stokes problem is not
uniquely determined. In order to determine uniquely the constant in p = p + const,
we standardise p by the requirement |, o pdx = 0. That is the reason why in the
following p will always belong to the subspace L2(§2) C L?(£2):3

1) = {pe 22@): [ sixax=o}.

To derive the weak formulation we proceed as in Section 7.1 and assume that u and
p are classical solutions of the Stokes problem (12.2a,b). Multiplication of the i-th
equation in (12.2a) with v; € C3°(£2) and subsequent integration implies that

/ fi(x)vi(x)dXZ/ [—Au;(x) + Op(x)/0x;] vi(x)dx (12.7)
Q 7

= [ V(). Vi) = px)us(x)/0aildx  forvs € CF(9)
with v = (v;);_, . Summation over i now gives

/ [(Vu(x), Vu(x)) — p(x) divo(x)]dx = / (f(x),v(x))dx,
Q Q

where the abbreviation

- 2 8ui a’Ui
(Vu, Vo) := Z Vu;, Vv;) := Z 9z, O,
i=1 i j=1

is used. Equation (12.2b) is then multiplied with some ¢ € L3({2) and integrated,
giving

—/ q(x)divu(x) =0  forall g € L3(92).
0

With the bilinear forms

3 Often, L2(£2) /R is written instead of L2 ({2). This denotes the quotient space of L2 ({2) over the
constant functions. L2(£2)/Ris 1som0rphlc to L2(42). The quotient space norm of an equivalence
class ' € L%(2)/R 001n01des with the L2 norm of the representative f € L2(£2) of F.
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a(u,v) ::/ [(Vu(x), Vu(x)) —p(x) divo(x)] dx for u,v € HY(£2), (12.8a)
Q
b(p,v) := 7/ p(x)dive(x)dx  for p € L3(2), v € H() (12.8b)
Q

we obtain the weak formulation of the Stokes problem as (12.9a—c):

find we€ Hy(2) and pe L(£2) such that (12.92)

a(u,v) + b(p,v) = f(v) := / (f(x),v(x))dx for all v € H}(£2), (12.9b)
o

b(q,u) =0 forall ¢ € L2(£2). (12.9¢c)

In (12.9b) we first replace ‘v € H}(£2)’ by ‘v € C§°(£2)’. Since both sides of
(12.9b) depend continuously on v € HE(£2) and since C§°(£2) is dense in H} (£2),
(12.9b) follows for all v € HE(£2).

Remark 12.6. A classical solution u € C?(2) N H}(£2), p € C1(£2) N LE(2)
of the Stokes problem (12.2a,b), (12.3) is also a weak solution, i.e., a solution of
(12.9a—). If conversely (12.9a—c) has a solution with u € C?(£2), p € C1(02),
then it is also the classical solution of the boundary-value problem (12.2a,b), (12.3).

Proof. (a) The above considerations prove the first part.

(b) Equation (12.9¢) implies divu = 0. Let¢ € {1,...,n}. In equation (12.9b)
one can choose v with v; € C§°(2), v; = 0 for j # 4. Integration by parts recovers
(12.7) and hence the ¢-th equation in (12.2a). [ |

12.2.2 Saddle-Point Problems

The situation in (12.9a—c) is a special case of the following problem. We replace the
spaces H} (£2) and L3(£2) in (12.9a—c) by two Hilbert spaces V and W. Let

a(-,-): VxV — R be acontinuous bilinear form on V' x V, (12.10a)
b(,-) : WxV — R be a continuous bilinear form on W x V, (12.10b)
fHEV,  freW. (12.10¢)

In generalisation of (6.42) we call b(-,-) : WxV — R continuous (or bounded),
if there exists a C, € R such that

|b(w,v)| < Cy ||wly vy forallw e W, v e V.
The objective of this chapter is to solve the problem (12.11):

a(v,z)+b(w,x) = fi(x) forallzeV,

by, v) — holy) foranyew. >

find veV and we W with {

Formally, (12.11) can be transformed to the form
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find v € X with c(u,z) = f(z) forallze€ X (12.12a)

ifonesets: X :=V x W and

s =™ oo (2 G oo

Exercise 12.7. Show that (a) ¢(+,-) : X x X — R is a continuous bilinear form.
(b) Problems (12.11) and (12.12a,b) are equivalent.

That the variational problems (12.11) and (12.12a) must be handled differently
than in Chapter 7 is made clear by the following statement which follows from
c(u,u) =0 forall u = (g)

Remark 12.8. The bilinear form c¢(-,-) in (12.12b) cannot be X -elliptic.

In analogy to (6.47) we set
J(v,w) = a(v,v) + 2b(w,v) — 2f1(v) — 2f2(w),
and therefore J(v,w) = c(u,u) — 2f(u) foru = (V). Forv € V,w € W we
know J (v, w) is neither bounded below nor above. Therefore the solution v*, w*
of (12.11) does not give a minimum of .J; however, under suitable conditions,

v*, w* may be a saddle point with the property (12.13), i.e., J is minimal with
respect of variations in V' and maximal for variations in W.

Theorem 12.9. Let (12.10a—c) hold. Let a(-,-) be symmetric and V-elliptic. The
pair v* € V and w* € W is a solution of the problem (12.11) if and only if

J*w) < Jw*w*) < J(v,w*)  forall we W, veV. (12.13)
Another equivalent characterisation is

J*,w*) = min J(v,w*) = max min J(v,w). (12.14)

Proof. (ia) Let v*, w* solve (12.11). Symmetry of a(-,-) gives

a(v* —v,v* —v) — 2a(v*,v* —v) = —a(v*,v*) — a(v,v*) + a(v*,v) + a(v,v)

= a(v,v) —a(v*,v*) forallv e V.
Let v := v* — v. The expression in brackets in
J(v,w*) = J(v*, w*) = a(dv, 6v) + 2[ a(v*, 6v) + b(w*, 6v) — f1(6v) |

vanishes because of (12.11). Since a(v* — v,v* —v) > 0 for all v* # v € V, the
second inequality in (12.13) follows. One also proves the converse as for Theorem
6.104: If J(v,w*) is minimal for v = v* then the first equation in (12.11) holds.



362 12 Stokes Equations
(ib) If v* is a solution of (12.11), then
J*,w*) = J(v*,w) =2 [b(w* —w,v*) — fo(w* —w)]

vanishes for all w, which proves the first part of (12.13) in the stronger form
J(v*,w) = J(v*,w*). For the reverse direction define wy = w* + w. The first
part of (12.13) implies

0< J(v*,w*) - J(U*7wﬂ:) =32 [b(’LU,’U*) - fQ(w)]
for both signs, and so b(w,v*) = fo(w). Since w € W is arbitrary, one obtains

(12.11).

(i1a) We set

Jj(w) = min J(v,w).

According to Theorem 6.104, j(w) = J(vy,w), where v,, € V is the solution
of the upper equation in (12.11). If v,, and v, are the solutions for w and w’, it
follows that

a(vy — vy, ) = F(x) = b(w — w', x) forall z € X.
Since [Py, < Cylw—w/ly and o, — vl < C |l one obtains

[vw — v ||y < Clw—w'||}, for all w,w’ € W. (12.15a)

(iib) By using the definition of v,, in (12.11) we can write:

= —2a(Vw, Vv — V*) + a(Vyy — V*, vy — V)
= [a(v*,v*) + 2b(w*, v*) — 2f1 (v*) — 2f2(w™) ]
— [a(Vw, V) + 2b(w, vy) — 2f1 (V) — 2f2(w) ]
=2[f1(v — v*) = b(w, vy — V*) — a(Vyy, Uy — V™) ]
+ a(vy — v*, 0 — V7)) + 2 [b(w* — w,v") — fo(w*—w)]
= a(vy — V5,0 — V) + 2[b(w* —w,v*) — fo(w* —w)].  (12.15b)

J(0*w*) = J (v, w) = (Since av”, ") — a(vw, vw) = >

(iic) Let (v*,w*) be a solution of (12.11). Because of the second equation in
(12.11) the expression in brackets in (12.15b) vanishes and we have

Jw*) = J (v, w) + a(vy, — v*, 0, — 0*) > J(vy, w) = j(w).
The upper equation in (12.11) gives v,,» = v*, and so
J(*, w*) = j(w*) = j
(v, w") = j(w*) = max j(w),

i.e., (12.14) holds.
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(iid) Now let (v*, w*) be a solution of (12.14). If in (12.15b) one sets w = w*
and v, = wy,+ one obtains from J(v*,w*) = j(w*) that v* = v,+. Hence
(Ve =", Uy —0*) = (V= Vi, Uy —Vy+ ) depends quadratically on [[w — w* ||,
(cf. (12.15a)). The variation over w := w* — Ay (A € R, y € W arbitrary) gives

0= i — M)laco = 2[bly,v") ~ ()],

and so the second equation in (12.11) is proved. The upper equation in (12.11) has
already been established with v* = vy« [

12.2.3 Existence and Uniqueness of the Solution of a Saddle-Point
Problem

To make the saddle-point problem (12.11) somewhat more transparent we introduce
the operators associated with the bilinear forms:

Ae L(V,V")  witha(v,x

)=
B e L(W,V'), B* e L(V,W’)
with b(w, z) = (Bw, z)y,/ .y = (0, B*T) oo »

CeL(X,X") withe(u,z) = (Cu,2) vy x forallu,z € X, (12.16¢c)

(Av, )y oy forallv,z € V, (12.16a)

(12.16b)

Thus problem (12.12a,b) now has the form C'u = f, while (12.11) can be written
as

Av+ Buw = fi, (12.17a)
B*v = f. (12.17b)

If one assumes the existence of A=! € L(V’, V), one can solve (12.17a) for v:
1 (f1 — Bw) (12.18a)
and substitute in (12.17b):
B*A™'Bw =B*A"'f, — fo. (12.18b)

The invertibility of A is in no way necessary for the solvability of the saddle-point
problem (the exact condition is discussed in Theorem 12.12). However, it does
simplify the analysis, and does hold true in the case of the Stokes problem.

Remark 12.10. (a) Under the assumptions
At e (v, V), B*A™'B e L(W',W),

the saddle-point problem (12.11) [resp. equations (12.17a,b)] are uniquely solvable.
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(b) A necessary condition for the existence of (B*A~1B)~! is
B e L(W,V') isinjective. (12.19)

Proof. (a) Under the assumption of (B*A~'B)~! € L(W’, W), (12.18b) is
uniquely solvable for w, and then (12.18a) yields wv.

(b) The injectivity of B*A~'B implies (12.19). [ |
Attention. In general, B : W — V' is not bijective so that the representation of
(B*A='B)~! as B~ AB*~! is not possible.

1-1
1 1

The example of the 3 x 3 matrix C' = { ;T g} with A = {_
B = {ﬂ shows that a system of the form (12.17a,b) can be solvable even with

] and

a singular matrix A. Therefore the assumption A~! € L(V’,V) is not necessary.
A closer look reveals the subspace

Vo :=ker(B*)={veV:bly,v)=0forally e W} CV, (12.20)

which, as we noted before, in general is not trivial. The kernel of a continuous
mapping is closed so that V, according to Lemma 6.15, can be represented as the
sum of orthogonal spaces:

V=VeaV, with V=) . (12.21a)

Exercise 12.11. Let (12.21a) hold. Show that (a) the dual space V' can be repre-
sented as
Vi=Vje V|, (12.21b)

where
Vg={v eV’ :v'(v)=0forallveV,},
Vi={ eV :v(v)=0forallve Vy}
are orthogonal spaces with respect to the dual norm ||-|| .
(b) The Riesz isomorphism Jy : V' — V/ maps Vj onto Vjj and V| onto V.
(c) The following holds:

forall v/ = vy + 0/ € V/,

2 /2 12
[V lly = llwolly: + 10
v ot v where v € Vj, v/ € V] .

The decompositions (12.21a,b) of V' and V' define a block decomposition of
the operator A:

A= |:A00 AOL :| with AOO S L(V07‘/O/)a AOJ_ S L(VJ_7‘/O/)7
Ao Ary |’ Ag€ L(V(),Vj_), A€ L(VL,VJ/_).

Here, for example, A is defined as follows:
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Agovg = vy forvg € Vp, if Avg = v+, vy € Vg, v € V].
The corresponding decomposition of B* into (B, BY ) is written as (0, B*), since

Bj = 0 according to the definition of Vj. Conversely, we have range(B) C V/,
so that B = (g). System (12.17a,b) thus becomes

Agovo + Agrvs = fio0, (12.22a)
Ajovo+ A 10 +Bw = f1, (12.22b)
B*v, — . (12.22¢)

where v =vg+v,, vo € Vo, vi € Vi, fi = fio+ fiL, floevol, flLEVJ/_.

Theorem 12.12. Let (12.10a—c) hold. Let Vy be defined by (12.20). A necessary
and sufficient condition for the unique solvability of the saddle-point problem
(12.11) forall f1 € V' is the existence of the inverses

Ay € L(Vy, Vo) and B~' e L(V],W). (12.23)

Proof. (1) (12.22a—) represents a staggered system of equations. (12.23) implies
B*~1 = (B~ € L(W',V,) so that one can solve (12.22¢c) for v, = B*7!f,.
vy € Vp is obtained from (12.22a): vy = Agol (f10 — Ao, v, ). Finally, w results
from (12.22b).

(ii) In order to show that (12.23) is necessary, we take f1o € V{j arbitrary, f1, =0
and fo = 0. By hypothesis here we have a solution (v, v, ,w) € Vo x V xW.
B*v, = 0 implies v, € V;, so that v, = 0 because Vo NV, = {0}. Thus
Aogovo = f10 has a unique solution vy € Vj for each f1p € V. Since Agg: Vo — Vj
is bijective and bounded, Theorem 6.12 shows that Ay, € L(Vg, Vo). If one
takes f1, € V| arbitrary and fi19 = 0, fo = 0, one infers v; = 0 and vy = 0,
so that Bw = f1 has a unique solution w € W. As we did for A, one also infers
that B~ € L(V|,W). ]

The formulation of conditions (12.23) in terms of the bilinear forms results in the
Babuska—Brezzi conditions (cf. Footnote 3 on page 153):

inf sup |a(vo, zo)| > a > 0, (12.24a)
vo€Vo, lvollv=1 goeVp, [|lzollv=1
sup |a(zo,v0)] > 0 forall 0#£ vy € Vo, (12.24b)
20 €Vy, |lzo||lv=1

inf sup |b(w, x)| > > 0. (12.24¢)
weW, wllw=1  zeV, |v|y=1

Exercise 12.13. Show that (12.24a) [resp. (12.24c¢)] are equivalent to

sup |a(vo, )| > allvollv for all vy € Vj,
20€ Vo, |lzo|lv=1
sup |b(w,z)| > Bllwllw forall w € W.

zeV, [Jv]lv=1
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Lemma 12.14. Let (12.10a,b) hold. Let Vi be defined by (12.20). Then conditions
(12.23) and (12.24a—c) are equivalent. Here we have

1456 Iveevy < 1/a, B lwev; <1/B.

Proof. Because of (12.21b) and b(w,x) = 0 for € Vj one can write (12.24c)
in the form

sup |b(w, x)| > B > 0. (12.24d)

inf
weW, lwllw=1 gev, |v|lv=1
For 0 # x € V| one has that x ¢ V{, therefore according to (12.20):
sup [b(w, z)] >0 forall 0 #z €V, . (12.24e)

weW, ||w||lw=1

As in the proof of Lemma 6.94, we obtain the equivalence of (12.24a,b) with
Aaol € L(V§,Vy) and of (12.24d,e) with B le L(V],W). [}

Corollary 12.15. (a) Condition (12.24b) becomes superfluous if a(-, -) is symmetric
on Vj x Vj orif Lemma 6.109 applies.

(b) Each of the following conditions is sufficient for (12.24a,b) and hence also for
Aaol € L(‘/O/a VO):
a(-,-) : Vox Vo — R is Vg-elliptic: a(vo, vo) > allvo||3 for all vgeVy, (12.25a)
a(,-): VxV =R is V-elliptic. (12.25b)

Proof. (a) As in Lemma 6.109.
(b) (12.25b) implies (12.25a); (12.25a) yields (12.24a,b). [

Exercise 12.16. Show that under the assumptions (12.10a), condition (12.23) is also
equivalent to the existence of C~! € L(X’, X) (cf. (12.16¢)). Find a bound for
[C™H | x+x+ in terms of || Agg' vy vy, [[Allvr v, and | B! lw vy -

12.2.4 Solvability and Regularity of the Stokes Problem

Conditions (12.24a,b) (i.e., Agol € L(Vy, Vb)) are easy to satisfy for the Stokes
problem.

Lemma 12.17. Let (2 be bounded. Then the forms (12.8a,b) describing the Stokes
problem satisfy the conditions (12.10a,b) and (12.24a,b).

Proof. (12.10a,b) is self-evident. According to Example 7.10, |, o(Vu, Vu)dx is
H{ (£2)-elliptic. From this follows the H{ (2)-ellipticity of a(, ). Corollary 12.15b
proves (12.24a,b). [ |
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It remains to prove condition (12.24c), which for the Stokes problem assumes
the form

sup
w€H}(2), |ul1=1

/ w(x) divu(x)dx| > Blw|y forall w € L3(2) (12.26a)
2

or equivalently
[Vwlleg-1(0) = Bllwllz2o) for all w € L3(02). (12.26b)

Lemma 12.18. Sufficient and necessary for (12.26a) is that for each w € L%(£2)
there exists u € H{(2) such that

w = divu, lul, < Flwlo- (12.26¢)

Proof. (i) For w € L3(£2) select u such that (12.26¢) holds and set @ := u/ |ul,.

The left-hand side in (12.26a) is > [, w(x) div a(x)dx = |w\(2J /|uly > B lw|,.
(ii) If (12.26a) holds one infers as in §12.2.3 the bijectivity of B* : V, — W

with || B*~1||y;, «w < 1/8. Therefore u:=B*~1w satisfies condition (12.26¢). m

Necas [211] proves the following theorem.

Theorem 12.19. Condition (12.26a) is satisfied if 2 € C°' is bounded. Under this
assumption, the Stokes problem

—Au+Vp=f, —divu=g inf2, u=0 onl (12.27)
has a unique solution (u,p) € H{(2)x L3(2) for f € H™Y(2) and g € L3(£2),
with

|u|1 + |p|0 <Cq [|f|71 + |g|0] :

Remark 12.20. Under the conditions that n = 2 and that 2 € C? is a bounded
domain, the existence proof can be carried out as follows.

Proof. We need to prove (12.26¢). For w € L3({2) solve

—Ap =w in {2, =0 onl.
Theorem 9.19 shows that ¢ € H?(£2). Since Vi € H'(£2) and n(z) € CY(I)
it follows that g := dp/dn € H'Y?(I") (cf. Theorem 6.58a). From (3.17) one
infers that [ gdI" = [, wdx = 0 since w € L§(12). Integration of g over I"
yields G € H3/?(I') with 0G/dt = g, where §/0t is the tangential derivative.

There exists a function v € H?(2) with v = G and 9v/0n = 0 on I' and
W], S CIGl3/0 < C'gly e < C" iply < C |wly. We set

Uy 1= =y — Py, Ug = —py + Yy .
Clearly, uy,uy € H'(£2). Let the normal direction at uy,us € H'(£2) be n(x) =

(Z;) The tangent direction is thus t(x) := (_"7221(3(2)) For u = (Z;) one obtains
9p O oG
(u,n) = —p,n1 — YyN1 — @y + Ppng = “on o =—g+ i =0,

<uat> = —@gN2 — ’(/}yn2 — Py + Yyng = —&P/at - 3¢/3n =0,
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since ¢ = 0 on ' implies dp/0t = 0, while 9v/0n = 0 holds by definition.
(u,n) = (u,t) = 0 yields u = 0 on I" such that u = (u1,u2)" € H}(£2) is
proved. One verifies that

divu = uy /0 + Quz /0y = (—Pue — 1/’3;96) + (*@yy + wry) =-Ap=w
with |ul; < |ely + 9], < Clw|, - ]

The above proof uses the H?2-regularity of the Poisson problem and requires
corresponding assumptions on {2. Theorem 12.19 also assumes 2 € C%!. Since
the Poisson equation —Awu = f is solvable for any domain {2 which is contained
in the ball K (0), or at least in a strip {x € R™ : |z;| < R}, resulting in the
inequality |u|; < Cgr|f|_; with Cr only depending on R, one might conjecture
that a similar result holds for the Stokes problem. However, there is the following
counterexample.

Example 12.21. For ¢ € (0,1) let
2. ={(z,y):—-l<z<l,0<y<e+(l—¢)|z|}

be the underlying domain (cf. Figure 12.1). All domains {2, € C%! are located
in the rectangle (—1,1) x (0,1). Nevertheless, there exists no 5 > 0 such that
(12.26¢) holds for all & > 0, w € L?(£2.).

Proof- We select w € L3(f2.) such that w(x,y) = 1 for z > 0, w(z,y) = —1
for < 0. Let the inequality (12.26¢) hold for {2, with 8. > 0. Let u € H}(f2.)
with |ul, < |w|, /B be chosen according to Lemma 12.18. We continue u by
u = 0 onto R?. For the restriction on = 0 we have

w1 (0, ) L2y < a0, ) gr/amy < C'luly < Clwly /B < 2C/Be

according to Theorem 6.46. Let x(y) = 1 for 0 < y < ¢ and x(y) = 0 otherwise.
Since u1(0,y) = u1(0,y)x(y) and |x|, = /€, we have

/Os ul(O,y)dy’ = ’/}Rul(O,y)x(y)dy’ < ur (0, )]y Ixly < 2CVE/B- .

Let 27 = {(z,y) € 2. : 2 >0} and v := {(z,y) : 2 =0,0< y < e} =
0021\012.. Because w =1 in 2, and because divu = w we have

1
- §/ |w(x)|2dx:/ wdivudx:/ divudx:/<u,n>dF
27 Jor 0f oF o

€
:—/uldF:—/ u1(0,y)dy.
v 0

The last two inequalities result in 1/2 < 2C+/e/ 0., from which we infer that [,
cannot be bounded from below by some [y > 0 independent of . [
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Exercise 12.22. Construct a domain {2 located on the strip R x (0,1) in which
the Stokes equations are not solvable. Hint: Join the domains (2, (v € N) from
Figure 12.1.

In Braess [45, §III, Bemerkung 6.6 in the fifth
German edition] one finds an example of a non-
Lipschitz domain for which the statement of the Qe
Theorem 12.19 is not valid.

As for the case of scalar differential equations e
. . -1 0 +1
one obtains stronger regularity of the Stokes solu-
tion u, p if one assumes more than f € H™!(2).  Fig. 12.1 Domain £2..

Theorem 12.23. Let 2 be bounded and sufficiently smooth. Let u and p be the
(weak) solution of the Stokes problem (12.27) with

feHNQ), ge H*NYQ)NL(N)  for k€ Ny.

Then we have uw € H*T2(0Q) N HE (), pe H*1(02) N L3(2) and there exists a
C depending only on {2 such that

ulgro + 1Plerr < CLIFlk+ lgliga] -

Proof. Cf. LadyZenskaja [179, Chapter III, §5]. [

In analogy to Theorem 9.24 it is sufficient to assume the convexity of {2 in order
to obtain u € H?(2) and p € H'(£2) from f € L?(§2) as proved by Kellogg—
Osborn [170].

Theorem 12.24. Let 2 CR? be bounded and convex. If f € L*(£2), then the Stokes
equation (12.2a,b) has a unique solution u e H?(Q2)NH(2), pe HY(2)NL3(12),
which satisfy the estimate

lul, + |pl, < Cfly-

For the more general problem (12.27) with g # 0 in a convex polygonal domain
the solution satisfies

July + 1Pl < C [l + Il -

if f € L2(2) and g € LE($2) N H}(£2). Here, H}(£2) is the subspace of H'(2)
with the following (stronger) norm:

2 12
90l 222y = Z 1Dl 720y + 167 gll 72

|a|=1

with §(x) := min { |x — e[ : e € I' corner of the polygon 2} .
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12.2.5 A Vj-elliptic Variational Formulation of the Stokes Problem

Vo C H{(£2) has been defined in (12.20) by V, := {u € H}(2) : divu = 0}.
As kernel for the mapping B* = —div € L(H}($2), L3(2)), Vp is a closed sub-
space of H{(£2), i.e., again a Hilbert space for the same norm |-|,. In the following
we investigate the problem

find weVy with a(u,v)= f(v) forallve Vj, (12.28)

where a(u,v) := [,(Vu(x), Vo(x))dx. Problem (12.28) has the same form as
the weak formulation of the Poisson equations —Awu; = f; (1 < i < n), only here
H{}(£2) has been replaced by V5.

Lemma 12.25. Let (2 be a bounded domain (at least bounded in one direction;
cf. Exercise 6.30b). The bilinear form a(-,-) is Vy-elliptic. The constant Cg > 0
in a(u,u) > Cg |u|? depends only on the diameter of (2. In particular, problem
(12.28) has a unique solution u € Vi with

|u|1§CEl|f|vo, fOi’fEVd.

Proof. The H} (£2)-ellipticity of a(-, -) (cf. Lemma 12.17) implies the Vy-ellipticity
on the subspace Vy C Hg(£2) (cf. Exercise 6.98a). This implies the other state-
ments (cf. Theorem 6.101). [ |

Theorem 12.26. Let 2 € C%! be a bounded domain. Assume f € H=*(12). Then
the solution uw € Vy of problem (12.28) coincides with the solution component w
of the mixed formulation (12.3).

Proof. Let Vy and V| = (Vo)L be as in (12.21a). According to Exercise 12.11
one can split f € H™({2) in such a way that

fo(vy)=0 forv, €V,

f=fo+fl, foeVy, fLeV, {fl(v)o forv e Vp.

In problem (12.28) one can replace f(v) by fo(v). u € Vo € H{(£2) results in
—Au € H™(£2). The part of —Au that belongs to V| is g, € V| with

g1 (vy) :==alu,vy) forallv, € Vi = (Vp)©.
Theorem 12.19 proves the condition (12.19), which results in the bijectivity of
B : L3(2) — V| for B =V (cf. Lemma 12.18). p := B~'(fL — g.), by

definition, satisfies

b(p, UJ—) = <Bp, UJ—)Hfl(Q)ngl(Q) = fJ-(UJ-) - gJ—(UJ-) = fJ-(UJ-) - a(uvvl)
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for all v, € V. Furthermore, since divwvg = 0 for vg € Vj, it follows that
b(p,v9) =0 forall vg € Vj.

For arbitrary v € H}(£2), to be splitinto v = vg+wv, with vg € V and v, € V,
one obtains

b(p,v) = b(p,vo) +b(p,v1) = fr(vi)—a(u,vr) = fL(vr) — a(u,v) + alu, vo)
= f(vi) —a(u,v) + f(vo) = f(v) — a(u,v)

by (12.28). Since also b(w,u) =0 for all w € LZ({2) because u € Vp, the functions
u and p satisfy the variational formulation (12.9a—c) of the Stokes problem. [ |

Note that problem (12.28) is solvable for all bounded domains although prob-
lem (12.9a—c) depends more sensitively on (2 (cf. Example 12.21). Theorem 12.26
shows that only the component p has a domain-dependent bound |p|, < Cq |f]_;
while |ul, < C|fo]_; < C|f|_, forall 2 C Kg(0).

Strictly speaking, the variational problem (12.28) is not equivalent to the Stokes
problem since, for example, for {2 from Exercise 12.22 the Stokes equations are
not solvable, whereas problem (12.28) definitely has a solution.

The original formulation (12.9a—c) may be interpreted as equation (12.28), into
which one has introduced the side condition divu = 0 using the Lagrange function
p (cf. §8.4.6).

12.3 Finite-Element Method for the Stokes Problem

12.3.1 Finite-Element Discretisation of a Saddle-Point Problem

One would have an ordinary Ritz—Galerkin discretisation if in the variational for-
mulation (12.28) one were to replace the space 1} by a finite-dimensional subspace
Vi, C Vi. But this is not as easy as it sounds (more details in §12.3.4).

The remaining procedure is thus oriented toward the weak formulation (12.9a—c).
The space X =V x W isreplaced with X, =V}, x W), . The discrete problem

find " eV, and w"e W,

: a(vh z) +b(w", x) = fi(x) forallz €V, (12.29)
with h
b(y, v") = fa(y) forally € Wy,

is called a mixed Galerkin problem [resp. a mixed finite-element] since the side
condition B*v = f, is included by the Lagrange parameter w” € Wj. To the
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formulation (12.12a,b) corresponds the equivalent way of writing (12.29):

find z" € X;, with c(z",2) = f(z) forall z € X},. (12.29")

In the case of the Stokes equations, (12.9a—c) provides the desired solution which
satisfies the side condition divu = 0. However, the finite-element solution of
(12.29) generally does not satisfy the condition div u" = 0. One can view v" from
(12.29) as the solution of a nonconforming finite-element discretisation of (12.28),
as is shown in the following exercise.

Exercise 12.27. Let f, = 0 in the last equation of (12.29); set V p, := {z € V}, :
b(y,r) = 0 for all y € W;}. Show that each solution v” in (12.29) is also a
solution of

find o" € Vo, with a(v™ z) = fi(z) forall z € Vo . (12.30)

Since in general V; ;, ¢ Vo (cf. (12.20)), (12.30) is a nonconforming discretisa-
tion of (12.28).

Let {b),...,by,, } and {61, ... b}, } be suitable bases of Vj, and Wi,
where
NV,h = dimV;“ NW,h = dlmWh

Let the coefficients of v € V}, and w € W), be v and w:

Nv,n Nw,n
v=Pyv:= E v; b}/, w = Pyw:= E w; b7W
i=1 i=1

As in Section 8.2, we prove the following theorem.

Theorem 12.28. The variational problem (12.29) is equivalent to the system of

equations
Ah Bh A\ f1
EEIMEH R

where the matrices and vectors are given by

Ay iy = a(d) BY), By = b0}, bY L<bs Nvn,
hyij a( ) h,ik (k i) Y { =6J=Avh (12.31Db)

J oY

fii =hH00), for = b)) 1<k<Nwpn.

The connection between (12.29) and (12.31a,b) is given by vl =Pyv, wh=Pyw.
For u := (;’v), f.= (g) one obtains the system of equations

(12.31a")

Cohu=f~f with Cj, := [Ah Bh} ,

B! 0

which corresponds to the formulation (12.29’).
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12.3.2 Stability Conditions

When selecting the subspaces V}, and W), one has to be careful, for even seemingly
reasonable spaces lead to singular or unstable systems of equations (12.29). The
former occurs in the following example.

Example 12.29. Let the Stokes problem be posed for the L-shaped domain in Figure
8.2. For all three components ui1, ug, and p we use piecewise linear triangular
elements over the triangulation 7 which is given by the second or third picture of
Figure 8.2. Here, let uy = us = 0 on I" and let p € W), satisfy the side condition
p € L§(£2),ie., [, pdx = 0. Then the discrete variational problem (12.29) is not
solvable.

Proof. The second [third] triangulation in Figure 8.2 has 5 [10] inner nodes xt,
with each of them carrying values u;(x*) and uz(x?). Thus dimVj, = 2-5 = 10
[dim V}, = 20]. Because of the side condition f o pdx = 0 the dimension of W}, is
smaller by one than the number of inner and boundary nodes: dim W, =21 — 1 =
20 [dim W}, = 21]. In both cases the statement results from the following lemma. m

Lemma 12.30. [t is necessary for the solvability of (12.29) that Ny, > Nw,y,, i.e.,
dim Vh Z dim Wh.

Proof. According to Theorem 12.28 the solvability of (12.29) is equivalent to the
nonsingularity of the matrix Cj, in (12.31a’). Elementary considerations show that
rank(Cy) < Ny, + rank(By). Since By, is an Ny x Ny, p-matrix it follows
from Ny, < Ny, that rank(Cj) < Ny, + Nw,p, , and hence Cy, is singular. m

Thus an increase in the dimension of W}, does not always lead to an better ap-
proximation of w € W. The choices of V}, and W}, must be mutually adjusted. The
inequality dim V}, > dim W}, corresponds to the requirement that B in (12.16b)
needs to be injective, but not necessarily to be surjective.

Since W = LZ(2), the finite elements in W}, need not be continuous. Consider
a tessellation of 2 = (0,1) x (0,1) by a regular square grid of step size h.
Define W), by piecewise constant functions, while V}, uses bilinear elements.
One checks that dim(V3) = 2(; — 1) and dim(W,) = ()% — 1. Hence the
condition dimVj, > dim W), is satisfied for h < 1/4. Nevertheless, this ansatz

for V;, and W}, leads to an instability (cf. Braess [45, §IIL.7]).
In order to formulate the necessary stability conditions, we define

Von:={ve€V,: bly,v) =0forally € W}

(cf. Exercise 12.27). Vp 3, is the discrete analogue of the space V|, in (12.20). The
conditions, which can be traced back to Brezzi [53], read:

in sup la(vo, )| > ap, > 0, (12.32a)
v0€Vo,n, lvollv=1" zoeVyn, lzollv=1
inf sup |b(w,z)| > pr > 0. (12.32b)

WEWS, |lw|lw=1 z€Vh, |[v[lv=1
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Theorem 12.31. Let (12.10a—c) hold and dim V), < oo. The Brezzi conditions
(12.32a,b) are necessary and sufficient for the solvability of the discrete problem
(12.29). The solution u" = (v",w") € Vj, x W), satisfies

I llx = /IR (15 + llw1fy < Callfllx = 0h\/Hf1||2/ + L2

where C}, depends on ay, [y and on the bounds C, and Cy in |a(v,z)| <
Callvlly Izl and [b(w, z)| < Cy |wlly, (]l I

ap > a >0, Br >8>0

holds for all parameters h of a sequence of discretisations, then the discretisation is
said to be stable and C}, remains bounded: Cy, < C for all h.

Proof. Theorem 12.12 and Lemma 12.14 are applicable with Vj 5, V},, W, instead
of Vi, V, W. (12.24a,c) then are the same as (12.32a,b), while (12.24b) follows
from (12.24a) because dim Vj ;, < oo (cf. Exercise 6.95). [ |

Condition (12.32a) is trivial for the Stokes problem.

Exercise 12.32. Show that condition (12.32a) is always satisfied with a constant «,
independent of h, if a(-,-) : V x V — R is V-elliptic.

It is important to emphasise the role of the uniform (i.e., h-independent) esti-
mates ap, > > 0, B, > 8 > 0, and Cp, < C. Obviously such statements
require an infinite family of discretisations. If the bounds ay, or 3, are positive
but h-dependent, C}, < const - A~ may holds with @ > 0 (cf. Braess [45,
(7.8) in §III]). The later error analysis will lead to a consistency error O(h*) with
x> 0. The final discretisation error is the product O(h"~%). In the case of a weak
instability one has @ < x and observes a reduced convergence speed. However,
if & > Kk, the method does not converge.

12.3.3 Stable Finite-Element Spaces for the Stokes Problem

A detailed description of stable finite-element discretisations can be found in the
monograph of Brezzi—Fortin [55]. We also refer to Braess [45, §II1.7], John [161,
§63.5-3.6], and Girault-Raviart [117, §II].

12.3.3.1 Stability Criterion

For the Stokes problem V;, C H}(£2) and W), C L3({2) must hold. In a bounded
domain a(-,-) is HE($2)-elliptic so that (12.32a) is satisfied with «, > C > 0.
It is somewhat more difficult to prove the conditions (12.32b,c), which for the Stokes
problem assume the form

sup  |b(p,u)| > B |ply forallp e W, (12.33)
u€Vh, |u|1:1 o
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wherein 8 > 0 must be independent of p and h. It is simpler to prove the modified
condition ~
sup  |b(p,uw)| > B |ply forall p € W, (12.34)

wu€Vh, |ul,=1

(8 > 0 independent of p and h) in which the roles of the |-|o and |-|, norms are inter-
changed. Since in (12.34) the norm [p|, occurs, the latter requires W), C H'(£2).
This excludes, for example, piecewise constant finite elements.

The following condition (12.35a) is the result of Remark 9.27. The inverse in-
equality (12.35b) holds for uniform grids, while Theorem 9.28 yields the estimate
(12.35¢) of the L?({2)-orthogonal projection Q.

Theorem 12.33. Let 2 € C%' be bounded. Suppose that Vy, satisfies

hinfv lu—u"lo < Cihlul,  forallu € H(R), (12.35a)
ueVy

lu|y < Csh =Yg forall u € Vy, (12.35b)

|Qoli1 < Co (12.35¢)

Then condition (12.34) is sufficient for the Brezzi condition (12.32b,c).

Proof. (i) For given p € W), there exists u € H{(£2) with |u|, = 1 and b(p,u) >
B p|0 (cf. Theorem 12.19 and (12.26a)). According to Exercise 9.26, the orthogonal
L2(£2)-projection u” := Qou on V}, satisfies the conditions

u=uh+6, \uh|1 SC()|U|1 = Cy, ‘6‘0 §01h|u\1 = C1h.

Here |u”|; < Colu|; follows from (12.35¢) and |e|o < Cyh|ul; from (12.35a).

From b(p,u") = b(p,u) — b(p,e) > Bpl, — b(p.e) > Blpl, — Ipl, lely >
Blply — Cih|p|, and [u"|; < Cy one infers

b h - Cih
wp p(pyty > PP PPl G
vheVy, v |1=1 0 0

(12.36)

(ii) Because of (12.34) and (12.35b) there exists u* € V}, with |u*|, =1 and

* * /8/ *
oo w)] = B lply = B 1ol [u*lo > b ol o,
From this follows

sup ‘b(p7 vh)‘ > Bh Ipl; with f:=p'/C;. (12.37)

v’LEVh, "Uhllzl
If one multiplies (12.36) by Cp/Cy and (12.37) by 1//3 the sum reads:
. B/C Bp
sup ’b(p,vh)| > Blply with 3 := /G L= - .
vh eV, mit [vh|1=1 CVO/CVI + l/ﬁ COﬁ + Cl
Since [ is independent of p and h, (12.33) [i.e., (12.32b,c)] has been proved. =
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12.3.3.2 Finite-Element Discretisations with the Bubble Function

In the following let {2 be a polygonal domain and 7;, an admissible triangulation.
Example 12.29 shows that linear triangular elements make no sense for u and p.
We increase the dimension of V}, by adding to it the so-called bubble functions
or ‘bulb functions’.

On the reference triangle 7' = {(£,n) : &,n > 0, +n < 1} the bubble function
is defined by

u(€,n) =&l —&—n) inT, u=0 otherwise.

The name derives from the fact that u is positive only in 7" and vanishes on 97 and
outside. The map ¢ : T' — T toa general T € Ty, (cf. Exercise 8.43) results in the
expression

wp(z,y) = u(o ' (z,)) (12.38)
for the bubble function on 7.

Exercise 12.34. Prove [ @7 (z,y)dzdy = 45 area(T) forall T € Tj.

We set
. [ linear combinations of the linear elements in H; (2)
k") and the bubble functions for T € Tp,,
Vi = Vi x Vi1 Wi, : linear elements in L2(2). (12.39)

For the side condition W), C L3({2) see Section 8.4.6. Since 7 € HJ(£2), we
have V,, C H}(£2). These finite elements are introduced by Arnold-Brezzi-Fortin
[8] under the name mini elements.

Theorem 12.35. Let T, be the quasi-uniform triangulation on a bounded poly-
gonal domain (2. Let Vy, and W}, be given by (12.39). Then the stability condition
(12.34) is satisfied.

Proof. Choose an arbitrary p € Wj,. On every T e Tn, Vp is constant: Vp =
(Pz|7: Pyl 7). We set

_ Palg ﬂT) N - - i
V= - € Vy, ©:=_—v (usbubblefunction (12.38) onT'),
Z <py|’f g h |’U|0 ( T ( ) )

so that ||, = 1. Exercise 12.34 yields

bip.o) = [Tp.vrax= 3 (ali + Iy l7l?) [ pcdady

7] TET

1 2 2 2
>0 2 /(Ipmlfl + [pyl 7l )dmdy: 60! Vel
TEThT

—
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Since |Vp|, and |p|, are equivalent norms on the subspace H'(£2) N L3(2)
it follows that [b(p,v)| = Clpl1[Vpl, and [b(p,0)| = C'pl, [Vply/ v]o. In a
similar way one shows that |v|, < C’|Vp]|, and obtains |b(p,?)| > B |p|, with
3 := C/C" independent of h. The left-hand side in (12.34) is > [b(p, ¥)|, so that

(12.34) follows. ]

A general result on the stabilisation by bubble functions can be found in Brezzi—
Pitkdranta [57].

The bubble functions are examples of basis functions having only one element as
support. Another example are piecewise constant functions. In this case the solution
of the system of equations can be simplified. The submatrix restricted to these basis
functions is diagonal, so that the corresponding variables can be eliminated without
filling the matrix (cf. Braess [45, page 99], Schwarz [262, §3.3.1]). The elimination
is also called the static condensation.

12.3.3.3 Stable Discretisations with Linear Elements in V},

If one wants to avoid bubble functions, one
must increase the dimension of V), in some

V other way. In this section we shall consider
Q for V}, and W}, two different triangulations

Th2 and Ty,. By decomposing each TeTh
Fig. 12.2 Triangulations T}, and T as in Figure 12.2, through halving the sides,

into four similar triangles, one obtains 7y, /.
We define:

Vi, CH)(£2) : linear elements for triangulation 7y, /2,

12.40
Wy, C HY(2)NL3($2) : linear elements for triangulation 7p,, ( )

or

Vi, C H{(2) : quadratic elements for triangulation 7y,

0 ) , , . (12.41)
Wi, C HY(2) N L§($2) : linear elements for triangulation 7y,

The finite elements in (12.41) are called the Taylor—-Hood v d/dt
elements. . d/dn

Theorem 12.36. Theorem 12.35 holds analogously for g

Vi, x Wy, in (12.40) or (12.41).

Proof. (i) Let V}, x W}, be given by (12.40). For each in-
ner triangular side ~y of the triangulation 7}, there exist two
triangles T',Toy € Ty with v = Ty, N Ty, (cf. Figure 12.3). Let /0t be the

derivative in the direction of +y, let 9/9n be the directional derivative perpendicular
to it. There exists a., and b, with

Fig. 12.3 ., T1-. Ta-.
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9 9 9 9 9 9
2,12 _ 9 __ 9 9 Y _, v Y
G =L T T e T e T Y

In contrast to Op/dn, dp/0t is constant on T~ U T5, U y. We denote its value by
Pt|~- The midpoint x” of y is a node of 7}, /,. We define the piecewise linear function
u~ over T, /o by its values at the nodes

Uy (x7) = i, u,(x?) =0 at the remaining nodes (12.42a)

and set b 1
V= v ) Dily Uy € Vi, Vi= —0. (12.42b)
S (%) e oy

The sum Zﬂ{ extends over all interior sides of 7j. In T3, U T5, we have

<vpa (_b;w)> ptl'y = |pt|a,|2 , SO that

000 = % [ (T () i yax =P [ e
1y UTo ~

5 T1yUTay

>Cny il

If 41, Yo, 73 are the sides of T € T;, (75, is quasi-uniform!), then ff \Vp\Q dx <
C'h? Z?zl |pe|vi|” . From this one infers that b(p,v) > C” Ipl, VD, , asin the
proof of Theorem 12.35, and finishes the proof analogously.

(i1) In the case of quadratic elements given by (12.41) one has the same nodes as
in part (i) (cf. Figures 8.8a and 12.2). Use (12.42a,b) to define the quadratic function
v € V}, and carry out the proof as in (i). [

12.3.3.4 Error Estimates

In the following, the condition (8.17a) should be replaced by the stability condition
(12.32a—¢). In the place of the approximation property (8.54") we now have the
inequalities

inf Jo—o", < Chlol, for all v € H?(2) N H}(92), (12.43a)
vheVvy,

hianV lp—p"|, < Chlpl, forall p € H*(£2) N LE(92). (12.43b)
preWn

The following theorem applies to general saddle-point problems, and can be re-
duced to Theorem 8.21.

Theorem 12.37. Let u = (;) € X = VW be the solution of (12.11) [resp.

(12.32a)]. Let the discrete problem (12.29) with X, = V;, x W), C X satisfy the

Brezzi condition (12.32a—c) and have the solution u" = (vh7 wh). Then there exists

a variable C independent of h such that
" (12.44)

lu—u"|x <C inf lu—x L
zheXy



12.3 Finite-Element Method for the Stokes Problem 379

Proof. The Brezzi condition (cf. Theorem 12.31) yields [[u"||x < C| f|y. for
all right-hand sides f € X’ in (12.11), in particular for all f € X}, = Xj.
The above inequality means ||L, ' x, « x; < C for the operator Ly, : X, — X},
which belongs to ¢(-,-): X x X, — R. According to §8.2.3.1, HL;1||X;IHX,’L <C
is equivalent to condition (8.17a) for ¢(+,-) : X x X — R [instead of a(-,-) :
V x V — R] with ey = 1/C. Theorem 8.21 yields the statement (12.44). [ |

h h
For the Stokes problem with (Z) , (Z“) instead of u = (;) ul = (;,) , inequality
(12.44) is now rewritten as follows:

lu —u"2 4+ |p—p"2 < C’zinf{|u7vh%+|p*qh|g eV, ¢t e Wh}
(12.45a)
and

lu—u"|y + |p— "o < V2Cinf {Ju —v"1 + [p— ¢"[o : 0" € Vi, ¢" € W3, }.
(12.45b)

Theorem 12.38. Let the Stokes equation (12.2a,b) have a solution with the compo-
nents u € H2(2) NHE(2), p € HY(2) N L3(2) (cf. Theorem 12.24). For the
subspaces Vi, C Hy(2) and Wy, C L3(2) let the Brezzi condition (12.32a—c)
and the approximation conditions (12.43a,b) be satisfied. Then the discrete solution
u, ph satisfies the estimate

lu—u"|y +|p—plo < C'h[|uly + |pl]. (12.46)

Proof. Combine inequalities (12.45a,b) and (12.43a,b). [ |

Using the same reasoning as in the second proof for Theorem 8.65 with ¢(-, -)
instead of a(-,-), one proves the following theorem.

Theorem 12.39. For each f € L*(£2), g € L3(2) N H'(§2) let the Stokes problem
—Au+ Vp = f, —divu = g have a solution

uwe 2 (Q)NHN), pe HY(2)NLN)

with |uly+|ply < C[|f|,+gl,]. Under the assumptions of Theorem 12.38 we then
have the estimates

lu —ulo + [p—p"|-1 < C"h [|ulr + [plo],
lu—u"lo +|p—p"_1 < C"R? [|uls + 1] (12.47)

for the finite-element solutions. Here |p| | is the dual norm for H*(£2) N L&(12).

Corollary 12.40. Combining (12.47) and (12.46) one obtains

lu — u"|o + hlp — p"|o < C"R*[|uls + |pl1]-



380 12 Stokes Equations

12.3.4 Divergence-Free Elements

We return to the formulation of the Stokes problem in §12.2.5. There the Vj-elliptic
problem a(u,v) = fi(v) has to be solved in the space Vo = {u € H}(2) :
divu = 0} C H{(£2) of the divergence-free functions (cf. (12.20)). The (con-
forming) Galerkin method requires a subspace Vi C Vj.

An example for such a Vy in the case of 2 = (0,1)x(0,1) can be as follows.
Let Py be the set of polynomials of degree N with (at least) double zero at
z,y € {0,1} and set Viy := {(2) : p € Pn}. Because of the double zero
the derivatives p, and —p,, vanish on F 012. The divergence condition divu = 0
follows from p,,, = p,,. Instead of these global ansatz functions one would like to
use finite elements with small support. The construction of such elements however
turns out to be complicated (cf. Fortin [104]).

Exercise 12.41. Let the square {2 = (0,1) x (0,1) be triangulated regularly as
in Figures 8.2 and 8.5a or decomposed into grid squares. Let Vh(l) C HY($2) be
the space of the finite triangular elements (cf. (8.36)) [resp. of bilinear elements,
cf. (8.39b)]. Define the corresponding subspace for the Stokes problem as V}, :=
{u = (u1,u2) : u,ug € Vh(l) and divu = 0} C Vj. Show that V}, contains only
the null function.

A remedy is the nonconforming discretisation. The Crouzeix—Raviart elements
are piecewise linear elements on triangles which are continuous only at the mid-
points of the side. If the triangle side lies on the boundary I', the homogeneous
Dirichlet condition also holds only at the midpoint (cf. Crouzeix—Raviart [79] and
Braess [45, pages 170f]).

The Vp-elliptic formulation in §12.2.5 was obtained by incorporating the side
condition (12.1b) of the Stokes equations into the subspace V{;. The same idea can
be applied to the discrete formulation (12.29) with fo = 0. The corresponding
subspace is

Vo == {Uh €V : by, v") =0 forall y € Wh}.

Its elements are called weakly divergence-free since b(y,v") = 0 for all y € W),
is the weak formulation of divv” = 0. One difficulty of the practical implemen-
tation is the construction of a basis (with possibly small support). Severe problems
arise for domains of genus larger than zero. Literature about this subject can be
found in Griffiths [122], Gustafson—Hartman [128], Ye—Hall [311], John [161, §4.6],
Carrero—Cockburn—Schétzau [64], and Le Borne [186].



Appendix A
Solution of the Exercises

Exercises of Chapter 1

Solution of Exercise 1.5. Introduce the new independent variables
E=z+y, n=x—4y. (A.1)

The substitution rule gives

0 0 0 0 0 0

— == — — =&, = —. A2

(A.1) implies &, =&, =n,; =1 and n, = —1. Insertion into (A.2) yields

0 _0 0 0 _0 0

oxr  0¢  on’ oy 0¢ Oy’
Correspondingly the second derivatives are
82 o 9N\ 9 99 & 2 9 009 b
5 =\a:T 5 )| =s5+t27:5T55, 75 = 75 277 T a5
Ox? o0& On 0&2  9Eon  On? dy? 082 0t 0On  On?

Substituting z,y by (£+1n)/2,(£ —n) /2, the function u(x,y) becomes
U(&,m) = u(“57,457). The differential equation (1.6) (this is tzy — Uy, = 0)
is now written as

0? g 0 0? 0? 0 0 0? 0 0

Hence %U(f, 7)) is constant with respect to &, i.e.,

%U(m) = a(n)
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only depends on 7). Integration over 7 yields
n
Ule.n) = U(E0)+ [ ato)an
0
Therefore the functions
n
PO =UE0, ()= [ atmas
0

produce the sum

UE,n=wv()+vn).

Inserting (A.1), we obtain u(z,y) = Uz +y,z —y) = p(x+y) + ¢ (x —y),
i.e., any solution of (1.6) is of the form (1.7).

Solution of Exercise 1.7. Taking a look at a formulary (e.g., the Oxford Users’
Guide to Mathematics [315, page 186]) we find that

t2

1 > -
a — 00

Substitution ¢t = £ — x yields the reformulation

Lo (-9’
u(r,y) = \/Tﬂ—y/_oo up () exp <4y> d§

I —(@-9¢°
= () + = /_OO [0 (€) — o (x)] exp <4y> de.

For the proof of lim,~ o u(x,y) = uo(x) one has to show that the last term tends
to zero as y N\, 0.

Let z and € > 0 be fixed. Because ug is continuous there is a § > 0 so that
luo(§) — uo(z)| < /2 for all € with | — x| < 6. We split the integral into three
terms:

LT e [~ &8
Ii(z,y) = \/m/x—é [uo(§) o(2)] xp< 4y )df,

x—0 o — 2
IQ(xvy) = \/% [Oo [Uo(f) — ’LLQ(ZL')] exp <(4y£)> de,
I3(z,y) = \/4173/ /m:o& [uo(§) — up(x)] exp <(3ﬂ4yf)> de.

The first integral is bounded by
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—(z-¢)’
\/H\/:; s |U’0 - ’LL()(%)‘ exXp <4y> d§

e/2 [*F0 —(x-¢)°
Ary Jo—s eXp( 4y d

5/2 ° —(z=9¢ €
\/H Xp( 4y )df (A3) 2

Set C':=sup,¢p [uo(z)| < co. Then I is bounded by

Is(z, )| < \/H/ o (€) — uo ()| exp <(4yf)> a¢

) r—3 _ _ 2
< 20 [ e [T g =
ATy oo 4y substitution by t=(z—¢&)/v4y

|11 (z,y)| <

IN

Since the improper integral [ exp (—t?) dt exists, [ exp (—t?) d¢ — 0 holds
for R — oo. For a sufficiently small y > 0 we have |I5(x,y)| < . Also I3 has
the bound |I3(z,y)| < . Altogether,

e e ,
|\/41711/ [uo(€) — uo(z)] exp <(4y£)> ¢

holds for sufficiently small y > 0. Since x and ¢ are arbitrarily chosen, we have
for all z that

= —(z—¢)° _
31{‘% \/AF /_OO [uo(§) — uo(z)] exp (4y> d¢ =0.

The proof even yields a stronger result.

<

m\m
Nm
RS

Remark A.1. If v is uniformly continuous then lim u(-,y) = wug converges
uniformly. Y0

Solution of Exercise 1.16. We have to reformulate the differential equation (1.16)
by means of derivatives in §; = ®;(x). The chain rule yields

0y 0
8% az Or; e QZ a;m aga (Ada)

while the product rule shows



384 A Solution of the Exercises

0 0 "L 0P, (x) 0Ps(x) O O
A R A.4b
Ox; Ox;j azil ox; Ox; 0& 85,3 Z axlaxj 8§a ( )
The principal part Z? j=1@ij(X) Uz, ; becomes
N 3¢a(x)3@ 0P (x)
3 o el OB, S P,
7 J

1,j=1 a,f=1 i,7=1a=1

with x = &7 1(¢), where only the first double sum belongs to the new principal
part. S := 0®/Ix = ( o 2)q.i=1,...n is the functional matrix. Therefore the new

principal part is Za,ﬂ:l aple, e, With

B=SAST.

The signature of a matrix is the triple of the numbers of negative, vanishing, and
positive eigenvalues. Sylvester’s law of inertia states that A and SAST have the
same signature. Since the definition of types is based on the signature, the type is
invariant under the transformation.

Solution of Exercise 1.20. By assumption, ¢ € C°[0, 1] has a representation as the
absolutely convergent Fourier series Y - ; a, sin(vmz). Hence C := sup |a, | is
finite. We define the function

oo

u(z,y) == Zl sirﬂ?ﬁ sin(vmz) sinh(vry) for 0<z<1,0<y<l1

and recall the definition sinh(z) = § (e” — e™*) of the hyperbolic sine. Since

sinh(A)
sinh(B)

exp(2B) — exp(2(B — A))
exp(2B) — 1

= exp(A — B) <exp(A—B) for A< B,

the coefficients (5, (y) := sinh(vmy) decay exponentially for y < 1:

Qy
sinh(v)
1B,(y)] < Ce’™W=1). Therefore converges u(z,y) = > oo, B,(y)sin(vrz)
absolutely. Since also v*/3, decays exponentially, also multiple derivatives con-
verge, i.e., u(-,-) € C*([0,1] x [0,1)).

Since the Fourier series of ¢ converges absolutely, lim,_,; u(x,y) = ¢ follows.
The other boundary values result from sin(0) = sin(r) = 0 and sinh(0) =

It remains to show that the Laplace equation is satisfied for y < 1. Because
of the exponentially decreasing coefficients differentiation and summation can be
interchanged:

= ay, d?sin(vmr) | } d? sinh(vy)
Au(z,y) = zz:l Sinh () ( 02 sinh(vmy) + Sm(mm)T
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ay, (V) . . . . _
= Z sh(om) sin(vmz) sinh(vry) + sin(vrzx) sinh(vry)) = 0.

Here (sinh(t))” = sinh(t) and (sin(t))” = —sin(t) are used.

Solution of Exercise 1.21. Given sets X,Y C R and a real number a € R, we
introduce the notation

X+aY ={z+ay:zeX,yeY}, X+a={r+a:z€X}.
First we prove the following statement.

Lemma A.2. Let p; > ps > 0 be two numbers so that py /ps is irrational. Assume
that the nonempty set A is translation invariant with respect to shifts by p1 and pa,
i.e, A+ py = A+ ps = A. Then the closure is A = R.

Proof. (i) A+ p = A implies A — p = A and, more general, A + mp = A for all
m € Z.

(i) The numbers p;,ps can be extended to a zero sequence p; > 0 with
Pr+1 < pr/2 for k > 2 such that A 4+ p;, = A for all k and all ratios pr1/pr42
are irrational. For this purpose we start with p; > py > 0. The quotient p; /pa
has a unique representation as n + r with n € Ny and r € (0,1). Set p3 := rps.
Obviously, 0 < p3 < p2 holds and ps/ps is irrational. From p3 = p; — nps
we infer A + p3 = A. If ps < p2/2, the numbers po, ps satisfy all required
conditions. Otherwise 0 < ps/2 < p3 < py must hold, and p3 := py — p3 satisfies
0 < p2/2 < P3 < pa. Again, one checks that po/p3 is irrational and A + p3 = A.

The construction of po, ps from p;, ps can be repeated by induction and yields
the desired sequence {py}.

(iii) Indirect proof of A=R. If A#R, R\ A is open and there is an open interval
I C R\ A of length L > 0. Choose some 0 < pj < L from part (ii) and an element
¢ € A (here we need A # 0). The point set G := {£ + mpy, : m € Z} C A forms a
grid of step size pr, < L. Hence at least one point & + mpy, lies in the interval [ in
contradictionto I C R\ A. ]

The set A := N+27Z is translation invariant with respect 27, but not with respect
to 1, since the inclusion A + 1 C A only holds in one direction. By A(-) we denote
the set of accumulation points: A := A(A) and recall their definition: « € A holds
if and only if each neighbourhood of « contains infinitely many elements of A.

A+ 27 = Aimplies A + 27 = A. In addition we have the following statement.
Lemma A.3. A = N+27Z satisfies A+ 1 = A.

Proof. (i) Obviously, A(A + a) = A + a holds for all a € R.

(i) A+1 C Aimplies A(A+1) C A(A) = A. According to part (i), the
reverse inclusion A(A + 1) D A is equivalent to A(A — 1) C A. Let o be an
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accumulation point of A — 1, i.e., each neighbourhood U C (a — 7w, + ) of «v
contains infinitely many elements a; — 1 of A — 1. The numbers ay, are of the form
ng + 2mmy, with ny, € N and my € Z. U contains at most one ai = nx + 2wmy
with g, = 1. The remaining infinitely many aj, — 1 satisfy n; — 1 € N and therefore
lie in A so that v € A. This proves A(A — 1) C A. [

One requirement of Lemma A.2 with A = N+4-27Z is still to be proved.
Lemma A4. A = A(N+27Z) is not empty.

Proof. For each n €N there is exactly one r,, € [0, 27) with n — r,, € 277Z. Since 7
is irrational, all 7, are different. By definition of A all r,, belong to A. The infinitely
many and bounded r,, must possess an accumulation point so that A is not empty. m

Now we can apply Lemma A.2 and obtain A = R. Since A is closed (limits of
accumulation points are again accumulation points), we obtain A = R. Since A
always satisfies A C A also A = R is proved.

Finally, we state that sinv = sin (v + 27wm) holds for all m € Z. Hence
{sinv:v e N} ={sina:a e A} =sin(A). Continuity of sin(-) shows

sin(A) = sin(A4) = sin(R) = [-1,1].

Exercises of Chapter 2
Solution of Exercise 2.6. Applying the chain rule to F(y) := f(U" (y —2z))
yields
o En: (X)UiaUip  withx=U"(y —2). (AS5)
3yl et 0o (9565
H= (Gxa r f(x))% g=1 is the Hessian matrix . The right-hand side in (A.5) is a

diagonal element of the matrix UHUT. The sum of the diagonal elements defines
the trace of the matrix. This proves AF = trace(UHUT). The rule trace(AB) =
trace(BA) yields trace(UHUT) = trace(HUTU) = trace(H) = Af.

Solution of Exercise 2.5. The polar coordinates in (2.2) are x = rcosp, and
y = rsin . The Jacobian matrix is

ow.y) _ {x %] _ {cosap —rsingo} |

Ty Ty sing rcosgp

1
The inverse function has the inverse Jacobian: 2("+#) — (M) , hence
O(z,y) — \0(re)

|:’I“I ry} _ a(r, p) _ [cosgp —rsingp}l _ { cosp  sing }

P Py A(z,y) siny 7cosy —%singp %cosg@
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This equation defines the factors in the chain rules % = rma% + gpm% and
o __ 1o} a .
oy = Tvoy T Puag’

2—cos 2—lsin ﬁ 2—sm 0 }cos 0

ar ¥ T %8s By Por T Yo,

We introduce the abbreviations s := sin ¢, ¢ := cos ¢. The product rule shows

o (0 _10N_ o 1.0 1029
or \ Or 1 Op o2 127 0p r Ordp’
9 (0 1.0 Jo 10 00 1.0
Oy or 1 dp T Opdr 1 0p%
The double x-derivative is
0 _ (9 1. 0N\(, 0 _ 1.0
ox2  \or 1 0y ar r Oy
(50 0 s BN _s( 0 cd & 50
r2 Op or2  r dpor T or rdp | 0pdr 1o

12628262282182
e Op or? rscagoar A2’

0? 1,0
g _ 29
oy r Or

Summation yields A = = m + (,W + TQ &p
In principle, the proof of part (b) of the exercise is similar, but more tedious.

Instead we recommend a formulary.

The representation A = g—:g + "T ar +.3 2 B in part (c) can be proved by means

of an ansatz A = &% + l;% +¢B W1th functions @ = a(r,w), b = b(r,w),
¢ = ¢(r,w) in r and the angle variable w. The Laplace operator is rotationally
symmetric, i.e., AF(z)=(Af) (Uzx) holds for F'(x) := f(Ux) with a unitary matrix
U. This fact implies that the functions a, l;, ¢ cannot depend on the angle variable.
Obviously, F(z) := f(az) for some a > 0 leads to AF(x) = o?Af(ax).
The derivatives with respect to r and to an angle variable w scale like F,. = af;.,
F,.. = a%f,.., and F,, = f,,. This proves that @ = a is constant, while E(r) =b/r
and é(r) = ¢/r?. The test with f(z) = />, 27 = ryields Af = ™1 Since
f is rotationally invariant, we obtain Af = bso that b = n — 1. A second test with
flx) =30, 22 = r? shows Af = 2n. From 2n = Af = 24 + 2br = 2a + 2b
one concludes a =n — b= 1.
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Solution of Exercise 2.10. The

underlying domain is the ball 2 = —
Kpr(y). For any & € {2 we define
¢=y+ Ry €~y e

¢’ is the result of a reflection of £ at
the sphere 942. Note that y, £, and &’
are collinear. According to Exercise X ‘ R 5

2.6, y may be moved into the origin. ! g g
Further we rotate the plane spanned Fig, A.1 Plane containing 0, &, x

by 0, x, and & so that £ is the direction

of the first axis. We obtain the situation depicted in Figure A.1 with x = (z1, z2),
€ =(£0),and & = (¢,0), where & = R%/¢. Since we may apply the reflection
& — —&, we assume without loss of generality that £ > 0.

Note that £ € 92 leads to &' = &, ie., £ = ¢ = R. In this case, |x — &| and
% ]x — 5” coincide and their difference prove part (a): v(x, &) = 0.

-t - (5 x—-¢gl)

(n—2)wy,

The first term in v(x,&) = (n > 2)is

the singularity function s(x,&). Up to a constant factor \ﬁ];y | the second term

2—n
(né)w (\g}—%y\ x — f”) is the singularity function s(x,&’). Since the re-

flected point & lies outside of 2 = Kr(y), As(x,£’) = 0 holds for all x € (2.
Thus v(x, &) is a fundamental solution in {2 (cf. (2.10)) and part (b) is proved.

The symmetry y(x,&) = (&,x) will be proved in Exercise 3.9 under more
general assumptions. For the direct proof we again consider the situation in Figure
A.1 where now x € (2 does not lie on the boundary. Both expressions

Ix—€&° =af — 2601 + 2 + 2= x" —2(x,€) +|¢°  and
€] 2Tl 2 €] 2 N
lpg] = [ t-nemsenat) - 4] (i -20m ) + 1)
I
- [ R ] —2(x,&) + R?

are symmetric in x and & so that the assertion of part (c) is proved.

To determine the normal derivative in part (d) again we consider the situation

in Figure A.1, i.e., an v(x,&) = an Ix LT,IL is to be shown. At the boundary
¢ = R the normal directlon coincides with the first axis 1 = &, i.e., 8%5 = a%-

In £ = R we have

%|x—s|2:—2x1+2s:2<R—x1> (€ = (.0))
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and

For n > 2 we conclude

2113
%lx—él“ = a[|x—§§| | - “xl_;%zgfx—ﬁ = (2_n>f:;i
and

S =

- E &

Altogether we obtain

M(x€) _ 1 l 2-n_ (R—x1—<|X2—x1>> _ R2—|x|2n

One (n—2)wy | |x — € R Ruwy [x — €]

which proves part (d).

Solution of Exercise 2.12. Assume that u € C°({2) possesses the mean-value
property in (2. For a ball Kr(x) contained in {2 we have

u(x) = #/ u(€)dl’ forall 0 <7 < R. (A.6)
0K, (x)

wnr”—l

The volume and surface integrals are connected by

R
/K PRCUS /0 ( /8 o u(g)dr> ar. (A7)

The second mean-value property follows from

i o= [ |, e

R R
- " / W™ u(x)dr = u(x) - " wn/ r"dr
(A.6) R”wn 0 0

dr
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n R"
Rw, n

= u(x) - = u(x).

For the reverse direction differentiate (A.7) in R:

d
— dé = dr’.
= /K uee=[ )

Assume the second mean-value property | Kn (%) u(€)dg = %u(x) Hence the
derivative is [, K (x) u(€)dl' = R" lw,u(x) and proves the (first) mean-value
property.

Solution of Exercise 2.19. The difference v := us—wuy is again a harmonic function
in {2 with the boundary value ¢ := @3 — ¢1 > 0. According to Theorem 2.18 u
takes its minimum on the boundary: u(z) > mingu = minpu = minp ¢ > 0.
This proves part (a).

If 1 (x) < p2(x) holds in at least one point xg € I" = 92, we have ¢ > 0 on
I'and ¢(x0) > 0. Part (a) shows u(z) > 0. For an indirect proof assume that

Q) :={xe N:ux) =0}

is not empty. Because u(xg) = ¢(xg) > 0, {2y cannot coincide with {2, in particular
082y # I' = 012. One infers that 9£2p\I" is not empty. In x € 92\ C 12
we have u(x) = 0. Since x € 2 there is an R > 0 with Kr(x) C 2. The
second mean-value property yields 0 = | Kn(x) u(&) d€. Since w is continuous and
u > 0, it follows that u(&) = 0 for all £ € Kr(x). Hence Kr(x) C 2y holds in
contradiction to x € (2. This proves 2y = ), thus u(x) > 0 in (2.

Solution of Exercise 2.24. Let I' = 9Kr(y). Poisson’s integral formula (2.15)
defines

2
—x—yl
Ruw,,

u(x) =

/ #(8) ~dIr  forx € Kg(y)

rx—¢

(note that Kg(y) is an open ball). We only assume ¢ € L'(I"). The function
|x — & " is analytic in all components z; of x. Let Dy be a k-fold partial deriva-
tive. Dy |x —&|™™ has a singularity of order O(jx — &|™" " in x = ¢. Since
x € Kg(y) does not lie on the boundary, Dy |x — &|™" is bounded on I" and
Jr©(€)Dy |x — &7 " Al exists. Thus Dyu(x) exists and has the representation

Dylx—y £&)dl: R?—|x—y
Duao) === |/|x R T g e

This proves u € C*°(Kg(y)). In particular, the proof on page 22 for Dy = A
shows that Au(x) = 0.
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Let ¢ be continuous at z € I" (cf. (2.18)). The integral I can be estimated as in
(2.20b). The estimation of I; must be modified since ¢ may be unbounded. We use
o
wn (p/2
(

)
ol || e —et@lare < 2 L5 [ ) - et ar
2 4()

<2 8 ([ for)

The round bracket is bounded since |u(€)| is integrable on I" and |p(z)] is finite.
Thus (2.20d) follows for a suitably chosen 4(¢).

2 e

|11]

Exercises of Chapter 3

Solution of Exercise 3.4. (a) f € C%(£2\{x0}) has a singularity at xo € 2 C R"
bounded by |f(x)| < C|x — xo| * with s < n. Choose R so that Kr(xq) C 2.
Since [, = fQ\KH(XO) +‘[KR(XO) it is sufficient to investigate [ (o) f (¥)dx.
According to (2.14) the integral can be estimated by

/ f(x)dx g/ lf(x)|dx < C |x — x| " dx
Kr(x0) Kr(x0) Kr(x0)

R
= C’/ / |x — xo| " dlg | dr.
0 0K, (x)

Since |x — xo|"® = 7% holds on 9K, (x) and w,r""! is the surface measure
of 0K, (x) (cf. (2.4b)), it follows that [ ) |x —xo| “dly = w7,
The assumption n — s > 0 yields

R
Con
[ laxc [Carear = G e
Kr(xo) 0 n—s

ie., feL'(0).
(b) f(x,&) has a movable singularity at xo(&). Because of

[f(x, &)< Clx—x0(§)]"  with s<n

part (a) shows that the integral F'(§) := fQ x,&)dx exists. It remains to
prove F € C°D). Let ¢ > 0. Contmulty of f( ,€) in the compact set
G. = \K.(x0(&)) shows that also F.(§) := fG &) dx is continuous for

&€ € D. The estimate |F.(€) — F(&)] = |fKe (o (& mf( §)dx| < Gungns
follows as in part (a) and proves the uniform convergence F.— F (=0

in D. Because of the uniform convergence the limit function is again continuous:
FeC%D).
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Solution of Exercise 3.9. The functions u(x) := g(x,x’) and v(x) := g(x,x")
have their singularities at x’ € 2 and x” € (2. Correspondingly, we remove
e-neighbourhoods from §2: (2, := 2\ K (x’) U K.(x"). Here ¢ > 0 must be small
enough so that both balls are disjoint and contained in 2. For smooth functions
u,v € C?(£2.) the Green formula (2.6b) can be applied:

/Qe u(x) Av(x) dx = /ng(x) Au(x) dx—}—/{ms [u(x) 82(;) —v(x) ag(nx)} ar

The first two integrals vanish because Au = Av = 0 (cf. (3.5). The boundary of (2.
consists of 92 and of the boundaries 0K, (x’) and 0K, (x"). The boundary values
on 02 are u = v = 0. The remaining expressions are

/ {u(x) 81(;(:) - v(x)ag(nx)]df = / [v(x) ag(nx) —u(x) ag(:)] ar.

OK . (x) 0K (x")

(A.8)
On the right-hand side of (A.8) we insert v(x) = g(x,x”) and conclude from (2.11)
that

/DKE(XH) {U(X) ag(,f{) — u(x) ag(:)] ar

= /aKa(x”) {g(x,x")au(x) - u(x)ag(X’X”)} Al = u(x") = g(x", x').

on

On the left-hand side of (A.8) the roles of v and v are interchanged. Correspond-
ingly, (2.11) yields the value v(x’) = g(x’,x"’), which proves the assertion.

Solution of Exercise 3.12. (a) If n > 3 we have s(x,y) > 0 for all x,y € R", in
particular for y € {2 and x € 92. Since ¢(-,y) is the solution of AP(-,y) = 0in
Rand &(-,y) = —s(-,y) < 0 on 92, Exercise 2.19b shows & < 0 for x,y € (2.
Because s — g = —® > 0, the inequality (3.9) is proved.

For n=2 inequality (3.9) is not generally true since s(x,y) = —w% log|x —y|
becomes negative for |x —y| > 1. However, for domains with a diameter below
one, this case does not occur and (3.9) holds true.

The reason of the exceptional behaviour of n = 2 is the fact that with s(x,y)
also s(x,y) + C for any constant C' satisfies the characteristic conditions of a
singularity function. As soon as n > 2 the constant is uniquely determined by
lim|x_y| 00 5(x,y) = 0.

(b) The function ¥ (x,y) := g2(x,y) — g1(X,y) contains no singularity and is
harmonic in £2;. Its boundary values are ¥(-,y) = g2(-,y) since g1 = 0 on 9£2;.
Inequality (3.8) implies go > 0 on 0f2;. Since (4 g {25, there are boundary
points of {2 lying in the interior of {25. There g5 > 0 holds (cf. (3.8)). Exercise
2.19b shows that ¥ > 0 and thus proves part (b).

Solution of Exercise 3.15. (a) If f is locally Holder-continuous it is in particular
continuous. Since D is compact, f must be bounded, i.e., C":= ||| o(p) < o0.
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Let €(x) be the radius of the ball K. (x) appearing in the definition of the local
Holder-continuity. Since {K.(x)(x) : x € D} is a covering of D, compactness
implies that D possesses a finite covering by K; 1= K (x,)(x;), 1 < i < m.
For each ball K; there is a Holder bound L; = Hf||cx(z{i) of f.

F(x,y):= % is defined on F := {(x,y) € DxD : x # y}. We have
to show that L := sup {F(x,y) : (x,y) € E} is finite. In the positive case f is

globally Holder-continuous with || f|| o py := max{C, L}.
There is a sequence (x,,y,) (v € N) with F(x,,y,) — L. By compact-

ness we may choose a subsequence (again denoted by (x,,y,)) converging to
(x*,¥*) € D x D. Two cases are to be distinguished.

Case 1: x* # y*. Then F(x*,y*) < 2C/|x* — y*|* proves that L < co.

Case 2: x* = y*. There is an index ¢ € {1,...,m} with x* € K;. Since K;
is open, x* has a positive distance from the boundary 0 K;. For sufficiently large v
all x,, y, liein K; sothat F(x,,y,) < L; and L < maxi<;<m L; < 00.

A function is called k-fold locally Holder-continuous of for any x € D there is
aball K.(x) with ¢ > 0 so that the k-fold derivatives belong to C*(K.(x) N D).
In the case of (local) Lipschitz-continuity only the value A = 1 is admitted.

(b) For part (b) of the exercise we need the following inequality.
Lemma A.5. 1 —t° < (1 —t)® holds forall 0 <t <1 and s > 0.

Proof. If 0 < t < 1 both sides of the inequality are positive. We set f(t) :=
(1—t)* —1—1t. From 4 f'(t) = —s[(1 - )" 4+ 1571 < 0 we conclude that
f(®) < f(0) = 0. The remaining case ¢t € {0, 1} is trivial. |

First we consider the case 0 < s < 1 and investigate (|x|° — |y|®) / |x — y/|°.
This expression is invariant with respect to a scaling of x and y. Without loss of
generality we may assume that 0 < ¢ := |y| < |x| = 1. The reversed triangle
inequality (6.1) states |x —y| > |x| — |y| = 1 — t. Therefore the previous lemma
X"~ ‘ys| < 1=t s < 1.0n Kgr(0) the function

x -yl (1-1)
|x|* is bounded by R®. This proves [x|* € C*(Kg(0)) with || [x|" |
max{1l, R*}.

Since the latter inequality also holds for s = 1, |x| € C%1(Kg(0)) has a norm
bounded by max{1, R}.

If 1 < s <2 [x|" is differentiable: ;2 |x|* = s, |x|* 7. More general,
the k-fold derivative of |x|* with s = k+ A\, k € N, 0 < XA < 1 is of the
form F(x) := p(x)|x|*"** with a homogeneous polynomial p of degree k (i.c.,
p(tx) = t*p(x)). The function p(x) |x|872k is homogenous of degree s — k =
. Hence the expression |F(x) — F(y)| / (|x| — |y|)" is scaling invariant. Again,
without loss of generality, we may assume |x| =1 and ¢ := |y| < 1.

Case 1. Assume ¢t = 1 and x,y € 0K;(0). On the compact surface 0K (0)
the function F' is differentiable of any order: ' € C°°(0K;(0)). This implies
F € C*(0K,(0)) with some Holder constant L;.

yields the Holder estimate

C(Bn (@) =
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Case 2. Let 0 < t < 1 and y = tx with |x| = 1. Homogeneity of F implies
A A
Fx) — F)| /I = y* = [F[ (1= ) /(1= < [F(x)| < Lo, where
Ly := maxpg, (o) F' < 0.

Case 3. Consider the general case |x| = 1 and |y| =t < 1. Set X := tx. The
triangle inequality gives |x — y| < |x — X| + |& — y|. The terms can be bounded
by |x — X| < |x — y| (X is the projection of x onto IK;(0)) and [X—y| < |x—y|.
Therefore we obtain the Holder estimate
|P(x) = F(y)| < |F(x) = FR)| + |F(&) = F(y)| < Lt |x = %[> + Ly [g — y[*

< (L1 + Ly) [x — y*

Solution of Exercise 3.17. We start with the first derivative D%0) = 0/0x
(derivatives 0/0x; for i = 2,...,n are treated analogously). We define F'(x) :=

Jo f(€,x)d€ and
0
:/98731 (§,x)dg.

Since f,, € C°(A) and |f,,(§,x)| < C|x—£&|"°, Exercise 3.4b shows that
G € C°(2). Let ey = (1,0,...,0) be the first unit vector and let ¢ > 0. The
integrations on the right-hand side of

¢ ¢
0
/0G(X+Te1)d7://a—xlf(ﬁ,x+7e1)d£dt

can be interchanged since ‘ -f(€,x+ Tel)’ is integrable on {2 x [0, ¢] (theorem
of Fubini):

/G xX+7€1 dT_// (&,x + Tep)dtdE
0 3x1

:/Q/O [f(&,x + tey)—f(&,x)] dtd€ = F(x + te1) — F(x).

Since G is continuous, differentiation at ¢ = 0 proves G(x) =57-F(x).

This proof can be repeated for the next k£ — 1 derivatives.

Solution of Exercise 3.23. The chain rule gives

Acu(®(2)) = (0%/02° + 0% /0y?) u(&(x, y), n(x,y))
= Uge (5320 + 5;) + Uy (775 + 7732c) + 2ugy (EeNe + Eyny)
+ ug (Exx + Eyy) + Un Moz + Myy) -

The real and imaginary parts of & = ¢ + in are holomorphic: &, + &y =
Nz +Nyy = 0. The Cauchy—Riemann differential equations {; +n, = &, — 1, = 0

imply &2 + & = n2 + 2 = |9/ and &,n, + &yny = 0. Insertion proves the
assertion Acu(P(z)) = o' |? (uge + Uny) -
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Exercises of Chapter 4

Solution of Exercise 4.5. u] = [u} 1,...,u} ,_,] is the block structure of the
vector uy,, where the component (uz ;); corresponds to the grid point (ih, jh). The
block up, ; belongs to the i-th row. For ¢;, = Ljuy, one chooses the same block de-
composition. The definition of Lj, shows that q, ; = h™2 [Tup,; — Un.i—1 — Un.it1]
with T in (4.16) (here the terms wy, ;1 are omitted if i + 1 € {0, n}). This proves
the block structure in (4.16) and part (a).

In the case of (b) the rows contain n — 1 inner grid points, i.e., 7" and I are
(n — 1) x (n — 1) matrices. Since there are m — 1 row blocks, L consists of
(m — 1)? blocks.

Solution of Exercise 4.6. Since all neighbours of a ‘red’ grid point (z,y) € (2]
belongs to 2% and vice versa, the diagonal blocks are diagonal matrices. The
remaining coefficients are situated in the off-diagonal blocks A and AT.
Symmetry of L;, shows that one off-diagonal block is the transposed of the other.

Solution of Exercise 4.11. Part (a) is a direct consequence of the definition.
AOH i;z], where
Ay € RV and Asy € R with ny = #I' > 1 and ny = #17 > 1.
Choose any indices « € I and 8 € I'. For an indirect proof assume that A is
irreducible. Then there must be a connection o = «q, 1, ..., = . For at least
one pair (ay_1, ) € G(A) we have ay_1 € I"” and «y € I'. This cannot be true
since the entry A, , ., belongs to the zero block O € R!" ! Hence there is no
connection and A is not irreducible.

For part (b) assume first that the matrix has the form A =

Now assume that A is not irreducible: there is at least one pair («, 5) ¢ G(A).

Case 1: (v,0) ¢ G(A) forally € I.Set I' := {f}, I" := I\{B}, choose /3 as first
index followed by all indices of I”. Then the first column of A is filled by zeros,
in particular A = 0 holds for all (v,5) € I” x I'.

Case 2: Atleast one v € I with (vy,8) € G(A) exists. Then

I = {7 el:(,h) e@}, "= I\I'

are not empty (note that o € I"). All entries A, with (§,) € I"” x I’ must
vanish, since otherwise (d,7) € G(A) and (v, ) € G(A) implies (0, 5) € G(A)
in contradiction to 6 € I"”. A corresponding ordering of the indices of I’ and I”

. [ A Are
yields the zero block in [ O Am |
Solution of Exercise 4.13. Consider the eigenpair (A, u) of Assertion 2 on page 52.
The proof of Criterion 4.12 shows that |u,|=1 and |\ — a,|=r, implies |ug| =1
and [\ —agg| = 7 forall 3 € I, thus A € K, (a,y) U ﬂﬁel7 0K, (agp)-
The case I, = () is not excluded. Then A\ = a,, = r, = 0 holds and the latter
statement becomes 0€ {0} U@. The union over all €I yields a superset of o(A).
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Solution of Exercise 4.16. The assumptions in part (a) imply that for all v € I there
is an o € I, (I, from Exercise 4.13) with 0K, (aaa) = 0K, (0) C K;(0) since
7o < 1. Exercise 4.13 shows that o(D~'B) C K;(0) and hence p(D~'B) < 1.

In part (b) C'is an n X n matrix with p(C') < 1. There is a unitary matrix @} so
that C = Q RQT holds with an upper triangular matrix R (Schur normal form,
cf. Liesen—Mehrmann [193, §14.3], Hackbusch [142, §A.6.1]). We split R into R =
D +T, where D is the diagonal part and 1" the strictly upper part. Note that 7% = O
for v > n. If D and T' commuted, the binomial formula R = Zz;é (Z) Dn—rTH
would hold and give

min{v,n—1}

v H v—p
o< > (4) 100 I

pn=0

In the non-commutative case, e.g., the term n.D" 1T corresponding to p1 = 1
becomes TD"~! + DTD"=2 + ... + D" T. This sum has the same bound
n ||D||Zg1 | T, - Therefore the above estimate holds in general. If || D[/ = 0
we conclude D = O, C' = T and the convergence of >0, C¥ = S"_ T”
is trivial. Otherwise set K := [|Q| . [|QT||_, Zz;é (M) DI (IT))%, and esti-
mate by [|C” . < |Qll [|QT||. IRl < K[ID|Z, . Since the diagonal D
contains the eigenvalues as diagonal entries, it follows that ||D||, = p(C) < 1,
and ||C"]|, < K[p(C)]” proves C* — O. From the representation Z’j;é cv =
(C—I)"" (C* —I) of the finite geometric sum and C* — O we infer the con-
vergence of the series Y~ O = (C' — n-'.

Statement 1) in part (c) is trivial since (AB), ;= > i Aix By only contains
nonnegative (resp. positive) terms.

A regular diagonal matrix D > O has positive diagonal entries and the scaling
of A> O into AD does not change the signs (Statement 2).

The first part of Statement 3) follows from (Av), = >, Airvr < D) Aspwy =
(Aw),;. 0 < v < w implies |v]|, = max; v; < max; w; = |lw|, -

(Au); < [(Au)| = 1325 Aiwur| < 305 (Al fur] = 325 Ak [uk] = (Alul); is
the componentwise Statement 4).

Solution of Exercise 4.22. Definition 4.30 and ||| A |||= 0 imply ||Au|| = 0, hence
Au = 0 for all u. Therefore A = O is the zero matrix. Using

[[NAw]| (Al || Au || Aw
1124 1= sup 124Ul g WAy Ay g
u#£0 ||UH u#0 ||U|| u#£0 HUH
and
A+ B A B
A5 | —sap 1+ BYl - dul + B
Tl Tl
Au Bu
< sup 4 IBUN a1 B

[l [l
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we prove the other norm axioms and part (a).
Part (b): || Aul|| <||| A||| ||u|l is trivial for u = 0. Let u # 0. Now the inequality

— lAv]l < llAull
follows from ||| A[||= sup,,_o ol 2 Tall
Let u # 0 be arbitrary. Then |[(AB)u| = |[|[A(Bu)| < ||| A || |Bu| <

AB)u
1A 1| B]]] [[u]l and thus ||| AB|||= sup MBI < | A ||| ||| B||| holds.

el

Furthermore we have ||| [ |||= sup ‘HI;‘”H =supl=1.

Let A be an eigenvalue and e # 0 the corresponding eigenvector: Ae = Ae.

. . Au Ae
Then || Aell = el = || lel] implies [[| Al|= sup,,z 240 > 1Al — ).

Solution of Exercise 4.23. Let ||| - |||cc be the matrix norm associated to the
maximum norm. Let ||| be as defined in (4.32). || Au|| , = max; |}, Ajpur| <
max; | 32, [Ase| | maxy, [ur| = [|Al|  [lull . implies || Al < || Al

Let a be an index with ), [Aqak| = max; |, [Aix]| = [|A]l, - Define u
by uj = sign(Aqk). Since [jul|, = 1 and Aypur = [Aqk|, the reverse inequal-
ity also follows: [[All o = >4 |Aarl = 224 Aakur| = |(Au)| < [[Aull, =
”HTH”OO < sup,o 1A% — ||| A]||oc . Therefore (4.32) and part (a) are proved.

vl

Part (b) is trivial.

Solution of Exercise 4.26. Part (a) of the proof of Lemma 4.17 uses the splitting
A = D — B and shows that A~ = (377 ((D™'B)”) D~! with D > O and
B > 0. For A/ = D —B wehave O < D < D" and O < B" < B.
By p(D'"'B’) < p(D7'B) < 1, the series A'~! = [Y>° (D'~'B)"| D'~}
converges. O < D'"' < D7 ! and O < B' < B imply A’~! < A~%.

Solution of Exercise 4.27. Let A’ be the matrix mentioned in the hint. Without
loss of generality we may order the index set I so that first the indices of I’ appear.

The decomposition I = I’ U (I\I') leads to the block form A’ = (g 10)> with

the diagonal matrix D = diag{aaq : @ € I\I'}. The M-matrix property A,z < 0
for a # 3 shows A < A’, and Exercise 4.26 proves O < A’~1 < A~ The

.. B! O
restriction of 4’71 = (

o D‘1> < A~! to the left upper block proves the
assertion.

Solution of Exercise 4.28. (i) ||u||, = max {|(u,v)|/ ||v||, : v # 0} follows from

2
[(u, v)[ < flully [[vlly and [(u, v)| = [[ull; for v :=u.
AT _ lAull, _ [{Au,v)]
(1]) For (b) 1e HA||2 ||A ||2, Wwe use ||<A||2T> InuX I ”22 = n;az}x m,
: _ T wA [A vl _ 4T
insert (Au, v) = (u, ATv) and obtain MAX [y, = mngTzQ = ||AT]|2.

(iii) Let @) be a unitary matrix. We want to show that

[A[ly = QA2 = [[AQ]]2-

|Qu||, = ||ul|, holds for all w. This shows [|Q||, = 1. Inequality (4.31a) implies
1QAI, < |IAl,. Analogously [AQ, = [QTAT[> < [AT[l> = [|All, holds.
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By QTQ = I also the reverse inequality is valid: ||A]|, = |[QTQA[2 < [|QA|2
respectively [ All, = [4QQT [ < |AQ) 2.

@iv) || D], = p(D) for diagonal matrices D is trivial.

(v) Symmetric matrices allow a diagonalisation A = QDQ" with a unitary Q.
According to (iii) and (iv), ||A|l, = || D||, = p(A). This proves the part (a).

. Au 2
i) | A]3 = (max, ”Huﬂ‘f) — max, || Aull3 / |[ul2 and ||Aul|? = (u, ATAu)

imply [|Afl; < |ATAl2. On the other hand [ATAll2 < AT |2 || A]l, = [ Al

follows from (ii). This proves || A, = /|| ATA||2. The symmetry of AT A yields
part (c): [|All, = v/p(ATA).

(vii) The eigenvalues of ATA can be estimated by || ATA|. Hence ||A|>
p(ATA) < Al I|AT | proves part (d).

Solution of Exercise 4.30. (a) A symmetric matrix A has a representation A =
Q"DQ with unitary @ and D = diag;.;{)\:}. In the case of positive eigenvalues
we have (Az,z) = (DQz,Qx). For z # 0 and y := Qz we obtain (Ax,x) =
(Dy,y) > (minger Ag)-|lyll* = (minges A;) - ||z]|” > 0. If, however, an eigenvalue
is negative, the corresponding eigenvector z # 0 leads to (Az, z) = A ||z|* < 0.

(b) Let A" := A/« with I’ C I be the principal submatrix corresponding to
I'xI'. Each vector 2’ € R can be extended to = € R! by =z, := 2/, for a € I
and z, := 0 for « € I\I'. Obviously, (A'a’,a") = (Ax,x). Since 2’ # 0
implies = # 0 and (Az,z) > 0 it follows that A’ is positive definite.

(c) The special case I’ = {a} in (b) yields part (c).

(d) Let A=QDQT with D=diag{\, : a€I}. Set Dz := diag{ /Ao : a€I}.
B = QD% QT is the unique positive-definite root of the matrix equation B> = A.

(e) The proofs of (b—d) easily carry over to the semidefinite case (alternative:
let A be the limit of the positive-definite matrices A + €I, € \, 0).

h
Solution of Exercise 4.52. Case s € (2,3). u(zth,y)—u(z,y) ==+ [ u, (£, y)dE
yields 0

h h  r€
:/O [ux(ws,y)—um(m—s,ynds:/o /Eum<x+t7y>dtds
h (€
:h2 zx\Ls T ) - Ugz\L, dtdé.
u <xy>+/0 /_g[“ (4 1) — g ()] At

Using [tz (2 + t,9) — (@) < |17 Jull oy we can estimate the re-
mainder by

bors 2h°

s—2

t dtd€ ||ul| e ey = —— ||u]| A6 o -
A/g“ §llulles (o) (8_1)8|| les @)
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Together with the analogous inequality for the y direction we obtain

_ . 4
[AnRyu — RpAulles < Koh® [Jull sy With Ky = 5=1)s
Case 3 < s < 4. Use uge(x +t,y) — uge(z,y) = fot Uz (T + 7, y)dT:

3
§ 3
0 0

13 t
= / / [Umzx (.I + 7, y) — Uzzx (3? - T, y)] drdt.
0 0

BY [tgpa (2 + 7,y) = sz (2 — 7,y)| < (27)°% |Jul| s () and integration we ob-

tain the estimate 253 - 115 for each direction, thus K, = 2572 —1
s—2s—1s (s—2)(s—1)s

Case s = 3. Use [ugga(® + 7, Y) — Ugaa(z — 7,y)| < 2||ullcs(5) and argue as
above. The same estimate holds for C?1(£2) (cf. Corollary 4.50).

Solution of Exercise 4.54. (a) L; satisfies the sign conditions (4.21a) and is
irreducibly diagonal dominant. Criterion 4.18 proves the M-matrix property.

(b) The same choice w(x,y) = x(1 — z)/2 as in the proof of (4.36¢) yields
the estimate ||L; '||oc < 1/8. The row-sum norm Lyl < 20h™2/3 is easy to
determine.

Solution of Exercise 4.56. The matrix L;, has the entries Lj, x¢ with x,§ € ﬁ%
The entries for x,& € (2, are the same as in the Dirichlet case, in particular they
are symmetric. The five-point formula shows Lj x¢ = —h™2 for x € (2, and
& € Ij. The same value holds for Ly ¢x after the rescaling. The case x,§ € I7,
is uninteresting since Ly x¢ = Ly, ¢x = 0. The sign conditions (4.21a) follows from
(4.62b).

Solution of Exercise 4.63. If 0 < z; = vh < 1, the neighbouring grid points
x1 + h exist so that the usual difference star h~2 [—~1 2 — 1] appears. For 21 = 0
one starts with the difference =2 [~12 — 1] and eliminates the value at —h by
h=2[10 — 1], resultingin h=2[02 —2].

The block representation of the matrix in Exercise 4.63 defines the standard five-

. —1 L . .
point formula {71 4 71} for interior points. If z; = 0 the term corresponding to

u(—h, z2) is eliminated by 22192 and yields [0 :% 72]. This explains the coeffi-
cients [4 —2} at the left upper position in the matrix 7". For zo = 0 the analogous

elimination leads to the blocks [T =21 } in Ly,. Similar for z;1 = 1 and x5 = 1. This
proves part (a).
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2 -1
-1 4 -1
The scaling in part (b) transfers 7' into T = ..« .| and Lj into
%T AI
-1 T -1
n=nh"2 .. .. .| . Obviously T and Lj, are symmetric.

Solution of Exercise 4.75. Without loss of generality let © = 0. We have

ez ) 20 L e = [ ueae

' —x T !

and analogously %z,(“ = fol u'(€2")d€. The second divided difference be-
comes

e AR ——— /5 (1)dtde.

5I//

o dtd¢ = 1, the right-hand side can be written as
u”(x) + rem with the remainder

em= 2 / /; — u(0)] dide.

The estimate o) — o ()] < 1]l 00 2 [ JE2 1 e =

//2

z”—r’ fo |: 5-(1:// fw) i| df - x”—m/ fO def = % :E”—z’ lmphes the state-
ments of the parts (a,b).

Inserting / = x + h and o’ = x — h, we obtain the statement of part (c).

Using the identity ﬁ fol

Solution of Exercise 4.78. Split the system Lhuh = qp with ¢ = frn + ¢n
into Lyuj, = f5 and Lhuz = <ph In |Jup|lo < [lupll, + llupll,, we estimate
luplle < 1L, oo [l < % maxeeq, |f(x )| by (4.91). The matrix Ly, is
weakly diagonal dominant. ThlS allows us to apply Remark 4.37 to L,: v}/ attains
the maximum on the boundary: |[u}||_ < ||¢nll,, = maxeer, |¢(§)|. Together
we obtain the desired estimate.

Solution of Exercise 4.80. As in the proof of Theorem 4.79 the consistency error
is split into ¢;, = ¢}, + ¢, where ¢}, arises from the irregular Shortley—Weller ap-
proximation at the near-boundary points, while ¢; = O(h?) for sufficiently smooth
u belongs to the mehrstellen method. As in (4.94) ¢} leads to |w} [ < O(h3),
while [|w} |l < O(h*). Together we obtain |juj, — Rpul|, = O(h3).
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Solution of Exercise 4.82. Let x = (z,y) € {2, and & = (x — sgh,y). The
coefficient of uy,(€) in (4.96) is —h~2/s,. Itis an entry of the matrix Ly, only if
& € (2, which implies s, = 1. Therefore the coefficient is L x¢ = —h=2 as for
the standard five-point formula. The change of the diagonal coefficient L, xx does
not matter, since this does not disturb the symmetry.

The previous consistency error |c} (z,y)|oo < 55r5¢ (s + 5¢) h? [[ufl g1 in
the proof of Theorem 4.81 is scaled by 1/ (s,s;) and is used for both directions.
Together we obtain

%h2 (sr + Sp + So + Su) ||UH01,1(§) < 2h2 HU”CLl(ﬁ) .

This bound of u}, = L; 'c} yields the first term 2h? ||ul| 1. (rz) in the estimate of
Exercise 4.82.

Exercises of Chapter 5

Solution of Exercise 5.2. (a) Since L is ellipticin K, ¢(x) > 0 holds in K.
(b) By assumption c¢(+) is continuous and takes its minimum on K. By part (a) the
minimum is positive.

Solution of Exercise 5.3. Use (Adab) with 22e0 — g . and T 209 _
Hence the differential equation in X reads '

L 0
L= E aij(x)78£-8£-+g ai(x)aA + a(%x)
10T

ry
i,j=1 i=1 v

with A := (a;;) = SAST, a4 := (@;) = Sa, and @ = a. These quantities are
functions of X = &(x). If A is negative definite, then so is A, i.e., ellipticity in
the x-formulation implies ellipticity with respect of X.

Uniform ellipticity in (2 requires — (A(x)&,€) > ¢o |€]° with ¢ > 0 for all
x € 2. A = SAST leads to —(A(R)€, &) = —(A(x)STE,STE) > ¢ |STE[”.
Since S is regular, the smallest eigenvalue \ of SST is positive. From |ST£|2 =
(SSTE, &) > €] it follows that —(A(R)€,€) > A |€[° with & = coA > 0,
i.e., the differential equation in X is also uniformly elliptic.
Solution of Exercise 5.6. (a) The diagonal entries of AB and BA are Z;’:l aijbj;
and 2?21 bi;ja;;, respectively. Summation over ¢ gives Z:L =1 Gij b;; respectively
Z? j—1 bijaji- Renaming ¢ <+ j in the latter case shows the equality.

(b) a;; > 0is already shown in Exercise 4.30e. Summation yields trace(A) > 0.

(¢) According to Exercise 4.30e a positive-semidefinite matrix B'/? exists with
the property (B2)2 = B.If A is positive semidefinite then so is BY/2ABY/2,
hence trace(B'/2AB'/?) > 0 according to (b). Application of (a) shows

trace(B'/2ABY/?) = trace(ABY/2B'/?) = trace(AB).
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Solution of Exercise 5.13. (a) Since {2 is bounded and closed, it is compact.
Uniform ellipticity follows from Exercise 5.2.

(b) v := ug — uy satisfies Lv = 0 in {2 with boundary values v = @1 — @9
on I'. Set w(x) := |¢1 — @2|.. Then Lw = a(x) ||¢1 — 2|, = Lv holds
since @ > 0. Lemma 5.10 yields v < w in {2 and thus up — u; < |1 — @2/, -
The analogously provable inequality —w < v yields [|uz — u1]|, < [lo1 — 2l -

(c) A suitable translation and rotation maps X' onto the strip
3= {xeR": =§/2 <z <4/2},

i.e., the affine transformation is X := xy 4+ Sx with a unitary matrix S. Therefore
the constant of the uniform ellipticity is unchanged in the new variables (cf. Exer-
cise 5.3). The constant R in the proof of Theorem 5.12 is R = /2 and defines
the quantity M = e?f1® = %,

(d) Apply Theorem 5.12 for w1 := u and ug := 0 with o =0 and fy = 0.

Solution of Exercise 5.14. The transformation does not chance the ellipticity (cf.
Exercise 5.3). Since a(¢) = a(®1(x)), the sign condition @ > 0 is unchanged.
Hence, also after the transformation, the assumptions of Lemma 5.10 are satisfied.

By assumption {2 is bounded (cf. Lemma 5.10), so that {2 is compact. From this
and @ € C(£2),d~! € C'(£2) we conclude that the smallest singular value of S =
OB /9% is positive on 2, i.e., |SE|* > co|€|* with ¢o > 0. As in the solution of
Exercise 5.3 this ensures the uniform ellipticity of the transformed equation. Hence
Theorem 5.12 is applicable to L.

Solution of Exercise 5.18. The off-diagonal entries a1; + |a12| and ass + |a12]
are < 0 because of (5.12). They cannot vanish simultaneously since otherwise
det(A) = 0 in contradiction to (5.4a). Hence the matrix graph has a direct con-
nection from (z,y) to (x £ h,y) or (z,y = h). This path can be continued until
we reach a near-boundary point (z’,y’) in which the coefficient a1; + |a12| < 0
or ass + |a1z| < 0 belongs to a boundary point. Hence the strict inequality (4.26a)
is satisfied in (2’,3y’) as required in Exercise 4.16a.

Solution of Exercise 5.20. The choice

[ +46 forz=1/3 _
ale) = { 1o s Za) ad aalo) =y

leads to a difference formula Lj, with Lj, x¢ = 0 for § € I},. Ly, is singular since
Lyup = 0 holds for the constant grid function uy,(x) =1 (x € 2,).

Solution of Exercise 5.22. (a) The matrix L;, is weakly diagonal dominant. Its star

<0 <0
irreducible and satisfies the strong diagonal dominance (4.26a) in near-boundary
points. Thus Ly, is irreducibly diagonal dominant and an M-matrix. Because of
the symmetric differences Lj, is symmetric and the method has consistency order 2.
L;, is positive definite because of Criterion 4.32.

(b) If a1z < 0, 9%/0xdy is discretised as in (5.13) by the star {9 * (ﬂ

<0
satisfies the sign condition [Zo ;8 <0} for sufficiently small h. Therefore Ly is
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Solution of Exercise 5.23. One verifies that transposition turns 9 into —JF and
8;} into —9,f. Furthermore, the position of the coefficient is changed: a1,9; 9,
becomes 07 0, ay; etc. While a119; 0, u discretises aq1y,, the transposed
expression 9; 0 (a11u) is a discretisation of (a11u),, . A comparison with the
adjoint differential operator (5.17) shows that LZ is the discretisation of L'.
Since symmetric second differences and unsymmetric first differences are used,
L] is a discretisation of first consistency order.

Solution of Exercise 5.30. (a) The coefficients in (5.1) must satisfy: a;;(x)

an( ) for /L_1727 alQ( ):_aIQ( _)7 al( )_al(x_)7 a2( ) 2( )7
a(x) = a(x~) with x~ = (f@{z)

(b) In general one can only state that if « is a solution then so is u™ (x1,x2) :=
u(xy, —x2). If the solution is unique, one concludes that u = «~, and hence u

is symmetric.

4-1... 0-1

-1 4-1 0

Solution of Exercise 5.32. T" in (4.16) is to be replaced by Doe e e
0 -1 4-1

-1 0...-1 4

Solution of Exercise 5.36. Clearly A%y = —Av = f holds in {2, and the boundary
conditions (5.28) are satisfied. In the case of the boundary conditions (5.27) there is
no boundary condition for the solution of Av = f, whereas v with Au = v in {2
must fulfil two boundary conditions 4 = ¢ and %Z = @s.

Solution of Exercise 5.40. (a) The coefficients of (5.1) are translated into a,, with
m=1, a@go =a11, aoz2 = a2, a,1)= a2+ a2,
a(1,0) = a1, Qo,1) = a2, Qa(0,0) = @-.
L= A%=9%/9x* 4 20* /0220y + 0*/0y* is described by
m = 2, a(4,0) = 1, a(2,2) = 2, a(0,4) = 1, Ao = 0 otherwise.

(b) In the case of A? the left-hand side in (5.30b) is &} + 26363 + €5 =
(€2 +£2)2 = |¢|* with ¢(x) = 1 on the right-hand side.

(c) An elliptic operator of order 2m + 1 (m € Ny) would be of the form
P(x,&) = > |ac2mt1 @a(x)€" # 0 forall 0 # £ € R". Since |af is
odd, we have P(x,&) = —P(x,—£). Choose a path in R"\{0} from & to —¢&.

By continuity there is an intermediate value 0 # &, € R™ with P(x,&;) = 0 in
contradiction to ellipticity.

(d) For |a| =1 use
a(x)D% = D (a(x)u) — (D%a(x))u, ie., a(x)D® = D%(x)— (D%a(x))

for any differentiable function a. Multiple application of this rule shifts the co-
efficients a,, from (5.29) into the middle position until only terms of the form
DPaup(x)D® with |a| < m appear. For odd |3| one reverses the sign of a.p
and obtains (—1)#1DPaz(x) D



404 A Solution of the Exercises

Exercises of Chapter 6
Solution of Exercise 6.3. The triangle inequality states ||z| = ||(z —y) +y|| <
lz =yl + |ly|| which implies ||z|| — |ly|| < |l —yl||. Interchanging x and y

we obtain (6.1). This inequality proves that the norm is continuous, even Lipschitz-
continuous.

Solution of Exercise 6.4. Let |||, < C'[|-||,. The corresponding balls K!(z) :=
{y:llz—yll, < e} satisty K;/C C K2, i.e., an open set of the ||-||,-topology is
also open with respect to ||-||;. If also the reverse inequality ||-|[, < C'[|-||; holds,
the open sets coincide.
Solution of Exercise 6.5. (a;) If T is bounded, x — ¢ implies that
1Tz = Telly <T@ = <Tllyx lle—Ellx =0, ie, Tz —TE
(az) If the operator 7" is unbounded, there is a sequence x; with ||z;||y = 1 and
¢; := || Tz||y, — oo. The quantities &; := \%mz lead to [|T¢;[ly = \/¢i — o0,
although &; — 0. Hence, T’ is not continuous.
(b) For any 0 # z € X we have
IS+ Thally _ [1Szlly | [T=lly
Izl = 2l llelx
Also the supremum of the left-hand side satisfies the estimate ||S + T'||y-, <
ISy —x + ITlyx - ¥ T|ly..x =0, |[[Tz|y, = 0 follows for all z, ie., T
is the zero mapping: T = 0.

< ISy ex +1Tly e x -

Solution of Exercise 6.6. (a) If + = 0, [|[Tz|y < ||T|ly _x [|z]x is trivial.
Otherwise ||T'z||y /||z|lx can be bounded by the supremum |||y, .

(b) Part (a) shows

T Toxlly < 1 Tull zey IT22lly < Tillzey 1 T2lly x ll2llx

hence |Th Toz|, /|zllxy < [ITill;y IT|ly . x - Since the right-hand side is
independent of x, it is also an upper bound of the supremum |7 T5||,, .

Solution of Exercise 6.8. Let T), € L(X,Y) be a Cauchy sequence. For any =, T,
is also a Cauchy sequence in Y since | T, — Tnz|y < [|Th — Tnlly —x 2] x -
Hence the limit lim 7}, = exists and defines the map « — T'z. It is easy to verify
that 7" is linear. The Cauchy property implies C' := sup,, || Ty, y < 00 so that
\Tz|y /x| x = lim, [|[Thx|ly /||lz||y < C,ie., T is bounded: T € L(X,Y).
Therefore L(X,Y) is not only a normed space but also complete, i.e., L(X,Y) is
a Banach space.

Solution of Exercise 6.11. The equivalence of the norms implies that the completion
yields the same space as a set. Let x € X be the limit of x,, € X with respect to
both norms. Continuity of the norms yields

[l = T [, || < Clim [l ][] = [[l]]

as well as the reverse inequality.
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Solution of Exercise 6.13. (a) We denote the embeddings by Iy, x and Iz, y.
Continuity yields Iy, x € L(X,Y) and Iz.y € L(Y,Z). By Exercise 6.6 the
product Iz, y Iy x belongs to L(X, Z) and describes the embedding 7. x. The
boundedness || Iz v ||z«y < C isidentical with the statement

lyll, = Hzev yll, < Cllylly forall y € Y.

(b) In the case of dense embeddings one has to show that X is dense in Z. Let
z € Z. For all € > 0 one has to show that there is an z € X with ||z —z||, < e.
Thereisay € Y with ||z — 2|, <e/2 andan z € X with ||y — z||y <e/(2C).
Together with ||y — z||, < C'|ly — z||,, from part (a) the assertion follows.

Solution of Exercise 6.14. (b) Inequality (6.6) is invariant with respect to a scaling
of z and y, so that without loss of generality ||z|| = ||y|| = 1 may be assumed.
Since (6.6) is trivial for (x,y) = 0, assume (x,y) # 0. Use

0< Jlz = Ayll* = (z = My, = hy) = [l2l” = A~ (y,2) = A~ (,9) + (A |y
with ||z = ||ly|| = 1 and the choice A = 1/(y,z). Then 0 < —1 + |A|* and
VA =1y <1 =[] llyll-
(a) The triangle inequality follows from
2 2 2 2 2 2
[z +ylI” = llz["+2Re (2, y) +[lyI” < [l2l"+2 [zl lyll+[ly[I” = =l + ly])"-

(c) For sequences z,, — « and y, — y we obtain |(z,y) — (Tpn,yn)| =
(@ =20, y) + (@0, y = yn)| < llz =zl ynll + l2nll ly = ynll = 0.

Solution of Exercise 6.17. (a) = (b): Let A be dense in X and 0 # = € X. Then
there is an element a € A with ||x — a|| < ||z|| /2. Hence

2
(@,2)x = (z,2)x = (v — a,2)x > [|zl[x — [z —allx [l=] x

2 1 2 1 2
2 [l2llx = 5 llzlx = 5 llzlx > 0.

(b)=(a): Assume that A is not dense. Then U := A g X. According to
Lemma 6.15 there exists a nontrivial subspace U~ C X. For 0 # = € U we
have (a,x)x =0 forall « € A C U in contradiction to statement (b).

Solution of Exercise 6.21. (a) Let v = D%u € L?({2) be the weak derivative
and ¢ € C°(£2') the classical one. For all w € C§°(£2') C C§°(£2) integration
by parts yields (w, p)o = (w, D%u)g = (—1)I*l(D*w,u)o. Subtraction of (6.10)
shows (w,p —v), = 0 for all w € C§°(§2"). Since A := CF°(§2’) is dense in
X = L2(£) (cf. Lemma 6.19), Exercise 6.17 is applicable: If ¢ # v in (2,
there is a w € C§°(£2') with (w, ¢ —v), # 0 in contradiction to the previous
characterisation.
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(b) By assumption

(w,va)g = (1) (Dw,u), and (¢, va1p), = (-1)""1 (D70, va),

holds for all w,p € C§°(2). Since w := DP¢p again belongs to C5°(£2) it
follows that (, va+4), = (—1)"(D%p,va), = (~1)"1 (=1)*(D*DFp,u) , =
(—1)letA] (D**Fp,u), . Hence vy p is the weak D -derivative of .

(c) The case o = 0 is trivial. The strong derivative c’% |z|” = ox; |ac|‘7_2 exists
for x # 0. In £2, := 2\ K.(0) we have

/ |z|” D*w(x)dx = — 0'/ zi %7 % w(x)dx —|—/ |z|” njw(z)dl
Q. 0. 9K (0)

for D% = 6%, w € C§°(£2). Since ’3:Z |x|a_2’ < || and fKE(O) lz|” T dx =
wy [y 0T dr = et 5 0 for £ — 0, ng — [, follows. The
boundary integral tends to zero, since faK © 2|7 dl’ = w,etn=1 = 0. It re-
mains to check that the weak derivative ox; |:13|072 is square-integrable. This re-
quires 20 +n > 2.

(d) The limit process v — oo in (D%u,,v), = (—1)l (D*w,u,), for
w € C§°(£2) yields (6.10).
Solution of Exercise 6.24. The classical derivative u, W with
r? = 2% + y? exists for 7 > 0 and is discontinuous at » = 0. Since T los(r/2)

is improperly integrable, it follows as in Exercise 6.21c that W is the weak
derivative in R2. Also u2 = O(1/(r?log?r)) is improperly integrable in f2.

Similar for u2. Hence u belongs to H'(£2).

Solution of Exercise 6.30. (a) u(z) = 1 belongs to H"*(2) with the norm
luly o =0 for k> 1. If H*(2) = H}(2), Lemma 6.29 would imply |u[, = 0
in contradiction to u # 0.

(b) Without loss of generality let v =1. The proof of Lemma 6.29 can be applied
without modification.

Solution of Exercise 6.40. (a) Integration by parts yields

" Fue) O = [ e Dutax = [ (Lot ) ulox

:1£k/ —HED) () dx.

Multiple application proves the assertion.
Za<elel (+gl)*
(rjepyr - ad & e

(b) One verifies that the ratios are bounded in R”.
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Solution of Exercise 6.44. (2) i(¢) = (2m) /% [ e ¢dz = %““Eﬁ is

analytic in & = 0. (1 + £2)*a(€)? behaves like £€2572 as ¢ — oo, hence it
is integrable in R for s < 1/2, so that |u|) < oco. However, for s > 1/2 the
integral diverges.

(b) For || < 1 and y > 1 we have u(x) — u(y) = 1. The integral appear-
(1—a)~2
2s :

ing in the Sobolev—Slobodeckij norm is floo # and has the value

/ _11 (lfﬁ exists as improper integral if and only if s < 1/2. Note that the integral

[ f, .. dady is a part of the integral [[ ...dady in (6.22a).
02x82

Solution of Exercise 6.53. (a) After a rotation the corners of the rectangle and of the
L-shaped domain can be described by the Lipschitz-continuous functions ¢ — |¢| .
(b) The cut circle cannot be described by a function.

Solution of Exercise 6.66. (T'Sx,z') 7«7z = (S, T2 )y xy' = (2, T2 ) x x x+
proves the assertion.

Solution of Exercise 6.67. Let 7"y’ = 0. If the functional 4/’ does not vanish, there
isayeY with (y,¢)yxy’ # 0. Since T' € L(X,Y) is surjective, there is an
re X with Tz = y. 0# (y,y)yxy = (T2, )yxy = (&,TY)xxx =
(2,0) xxx = 0 yields the contradiction. Therefore y’ = 0 holds and implies that
T’ is injective.

Solution of Exercise 6.75. H3({2) C L?({2) holds for s > 0. The embedding
is continuous since ||-[| . () < |[*[|p2()- Since CG°(£2) is dense in both spaces,
the embedding is also dense. Similar for H*(£2) with C°°({2) as dense subspace.

Solution of Exercise 6.80. The image of the unit ball is the unit ball itself. Accord-
ing to Remark 6.78 this ball is (relatively) compact if and only if dim(X) < oo.

Solution of Exercise 6.83. Write 7" as T - I if dimX < oo, oras I T if
dimY < oo, and apply Lemma 6.82a and Exercise 6.80.

Solution of Exercise 6.92. The definition of the dual operator A’ is

a(m,y) = <A$7y>v’xv = <A$7y>V’XV” = <x7A/y>V><V’ )

where the middle equation uses V = V"' (cf. Conclusion 6.69b). Now

(@, AY)y v = (Ay) (@) = (A'y, 2}y, = a”(y, x)

yields assertion (a). For symmetric a we have (Az,y)y . = (A'2,y)y, ., for
all z,y € V and thus A = A’.

Solution of Exercise 6.95.1f n := dim V' < co, V is isomorphic to R™. The map
A:V — V'’ becomes an n X n matrix.

Assertion 1: (6.43a) is equivalent to ‘A is injective’.

Assertion 2: (6.43b) is equivalent to ‘A is surjective’.
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For matrices (and general compact operators) the properties injective, surjective,
and regular are equivalent. Hence also (6.43a) and (6.43b) are equivalent. Lemma
6.94 implies £’ = .

For an indirect proof of Assertion 1 assume that A is not injective. Then there
is some = with ||z[|,, = 1 and Az = 0, i.e., [(Az,y)| = |a(z,y)| = 0 forall y
in contradiction to (6.43a).

For an indirect proof of Assertion 2 assume that Vj4 range(A) ; R™.
Then there is a 0 # y_1 V4 and therefore |(Az,y)| = 0 in contradiction to (6.43b).

Solution of Exercise 6.98. (a) Restriction of |a(v,v)| > Cg ||v||%/ (v e V)to
W C V shows |a(w,w)| > Cg|w|} > CeC?|w|iy (x € W), where C is
taken from the inequality |w||,;, < |lw], /C.

(b) Let V\{0} > = = lima; with x; € V;. The limit in a(x;, z;)/ ||x1||%, >Cg
proves the inequality for all x € V.

(c) Since (x,y), := a(x,y) satisfies all axioms (6.5), the form (-, -), is a scalar
product which defines the norm ||z||, (cf. Exercise 6.14). Continuity of a implies
the inequality ||z||, < /Cs ||z|ly (cf. (6.42)). The V-ellipticity (6.44) yields the
reverse inequality ||z||, > v/CE ||z (C > 0). Hence the norms ||z||, and ||z||;,
are equivalent.

Solution of Exercise 6.103. Let y € V' be arbitrary with y = lim; y; and y; € V}.
The limit process in a(z,y;) = f(y;) also proves a(z,y) = f(y) for y € V.

Solution of Exercise 6.106. Part (a) is trivial. (b) We have
EL(I’ y) = a(x,y) + OK ' (‘Thy)U = <Axay>v’><\/ + <x7y>V’><V

for 2,3y € V (cf. Remark 6.74). This shows a(z,y) = (Az,y)v/xv.

Exercises of Chapter 7

Solution of Exercise 7.1. (a) m-fold integration by parts of [,,(Lu)vdx with
v € C§°(£2) yields the assertion.

(b) The solutions in Example 2.26 are infinitely differentiable, but not bounded.
Even if the solution is bounded as, e.g., u = const # 0, it does not belong to LQ(Q)
and hence also not to H'(£2). If u € H'(§2) holds for unbounded domains, u and
Vu must decay in a suitable way as |x| — oo. This can be regarded as a boundary
condition at co.

Solution of Exercise 7.6. If a,o # 0 for « = (1,0,...), a(u,u) contains the
additional integral [, aaog—;udx = %0 [, %qux. Since the antiderivative
u? vanishes at the boundary, this term does not change a(u,u). More generally,
the addition of antisymmetric bilinear forms (i.e., a(u,v) = —a(v,u)) does not

disturb the V-ellipticity.
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Solution of Exercise 7.17. The critical part is a(ug, v). For fixed uy € V the map
v a(ug,v) € R is a (continuous) functional with the V/-norm

C
sup latuo, V)] sup — > VY Feolly llelly _ Cs lluolly -

vev vl 62 vev vl

Together we obtain (7.18).

Solution of Exercise 7.22. Let u € H'({2) be the solution. All other H!-functions
satisfying the posed boundary conditions are of the form u + v with v € H}(2).
As in Theorem 6.104 the inequality J(u +v) = J(u) + a(v,v) > J(u) + Cg |vﬁ
proves that J () is minimal.

Solution of Exercise 7.24. (a) Using the inequalities ||'||L2(Q) < I H(2) and
ol 2y < 10l gra/agey < C ol g ) and
[F @) <9l g oy 10l @) + Il 2y Ivroll 2y
< [lgllzrs ) + € lellzary ] ol ey

we obtain the first inequality (vypwv is the restriction of v on I').
(b) For v € H'(£2) (and therefore yrv € H'/?(I")) we have

/g gudx = {9, 0) )y xarr(e) - A0 /F‘p”dx = (90 -2y -

This proves (7.20b).

Solution of Exercise 7.28. The coefficients are a11 = ass = —1, a1 = a1 =
ao; = 0. According to (7.24), B = — Z?zl ni% = _a% is the boundary differ-

ential operator.

Solution of Exercise 7.37. (a) a(u,u)>c ||u||§{1(9) holds for ¢:=min{1,a} > 0.

(b) If integration by parts is possible (i.e., if w and I" are sufficiently smooth),
Green’s formula (2.6a) yields

/ [<VU’V’U> + au’U]dX :/ U[_Au+ au]dx+/ U@dp.
“ @ I 8n

The above form is equal to [, gudx + [}, pvdI. Variation of v € H}(£2) C V
leads to —Au + au g in (2. It remains fr vg—fbdf = fr wvdI". Since all
v € V have constant boundary values we obtain the scalar equation || r %df =
|7 wdI” proving part (b).
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Exercises of Chapter 8

Solution of Exercise 8.10. (a) Let P*w = 0. The definition of P* yields 0 =
(P*w,u) = (w,Pu), for all u € RY. Since range(P) = Vy, the equation
P*w = 0 is equivalent to w_ V. Therefore P* as a mapping P*|y,, : Vy — RY
has a trivial kernel, i.e., P* is injective. Since dim(Vy) = dim(RY), P* is also
surjective, thus bijective.

(b) Let x ¢ RY and u € Vy. u is the image u = Py of some y € R". Hence
(P™Y)x,u)y = (x,P7'u) = (x,P"'Py) = (x,y). According to part (a)
there is a v € Vy with x = P*v. This shows that

((P*)_l*X7U)U = (vvu)U = (v,Py)U = <P*U’Y> = <X»y>'

(P~ Y x,u)y = ((P*)~"x,u),, for all u € Vy shows (P~')*x = (P*)~'x
and (P~1)* = (P*)~ L.

Solution of Exercise 8.17. Part (a) follows from (8.8a). x # 0 implies that u :=
Px # 0, so that according to Remark 8.6 (Lx,x) = a(u,u) > Cg ||u||%/ >0
follows. Hence L is positive definite. Rewrite J(u) = J(Px) as (Lx,x) —2 (f, x).
This expression is minimal for x* = L~1f, so that J(u) = J(Px*) gives the
minimum.

Solution of Exercise 8.26. v is the solution of Lu = f. Remark 8.9 states that
f = P*f is the right-hand side of equation (8.9) with the solution u = L~!f.
The Ritz—Galerkin solution is u” = Pu. This proves Sy = PL™'P*L.

Solution of Exercise 8.34. The Gauss quadrature must be exact for polynomials up
to degree 1. For ¢ = 1 and g = = — x; one verifies that f; GQuad = f;il gb;dx.
For equal step sizes h we get f; GQuaa = h g(z;).

Solution of Exercise 8.35. The coefficients L; ;+1 = —1/h, L;; = 2/h in Remark
8.33 hold for 2 < i < N — 1, i.e., for the inner grid points. For ¢ =1 the integration
over [0, h] yields Log = 1/h, Lo; = —1/h. Correspondingly, we have Ly = 1/h,
Ly_1ny = —1/h. LT1 = L1 = 0 shows that the constant solution 1 belongs to
the kernel. Since rank(L) > N — 1, Lu = f is solvable if (1,f) = 0. For the
Neumann problem the functional f is of the form f(v) = fab gudz+p,v(a)+epv(b)
(cf. (7.20a)). Inserting the basis functions, we obtain

b b
fi= / gde + pa, fi = / ghida

for2<i< N —1and fy = f; gbidx + ¢y Since the sum of all basis functions

is equal to the constant 1, the equation is solvable if (1,f) = f: g(x)dx + vq + b
vanishes.
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Solution of Exercise 8.42. For piecewise linear basis functions the gradient is
piecewise constant; more precisely, they take the values 0 and +1/h. For
diagonally neighboured x*,x? the products (b;);(b;), and (b;),(b; ) contain one
vanishing factor so that L” = 0. For horizontally neighboured x?, x/ we find
(b;)2(bj)e =h~? and (b;),(b;), =0 in two triangles. Integration y1elds L;j=-1
Analogously L;; = —1 results for vertically neighboured x’,x7. Similarly one
shows L;; = 4.

Solution of Exercise 8.43. (a) The corners of 7" are (£,7) € {(0,0),(1,0),(1,0)}.
Inserting these values into @, we obtain the vertices of 7. Since @ is linear, the
sides [resp. inner area] of T are mapped onto the sides [resp. inner area] of 7.

(b) 00/0¢ = x? — x! and 9P/0n = x> — x! define the constant determinant
det @' = det [x? — x! x3 — x| as described in (b).

(c) Since det @’ is constant, it can be taken in front of the integral.

Solution of Exercise 8.46. Without loss of generality let x* = (0,0). The
basis function b; has the support [—h,h] X [—h, h] and therein it is defined by
(1— %)(1 ‘y‘) The z-derivative is %(1 - %) This leads to

b; Db, h . 4
96; 9 xdy = / ...dzdy:/ h72d:r/ (1-— M)Qdy: —.
o Ov Ox [—h,h]x[—h,h] —h —h h 3

For the right neighbour x/ = (h, 0) the basis functions in [0, h] x [—h, h] yields
obj )0z = +(1 — ‘y‘) hence

ab 0b; h h 9
G dady = | ety = [ ntar [T =Wy = -2
o Or Ox [0,h] X [—h,h] 0 _h h 3

In the case of the vertical neighbour x7 = (0, h) the intersection of the support
is [=h, h] x [0, h] so that

b; db h h 1
965 95 4 vty / ...dxdy:/ h*de/( _hyg, 2L
o Oz Oz [—h,h]x[0,h] —h 0 h"h 3

The diagonal neighbour at x? = (h, h) yields

0b; 0b; 0b; 0b; 1

2 dzdy / 7 dwdy /h2d/ ~ay = -

83: ox [0,h] X [0,R] Ox Ox h h 6

By symmetry reasons one obtains from the part |, o %ll %l;] dxdy the difference star
-12-1 -1-4-1

é —4 2 —4 | . Analogously é 2 i 2 | for [ o %ZZ %—byjdxdy. The sum yields
-12-1 -1-4-1

the desired result.
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Solution of Exercise 8.67. According to Exercise 8.26 Sy = PL™!P*L is the
Ritz projection. The definition of L in (8.8a) shows that a* corresponding to the
operator L* leads to the system matrix LT. Replacing L, L by L*, LT, we obtain

the Ritz projection S;, = P (LT) ~' P*L* for the adjoint problem. (8.67) follows
from

L' L=L"Y(P(LT) ' P*L*)*L = L'LPL™'P*L = Sy.

Solution of Exercise 8.71. As a demonstration we determine a(by;, b2 ;—1). The
second derivatives in [x;_1, x;] are

bii(z) = —6h —12(x —z;) and by, , =2h+6(z—x;),

so that

Zq

a(bii,bai-1) = / 1i(x) by ;1 (x) dz = 6h~2

i—1

The other coefficients can be computed analogously.

Solution of Exercise 8.78. (a) Let the transformation & : T — T be linear. Then
|det &' (€,7)| = area(T) /area(T).

Thus in the case of the square-grid triangulation we have |det®'(¢,n)] = h2.
The constants in the proof of Theorem 8.76 become C; = Cy = 1 and My, =
Mnax = 6. (8.90) implies L [lul|, < [lul, < [[ull, -

(b) Assume h = 1 (the later scaling yields the factor h2). The central coefficient
1/2 is the integral over six triangles in [—1, 1] x [—1, 1]. By symmetry reasons all
four triangles possessing a hypotenuse containing the origin have the value

1 rz ) 1
1-— dyder = — .
JAACEERTEE

The remaining other two triangles lead to the value fol f;71 (1-z+y)*dyde = L.
Analogously, one determines the other coefficients.

Solution of Exercise 8.84. By assumption the identity map I : U;, — V}, has the
operator norm ||I{|y, ., < Crh™™ which coincides with ||I||Uh<—V,” ie.,

lully < 1l vy ully, < Cob™™ [l
by Conclusion 8.8. Combining both inequalities proves ||ul|,, < CFh™2™ ||ul|y .
Solution of Exercise 8.86. (a) In general, functions in V}, are discontinuous across

the triangles sides. The weak derivatives are Dirac distributions which do not
belong to L2(£2), hence V}, ¢ H*(£2).
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(b) T € T satisfies the Poincaré inequality

2
/ lu — a|?dx < (h) / |Vu|*dx (A9)
T ™ T

ﬁ(T) fTudx is the mean value (cf. Payne—Weinberger [217] and [30]).
Here we use that 7" is convex and that A is the upper bound of the diameter of 7.
Summation over all 7€ 7 shows [u—v[, <2 |u|, < o< % ]u|, and proves part (b).

where u =

(c) The basis functions b; have a support consisting of only one triangle 7; € 7.
Therefore L is a diagonal matrix with L;; = area(T;), since L;; = ap(b;,b;) =
/ T, 12 dx. Note that this discretisation completely ignores the essential Laplace term
because of Vb; = 0 on T},

Exercises of Chapter 9

Solution of Exercise 9.13. Let T“ (1 £j < n, u € Z) be the translation operator
which is defined by (7}'u)(x) = u(x + uhe]) The substitution y := x + phe;
applied to

(Tfu)y = [ TP oax = [ uloxt phe)ulx) dx
yields [, u(y)v(y — phe;)dy = (u,T; *v)o. This proves
N
@y =T,
and the statement in part (a). The power series in part (b) should be well known

(cf. [315, page 115]).

(c) Insert JT]“\U(&) = %hu(g) into R = O30 jemHh(=1)F (IQL)T]”.
Then part (b) implies part (c).

(d) We have |(1 e~ hrith) /h| =(1= - h) cos? th (1+efh)2 (M)2
The first term can be bounded — up to positive factors — by 1, the second behaves
like ¢2, i.e., (1 — e’h“th) /h}2 ~ 1+ t%. This proves part (d).

(e) We use the equivalent norm in (6.21b):

[Rojul? = (1 + €7/ Roju(©)lo = | (1+[€[*) [(1—e~"%%) /] @(€)lo

~ A+ [ERT2 (141610 ae), -

Hence
| R jul? < Col(1+[€[1)TTO/20(€)]o = Co ull, 6 -

O X0 Raw)(©)2 2 X0, (1+1612)77 2 (1 + [¢7)°72.
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Solution of Exercise 9.16. (a) The right-sided derivatives of ¢u are those of wu,
ie., & kqbu(x 0+) = kku(x 0) for 0 < k < L —1. For x,, < 0 we have

dak

& L
ou(x',x,) = )* a, |:l/
n

—vxy) + U7 a—xﬁ(x’, —x,/V)

v=1
For x,, /' 0 we obtain

k k

a /0 . 1kL k _ au 0
W@l(xa*)*(*);au[l’ +v ]8 (x',0+).

n

Therefore continuity of the derivatives up to order L — 1 is equivalent to the
described system of equations.

(b) If ue H*(R™), also u(x', —z,,/v) and u(x’, —vx,) belong to H*(R™ ) with
R™ = R™\R} . Since the derivatives are continuous, we see that ¢u € H*(R™)
and ¢ € L(H*(R%), H*(R™)) for 0 < k < L.

Part (c) follows from the definition f]R" du) vdx = f]R” *v)dy of the

*+1 result from the substltutlons y =, —vz,)

adjoint operator. The prefactors v
and y = (x, —x,,/v), respectively

Part (d) follows from the same arguments as in part (a) for derivatives up to
order L — 1.

(e) According to (d) u € H*(R™) is mapped into H¥(R") (0 < k < L —2),
since the requirements of Corollary 6.61 are satisfied. It is easy to estimate the norm
of ¢* € L(H*(R"), H}(R?)).

(f) The additional statements ¢ € L(H"(R7), H*(R™)) for negative k are
identical to ¢* € L(H*(R™), Hy"(R")) from part (e).

Solution of Exercise 9.26. The bilinear form corresponding to the Helmholtz
problem —Au +u = fin £ and w = 0 on I" is a(u,v) = (u,v)y. Let up, be the
Galerkin solution in V},. The defining equation a(up,v) — f(v) = a(up —u,v) =0
(for all v € V,) is equivalent to the V-orthogonality uw — wup Ly Vi
Hence up, = Qyu holds, i.e., Qy is the Ritz projection S;, of the Helmholtz
problem: Qy = Sy, in Hj(£2). Corollary 8.66 shows || — Qvll2(o)ev < Cih,
ie, |u—Qyulgp < Cihlu|; forall u € V = H}($2).

Solution of Exercise 9.35. (a) The usual Euclidean norm ||-|| and the newly defined

. . . . L
|- |o differ by the scaling factor h™/2. This factor cancels in |Ly|,, o, = sup %
. |Lhvnly _ ILnonll _ "o
Le., sup e = sup = ||Lx]|5 -

[u()|* + [u(x + hel|?

Part (b) is an immediate consequence of |8j+u(x) |2 <2 2

where e’ is the j-th unit vector.
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. . . . -1 . |<L71uh,vh>
Solution of Extirmse 9.36. () ||, <||; 1mp11ej 12 - N 1lrtlhf SBPW
< 151hfsup ‘<Lh uh,vh>’ /[vnlg lunly] = ’Lh ‘0&0 =Ly 2

th vy,

Parts (b) and (c) are a consequence of (6.33) since LZ is dual to Ly, .

(d) The spectral norm satisfies ||Als = /||[ATA|2 = p(ATA) (p: spectral
radius, cf. (4.27)). On the other hand the spectral radius can be bounded by any
associated matrix norm: p(ATA) < [|ATAlloo < [|AT oo || Al co-

(e) H}-ellipticity, i.e., ay, (un,up) > Cp |upl; , implies that |L ]| < &

according to Lemma 6.97.

Solution of Exercise 9.38. 0L; = ao can be estimated by | (0Lpvp,vp)| <
const |vp,|3. In the case of 6Ly = >, b; dF we have

| (6L vn, vn) | < const|0Fvslolunlo < constlvy|i|vnlo < elvn|? + Celon 3
(cf. (5.34) with a = \/e|vs|1). For 6L, = dFc; use
| (6Lpvp,vp) = | <civh, 8fvh> < const|vp|o|op]1 < 5|vh\? + C’6|vh|(2).

Altogether we obtain | (§Lpvp,vp)| < 2nelvp|? + CLlop]3. Choose e with
2ne < Cg/2, where Cg is the constant in (Lpvp,v) > Cg \uhﬁ —Ck |uh|(2).
Since (L, + 0Ly )vp, vp) > SF lun|2 —Che |uh|§ , also L, +0Ly, is H} -coercive.

Solution of Exercise 9.40. For (5.19) the argument is rather simple. The second
x-difference —0, a110; as a part of Ly, leads to — (a110] vy, 0 vp) > € |8;rvh\§
after summation by parts. With the analogous inequality

— <CL228y+’Uh, a;’Uh> Z €|ay+’l)h|(2)

for the y-direction we obtain (Lyvp,vn) > €|d) vpl3 o > [0, vn|] according to
Lemma 9.41. In the case of (5.20) summation by part for all terms leads to the
sum of —ay1|9; vp|? — a2|0,f vp|? — 2a12|0; v |10, vp| over all grid points. If
the arising coefficients a;; were evaluated at a common argument, the statement
would follow from — " a;;&¢&; > €. In fact, the coefficients are evaluated at
arguments differing by h. Now the result follows from the continuity of a;; (the
continuity is uniform since {2 is compact).

Solution of Exercise 9.46. (a) 070} and o} 0¥ produce the same result (9.39a).

(ofu)(z,y) can also be written as f;j: //22 u(&,y)d€. The derivative a% with

respect to the integral bounds yields the difference quotient (9,u)(z,y). On the
other hand, we also have

) 1 x—&-% 1 z+%
g = [ e = puta)| | = @),

o h
T—3
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(b) In the proofs for (b) and (c) we can ignore the y-dependence. Substitution and
interchanging integrals give

h/2 h/2
(o) = [ o)y [ ueroige = [ [ e+ ooz
h/2 h/2
h/2 h/2
ot — €)dtde = / /
¢ h/h/Q/ h/2
:ic(uvghv)L%R)'

(c) Assume first £ = 0. For a fixed x the Schwarz’ inequality leads to

, 1| e 2 1 peth/? w+h/2 )
P = | [ vu@ae < [ ae [ julopas
z—h/2 z—h/2 z—h/2
1 z+h/2
YGRS
z—h/2

Integration over x, substitution and interchanging the integrals yield

x+h/2 h/2
opu(x)|*de = — // dédx = // u(z + ¢)|“d¢dz
/| @)l x—h/2 OF g=ot+C h h/2 ’
h/2 h/2
/ /|u r+Q))Pdad¢ = / /|u(t)|2dtd<
h/2 z= h/2 JR
h/2 2
HU e
—h/2

This proves |o7|| L2(R2) L2 (R2) < 1. The commutativity with derivatives also
shows HJfLHHk(RQ)HH,«(RQ) < 1for all k£ € N. Because (0})* = o} the same
estimate holds for the dual spaces with negative k.

(d) The first inequality in part (c) can be summed over all z = vh and yields
> ez hl(ofu)(vh)|> = [; |u(z)|*dz. The analogous treatment of the y-direction
gives the result.

(e) Also here it is sufficient to limit ourselves to ¢} and functions a(-) in x.
We obtain

lachu — o (aw)ll s = h [[(achu)(vh) — (o (au)(vh)[* ]

VEZ

vh+h/2 ) vhth/2 )
= h d§ — d
Z[< [, . @ra=[ " e @) 5]
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vh+h/2
=3 [ latwm - @] )P

veZ h—h/2

The Lipschitz-continuity ensures |a(vh) — a(£)| < Lh/2 with L = [lal|co. () so
that ||aofu — of (au)||L% < Lih ull 2Ry follows.

(f) Abbreviate of by o. By ac” — ¢¥a = ZZ;% o?=* 1 (a0 — oa) o* and

the parts (c) and (e) we obtain the assertion.
(g) Integration by parts proves

h/2 h/2
(u—opu)( h/ ) —u(z 4+ &)]d h/[ & —sign(¢ }ux(x—&—f) d¢.
—h/2 —h/2

Schwarz’ inequality shows

(u— o) ()2 <

h/2
<i3 ), ele 9P

since ff{iQ [€ — sign(&)h/2)? d€ = h3/12. Integration over z € R leads to

h/2
/|u—ahu |dx712// lug(z + €)|* dedx
2

h/2 h h/ h2
= T dxdé = — d T 2 = 15 T : 5
[ e drds = 5 [ dnlage = g el

—h/2

hence
|lu — UiUHLZ(R) < Cih ||umHL2(R) < Cih ||u||H1(R) with C7 = 1/V12.

From a%ah = o} ada: in part (a) we infer [u — ojul|grr) < Cih||ull gr g -
The same argument for y yields the statement (g) for v = p = 1. For more general
v, o proceed as in part (f).

Solution of Exercise 9.57.In (Lj, + 0Ly,) " = Ly ' — Ly 'Ly (Ly + 6Ly) " the
last term can be bounded by

|L; 'Ly, (L, + 6Lp) oo < |L; Hoeo|0Lnloet| (L + SLn) 1o

Solution of Exercise 9.59. (a) (Phun, v) 12(z2) = Doxeq, Jo, (Prun(x))v(x)dx
holds with Q(,,,y = [r — h/2,2 + h/2] [y — h/2 y + h/2]. By definition,
Jo. -+~ = 0if x ¢ 2 and otherwise uy(x) [, v(x)dx = h*uy(x). This shows

(Prunsv) ey = h? Yieq, un(x) (0fohv) (x) = (up, 0ol v);2 and proves

Piu= (of0}u)le,.
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(b) Let ex € L? be the unit vector at x = (z,y) and Jx the Delta distribution
at x. One verifies that Preyx = aﬁa%éx and thus

= (u, E} (O"ﬁo’i)Q 5x) = ((0202)2 Eyu, 6x>

= (oF0})" Bou) () = (Biu)(x) = (Rnex)

h

(u, E} UﬁazPhex)

L2(R2) L2(R2) L2(R2)

This proves R}, = Ejoio! Py

(c) By part (a) P,j Pyuy, = ofba;’{b]—:’huh holds on Qp,. Phuh is piecewise constant.
The evaluation in x € @, produces the mean value of a constant, i.e., the value is
not changed: (o0} Prup)(x) = up(x).
Solution of Exercise 9.61. The estimate |uy,|, < C||us||oo holds with C' = vol(£2).
The inequality ||up|lec < Clunl2 can be proved, e.g., by means of the discrete
Green function gy, (x, &) with the property Ay gy (-, &) = eg (eg: unit vector at &).
As in the continuous case we have [g;(-,§)|, < C. From this we conclude

un(§) = (un, eg)p, = (Un, Angn (- €))r, = (Anun, gn(-, &)y,
and |up(§)] < [Anunly|gn(-,€)|, < Cylun|,. Maximising over all £ € 2,

we obtain ||up||eo < Clupla.

-1 _ 1L, e || oo 2 ILy 'unle 27 —1
Hence HLh ||OO = Supuh W S C Supuh [unlo = C |Lh ‘2%0 S
const.

Exercises of Chapter 10

Solution of Exercise 10.6. Inserting v, we prove the assertion.

Solution of Exercise 10.9. §(x) := (e®/ — 1)/(e'/® — 1) is the deviation from
the reduced solution x. The function ¢ increases monotonously from §(0) = 0
to 6(1) = 1. Hence ¢ is the solution of the equation §(1 — &) = 7. The ansatz
¢ = Cellogn]| yields §(1 — &) = (n© —e /) /(1 —e~1/¢) = 1. Since e~1/¢ < ¢
this equation has a solution C' =~ 1.

Solution of Exercise 10.12. One verifies that u;,(0) = up,(1) = 0 is satisfied and
that ujy, fulfils the homogeneous difference equation because of —¢(1 + h/e)? +
(2e+h)(1+h/e) —(e+h)=0.
Solution of Exercise 10.14. The discretisations of the principal part —cA are
described in Exercises 8.42 and 8.46.

(a) The z-derivative of the basis functions are the piecewise constants +h~! or
0. The integral of a test basis function over one triangle has the value h?/6, h?/3,
or 0. The combination yields (10.15).

Part (b) follows by an elementary calculation.

The one-dimensional scheme from part (c) can be derived from (b) if one applies
Ly, from (b) to grid functions which are constant in y-direction.
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Exercises of Chapter 11

Solution of Exercise 11.3. By symmetry (11.2a) is identical to a(v,e) = (v, €)q
and a(v,e) = (v, e)o. Hence e* = e is also an eigenfunction of the adjoint
problem to eigenvalue ). The test with v = e yields A(e,e)o = a(e,e) = A(e, €)o.
(e,€)o > 0 proves A = A, i.e., the eigenvalue is real. Since e € F()) is arbitrary,
we have proved E(\) C E*()). Similarly, one shows E*(\) C E()).

Solution of Exercise 11.7. (a) The definition (8.91) states that M := P*P, i.e.,
(Mx, x) = (P*Px, x) = (Px, Px), . x# 0 implies Px # 0 and thus (Mx, x) > 0.
Hence the symmetric matrix M is positive definite. The square root A := M?!/2
exists as a positive-definite matrix and satisfies ATA = A% = M (cf. Exercise
4.30e). On the other hand the Cholesky decomposition M = AMA exists with a
lower triangular matrix A (cf. Quarteroni—Sacco—Saleri [230, §3.4.2]).

(b) Let M = AHA. Set & = Ae and L := (A")"'LA~'. Then we have
Lé = (AM)"'Le = X\ (AM)"'Me = A\,Ae = \,é. Analogously, &* = Ae*
leads to the eigenvalue equation

Lhe*=(AMILHA 1 Ae* =), (AT " IMe* =\, Ae* =\, 6"

Solution of Exercise 11.8. First we consider the bilinear ansatz. According to Exer-

-1-1-1
cise 8.46 the finite-element matrix L is characterised by the stencil % -1 8-1},
141 -1-1-1
while the mass matrix M is g—; 416 4 | with h = . The ansatz " as restric-

1 41
tion of sin(vz/a) sin(umwy/a) to the nodal values turns out to be an eigenfunction
of L and M. The product 3Le"* at (x, y) consists of the four second differences:

. _ . ; . . . o—F . oth
— sin #7Y a;raz sin YT — gip AY [2 sin Y*% _ gin vr(z—h) sin vr(xz+h)
a a a a a

=21 - cos ””h] sin YT sin 7Y = 4sin® Y eV (2, y),

the corresponding result — sin ™= 6‘*8 sin #7¥ = = 4sin? ‘”rh e”H(x,y), and the
two diagonal ones

z—h) . pm(y—h h) . h
W(Z )Sm /m(Z 1) wr(ﬂ:f1+ )Sln pr(y+h)

4 sin Y™ sin ’“Ty — sin

— sin p
— sin M(‘T h) gin AmWHh) gy vr@dh) ) wr(y=h)
a a a a
vrh mh
=4 (1 — COS —— COS ,u) e’ (z,y).
a a

Together with h = a/n this demonstrates

4
Le"* = 3 (1 + sin? ;—W + sin? g—ﬁ — cos vn cos Ml) e,
n n n n
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Similarly one proves

2
Me"" = % (cos @ + 2) <cos @ + 2) eVt
a a

Hence we have Le”" = \;""Me"”" with

At =12h72

1—&-51r12ﬂ—|—sm2[2£—COS—COS‘”r (h a)

(cos ¥ 4+ 2) (cos prh 4 2) n
Clearly A" = A" holds, i.e., for v # y there are (at least) double eigenvalues.
The asymptotic expansion is

2 2.4
” T 9 9 h*mw
N = )+

(v +ut) +0O(n?).
For (v,pu) = (1,7) the h%-term is 201 T, = h2, and 825 ™ Teh? for v = p = 5.
Hence, /\2’5 # )\}11’7 = )\;’1.

Now we consider the linear triangular element. According to Exercise 8.42 L is
identical with the five-point discretisation of step size h = ~. As above we obtain

Le"" =4 (sm 2V 4 sin? M—) e,
2n 2n
The lumped mass matrix is M = h2] so that Me”" = h2e”". Hence Le"* =
Av#Ne™ holds with

V,u:4h—2(-2ﬂ «2ﬂ> (h:g>.
A sin 2n+51n ™ .

Again, A" = A}"" holds, and the asymptotic expansion is now

AVHLL — ﬁ (V2 +M2) _ hjﬁ (V4 +M4) + O(h4)
h a2 12 Cl4
leading to the same conclusions.

Solution of Exercise 11.9. (a) (11.6) follows from Lemma 6.94 or, respectively,
Lemma 8.13.

(b) The resolvent R(\) := (L — M)~ is continuous outside its singularities as
can be seen from R(\) — R(u) = (A — p) R(A)R(1). Since the norm is continuous
(cf. Exercise 6.3), also w(\) continuous except possibly the singularities of R. Let
A be an eigenvalue: Le = Me. In the neighbourhood of \ we have R(u)e = ﬁe,
so that ||R(u)||vyvs — oo for  — A. The inverse yields continuity even at A:
w(p) = w(\) =0.

(¢c) Combine Lemma 6.94 and Lemma 6.109.
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Solution of Exercise 11.17. (a) Let dim E()\g) = 1. Theorem 11.15 guarantees
dim Ej,(A) > 1 for sufficiently small i and the existence of e" with e — e. For
an indirect proof assume that dim E}, () > 2 for infinitely many h € H. Hence
there is another linearly independent eigenvector é”. At least for sufficiently small
h the eigenvector ¢ can be scaled to that ¢" Le. According to Theorem 11.16 there
is a subsequence so that lim é" = ¢ is an eigenfunction of L. Since é_Le, it follows
that dim F/(\g) > 2 in contradiction to the assumption.

(b) By assumption and part (a) dim E(\g) = dim FE()\;) = 1 holds for
sufficiently small h. Let e and e" be normed: |[e"||y; = |le[y = 1. According
to V = span{e} @ et we split e" into eﬁ + M If limsup |le” ||y, > 0, one proves
dim E(Ag) > 2 as in the proof of part (a). Hence lim e}j_ = 0. eﬁ = e holds with
the factor 73, = (¢", )y 1 = e[ = b2+ [le” 3 = yal? + e’ |2 implies

1 h
(eh’;e)v

|yn| — 1. For sufficiently small h we have |y,| > 1/2, and é" :=

Si(ef+elt) =e+ et convergestoe.
Solution of Exercise 11.20. The statement follows from Conclusion 8.8.

Solution of Exercise 11.22. Let 4" = Py, u € Vj, be the approximation with
|a" — ully = d(u,V}) and set 4"t := u — @" (cf. Remark 8.23). Since (-, v),
is a functional in V| the Riesz isomorphism ensures the existence of w € V with
(-,v)g = (-,w)y, (cf. Theorem 6.68). We split w into w" + wh* with w" € V}, and
wht € VL (orthogonality with respect to (-, -)y)- The ansatz for u” reads

ul = ol + nu” e V.
Because
(W —u,0), = (u" —u,w), = (@" + " — (@" +a") W + w7,
ho,.h ~hl Rl
=1 (w",w )V_ (4", w )V’
ahLﬂth
the choice n := Wh)v ensures the side condition (uh —u, v)o = 0. (11.4¢c)
) \%
implies w"* — 0 in V and (w",w"),, = [w"[]; = |w]} > 0, so that 5
is well defined for sufficiently small h. Using ||a"* ||y = ||a" — ully = d(u, V2),
we can estimate the additional term nw” by
| (@, wht) | A
%llwhllv < [a" v |[w" v /llw"llv = e d(u, Vi)
(wh, w )V —_—

=€h
with &5, — 0. For sufficiently small / we obtain &5, <1 and therefore |Ju—u"|y <
2d(u, Vh).

Solutlon of Exercise 11.29. (a) Let u" € V} be the solution of (11.21a—c).
u” belongs to V;, because of (11.21¢). Slnce (11.21a) is satisfied for all v € Vj,
it also holds for all v € Vi, C V3. Hence u” € V}, is the solution of ax(u,v) =
(f™M,v)o forall v e V.
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(b) First we assume (11.21b). Let u" € V}, satisfy ay(u",v) = (fM,v)o for
all v € Vj,. The equation ay(u”,v) = (fM,v) for v € Ef(\) follows from
the definition of V}, and (11.21b). From V}, = Vj, & E7 (M) we infer (11.21a).
(11.21c¢) is a consequence of uh e Vh.

(c) If (11.21b) does not hold, (11.21a,b) is not solvable; nevertheless the varia-
tional problem in V}, has a solution. For this purpose split f(*) into fi (h) 4 g
with fL € Ef(\y)* and ¢ € Ef(\y). The varlatlon in V, ignores the part
g™ and solves the problem with the right-hand side f | satisfying (11.21b).
Solution of Exercise 11.31. Choose 4" € V}, with ||u — "y = d(u, V3).

n = (ﬁh,e*h)o _ (ﬁh _ u,e*h)o + (u,e*h . e*)o
holds for all e* € E*()\g) because of u_Lle*. We estimate by
Inl < llu = @y e lv- + Julole™ — ¢*o

Since |[e*"||y =1 and e* € E*(\o) is arbitrary, we obtain

<|lu—a"|v + |u inf  |e*" —e*|o.
ol < =iy +fulo_inf e = el
ul = 4" — nel satisfies (uh, e*h)o =n-n (eh, e*h)o = 0 and the estimate

d(u, ViNE{ ()™ < [|u— u||y, < lu— v + Il e llv < flu - " v

+ v | llu = @[ lle lv: + lulo inf [e" —e*]
e*€E* (o)
= (14 lle"lv) llu = a"lv + lle"viulo _inf [e —e[o.
e*€E*(Xo)
L (ehe - (e # ( follows from the convergence of the
ller v = lleflvIlex™ly. lle HVHG*H / g

eigenvectors. Hence ||e”||y/ is uniformly bounded. Together with Hu - uhHV =
d(u, V3) we obtain

du, Vi N Ef(On)t) < C ld(u, Vi) + |ulo inf  |e" —e*|o
e*e€E* (o)

Finally, we use | - [o < C'||-||,, -

Solution of Exercise 11.34. (a) Proof of | R), — Ry, 22 (@24)HE(2) < Ch. We have
Ry, — Ry, = 0¥0}(By — 00} Ey). Corresponding to the grid (2, containing the
points x = (z;), we define

"= ><<a;j xj+g>.

x€02y, J=1

Exercise 9.46d shows

lonoillLz (@nyer2(om) < 1.
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Since 2") may be somewhat larger than (2, the extensions Fou and Egu differ
in 2\ . Corollary 6.62 defines the boundary strip wj, and implies

(B2 — o0} Eo)ull L2 (w,unmn0) < Chllullr(a)-
Exercise 9.46g shows that ||(Ey — of o) Eo)ul 2(2\w,) < Chllul| g1 (o) holds in

the remaining region 2\wy,.

(b) Proof of |[I — Ry Prll2 () m} (2,) < Ch. The equality (RyPrup)(x) =
up(x) holds at all far-boundary points. Lemma 9.49 yields the estimate in near-
boundary points.

(¢) Proof of || P —Rp|| 12 (2,)ma (2) < Ch-Letwy, € L3 (£2,) andu € Hg(£2).
We have
(vn, (P — Rr)u)r2 (0,) = (Pavh, u)r2(2) — (Vs Rhu) 12 (o,)
= (Uﬁo‘%Ph’U;“ U)Lz(Q) — (’Uh, aﬁaZEou)L%(Qh)
= (thh, Uﬁa%U)Lz(Q) — (’Uh, OﬁJZEOU)L%(Qh).
The equality
(thh,o,fazu)p(@x) — h2up(x x)op oy Eou(x)

—ux) [ (oFotu)(y) - (ot )y

x

holds for all squares Qx = (x — %,x + g) X (y — g,y + %) corresponding to
far-boundary points x = (x,y) € §2;,. The latter expression can be estimated by
Ch?|op(x)||lu]| g2 (q.)- The near-boundary regions are treated by Lemma 9.49 and
Corollary 6.62. We obtain

(vn, (P = Rp)u)r2 (0, | < Chllvnllz o) lull i)

for all v;, and wu, which is the desired estimate.

(d) Proof of ||I — Py Pp[12 (2,)m} (2,) < Ch. The assertion follows from the
parts (b,c) and |Ry|,, ; < C in(11.25h), since

I—P/Py=1—-R,P,— (P — Ry)P,

(e) Proof of || I — RhPh||Lz(Qh )t} (2,) < Ch. Same argument as in (d).

(f) Proof of || I — RthHLz(Q)eHé(Q) < Ch. First we assume {2 = R", so that
the extensions E and F become the identity. We abbreviate L2({2) and H!(2)
by L? and H'. R, : L?> — L? describes the averaging. The following constant
extension P, : L? — L? in (9.53a) defines the map I7 := PyR),.

Assertion A: IT : L* — L? is the orthogonal projection. Proof: R, Py, : L? — L7
is the identity.
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Assertion B: (vp, “h)LfL = (thh,,Phuh)Lz. Proof: h?vy,(x)uy(x) coincides with
the integral of the constant extension on Qx = (x - %, T+ g) X (y — g, Y+ %)
Summation over all grid points x = (x, y) shows the assertion.

Assertion C: ||I — IT|| 2. g1 < Ch. The proof follows from (A.9) for T := Qx .

Assertion D: According to Exercise 9.46¢,g and part C, || — oIl|| 21 < Ch
follows from I — IIoc = (I — o) + o(I — II).

Letv € L? and u € H" be arbitrary. The assertion is proved if
|0, (1 = Ry Ra)u) 2| < Chllol| g2l o
can be shown. We have (v, (I — RiRp)u)r2 = (v,u)r2 — (v, Rf Rpu) 2, where
(U,R}’;Rhu)Lz = (th,Rhu)Li (;) (PthavJ:’thu)La

= (HU’U,HU)Lz (j) (UU,HU)[} Exercise:9.463,b (U,O’Hu)L2.

By Assertion D, the difference between the above expression and (v, u)rz is
estimated by Chl|v|| 2] w] g1-

The proved estimate also holds for functions with support in {2. Because of
the extension operators deviations may appear close to the boundary. These can
be estimated with the help of Lemma 9.49 and Corollary 6.62.

Solution of Exercise 11.36. (a) |u|? = (Au,u), and |up|? = (Apun, un), are the
definitions of these norms.

(b) A has the square root A'/2 with
|'U/|% = (AU,U)O = (/11/2,“’/11/2“)0 _ |Al/2u|g

The scalar product in V' is (z,y), = (4%, A1/2y)0 . The Riesz isomorphism
J:V — V' isgivenby J = A since
(T o), = @ (v) = (p,v)0 = (A7 %0, A2v)q
= (Al/QA_lgp,Al/Qv)o = (A_lgo,v)l .

The isomorphism implies

=(A"w, w)o =(v,w), .

lw? | = A" w|? = (A/rlw,/l*lw)o = (w,Ailw)O

The statement |wy|2 | = (vj,, wy,), is completely analogous.

(c) Since H?(£2) N HL(£2) is dense in H{ (£2), the last statement of the exercise
follows from the consistency condition (11.25a).
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Solution of Exercise 11.43. (a) dim E()\g) = 1 implies lim,_,o dim E}(\y) = 1.
For a proof repeat the solution of Exercise 11.17 and replace Theorem 11.40 and
Theorem 11.16 by Theorem 11.41.

(b) If dim E(X\o) = 1, the scaling in Exercise 11.17b produces discrete eigen-
vectors é" with lim é" = e. The proof is unchanged.

Solution of Exercise 11.49. Each pair (v, p) is associated with a square
[v—1,v]x[u — 1, u]. All squares with v%+ ;2 < A/7? lie in the quarter circle

{(x,y):ngS\/Z/w,OﬁyS\/m}

which has the area 1m(A/7%) = 2.

Exercises of Chapter 12

Solution of Exercise 12.3. (a) Obviously, the sums m; + ms are independent of k.
(b) For ¢ = 1, m; = m/, = 1, the function LI} (&;x) corresponding to (1.16)
coincides with (A(x)€,&) =377, ai;(x)&:€; from Definition 1.14a and (5.4a).

(c) In the case of the ¢ x ¢ system (1.21) (there with n instead of q) the
orders are k;; = 1 with m; = 1, m’; = 0. The operator L;; (1 < 4,5 < q) is

n n

kX_DI(Ak)ij% sothat L (§;x) = kX_:I(Ak(X))ijfk and L7 (&;x) = ész‘lk(x)-

Solution of Exercise 12.4. The operator (L;;)1<; j<3 has the components
2

8331'833j
so that L]}(&;x) = pdy; 11> + (A + ) & &;. The determinant of
A+m & +ule’  Crmas  M+pas

(A+p) & A+ & +u |€|2 (A + ) €63
A+ 1) €183 A+ ) €& (N +p) &+ pulelf

is equal to p2(2u + \) €%

Lij = péiz A+ (A + p)

(6;; Kronecker symbol),

Solution of Exercise 12.7. (a) By assumption (12.10a,b) a(-,-) and b(-,-) are
bounded; let C, and C% be the bounds. Then |c(u,z)| < C.|lul|y [|z||x holds
with C. = 3C, + /5C2+CZ, hence c(-,-) is continuous. Here we use
2 2 2 v
lull = llolly + [lwlly for u= (7).

(b) Adding the equations in (12.11), we obtain (12.12a,b). On the other hand,
inserting y = 0 resp. x = 0 in (12.12a,b), both equations in (12.11) follow.
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Solution of Exercise 12.11. (i) Let V. = V; & V| be the decomposition (12.21a)
in orthogonal spaces. (v,w),, = (Jyw)(v) holds by definition of the Riesz isomor-
phism Jy : V. — V'. (v,w), = 0 forall v € V_only holds for w € (V) = Vj.
This property shows that Jyw € Vj and vice versa. Hence Jy : Vy; — V and
Jy : Vi — V]| are bijective. This proves part (b) of the exercise and shows that
V' =Vy & V] is adirect sum.

(i) According to Conclusion 6.69 V' is a Hilbert space with the scalar product
(0, 0)y = (Jy''o, Ty ')y, Let ¢ € Vy and ¢ € V. Part (i) ensures the
existence of vy € Vy and vy € V| with ¢ = Jyvy and ¥ = Jy vy . This implies
(0, )y = (Jy' ', Iy ')y = (vo,v1)y = 0 and proves the orthogonality in
V' =Vy @ V] and therefore also part (c) of the exercise.

Solution of Exercise 12.13. (12.24a) is equivalent to

sup |a(vo, zo)| > allugllv  forall zg € Vi with ||zo|ly = 1.
2o €V, [lzollv=1

Since the inequality is scaling invariant, it holds for all vy € V. In the case of
b(-,-) one uses analogous arguments.

Solution of Exercise 12.16. Consider the system C("Fv+) = (fot/ J1+) where
vg € Vp etc. Elimination as in the proof of Theorem 12.12 yields the following
statements:

() vy = B*tfy, ie,|vi|lv < Bl f2llwr with

B =B Hwev, = I1B* v, cwr;
(i) v = 50 (fio — Aorvy), e, ([ frollv+ + CaBl| f2llw) holds
with o = HAoo lvoevy and Cp = HAH\M—V’
(i) w = B~ (fiL — ALovo — ALivyr), ie., |wllw < B[ fiLllv: + Callvllv).
Therefore

LI = oLl + llvolly + llwliy
can be estimated by K2(||f1||3 + || f2||%), where K only depends on «, 3, C,

So far we have proved that (12 23) implies the existence of C~1 € L(X " X).
On the other hand, () = C~ (f 10) contains the components vy = Ay f10, while

(0) =C! (f}f) holds with w = B~!f, | so that (12.23) follows.

The proof shows that the boundedness of A can be reduced to the boundedness
of Ay and A, .

Solution of Exercise 12.22. The domain (2, lies in [—1, 1]x [0, 1]. Let 2. ;, (k € Z)
be the domain shifted by 2k: 2., = {(z + 2k,y) : (z,y) € 2.}. Let £2 be the
interior of (J; <y £21/(2+k|),x- Clearly {2 is contained in the strip R x (0, 1). For an
indirect proof we assume that [|w|| ;2o < [[Vwllgg-1(0) /8- We set w(z,y) = 1
for 2k < z < 2k 4+ 2K, w(z,y) = —1for 2k — 2K’ < oz < 2kand w = 0
otherwise. Here K’ ~ K is chosen such that w € L2(2). Analogously to the proof
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in Example 12.21 one obtains for 2% := 2 N (2k,2k + 2K) x (0,1) with the
boundary k = {2k + 2K} x (0, 1) on the right side that

KS/ |w(x)|2dX:/ wdivudx:/ divudx:/ (u,n)ydrl’
of of oF YUK

1 1/(2+1kl)
:/uldF—/uldF:/ u1(2k+2K,y)dy—/ u1(0,y)dy.
K 0% 0 0

Since [lu1([ 20,1y < Clluallgaszgony < o [ull 1.2 2r425,00) < (0,1)) = O for
K — oo, the inequality | fﬁ Uy dF| < % follows for sufficiently large K, while

| fﬂ/ urdl’ | < % as in Example 12.21 for sufficiently large k. This produces the

contradiction K < %

Solution of Exercise 12.41. Let /] be the combination of two triangles in the left
lower corner of the square 2 = (0,1) x (0,1). Let u;” (i = 1,2) be the piecewise
linear functions in the upper triangle and «; another one in the lower triangle. The
zero boundary condition implies Ou;” /0y = 0 and du; /dz = 0. In addition the
divergence yields Ouf /0x = —0ug /Oy = 0 and Qu, /Oy = —duy [0z = 0.
Together with the zero boundary values u{ = 0 and uy = 0 follows. Continuity
also implies u; = 0 and uj = 0. Therefore the situation repeats for the triangles ]
in (0, h) x (h,2h), sothatu; = us = 0in (0, h) x (0, 1). Analogously u; = us =0
holds in (h, 2h) x (0, 1) etc.

In the bilinear case the zero boundary values imply wu,;(z,y) =vzy (i =1,2)
in (0, h) x (0, k). Vanishing divergence leads to 1y = Yoz implying y1 = 72 = 0
and u = 01in (0, k) x (0, k). As above the above result can be used to prove u = 0
for the neighbouring squares.

Solution of Exercise 12.27. f, = 0 implies that the solution v" belongs to Vj ..
Equation (12.30) determines the solution ot e Vo,n uniquely. For any = € Vg,
one can replace a(v?,x) = fi(z) by a(v", z) + b(w",z) = f1(x) with arbitrary
wh € W), since by definition b(w",z) = 0.

Solution of Exercise 12.32. This is the statement of Theorem 8.16.

Solution of Exercise 12.34. ¢ : T — T is a linear transformation so that the
functional determinant det ¢ is constant. The substitution X = ¢(x) yields

/T@T‘(i)di z/TaT(qb(x)) | det ¢| dx.

The choice i = 1 shows that | det ¢/| = area(T)/area(T) = 2area(T). (12.38)
implies @7 (¢(x)) = up(x). The value of [, up(x)dx is 1/120.
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Symbols

§ Chapter, Section, Subsection, etc.

#X Cardinality of a set X (number of elements).

D Direct sum; see Lemma 6.15.

\Y Gradient

ot,07,0° ... Difference operators; see §4.1.

835 Difference operator in normal direction; see (4.44).

0y = 0%/0x™ Partial derivative of order |a| with respect to x.

d/0n Normal derivative; see page 16.

ot Hermitian transposition of a matrix or a vector.

o Transposition of a matrix or a vector.

o T Transposition of an inverse matrix.

o Orthogonal space; see §6.1.4.

Juws |0 Restriction of a function - to a (smaller) domain w, I etc.

|| Absolute value of a real or complex number.

|| Euclidean norm in R"; see §2.2 and (4.34).

4 Length of a multi-index v; see (3.11a).

| o Short notation of the L2-Norm || - || 12 see (6.8).

I'le s |1 Short notation of the Sobolev norms ||-|| ;;x , ||| =3 see (6.13)
and (6.22b).

BN Sobolev norms defined by Fourier transform; see (6.20) and
(6.21b).

k.0 Norm on HE(£2); see (6.15).

IR Maximum norm of vectors, row-sum norm of matrices (see
(4.32)), Supremum norm of functions; see Example 6.1b.

II]l5 Euclidean norm of vectors (see (4.34)) and spectral norm of
matrices (see 4.28¢).

11, Euclidean norm scaled by h"/2; see (8.87b).

HHL,% ; ||HH$1 Norms of grid functions on @),; see §9.3.1.
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Greek Letters

List of Symbols and Abbreviations

Norm in R¥; see Theorem 8.76.

Operator norm; see (6.3).

Norm of operators defined on grid functions; see §9.3.1.
Euclidean scalar product in R™; see page 17.

Dual form; see §6.3.1.

Scalar product of a Hilbert space X; see §6.1.4.

Scalar product of L?(£2); see (6.7).

Closed, open and half-open interval.

Difference of the right- and left-sided limits; see §8.7.1.3.
Fourier transform of . . . ; identical to F (.. .).
Elementwise inequalities of matrices; see §4.3.

These signs include the case of equal sets.

Strict inclusions.

Compact inclusion; see (6.9).

Dual map corresponding to 7'; see §6.3.

Dual space corresponding to X; see §6.3.

Surface integral

Trace of a function, e.g., the restriction to the boundary; see
(6.24).

Internal boundary in §10.1.1.

Fundamental solution; see (2.10).

I'=012 is the boundary of the domain (2; see page 14.

Set of grid points on the boundary; see (4.8b).

Gamma function.

Dirac distribution; see page 16.

Kronecker symbol.

Laplace operator; see (2.1a).

Five-point formula (4.10).

Residual corresponding to the triangle 7T'; see (8.85).
Argument £ € R™ of a Fourier-transformed function; see (6.18).
Spectral radius of a matrix; see (4.27).

Spectrum of a matrix; see page 52.

Averaging operators in (9.38).

Often boundary values; see (2.1b).

Boundary-value part of the right-hand side of the discrete
system; see (4.57).

Surface measure of the n-dimensional unit sphere; see (2.4b).
Set of triangles neighboured to the edge F; see §8.7.1.3.

Set of triangles neighboured to 77; see §8.7.1.3.

Quantities in (11.5b,c).
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w*(A), wi (A)
94
O, 2

Latin Letters

229
5 >
g <
-

~—~ .
:];.J.
8
N

w @

.

'7')

QRS> »

Q
>

(D)

Crk+)\(D)’ Ok,l(D)

(D)
Ct, Ck,l

C, const,

Cg

Cr

Ck

Cs

cond, conds

cosh(--+)
dist(-, -)
d(u7VN)
D(l/,

Dy,

e, et

6*, e*h
Ey, E>
E()

E*(N)

En(X\), Ef(N)

(D), C°(D)

Analogous quantities of the adjoint problem.
Domain of the boundary-value problem; see (2.1a).
Set of grid points in {2 and {2, respectively; see (4.8a), (4.8¢c).

Bilinear or sesquilinear form; see §6.5.

ax(u,v) = a(u,v) — M(u,v)o; see (11.5a).

Restriction of a(-,-) to Vy x Vy; see (8.10).

Matrix or matrix function of the coefficients of the principal
part; see (5.2).

Operator associated to a(-, -); see Lemma 6.91.

Matrices.
Differential operators defined on the boundary; see (5.21b).
Basis functions of the subspace Vi fori = 1,..., N ; see (8.5).

Bilinear form in the case of saddle-point problems; see §8.9.1.
Set of continuous functions on D; see page 14.
Set of k-times continuously differentiable functions on D for
k € No U {oo}; see page 14.

Set of Holder- or Lipschitz-continuously differentiable func-
tions; see Definition 3.14.
Set of C*° functions with compact support; see (6.9).
Set of domains with correspondingly smooth boundary; see
Definition 6.51.
Existing but not specified constant in estimates.
Positive ellipticity constant in (6.44) and (6.48).
Constant of the inverse inequality; see (8.92).
Constant of the coercivity inequality (6.48).
Upper bound of the bilinear form; see (8.2).
Condition (spectral condition) of a matrix; see Remark 5.45,
Theorem 8.83.
Hyperbolic cosine, cosh(z) = (exp(x) + exp(—x))/2.
Distance in R™ with respect to the Euclidean norm.
Distance of the function u from the subspace Vi ; see (8.21).
Differential operator of order «; see (3.11b).
Difference operator; see Remark 4.7.
Eigenfunction or eigenvector in §11.
Eigenfunction or eigenvector of the adjoint problem in §11.
Extension operator; see §9.3.2.
Eigenspace; see Definition 11.1.
Eigenspace of the adjoint problem; see Definition 11.1.
Eigenspaces of the discrete problems; see §11.2.1.
Set of all edges of the triangulation 7; see §8.7.1.3
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Set of edges of the triangle 7'; see §8.7.1.3

Often the right-hand side of the differential equation; see (3.1a).
Often the right-hand side of the difference equation.

Fourier transform and Fourier back-transform; see §6.2.3.
n-dimensional Fourier transform.

Right-hand side f € R™ of the discrete Galerkin system (8.9).
Green’s function; see Definition 3.6.

Discrete Green’s function; see (4.40b).

Graph of a matrix A; see Definition 4.9.

Transitive extension of G(A); see page 51.

Step size of a difference method; see page 4.1. Maximal ele-
ment size of a finite-element method; see §8.5.3.

Set of grid widths with 0 as accumulation point; see Definition
4.46 and page 332.

’“(Q), HE($2), H*(£2),... Sobolev spaces; see §6.2.

TN S
A

lim sup, Tim

<

O0=z=zZ2Z8 = 3
- 5

Hilbert space defined in §8.9.1.

Imaginary unit.

Unit matrix or identity map.

Index set, e.g., in R’ see Notation 4.4.

Quadratic functional to be minimised ; see (7.13).

Riesz isomorphism in L(X, X'); see Conclusion 6.69.
Often the order of differentiation.

Either the field R or C.

Openball {y € X : ||y — z| < R}.

Kernel {x € X : Az =0} of alinearmap A : X — Y.
Differential operator.

Operator associated to a bilinear form ay; see §8.2.2.6.
Matrix of the discrete Galerkin system of equations (8.9).
Set of linear and continuous maps from X to Y’; see page 121.
Set of quadratically integrable functions on 2; see §6.2.1.
Set of bounded functions on {2; see §6.1.3.

Limes inferior; smallest accumulation point.

Limes superior; largest accumulation point.

Natural logarithm.

Mass matrix; see (8.91).

Often dimension of the space R" containing (2.

Number of grid points per direction in §4.2.

Normal direction; see page 16

Set of natural numbers {1,2,....}
Nu{0}=1{0,1,2,....}

Set of all corner points of the triangulation 7T; see §8.7.1.3
Set of corner points of the triangle 7'; see §8.7.1.3

Zero matrix.

Landau symbol; f(z) =O(g(x)) holds with respect to the limit

process z — x if limsup | f(z)/g(x)| < oo.
xr—rxo
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Uh

Uuv

Un

Vi

VN

(z,y), (x,y,2)
Xx=(T1,...,Tn)
X, Y. Z

X' ...

Z,

20, Zu()

Landau symbol; f(z)=o0(g(x)) holds with respect to the limit
process & — g if lim, 4, | f(2)/g(x)| = 0.

Isomorphism from R¥ to Vy; see (8.6).

Prolongation operators for grid functions; see (9.53a,b).

Grid function; often the right-hand side of the discrete system;
see (4.13a,b).

Set of rational numbers.

Regular grid of step size h in R™; see §9.3.1.

Orthogonal projection onto the subspace Vy; see §8.2.2.5.

Set of real numbers.

Vector space of the vectors (x,);er with z; € R; see Notation
4.4.

Half space; see (6.23).

Restriction 1 — wy, of a function u onto the grid 2}, or £2;,; see
(4.46) and (9.39a).

Averaging a function f onto the grid (25; see (4.47).
Restriction f — f;, of a function f onto the grid (2; see
(9.39b).

Theset {Ar:x € X}ofamapA: X - Y.

Ritz projection onto Vi or V},; see §8.3.3.

Singularity function; see §2.2.

Subspace spanned by {...}.

Hyperbolic sine, sinh(z) = (exp(z) — exp(—x))/2.

Support of a function; see (6.9).

Reference triangle; see Figure 8.4 on page 205.

Triangulation; see Definition 8.36.

Finite elements in 7 ; see Definition 8.36.

Trace of a matrix; see Exercise 5.6.

Often solution of the boundary-value problem.

Solution u € R¥ of the discrete Galerkin system (8.9).
Ritz—Galerkin solution in Vi ; see (8.4).

Grid function; often solution of the discrete system; see (4.6a).
Spaces of the Gelfand triple (see (6.36)); often U = L?(£2) and
V = HY(0)or H} ().

Galerkin subspace Vv endowed with the norm of U; see §8.2.2.1.
Finite-element subspace with grid size h; see (8.45).

Galerkin subspace of dimension V; see (8.3).

Independent variables of functions in {2 for n = 2 and n = 3.
Independent variables of functions in {2 for general n.

Banach spaces; see §6.1.1.

Dual space.

Set of integers.

Solution operators in (11.8a,b).
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Abbreviations

AFEM Adaptive finite-element method.

BEM Boundary-element method; see page 3.6.

DGFEM Discontinuous Galerkin method; see §8.9.10.2.

FEM Finite-element method; §8.4.

hp-FEM Finite-element method with elements of variable grid size and

variable polynomial degree; see §8.7.3.5.
SUPG streamline upwind Petrov—Galerkin; see footnote on page 323.
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a-posteriori error estimate, 230
a-priori error estimate, 230
Adler problem, 178, 210
antilinear, 151, 163
asymptotically smooth, 286

Babuska-Brezzi condition, 365
Babuska paradox, 115
backward difference, 73
backward error analysis, 320
Banach space, 121
basis, 184
adaptive local, 258
basis function, see finite-element basis
functions
Beltrami operator, 15
best approximation, 194
bidual space, 142, 144
biharmonic equation, 113, 114, 115, 176, 248,
282,358
discretisation, 115
bijective, 123
bilinear form, 151, 163-180, 183, 278, 281,
282
adjoint, 151, 220, 222
antisymmetric, 408
associated operator, 151
bounded, 151
continuous, 151
for the biharmonic equation, 177
for the Helmholtz equation, 165, 172
for the Poisson equation, 167
for the Stokes system, 359
nonnegative, 154
positive, 154
symmetric, 152, 154
V -coercive, 156, 198
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V -elliptic, 154, 191
Vh-dependent, 249
boundary condition
Adler, 178
conormal, 171
mixed, 178
natural, 170, 206
of the first kind, 106
of the second kind, 39, 106
of the third kind, 106, 178
periodic, 108
Robin, 106, 178
boundary differential operator, 106, 114, 171
boundary-element method, 42
boundary layer, 318
boundary-value problem, 14
Neumann, see Neumann condition
variational formulation, 159
boundary values, 3,9, 11, 14
Dirichlet, see Dirichlet boundary values
box method, 260
bubble function, 376

Caccioppoli inequality, 288
Cauchy formula, 285
Cauchy—Riemann differential equations, 4, 8
Cauchy sequence, 121
characteristic direction, 318
chequer-board ordering, 49
Cholesky decomposition, 332
classical solution, 30, 33-35, 37, 163, 172,
271, 281, 360
coefficient vector, 184
coercivity, 156
H}-, 291
V-, 156
collocation method, 42
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compact mapping, 147
compact set, 147
compact, relatively, 147
complete space, 121
completion, 122
composite finite elements, 257
condensation, static, 377
condition
Babuska—Brezzi, 365
maximal angle, 218
condition (matrix), 118, 193, 241, 244, 254,
343
cone property, 305
uniform, 149
conformal, 38
conormal boundary condition, 171
conormal derivative, 106, 107, 313
conservation law, 311
consistency, 296
consistency order, 67
high, 69
contact problem, 255
continuation of an operator, 122
continuous dependence of the solution
w.r.t. boundary data, 25, 26, 99
w.r.t. coefficients, 100
w.r.t. variation of the domain, 26, 115
convection, 316
convection-diffusion equation, 316
convergence, 66
of order k, 66
super-, 254
uniform, 120
convergence order, 66
coordinate transformation, 7, 38, 95, 100, 112,
130
Crouzeix—Raviart elements, 380
curse of dimensionality, 260

delta distribution, 16
dense, 122, see embedding
derivative
classical, 125
conormal, 106, 107, 313
mixed, 261
normal, 16
tangential, 106, 162, 283, 313, 358
weak, 125
DGFEM, 259
diagonal dominance, 53-55, 58
irreducible, 53-55, 58, 104
weak, 53
difference
backward, 44, 64

Index

divided, 44
forward, 44
left, 44
one-sided, 44, 319
right, 44
second, 45
symmetric, 44, 77, 79
difference method, see five-, nine-, seven-point
formula, 100, 109, 290
for eigenvalue problems, 346
for the biharmonic equation, 115
for the Poisson equation, 44
of higher order, 69
difference operator, 45, 50, 132, 297
elliptic, 306
difference quotient, 44
difference scheme, 318
Shortley—Weller, 86
difference star, 50
differential equations
biharmonic, 113, 113, 114, 115, 176, 225,
248, 358
Cauchy—-Riemann, 4, 8
elliptic, 5-7, 8, 10, 12, 14, 94, 114, 316
first order, 1, 4, 7, 357
hyperbolic, 5-7, 9-12, 317
nonstationary, 11
of mixed type, 5
of order 2m, 113
of second order, 93
ordinary, 1
parabolic, 5, 9-12, 317, 332
partial, 1
second order, 2, 5
singularly perturbed, 316
stationary, 11
system, see system of differential equations
type, see types of partial differential
equations
with discontinuous coefficients, 311
differential operator, 94
adjoint, 103, 105
boundary, 106, 114, 171
elliptic, see differential equation
linear, 6
of order 2m, 113
principal part, see principal part
pseudo-, 180
symmetric, 103
uniformly elliptic, 114
diffusion, 316
numerical, 320
Dirac functional, 143
direct sum, 124
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Dirichlet boundary condition, 94, 106, 115
homogeneous, 161, 274
inhomogeneous, 168

Dirichlet boundary values, 29

Dirichlet integral, 159

Dirichlet principle, 159, 160

discretisation, see difference method, finite

elements, Galerkin method
at the boundary, 110, 111
efficiency, 236
of higher order, 69
Shortley—Weller, 86
stable, see stability

discretisation error, 66

distribution, 125
delta, 16
eigenvalue, 354

divergence operator, 355

divergence-free, 380

divergence-free, weakly, 380

domain, 14
convex, 282
exterior, 41, 179
L-shaped, 14, 39, 138, 253, 305, 373, 407
Lipschitz, 138
normal, 17
polygonal, 207, 369, 376
unbounded, 25, 163, 164, 179

domain decomposition method, 246, 247, 257

double-layer potential, 41, 179

dual form, 142

dual mapping, dual operator, 143

dual norm, 142

dual space, 142

eigenfunctions, 329
convergence of discrete, 337, 340, 342, 343
eigenspace, 330
eigenvalue, 329
convergence of the discrete, 336
multiple, 332, 354
multiplicity, 330
simple, 332
eigenvalue distribution, 354
eigenvalue problem, 150, 157, 168
adjoint, 330
elliptic, 12, 329
generalised, 8, 331
elasticity, 358
elements, see finite elements
Crouzeix—Raviart, 380
isoparametric, 227
mini, 376
Taylor-Hood, 377

451

ellipticity, see V -ellipticity, see differential
equation
H }L—, 291
embedding
compact, 149
continuous, 123
dense and continuous, 123
Sobolev’s, 136
energy norm, 324
equicontinuity, 148
error equilibration, 237
error estimate
a-posteriori, 230
a-priori, 230
for difference methods, 66, 72, 90, 91, 117
for eigenfunctions, 337, 340, 342, 343
for eigenvalues, 341, 342
for finite elements, 183, 213
for Galerkin’s method, 194
for Stokes equations, 378
error estimator
asymptotically exact, 236
efficient, 236
reliable, 235
residual based, 231
Euler, Leonhard, 13
existence of a solution, 166, 169
extension operator, 134
exterior domain, 41, 179
extrapolation method, 69

FEM, 200
finite-element basis functions
hierarchical, 253
piecewise linear, 201, 204
finite-element method, 181
adaptive, 237
for eigenvalue problems, 331
for saddle-point problems, 371
history, 183
hp, 240
mixed, 371
nonconforming, 249
finite elements, 200
bicubic, 226
bilinear, 206
composite, 257
d-linear, 261
hybrid, 248
isoparametric, 229
linear, 200, 203
mixed, 248, 314
nonconforming, 380
quadratic, 208
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regular, 310

serendipity class, 209
finite-volume method, 259
five-point formula, 46, 50, 103, 205
form

bilinear, see bilinear form

dual, 142

sesquilinear, 151
Fourier transformation, 130

inverse, 131
Fredholm integral equation, 41
functional

antilinear, 163

linear, 142, 170
fundamental solution, 18, 31

Galerkin discretisation, 183, 321, 331
conforming, 184
Galerkin method, 42
discontinuous, 259
mixed, 371
Galerkin, Boris Grigor’evi¢, 182
Gamma function, 16, 287
Garding inequality, 156
Gelfand triple, 146
discrete, 187
gradient, 16
graph, see matrix graph
directed, 51
Green formula
first, 17
second, 17
Green function, 19, 31, 105, 159, 289
discrete, 61, 80
for the ball, 38
of the first kind, 31
of the second kind, 40
grid, 45, 46, 86
K-, 217
offset, 79
quasi-uniform, 217
shape regular, 217
sparse, 260
uniform, 217
grid coarsening, 240
grid function, 46, 66
grid point
far-boundary, 48
near-boundary, 86
neighboured, 47
grid refinement, 238
adaptive, 237

Holder continuity

Index

local, 34
harmonic function, 14, 17, 20-22, 38, 160
heat equation, 3, 4, 8,9, 11
Helmholtz equation, 165, 172
Hermite interpolation, 225
Hessian matrix, 95, 386
hierarchical basis, 254
Hilbert matrix, 193, 237
Hilbert space, 123
Holder continuity, 33, 136
holomorphic, 2
holomorphic function, 19
homogenisation, 258
hyperbolic cross method, 262

ill-posed problem, 11
inclusion, 149
inequality
Caccioppoli, 288
triangle, 195
inertia theorem of Sylvester, 7
inf-sup condition, 152, 190, 259
initial-boundary values, 9, 10
initial values, 2, 3, 9
initial-value condition, 4
injective, 123
integral equation, 41
hypersingular, 179
integral equation method, 41, 42
inverse estimate, 244, 291
inverse inequality, see inverse estimate
isoparametric elements, 227

Jacobian matrix, 386
Jordan normal form, 338

K-grid, 217
Kelvin transformation, 39

L-shaped domain, 14, 39, 138, 253, 305, 373,
407

LadyZenskaja—Babuska—Brezzi condition, 153

Lagrange function, 371

Lagrange multipliers, 212

Lamé equations, 358

Laplace equation, see potential equation, 13

Laplace operator, 13, 15

Laplace, Pierre-Simon Marquis de, 13

LBB condition, 153

least-squares minimisation, 258

lemma, see theorem

lexicographical ordering, 48

Lipschitz domain, 138

lumping, see mass lumping
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M-matrix, 50, 59, 71, 75, 88, 90, 91, 101-104,
110, 112, 247, 318, 320, 321
marking
bulk chasing, 238
Dorfler, 238
maximum strategy, 238
marking strategy
maximum, 238
mass lumping, 332
mass matrix, 241, 331
matrix
diagonally dominant, 53-55, 58
element, 246
Hessian, 95, 386
Hilbert, 193, 237
irreducible, 51, 52, 55, 60
irreducibly diagonally dominant, 53-55, 58,
104
Jacobian, 386
M-, see M-matrix
mass, 241, 243
positive definite, 58, 103, 104, 116, 191
positive semidefinite, 58
real-diagonalisable, 7
sparse, 49
stiffness, see matrix, system
system, 241
weakly diagonally dominant, 53
matrix graph, 50
matrix norm, 56
associated, 56
maximum norm, see supremum norm, norm,
52,56
maximum principle, see maximum principle,
19, 21, 60, 95, 113, 247, 319
strong, 96
maximum-minimum principle, see maximum
principle
mean-value property, 19, 20, 22
discrete, 60
second, 19
mehrstellen method, 71
method
finite-volume, 259
least squares, 258
of finite elements, see finite-element method
mini element, 376
minimisation problem, 156, 166, 191, 252
minimum principle, 336
mortar method, 255
multiscale problem, 258

Navier—Stokes equations, 356
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Neumann boundary condition, 39, 41, 108,
172, 206
Neumann boundary values, 72
nine-point formula, 70, 101
compact, 70
nodal value, 201
node, 201, 203
boundary, 203
hanging, 251
inner, 203, 204
norm, 56
dual, 142
energy, 324
equivalent, 120, 241
Euclidean, 16, 57
Hausdorff, 115
matrix, see matrix norm
operator, 120
row-sum, 56
Sobolev—Slobodeckii, 133
spectral, 57
supremum, 25, 120, 121
normal derivative, 16, 40
normal domain, 17
normal system of boundary operators, 114
normed space, 119

operator, 120, see difference operator, see
differential operator
adjoint, 144
associated to a bilinear form, 151
Beltrami, 15
bounded, 121
compact, 147
continuation of an, 122
continuous, 121
dual, 143
extension, 134
nonlocal, 180
selfadjoint, 144
operator norm, 120
ordering
chequer-board, 49
lexicographical, 48
red-black, 49
orthogonal, orthogonal space, 123
oscillation term, 235

parallelogram identity, 124

Parseval’s equality, 305

partial differential equations, see differential
equations

partition of unity, 139

patch test, 250
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Petrov, Georgij Ivanovic, 259 Ritz, Walter, 182
Petrov—Galerkin method, 259 Ritz—Galerkin method, 183
Pizzetti series, 25 Robin boundary condition, 106
plate Robin problem, 178

firmly clamped, 113 row-sum norm, 56

simply supported, 113
plate equation, 113 saddle point, 361
Poincaré—Friedrichs inequality, 128 saddle-point problem, 360
Poincaré inequality, 413 scalar product, 16, 58, 123, 125, 127, 133, 139,
Poisson equation, 29, 44, 167, 282 146, 284
Poisson integral formula, 21, 24 Schur normal form, 396
polar coordinates, 15, 17, 107 Schwarz inequality, 123
potential, 13 semigroup, 12

double-layer, 41, 179 serendipity class, 209

single-layer, 41 sesquilinear form, 151, 329

volume, 41 seven-point formula, 101
potential equation, 2, 4, 5, 10, 11, 13, 72, 253 shape function, 201

discrete, 60, 63 Shortley—Weller discretisation, 86, 294, 295,
precompact, 147 309
principal part, 7, 14, 161, 292, 357 side conditions, 210, 212, 371
problem, see boundary-value problem, see single-layer potential, 41

variational problem singular perturbation, 317

consistent, 343 singularity function, 16, 115
projection, 144 discrete, 82

orthogonal, 144, 188, 285 Sobolev spaces, 125

Ritz, 197, 220, 222 Sobolev—Slobodeckii norm, 133
prolongation, 184 solution
pseudo-differential operator, 180 classical, see classical solution

fundamental, 18
quasi-optimality, 194 weak, 163
space
Rayleigh quotient, 182 Banach, 121
Rayleigh—-Ritz method, 182 bidual, 142
reaction-diffusion equation, 317 complete, 121
red-black ordering, 49 completion of a, 122
reduced equation, 317 dual, 142
reentrant corner, 285, 305 Hilbert, 123
reference triangle (reference element), 205, orthogonal, 123
207,213 reflexive, 142

reflexive space, 142 sparse grids, 260
regular, H} -, 291 spectral norm, 57
regularity, 264 spectral radius, 53

H?Z,220 spectrum, 150

H*-,265 splines, cubic, 225

interior, 69, 309 square grid triangulation, 205

of difference methods, 290 stability, 66, 104

shape, see triangulation star, 50
resolvent, 420 Steklov problem, 331
restriction, 66, 296 step size, 44
Reynolds number, 356 stiffness matrix, 185
Richardson extrapolation, 69 Stokes equations, 5, 113, 355
Riesz isomorphism, 144 stream function, 358
Riesz—Schauder theory, 150, 157 streamline-diffusion method, 322

Ritz projection, 197, 220, 222 superconvergence, 254, 327
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SUPG, 323
support of a function, 125
support of a functional, 288
supremum norm, 25, 120, 121
surjective, 123
system, see system of equations
system matrix, 185, 241
system of differential equations
elliptic, 7, 355, 357
uniformly, 357
hyperbolic, 7
system of equations, 46, 48, 74, 184, 185, 212,
372
consistent, 343
extended, 75
solvability, 74
sparse, 49

tangential derivative, see derivative
Theorem
of Aubin—-Nitsche, 221
of Harnack, 22
theorem
inertia, 7
of Arzela—Ascoli, 148
of Aubin—-Nitsche, 221
of Banach—Schauder, 123
of Céa, 194
of Ehrling, 150
of Garding, 167
of Gershgorin, 52
of Lax—Milgram, 154
of Strang
first, 199
second, 250
open mapping, 123
Riemann mapping, 38
Riesz representation, 144
Sobolev’s embedding, 136
transformation, 130
trace of a function, 134
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trace of a matrix, 96
transformation
coordinate, 7, 38, 95, 100, 112, 130
Kelvin, 39
transition equation, 313, 316
translation operator, 413
trapezoidal formula, 78
Trefftz method, 252
triangle inequality, reversed, 120
triangulation, 203
admissible, 203
inadmissible, 251
quasi-uniform, 217
shape regular, 217, 238
uniform, 217
types of partial differential equations, 1, 5-7

uniqueness of the solution, 21, 30, 98, 166,
169, 363

V -coercivity, 156
V -ellipticity, 154
in the complex case, 154, 166
variational formulation, 159, 163, 181, 264,
312
history, 182
variational problem, 155
adjoint, 155, 220
dual or complementary, 252
viscosity
artificial, 320
numerical, 320
volume potential, 41

wave equation, 3-5, 9, 11

weak derivative, 125

weak formulation (of a boundary-value
problem), see variational formulation

well-posed problem, 25

Wilson’s rectangle, 249
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