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Preface

This volume of Topics in Current Chemistry presents an overview of atomistic
theoretical methods applied to molecular biological systems. It thus repesents
a bottom-up view of chemistry on biology from a theoretical perspective. The
chapters are arranged such that important issues are considered starting from
a quantum mechanical perspective and proceeding to a molecular mechanics
and molecular dynamics description of the motion of the elementary particles
involved (i.e., of electrons and atomic nuclei and then of atoms and molecules),
which are responsible for the properties and function of biomolecules.

Depending on the length and time scales relevant for a given phenomenon
to be investigated, tailored theoretical methods are required to account for
these. If one is interested in large scale motions of molecules, a molecular-
mechnanics-based description will be appropriate. If, however, chemical reac-
tions at local active sites within extended supramolecular ensembles such as
metalloproteins shall be described, a quantum chemical descriptions of elec-
trons and atomic nuclei is most appropriate as such a type of modelling does
automatically adjust to any given chemical situation.

While the emphasis in each chapter is on the applicability and usefulness of
the various theoretical approaches for a given biological system, the authors
made an effort to also provide brief introductions to the foundations of these
approaches. It is hoped that each introduction helps to understand the origin
of the particular method under consideration. For instance, the first chapter
provides a brief introduction to density functional theory and time-dependent
density functional theory in the appendix.

This volume is organized in a bottom-up spirit and starts with a review by
De Gioia et al. on how chemical reactions at the active site of the hydrogenase
metalloenzyme can be analyzed with quantum chemical methods, i.e., with
those based on the fundamental laws of quantum mechanics.

Quantum chemistry can also provide detailed knowledge on molecular
properties as probed by various spectroscopic techniques. These options are
discussed in the following two chapters. The first of these by Sinnacker and
Neese deals with theoretical prediction and interpretation of resonance spectra
obtained, for instance, from electron spin resonance (ESR), nuclear magnetic
resonance (NMR), electron–nuclear double resonance (ENDOR) as employed
in studies on active sites of metalloenzymes.
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The second one by Herrmann and Reiher discusses techniques of vibrational
spectroscopy with a focus on how information on local structures within large
aggregates of molecules such as proteins can be extracted selectively based on
local vibrations or through the selective process of intensity uptake in different
vibrational spectroscopy techniques.

While the first three chapters deal with the basic quantities provided by
quantum chemistry, namely (stationary) structures, properties and energet-
ics in the electronic ground and excited states, the fourth chapter by Kirch-
ner and collaborators introduces the reader to concepts of how to add the
time-dimension to quantum chemical studies. First-principles dynamics is
introduced in order to describe the Newtonian motion of atomic nuclei on
a potential energy surface, which is available on the fly from the electronic
structure.

The coupling of quantum chemical and Newtonian mechanics methods is
subject of chapter 5 by Senn and Thiel. These so-called QM/MM methods aim
at a combination of the best of both worlds. Of course, since the elements of
both theories are by and large incompatible (compare the notions of orbitals
and positions) a coupling of both can be achieved via the general concept of
energy defined in both worlds.

A notorious problem of molecular dynamics is, however, the fact that the
simulation time of a single reactive aggregate is usually much too small to
observe spontaneous events that require a nonnegligible activation barrier.
To overcome this problem, simulation techniques for rare events have been
developed. The sixth chapter by Dellago and Bulthuis concentrates on one of
these techniques called transition path sampling.

Then, chapter 7 by Schulten and collaborators focuses on molecular me-
chanics only. Here, the entities described are atoms, united atoms or functional
groups. This reduces the number of degrees of freedom and allows one to study
the dynamical behaviour of huge protein complexes like ATPase.

Finally, I would like to thank R. Mastalerz for his help concerning formating
issues of this volume.

Zürich, July 2006 M. Reiher
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Abstract Quantum chemical methods allow one to investigate chemical aspects that are
often difficult to evaluate using only experimental approaches. In particular, the continu-
ous increase in reliability and speed of quantum chemical methods has recently allowed
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the investigation of very complex molecular systems, such as biological macromolecules.
In this contribution, we present applications of quantum chemical methods to the in-
vestigation of reaction paths of metalloenzymes and related biomimetic models, using
hydrogenase models as a reference case. In particular, we discuss several examples from
the literature, emphasizing the possibilities (and limitations) offered by present theoret-
ical approaches to study structures, electronic properties and reactivity of metalloenzyme
models. Some relevant aspects which have not yet been fully explored using theoretical
methods, such as the role of antiferromagnetic coupling and photochemical reactions in
[Fe] hydrogenases, are treated in more detail, with presentation and discussion of original
data recently obtained in our laboratory.

Keywords Coordination compounds · DFT · Hydrogenases · Metalloenzymes ·
Quantum chemistry

Abbreviations
B3LYP Becke3-Lee-Yang-Parr DFT functional
BP86 Becke-Perdew 1986 DFT functional
CI Configuration interaction
CIS Configuration interaction singles
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HS High spin
COSMO Conductor-like screening model

1
Investigation of Metalloenzymes with Quantum Chemical Methods

Enzymes are interesting molecules not only due to their crucial biochemi-
cal and medical relevance, but also because the elucidation of the molecular
properties responsible of their often remarkable catalytic activity can drive
the design and synthesis of bio-inspired catalysts with potential techno-
logical applications. Several enzymes are known to bind one or more tran-
sition metal ions, which often play a key role in the catalytic mechanism.
The biological role of transition metals has, in turn, stimulated the syn-
thesis and characterization of coordination compounds featuring structural
and/or functional features related to metalloenzymes and several examples
are known in which the investigation of biomimetic complexes has comple-
mented the elucidation of the properties of the corresponding metalloen-
zymes [1].

The tremendous increase in computer power, coupled to the refinement
of theories and algorithms, has allowed in recent years the application of
quantum chemical methods to the investigation of complex molecular sys-
tems containing atoms from almost all the periodic table, thereby disclosing
the possibility to investigate the reactivity of metalloenzymes and biomimetic
models using theoretical methods [2–7].

Present quantum chemical methods are suited to compute structures and
relative energies of reactants, products and intermediate species, as well as
transition states, allowing the dissection of reaction paths. Moreover, the pos-
sibility to characterize structural and electronic properties of both ground
and excited states gives the opportunity to investigate photochemical reac-
tions and spectroscopic properties, which can often be directly compared
with experimental data.

In this contribution, the possibilities offered by quantum chemical
methods to the investigation of reaction paths of metalloenzymes and related
biomimetic models are presented using hydrogenases as reference example.
In fact, almost all theoretical investigations of coordination compounds re-
lated to the active site of hydrogenases have been carried out using quantum
chemical approaches based on Density Functional Theory (DFT) [8–11],
which is based on the fundamental theorem that proves the existence of
a functional of the electron density that contains all energy contributions,
including the so-called correlation contributions, which are related to the mu-
tual interaction of groups of electrons [12]. For a thorough description of
DFT, the reader is referred to the seminal book of Parr and Yang [13], whereas
a short primer can be found here in Appendix I.
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The different description of correlation effects is one of the fundamental
differences between DFT and the conventional Hartree–Fock (HF) theory. In
fact, the HF method neglects correlation effects because each electron is sup-
posed to move in the mean field provided by all other N-1 electrons, even
though the HF energy expression includes an exact term for the exchange
energy, which could be considered as a sort of correlation for electrons of
equal spin. In the past, several methods have been proposed and used to
introduce correlation effects via post-HF corrections, all of them including
to different extent the configuration interaction (CI) [14], which, in turn, is
based on the idea of approximating the exact wavefunction (in the limit of
the adopted basis set) building up a combination of N-electron configuration
state functions.

The HF method, among the so-called “ab initio” approaches, provides
the cheapest way to obtain a molecular wave function, whereas the CI ex-
pansion (in all possible variants) is usually extremely time consuming. On
the contrary, the computational time required by DFT calculations is only
slightly longer than for HF, giving at the same time a one-electron struc-
ture similar to HF, thus offering a straightforward interpretation of the re-
sults while incorporating the correlation effects. Moreover, the description
of open-shell systems is more balanced in DFT than in the HF, which gen-
erally enhances the importance of high-spin configurations (that are char-
acterized by the highest exchange contributions). Finally, when open-shell
systems are treated at the “unrestricted” level (different MOs for different
spin) the DFT solution is generally less contaminated by high multiplicity
contributions than the HF one. DFT methods can also give excellent re-
sults for molecular systems characterized by near-degenerate states, which
are generally not adequately described by ab initio mono-determinantal
perturbation theories (for example MP2). However, limitations affect also
DFT methods. The accuracy of DFT results cannot be increased systemati-
cally, as it occurs with ab initio approaches based on variational principle,
which ensures that large CI expansions on large basis sets of N-electron
state functions can be arbitrarily close to the (non-relativistic) exact so-
lution. Other limitations of the DFT approach are related to the adopted
exchange-correlation functional, for which the exact form is unknown. As
a consequence, functional reliability can be only established in a heuris-
tic way by comparing DFT results with experiments or extremely accurate
results obtained from highly correlated ab initio methods. In this context,
coordination compounds represent a challenging case because very accu-
rate ab initio results are often unavailable and also experimental results may
be scarce. In spite of the above limitations, DFT has become a very use-
ful tool for the investigation of models of metal-containing proteins. In fact,
functionals based on GGA and so called hybrid methods, in which a por-
tion of Hartree–Fock exchange energy is added to the exchange-correlation
energy, give accuracies similar or higher than ab initio MP2 methods. In add-
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ition, efficient approaches developed to calculate the Coulomb energy, such
as the RI approximation [15–18], have further improved the computational
efficiency.

The hybrid three parameter B3LYP and the pure BP86 functionals have
been widely used in computational studies of models of the active site of en-
zymes. The hybrid B3LYP functional [19–22], which was originally calibrated
on the G2 database of organic molecules, is now extensively used to study
also metal-containing molecules, due to increasing evidence that B3LYP can
predict accurately properties like bond dissociation energies and molecular
geometries when coupled to an appropriate basis set. Similar considerations
hold true for BP86 [23, 24]. Reaction energies can be generally evaluated
with a reasonable accuracy, even if they can be affected by the choice of the
exchange-correlation functional and basis sets [2, 25]. Other relevant experi-
mental observables such as spin densities, EPR hyperfine coupling constants,
g-tensors and vibrational frequencies can be presently computed within the
DFT framework with a sufficient accuracy to allow comparison with the cor-
responding experimental data [2–6].

2
The Hydrogenase Example

Hydrogenases, which are widespread in prokaryotes and found also in some
unicellular eukaryotes, are enzymes that catalyze the reversible oxidation of
dihydrogen and therefore play a fundamental role in energy metabolism [26].
Most hydrogenases can catalyze the reaction in both directions in vitro, al-
though in vivo they are usually involved either in H2 uptake or H2 evolu-
tion, depending on the metabolic state of the organism. Studies of isotope
exchange led to the conclusion that dihydrogen cleavage catalyzed by hy-
drogenases follows an heterolytic reaction path, which implies formation of
intermediate hydride species [27].

Experimental and theoretical studies of hydrogenases are not only driven
by the biological relevance of these enzymes [28, 29], but also by the pos-
sibility to cheaply produce large amount of hydrogen gas, which is a very
promising future energy carrier [30].

2.1
[NiFe] and [Fe] Hydrogenases

The two hydrogenase families more thoroughly investigated so far are [NiFe]
and [Fe] hydrogenases, which are phylogenetically distinct and named ac-
cording to the metal ions bound in their active site [31–39]. Remarkably,
another evolutionary distinct family of hydrogenases has been recently found
to contain an iron cofactor of functional importance [40].
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The structural organization of [NiFe] and [Fe] hydrogenases, as well as
several peculiar features of the metal cofactors involved in H2 activation, have
been disclosed by X-ray diffraction and spectroscopic studies [41–48]. In the
active site of [NiFe] hydrogenases a nickel ion is bound to the protein by four
cysteine residues, two of which are also coordinated to an iron ion (Fig. 1).
IR spectroscopy studies revealed that the iron ion binds also two CN– and
one CO ligands [49]. In the catalytically inactive form of the enzyme an ad-
ditional oxygen-containing ligand, which has been recently characterized as
a hydroperoxide moiety, bridges the two metal ions [50]. Several redox states
for [NiFe] hydrogenases have been characterized by kinetic and spectroscopic
studies. Four correspond to paramagnetic forms (usually referred to as Ni-
A, Ni-B, Ni-C, Ni-L). The Ni-A form is slowly activated in the presence of
H2, whereas Ni-B undergoes quick activation. The Ni-C form, which is two
electrons more reduced than Ni-B, is catalytically active and upon illumina-
tion forms the Ni-L species, which is stable at temperature below 100 K. EPR
silent forms (Ni-SU, Ni-SI and Ni-R) have also been identified and might be
involved in the catalytic cycle [51].

An unusual [Fe6S6] cluster, referred to as H-cluster and formed by a clas-
sical [Fe4S4] cluster bridged by a cysteine residue to a binuclear subcluster
([2Fe]H), is bound in the active site of [Fe] hydrogenases (Fig. 2).

The two iron atoms of the [2Fe]H subcluster are coordinated by CO and
CN– ligands and by a chelating S – X3 – S moiety, which has been proposed
to be either di(thiomethyl)amine (DTMA) or 1,3-propanedithiolate (PDT).
Spectroscopic investigations of [Fe] hydrogenases are consistent with a +2 ox-
idation state for the [Fe4S4] cluster, both in the oxidized and reduced forms

Fig. 1 Structure of the bimetallic cluster found in the active site of [NiFe] hydrogenases
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Fig. 2 Structure of the H-cluster found in [Fe] hydrogenases

of the H-cluster [52, 53]. Three redox states for the [2Fe]H subcluster have
been characterized spectroscopically [54–56]. In the fully oxidized and fully
reduced forms the bimetallic cluster is EPR silent, whereas the partially ox-
idized form is paramagnetic. Moreover, in the oxidized inactive form of the
enzyme a CO group bridges the iron atoms of the [2Fe]H cluster and a co-
ordination site on the iron atom (Fed) distal relative to the cysteine residue
is occupied by an oxygen containing species which is displaced by CO in the
CO-inhibited form of the enzyme [57]. In addition, spectroscopic data are
consistent with movement of the µ-CO group from bridging to terminal pos-
ition upon reduction of the enzyme [58].

2.2
Biomimetic Models

The possibility of using molecular hydrogen as a clean energy carrier in
the next future is stimulating the development of novel, cheap and eco-
compatible processes for H2 production and oxidation. In this context, insight
into electronic and structural features of [NiFe] and [Fe] hydrogenases active
sites has driven the synthesis of coordination compounds that could mimic
the catalytic properties of the enzymes [59–63] (Fig. 3).

The coordination compound [Fe2(S2C3H6)(CO)6] is the simplest synthetic
model of the [2Fe]H binuclear subsite found in [Fe] hydrogenases [64–66].
Further synthetic efforts led to model complexes characterized by cyanide
and/or phosphine ligands [62, 67, 68] (Fig. 4). Recently Pickett and collabora-
tors reported the synthesis of a exa-carbonyl Fe6S6 complex closely resem-
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bling the structure of the entire H-cluster [69], while other research groups
obtained dinuclear model containing isonitriles [70], carbenes [71] and new
DTMA derivatives [72]. Notably, most of the above-mentioned model com-
pounds proved to be able to catalyze the electrochemical reduction of pro-
tons [73, 74].

Complexes resembling the cofactor of [NiFe] hydrogenases were initially
synthesized by Darensbourg [61] and Pohl [75]. NiFe complexes resembling
the enzyme active site were also reported by Evans and coworkers [76, 77], by
the Schroder’s group [78–80] and by Sellmann and collaborators [81] (Fig. 5).

It is important to underline that the characterization of the chemical prop-
erties of synthetic models of hydrogenases has greatly benefited by the appli-
cation of quantum chemical methods (see below). In this context, theoretical
studies have been mainly used to characterize transiently formed species,
evaluate the relative stability of isomers, dissect reaction mechanisms and
propose the synthesis of novel coordination compounds that are expected to
show catalytic activity.

Fig. 3 Structure of the simplest synthetic model of the [2Fe]H cluster

Fig. 4 Structures of recently reported synthetic models of the [2Fe]H cluster

Fig. 5 Structures of some functional and structural synthetic models of the [NiFe] hydro-
genase bimetallic cluster
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3
Modeling Reactivity

3.1
Optimization of Molecular Structures

The ability of quantum chemical methods to accurately reproduce the ex-
perimental geometry of coordination compounds is a fundamental prerequi-
site for the investigation of reactivity. While all quantum chemical methods
generally perform very well when used to predict the structure of organic
molecules, their performance can be less satisfactory when dealing with co-
ordination compounds [7]. It is known that HF calculations generally lead
to too long metal–ligand bonds, whereas MP2 calculations generally overcor-
rects for the HF error when considering coordination compounds. Therefore,
CCSD(T) calculations are often necessary to obtain accurate M–L distances.
The comparison of experimental and computed M–L bond distances reveals
that, among DFT methods, those adopting the GGA scheme generally lead to
results in very close agreement with experiment. However, it has been noted
that GGA methods tend to overestimate M–L bond lengths when L = halide or
chalconide. Bond distances obtained with the hybrid functional B3LYP gener-
ally compare well with those obtained with GGA methods [7].

As a consequence of the complexity of hydrogenases and experimental
limitations, there has been great interest in applying theoretical methods,
particularly density functional theory, to investigate structures of models of
the different redox states of hydrogenases. Most calculations reported so far
have been carried out to investigate models inspired to the active site of [Fe]
hydrogenases, for which more experimental data to be used as reference are
available. The theoretical investigation of the structural features of coordi-
nation compounds related to [Fe] hydrogenases has been carried out almost
exclusively using DFT methods. In particular, most results have been ob-
tained using the pure BP86 and the hybrid B3LYP functionals. Bond distances
are generally reproduced accurately by both functionals. However, Ni – S
distances are systematically overestimated by about 0.05 Å by B3LYP [82],
whereas BP86 structures are affected by slightly smaller deviations when
compared to experimental data [83].

Structures of [Fe(CN)x(CO)y] complexes have also been recently inves-
tigated at the BP86 level of theory, showing that computed Fe – CO bond
distances are in very close agreement with X-ray data, whereas Fe – CN bond
lengths are generally slightly overestimated [84].

The capability of B3LYP/TZVP and BP86/TZVP to accurately reproduce
experimental structures has been compared also for the coordination com-
pound [Ni(NHPnPr3)(S3)], which is related to the active site of [NiFe] hydro-
genases. Notably, both functionals reproduce accurately the peculiar flattened
tetrahedral geometry of the complex [85].
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FT-IR spectra are extremely useful for the characterization of intermedi-
ate species and redox states of [NiFe] and [Fe] hydrogenases, as well as of
related model complexes, due to the peculiar vibrational frequencies of the
CN– and CO groups. In particular, the calculation of vibrational frequen-
cies and their comparison with experimental data have been used extensively
to validate theoretical protocols and to predict the structural features of in-
termediate species relevant to [NiFe] and [Fe] hydrogenase chemistry (see
below). Note that the computation of vibrational frequencies is also necessary
to check the curvature of the potential energy surface around the station-
ary point, in order to exactly locate a true minimum (where all vibrational
frequencies are positive) or a transition state (one imaginary vibrational
frequency), and to calculate the zero point energy correction to the pure
electronic energy in order to obtain thermodynamic data. As for the ac-
curacy of computed vibrational frequencies, it is well know that, due to
the harmonic approximation adopted in the calculation of force constants,
ab initio computed vibrational frequencies are systematically higher than
the experimental ones [25]. Therefore, empirical correction factors are of-
ten used to improve the agreement with the experiment. DFT vibrational
frequencies are generally more accurate than HF ones and similar to those
obtained with correlated ab initio methods. In the specific case of CO and
CN– groups in [NiFe] and [Fe] hydrogenase models, wave numbers obtained
from BP86 calculations with harmonic approximation compare extremely
well with experimental data. Such an excellent agreement may be partially
due to error cancelation effects [86]. In fact, several groups have evaluated
the relationship between computed and experimental CO and CN– vibra-
tional frequencies in models related to the hydrogenases active sites, observ-
ing excellent correlation between calculated frequencies and experimental
spectra [87, 88].

3.2
Investigation of Electronic Properties and Relative Stability of Active Site Models

The evaluation of the relative stability of isomers, as well as insight into re-
action pathways leading to their inter-conversion, is often crucial to address
chemically relevant problems in hydrogenase chemistry.

In general, computed free energy values are obtained from the electronic
SCF energy considering translational, rotational and vibrational contribu-
tions to the total partition function, under the assumption that the partition
function can be written as the product of such terms. To evaluate enthalpy
and entropy contributions, the values for temperature and pressure have to
be set according to the conditions that have to be modeled. Moreover, a scal-
ing factor for the SCF wavenumbers is usually employed. Rotations are usually
treated classically and vibrational modes are generally described according to
harmonic approximations.
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In the field of coordination compounds related to [Fe] hydrogenases, the
systematic investigation of [Fe(CN)(PMe3)(CO)]2(µ-CO)(S2CnH2n) isomers
was undertaken using DFT to rationalize experimental data [89]. Interest-
ingly, it turned out that the most stable isomer does not correspond to the
crystallographic structure. The cause for the different stability ranking be-
tween experiment and DFT is to be ascribed to crystal packing forces, which
could not be taken into account in DFT calculations. In fact, four isomers
of [Fe(CN)(PMe3)(CO)]2(µ-CO)(S2CnH2n) were characterized in solution by
spectroscopic techniques and the properties of the most abundant isomer
well compare with those computed for the most stable isomer predicted by
DFT calculations.

DFT was also used to predict the regiochemistry of protonation in models
of the active site of [Fe] hydrogenases, evaluating the energy difference
among the possible isomers of [HFe2(S2C3H6)(CN)(CO)4(PMe3)] [90].

The comparison between the [2Fe]H cluster in the active site of [Fe] hy-
drogenases and related synthetic model compounds has stimulated several
theoretical investigations aimed at disclosing the properties of the active
site responsible for the peculiar structure of the enzymatic cluster. In fact,
even though several synthetic models reproduce the main structural fea-
tures of the [2Fe]H cluster well, one striking difference is evident comparing
Fe(I)Fe(I) synthetic models and the [2Fe]H cluster. The former are charac-
terized by a vacant coordination site along the Fe – Fe axis, whereas in the
enzyme a CO group coordinated to Fed approaches the other iron ion and
a vacant coordination site appears on Fed. To shed light on this issue, Darens-
bourg, Hall and coworkers investigated factors affecting the rotation of the
Fe(CO)3 group in the series of binuclear complexes [Fe2(µ-SRS)(CO)6] in
which R = EDT, PDT or o-xyldt (orto-xylenedithiolate) [82]. The compu-
tation of stable species and transition states showed that Fe(CO)3 rotation
leading to µ-CO species is easy, leading to the suggestion that the protein en-
vironment could fine tune the geometry of the binuclear cluster. Electronic
factors affecting the structure of the [2Fe]H cluster were investigated, using
DFT calculations, also by Bruschi et al., who studied a series of Fe(I)Fe(I)
complexes differing for the nature of the ligand corresponding to the cys-
teine residue coordinated to the [2Fe]H cluster in the protein [91]. The results
highlight that increased rotation of the Fed(CO)2(CN) group was observed
going from soft to hard ligands, leading to structures that closely resembled
the [2Fe]H cluster when the ligand is a strong electron-donor group. These
observations suggested that the proximal [Fe4S4] cluster could play a role in
modulating the structural and electronic properties of the [2Fe]H cluster in
the enzyme.

The above-mentioned results nicely show how the investigation of very
simple models is not always a shortcoming of quantum chemical investiga-
tions. In fact, the possibility to neglect environmental effects and to inves-
tigate series of related compounds (which could be very difficult to obtain
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experimentally) can allow one to highlight relationships that otherwise could
be difficult to unravel.

The investigation of structural and electronic properties of Fe(I)Fe(I)
models related to the reduced form of the [2Fe]H cluster has also allowed the
disclosure of key factors affecting H+ binding to the metal cofactor. Darens-
bourg, Hall and collaborators have used molecular orbital analysis to show
that, as a consequence of rotation of the Fe(CO)3 group, the highest occupied
molecular orbital (HOMO) of the [2Fe]H cluster changes drastically, resulting
in partial disruption of the Fe – Fe bond density and development of a charge
dipole along the Fe – Fe axis. Moreover, the iron center corresponding to Fed
in the [2Fe]H subcluster becomes more electrophilic [82].

Starting from the observation that most synthetic Fe(I)Fe(I) complexes fail
to reproduce the orientation of diatomic ligands around the iron ions that is
observed in the enzyme active site, and assuming that this difference could
be crucial to explain the different catalytic activity of synthetic and enzy-
matic systems, Darensbourg, Hall and collaborators have used DFT to design
coordination compounds that should be characterized by structural features
more closely resembling the enzyme active site [92]. To this end they explored
structures, electronic properties, and relative stabilities of a broad series of
binuclear complexes differing for the nature of the dithiolate linker and of the
other ligands.

As for [NiFe] hydrogenase models, DFT was recently used to evalu-
ate the possible formation of a Ni – Fe bond in the diamagnetic complex
[(dppe)Ni(µ-PDT)Fe(CO)3], keeping into account the possibility that Ni and
Fe fragments could have open-shell character. With this aim, Schroder, Neese
and colleagues carried out geometry optimizations both for singlet and
triplet states, starting from the assumption that geometry optimization for
ferromagnetic alignment is generally a good approximation to the geom-
etry of antiferromagnetically coupled centers. It turned out that the geometry
of the closed-shell singlet state is in better agreement with experimental
data, providing strong evidence against open-shell character in [(dppe)Ni(µ-
PDT)Fe(CO)3] and suggesting that a strong two-center, two-electron bond is
formed between Ni and Fe ions [79].

3.3
Theoretical Investigations Related to the Reactivity
of Bio-Inspired Coordination Compounds

Quantum chemical investigations have been widely used to dissect reaction
pathways leading to bio-inspired synthetic models related to the active site
of hydrogenases. Indeed, theoretical approaches can well complement experi-
mental investigations in this field because it is often difficult to characterize
the structure and electronic properties of short-lived intermediates. In add-
ition, quantum chemical methods may allow one to disclose the steric and
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electronic factors at the basis of peculiar reactivity properties, as well as to
explore the effect of chemical modifications not yet sampled experimentally.
In this context, it is also important to underline that the theoretical investiga-
tion of a reaction path not only implies the characterization of intermediate
species but also of transition state structures. The optimization of transi-
tion state structures by quantum chemical methods still depends very much
on the chemical intuition of the computational chemist. Several strategies
have been proposed to efficiently locate transition states and the reader is
referred to specific texts for a thorough discussion of the topic [2, 25, 93].
In our laboratory, the optimization of transition state structures is generally
carried out according to a procedure based on a pseudo Newton–Raphson
method. Initially, geometry optimization of a guessed transition state struc-
ture is carried out constraining the distances corresponding to the reaction
coordinate. Then, vibrational analysis of the constrained minimum energy
structure is carried out and, if one negative eigenmode corresponding to the
reaction coordinate is found, the curvature determined at such a point is used
as starting point in the transition state search. Localization of the transition
state is carried out using an eigenvector-following search: the eigenvectors
in the Hessian are sorted in ascending order, the first one being that associ-
ated with the negative eigenvalue. However, after the first step the search is
performed by choosing the critical eigenvector with a maximum overlap cri-
terion, which is based on the dot product with the eigenvector followed in the
previous step.

Hall, Darensbourg and collaborators have characterized reaction paths
related to substitution at di-nuclear carbonyl species, shedding light onto
the role of µ-CO and neighboring groups [82]. In particular, the cyanation
of the complex [Fe2(µ-PDT)(CO)6] was investigated by DFT, showing that
the CN/CO substitution leading to [Fe2(SCH2CH2CH2S)(CO)4(CN)2]2– takes
place in two steps characterized by associative mechanism. In particular, DFT
calculations allowed to show that the CN– group initially reacts with the less
sterically hindered iron ion, leading to a µ-CO intermediate species. The first
cyanation step is followed by flip of the PDT linker, leading to a species in
which the Fe(CO)3 moiety is sterically unhindered. Then, another CN– group
reacts with the Fe(CO)3 unit, going through a transition state characterized
by a semibridging CO.

Zampella et al. [83] have used DFT to investigate the mechanism
of cyanation of the complex [Fe2(CO)5(MeSCH2C(Me)(CH2S)2)], which
is the first example of a coordination compound characterized by the
[Fe2S3] ligation observed in the [2Fe]H cluster [94]. According to experi-
mental results, the reaction of [Fe2(CO)5(MeSCH2C(Me)(CH2S)2)] with
cyanide takes place at the Fe atom distal to the thioether ligand, leading
to [Fe2(CO)5(CN)(MeSCH2C(Me)(CH2S)2)], which spontaneously loses CO.
The resulting complex can react again with CN–, leading to a species which
was assigned to [Fe2(CO)4(µ-CO)(MeSCH2C(Me)(CH2S)2)(CN)2]2–. How-
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ever, peculiar features of the reaction pathways could not be fully addressed
on the basis of experimental results. In particular, the first cyanation step was
about 10 000-times faster than the corresponding process for [Fe2S2] species.
In addition, the second cyanation step on the [Fe2S3] species was kinetically
hindered and spectroscopic data suggested the formation of long-lived µ-CO
species. The dissection of the reaction path within the DFT approach allowed
to show that cyanation of [Fe2(CO)5(MeSCH2C(Me)(CH2S)2)], which implies
a transition state structure featuring a µ-CO group, is characterized by a low
energy barrier due to stabilization of the µ-CO group by the thioether ligand.
In addition, the second cyanation step is kinetically hindered due to deacti-
vation of the Fe ion and hindered rotation of the reacting FeL3 group. Finally,
close correspondence between computed and experimental FT-IR data sup-
ported the assignment of [Fe2(CO)4(µ-CO)(MeSCH2C(Me)(CH2S)2)(CN)2]2–

to a µ-CO species.
DFT calculations have been used to complement experimental results also

by Rauchfuss, Benard and coworkers, which have shown that the peculiar
structural properties of the coordination compound [Fe2(SCH2NMeCH2S)
(CO)6] are a consequence of the balance between two different factors: the
anomeric effect, which favors the axial disposition of the methyl group, and
steric repulsion between the axial methyl and one carbonyl ligand [95]. DFT
was also used to elucidate factors affecting the regiochemistry of protona-
tion in bimetallic carbonyl thiolates, showing that protonation at the Fe – Fe
bond and at CN– ligands can be modulated by the nature of coligands, occur-
ring more easily at the Fe – Fe bond in [Fe2(PDT)(CN)(CO)4(PMe3)]– than in
[Fe2(PDT)(CN)(CO)4(PH3)]– or [Fe2(PDT)(CN)(CO)4(P(OMe)3)]– [90].

DFT calculations have been also carried out to elucidate the catalytic
properties of models of [NiFe]-hydrogenase active site. As an example,
Zampella et al. have recently used DFT to investigate the reaction be-
tween H2 and models of the complex [Ni(NHPnPr3)(‘S3’)] (where ‘S3’ =
bis(2-sulfanyl-phenyl)sulfide2– ), with the aim of clarifying the most import-
ant factors contributing to its remarkable catalytic activity [85]. In fact,
[Ni(NHPnPr3)(‘S3’)] is one of the few known coordination compounds fea-
turing a Ni thiolate core resembling the enzyme active site and capable of
catalyzing H2 cleavage. The DFT characterization of transient intermedi-
ate species and transition states revealed that formation of a non-classical
adduct between [Ni(NHPnPr3)(‘S3’)] and H2 implies rearrangement of the
Ni coordination geometry, which can take place due to the peculiar strongly
flattened tetrahedral geometry of the parent complex. Moreover, the the-
oretical investigation showed that H2 cleavage is achieved according to an
oxidative addition step followed by hydrogen migration to one of the sulfur
ligands.
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3.4
Theoretical Investigations of the Enzyme Catalytic Cycle

The most widely studied issue related to hydrogenase chemistry concerns the
investigation of the mechanism of H2 cleavage/production in the active site of
[NiFe] and [Fe] hydrogenases. However, the elucidation of structure-function
relationship in the protein poses formidable problems to the theoretical com-
munity. In spite of continuous increase in computing power and development
of efficient computer codes, the quantum chemical investigation of entire
proteins is still a long-term goal. Nevertheless, theoretical investigation of
simpler models of the hydrogenase active site has allowed to shed light on
several key factors relevant to understand the enzyme catalytic cycle.

Binding and activation of H2 on models of the [2Fe]H cluster found in
[Fe] hydrogenases has been investigated by several groups. Prompted by the
observation that Fed has been suggested to be the site of H2 binding and
activation, DFT was used to study H2 heterolytic cleavage taking place on
the model [(H2)(CO)2(CN)Fe(µ-PDT)Fe(CO)(CN)(SMe)]– [88, 96–99]. The-
oretical characterization of several plausible intermediate species, as well as
comparison between computed and experimental IR frequencies, led to the
conclusion that heterolytic cleavage of H2 on a Fe(II)Fe(II) redox form with
concomitant protonation of a S atom or a CN– group is kinetically or thermody-
namically unfavorable. Notably, when PDT was replaced by DTMA, cleavage of
H2, mediated by the N atom of DTMA, became kinetically and thermodynam-
ically favorable. Consequently, on the ground of DFT results it was proposed
a catalytic cycle in which binding of H2 takes place at the vacant coordina-
tion site of a µ-CO Fe(II)Fe(I) species. Subsequent one-electron oxidation leads
to a Fe(II)Fe(II) species which is capable to activate H2, leading to a formal
Fe(II)Fe(II) intermediate characterized by protonated DTMA and terminal
hydride coordination to Fed. Release of 2H+ and 2e– closes the catalytic cycle.

DFT was also used to explore other plausible routes of H2 activation cat-
alyzed by models of the [2Fe]H cluster, with the aim of better understanding
the chemistry of synthetic coordination compounds and possibly drive the
design of new catalysts inspired to the active site of [Fe] hydrogenase. In
particular, starting from theoretical [100, 101] and experimental [58] obser-
vations indicating that [2Fe]H models characterized by bridged and termi-
nal CO can easily interconvert, Bruschi et al. have investigated H2 cleavage
catalyzed by [(CO)2(CN)Fe(µ-PDT)Fe(CO)(CN)(CH3S)]– model complex, ac-
cording to a path that implies formation of µ-H intermediates. Results showed
that H2 heterolytic cleavage can take place on Fep, leading to protonation of
a S atom of PDT and concomitant coordination of H– to both metal cen-
ters. Zhou et al. have reached analogous conclusions [102, 103], showing also
that a µ-H Fe(II)Fe(II) intermediate cannot be easily reduced because all the
low-lying 3d bonding orbitals of the iron ions are occupied and the LUMO is
characterized by high energy.
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Theoretical investigations based on quantum chemical approaches have
been aimed at investigating crucial aspects related to the catalytic cycle of
[NiFe] hydrogenases. Even though most quantum chemical studies published
so far were carried out using DFT, different computational strategies were
used to gain insight into key features of intermediate species formed in the
catalytic cycle [8–11]. Several groups have evaluated relative stabilities of pos-
sible intermediate species, as well as energy barriers associated to heterolytic
cleavage of dihydrogen, to propose plausible catalytic cycles [96, 99, 104–106].
Others have compared experimental and computed spectroscopic properties,
such as g tensors and hyperfine tensors, to discern among different structures
of the NiFe cluster [107–114]. In particular, calculations have been carried
out within the ZORA [115, 116], using both local VWN [117] and gradient
corrected (BP86) functionals. Even though further improvements in the ac-
curacy of computed magnetic properties is needed and might be expected
to arise when simultaneously considering spin-polarization and spin-orbit
coupling [118], theoretical results generally agree reasonably well with ex-
perimental data.

Quantum chemical results obtained studying [NiFe] hydrogenase models
converge on many details, such as the proposal that µ-H species should be
formed along the catalytic cycle. However, many issues, such as the site of
H2 activation, as well as the redox state of the metal ions in the interme-
diate species remain unclear. Another relevant and still controversial issue
of [NiFe] hydrogenase chemistry concerns the nature of the ground state of
Ni(II) in Ni-SI and Ni-R redox states, which have been proposed to be in-
volved in the catalytic cycle. In fact, several spectroscopic data are compatible
with a diamagnetic (S = 0) ground state for the Ni(II) ion [119, 120]. How-
ever, L-edge soft X-ray data have pointed to possible formation of high-spin
(S = 1) Ni(II) species in the catalytic cycle [121, 122]. With the aim of shed-
ding light on this crucial aspect, Hall and coworkers have carried out DFT
calculations, using the B3LYP functional, showing that the Ni coordination
geometry in high spin (triplet) models fits well to the distorted tetrahedral
structure of the bimetallic cluster observed in the enzyme [99]. However,
other aspects related to the relative stability of low and high spin states of
the Ni(II) ion in the catalytic cycle are less easily addressable by DFT calcula-
tions. In fact, it has been recently shown that the both hybrid and non-hybrid
functionals can predict the wrong multiplicity of the ground state for some
transition metal complexes [123–126]. In the hydrogenase field, Bruschi et al.
have recently compared the performance of three functionals (BP86, B3LYP
and B3LYP∗ [86, 127]) in reproducing the structural and electronic prop-
erties of well-characterized high- and low-spin [Ni(II)S4] complexes [91].
Results led to the conclusion that BP86 is the most suited functional to re-
produce the structures of [Ni(II)S4] complexes, whereas the prediction of
the ground state, as well as the relative stability of high and low spin states,
is more problematic and may be dependent on the adopted functional. It
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was also concluded that both Ni-SI and Ni-R are potential spin-crossover
species.

4
Modeling the Full H-Cluster

4.1
The Broken Symmetry Approach

As discussed in the previous sections, much of the theoretical work car-
ried out in order to understand the mechanism for hydrogen production
in [Fe] hydrogenases has been focused on the [2Fe]H cluster and related
models. However, in the enzyme the [2Fe]H unit is bridged by a cysteine
residue to a [Fe4S4] cluster (Fig. 6), which could play an important role in
the modulation of the stereo-electronic properties of the [2Fe]H cluster, and
consequently, on its catalytic features.

Mössbauer studies carried out on the isolated forms of [Fe] hydrogenases
have shown that the [Fe4S4] cluster is always in the formally diamagnetic ox-
idation state +2, indicating that the changes in the oxidation state occur only
at the [2Fe]H cluster [52, 53]. However, Fe atoms of the [Fe4S4] cluster acquire
a paramagnetic character due to the exchange coupling between the two sub-
units of the H-cluster. These experimental observations further support the
hypothesis that the [Fe4S4] cluster could play an important role in modulat-
ing redox and magnetic properties of the active site. Furthermore, as known
from the chemistry of other proteins, [Fe4S4] clusters are often involved in
electron transfer. Therefore, transient species in which the [Fe4S4] unit is re-
duced to the oxidation state +1 should also be considered in order to model
the reactivity of the full H-cluster.

Fig. 6 Schematic representation of the entire H-cluster
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The theoretical modeling of the entire H cluster represents a difficult chal-
lenge, not only for the size of the system, but also because the [Fe4S4] cluster
is composed by two layers of high spin Fe atoms coupled antiferromagnet-
ically to give a global low spin ground state. For example, in the oxidized
[Fe4S4]2+ cluster the two layers, composed by high spin Fe2+ (S1 = 2) and high
spin Fe3+ (S2 = 5/2) atoms with aligned spins (ferromagnetic interaction)
(Stot = S1 + S2 = 9/2), are coupled antiferromagnetically to give a diamag-
netic (S = 0) ground state, while in the reduced [Fe4S4]+ cluster there is one
Fe2+ – Fe3+ (S1 = 9/2) and one Fe2+ – Fe2+ layer (S2 = 4) coupled antiferro-
magnetically to give the S = 1/2 ground state. Such spin-coupled systems
are difficult to treat within the DFT approach because their ground state
wavefunctions typically correspond to linear combinations of multiple deter-
minants.

To discuss energies and properties of [Fe4S4] clusters, it is important to
describe the weak antiferromagnetic coupling at the same level of theory of
strong metal-metal and metal-ligand bonds. In the framework of the un-
restricted formalism, these exchange interactions can be treated reasonably
well by employing the broken symmetry (BS) approach developed by Noodle-
man et al. [128, 129]. The BS approach consists in the localization of the
opposite spins on different parts of the molecule to give a mono-determinant
representation of the spin exchange interactions within the molecule. For ex-
ample, in [Fe4S4] clusters a BS wavefunction can be built by localizing the
electrons on one of the dimeric layers of Fe atoms with spin up and on the
other one featuring spin down. In order to localize the spins on different cen-
ters, space and spin wavefunctions are relaxed by reducing their symmetry
with respect to that of the nuclear framework. The BS wavefunction is not
a pure spin state (it is an eigenstate of Sz, but not of S2). In this context, the BS
wavefunction can be considered as a low spin wavefunction affected by a large
spin contamination. In spite of this restriction, Noodleman [128, 129] showed
that the BS state is a weighted average of pure-spin wavefunctions (where
the weights are the Clebsch–Gordan coefficients relating the spin quantum
numbers for oppositely aligned spin vectors of the subunits) and that cor-
respondingly the BS state energy is a weighted average of pure spin state
energies. The BS state energy can then be correlated to the spin state energies
derived from the phenomenological Heisenberg Hamiltonian, which for two
spin centers takes the form:

H = J
(
SA ·SB

)
, (1)

where SA and SB are the spin operators on center A and B, respectively, and
J is the exchange coupling constant, which represents the strength of the ex-
change interaction between the two spin centers. In the following, it will be
assumed that J has negative values for antiferromagnetic interactions, and
positive values for ferromagnetic interactions. In this case, the Heisenberg
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Hamiltonian gives the spin state energies

E
(
Stot

)
= 1/2J

(
Stot(Stot + 1)

)
, (2)

and the difference between the energies of two successive spin states equals to

E
(
Stot

)
– E

(
Stot – 1

)
= JStot , (3)

where Stot is the total spin ranging from |SA – SB| to |SA + SB|. The determin-
ation of J from Eq. 2 allows one to construct the full ladder of pure spin states
energies. Notably, the J value can be determined from the BS wavefunction
and the pure high spin wavefunction which is easily calculated by aligning
ferromagnetically the spins of the iron sites. In fact, Noodleman showed that
the expectation values of the spin operator product defined in Eq. 1 can be
derived for the HS and BS states as [129]:

〈SA ·SB〉HS = + SASB (4)

〈SA ·SB〉BS = – SASB , (5)

from which the difference between HS and BS state energies can be written as:

E
(
HS; Smax = SA + SB

)
– E

(
BS; MS = |SA – SB|) = 2JSASB . (6)

Equation 6 can, therefore, be used to derive J, which in turn can then be used
in projecting the BS state energy on any pure spin state energy. In particu-
lar, the energy difference between the high spin and the low spin ground state
energy (E(Smax) – E(Smin)) can be derived from Eq. 2 as:

E
(
Smax

)
– E

(
Smin

)
= 1/2J

(
Smax(Smax + 1)

)
– 1/2J

(
Smin(Smin + 1)

)
, (7)

and the difference between this equation and Eq. 6 gives ∆Espin = E(BS) –
E(Smin), which represents the energy correction of the BS state energy to the
pure spin ground state energy.

It should be noted that the use of the Heisenberg Hamiltonian is restricted
to weakly interacting dimers, for which unpaired electrons are well localized
onto the two metal centers. In the case of strongly interacting dimers the un-
paired electrons are largely delocalized onto the ligands and E(BS) ≈ E(Smin).

The description of the BS approach given above for a two spin centers sys-
tem can be easily generalized to a system with more than two spin centers by
introducing the spin Hamiltonian operator

H =
∑

ij

Jij
(
Si ·Sj

)
, (8)

where the summation is extended over all pairs of spin centers i and j bear-
ing spin Si and Sj, and Jij is the exchange coupling constant between them.
In these multiple spin centers systems several BS states can be calculated by
aligning ferromagnetically or antiferromagnetically the spins of different cen-
ters. For N spin centers, 2N/2 non-equivalent combinations of spins can be
defined to obtain BS states. The Jij parameters can then be determined from
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the HS state and a consistent number of BS states by applying the spin alge-
bra of Eqs. 4 and 5. In order to reduce the number of coupling constants to be
determined, the approximation of restricting the summation in Eq. 8 to adja-
cent spin centers is generally assumed. Other simplifying assumptions, such
as the dimer approximation [130], have been proposed.

The electronic structure of the [Fe4S4(SCH3)4]x cluster, going from the all
ferric (x = 0) to the all ferrous redox states (x = – 4), have been extensively in-
vestigated by Noodleman et al. [131–135]. Spectroscopic studies on [Fe4S4]
clusters in synthetic complexes and in proteins [136–140] have shown that
the four Fe atoms generally occur in equivalent pairs, thus supporting the use
of a spin Hamiltonian defined in terms of pairs of centers. For the highest
(x = 0) and lowest oxidation states (x = – 4), the two Fe2+ – Fe2+ or Fe3+ – Fe3+

layers coupled antiferromagnetically are treated as single spin centers with
S = 4 and S = 5, respectively, and the correction for the energy of the diamag-
netic pure spin state is readily found by applying the equations given above.
In the case of the [Fe4S4(SCH3)4]–2 cluster, which is composed by the two
mixed valence Fe3+ – Fe2+ dimers, a further complication arises. Mössbauer
studies have shown that the four Fe atoms are equivalent, indicating delo-
calization of the valence electron distribution to give a proper Fe2.5+ – Fe2.5+

oxidation state for each layer. This intralayer delocalization can be described
by introducing a non-Heisenberg term into the spin Hamiltonian operator
which produces a splitting of the spin states [141–144]. The spin Hamiltonian
operator takes the form

H = J
(
SA ·SB

)±B
(
S12 + 1/2

)±B
(
S34 + 1/2

)
, (9)

where B is the resonance delocalization parameter and S12 and S34 are the
total spin of the two mixed-valence layers. The spin state energies obtained
from this Hamiltonian are given by

E(S) = 1/2J
(
S(S + 1)

)±B
(
S12 + 1/2

)±B
(
S34 + 1/2

)
. (10)

It is interesting to note that the delocalization energy depends on the spin
quantum number (Sij) of the mixed valence pair and that it increases with
the pair spin. Several authors have shown that the ground spin state of the
system is generally the result of the competition between the Heisenberg and
resonance delocalization of the Hamiltonian [142, 145, 146].

The [Fe4S4(SCH3)4] clusters in the oxidation states – 1 and – 3 are com-
posed by a mixed-valence Fe2.5+ – Fe2.5+ layer and by a Fe3+ – Fe3+ or
Fe2+ – Fe2+ layer, respectively. In these cases a third parameter, which de-
scribes the possible interlayer resonance delocalization between the ferrous
or ferric layers and the mixed-valence layer, has to be added to the spin
Hamiltonian operator. This term has the same form of that used for the in-
tralayer delocalization and leads to the expression of the operator

H = J
(
SA ·SB

)±B
(
S12 + 1/2

)±B′ (S + 1/2
)

, (11)
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and to the corresponding energies

E(S) = 1/2J
(
S(S + 1)

)±B
(
S12 + 1/2

)±B′ (S + 1/2
)

, (12)

where B′ is the interlayer resonance delocalization parameter and S is the total
spin of the cluster. The values of J calculated for [Fe4S4] clusters in different
redox states ranges from about 100 cm–1 in the all-ferrous [Fe4S4(SCH3)4]–4

cluster to about 900 cm–1 in the all-ferric [Fe4S4(SCH3)4]0 cluster [133] while
the calculated values of B are in the range 700–900 cm–1 [132]. For a detailed
explanation of the approaches used for the calculation of the exchange pa-
rameters the reader is referred to the extensive work of Noodleman et al. In
particular, analytical expressions for the energy correction from the BS to
the pure spin state for the [Fe4S4(SCH3)4] cluster in different redox states are
reported in [132, 133].

4.2
Application of the Broken Symmetry Approach to the Entire H-Cluster

The application of the BS approach to the H-cluster should account not only
for exchange interactions within the [Fe4S4] cluster but also for the exchange
interaction between the [Fe4S4] and [2Fe]H clusters, a requisite that further
complicates the analysis of this large system. Therefore, it is not surprising
that only one theoretical work on the entire H-cluster in combination with
the BS approach has been reported so far [147]. This study was focused on
the active form of the H-cluster [(CH3S)4(Fe4S4)(µ-PDT)(Fe2)(CO)3(CN)2]3–

(3a) derived from the X-ray structure of Clostridium pasteurianum (CpI) in
which a CO ligand is bridged between the Fep and Fed atoms [48] (hereafter
the labels will indicate the total charge of the complex and the isomer form
of the [2Fe]H moiety; a for the isomer with a bridged CO ligand and b for the
isomer with all terminal CO ligands. The two isomers will be also referred as
bridged and open, respectively). In 3a the [Fe4S4] cluster was found to fea-
ture the formal Fe(II)Fe(II)Fe(III)Fe(III) redox state and the [2Fe]H cluster
the formal Fe(I) – Fe(II) redox state. Brunold et al. [147] also investigated the
molecular and electronic properties of the CO-inhibited form of the H clus-
ter [(CH3S)4(Fe4S4)(µ-PDT)(Fe2)(CO)4(CN)2]3– (3a-CO) and of the transient
state generated by irradiation of the CO-inhibited form at cryogenic tem-
peratures (3b). This unstable state results from the photodissociation of the
bridging CO, leading to an isomer of 3a featuring all terminal COs.

As discussed above, the exchange interactions in this paramagnetic active
form of the H cluster can be treated with a three spin model Hamiltonian,
which may be written in the general form as:

H = J12
(
S1 ·S2

)
+ J13

(
S1 ·S3

)
+ J23

(
S2 ·S3

)
. (13)

As suggested by Brunold et al. [147] the interaction between the non-adjacent
spin centers 1 and 3 is negligible. This simplify the spin model Hamiltonian to
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the form:

H = Jcube
(
SA ·SB

)
+ JH

(
SA ·SH

)
, (14)

where Jcube represents the exchange interaction between the two Fe dimers of
the diamagnetic [Fe4S4] cluster with SA = SB = 9/2 and JH corresponds to the
exchange interaction between the vicinal mixed-valence Fe dimer (A) and the
[2Fe]H cluster with S = 1/2 (Fig. 7). In this model, three different spin config-
urations of the [Fe4S4] cluster have to be considered, depending on which Fe
atoms are coupled to form the two mixed-valence dimers [147]. In addition,
for each of these configurations the vicinal mixed-valence Fe dimer (A) can be
coupled to the unpaired electron of the [2Fe]H cluster in a ferromagnetic (F)
or antiferromagnetic (AF) way. This leads to two different BS solutions: one
with the unpaired electron of the [2Fe]H aligned with those of the vicinal
mixed-valence Fe dimer (F), and one with opposite spins (AF). Thus, a total
of six different BS configurations have been calculated and the resulting value
for JH has been obtained from (Eq. 6):

E
(
F; MBS = 5

)
– E

(
AF; MBS = 4

)
= 2JH

(
9/2

) (
1/2

)
=
(
9/2

)
JH . (15)

Because of the three different spin configurations of the [Fe4S4] cluster, three
distinct JH values can be obtained. A fourth value may be calculated by the
ferromagnetic and antiferromagnetic coupling of the unpaired electron of the
[2Fe]H cluster with the high spin state of the [Fe4S4] cubane according to:

E
(
F; MBS = 19/2

)
– E

(
AF; MBS = 17/2

)
= 2JH(9)

(
1/2

)
= (9)JH . (16)

The average value of JH for the complex 3a is equal to + 15±10 cm–1, in very
good agreement with the experimental value of 20 cm–1 [52, 53]. Notably, the
calculated value of JH in the CO-inhibited form of the H-cluster 3a-CO (150±
50 cm–1) is significantly larger than the value calculated for 3a, in satisfactory
agreement with the experimental value of about 100 cm–1. The agreement be-
tween exchange parameters derived from theory and experiment shows that
the BS approach within the DFT method is a suitable procedure for com-
plex magnetic systems like those examined here. The computed molecular
and electronic structure of the elusive species 3b is consistent with that sug-
gested on the basis of the few structural and spectroscopic experimental data
available. The structure of the [2Fe]H cluster is, in fact, characterized by all
terminal CO ligands, with the unpaired electron remaining on this moiety,
and the [Fe4S4] maintaining the formal + 2 oxidation state (Fig. 7b).

The results so far discussed assign to the [Fe4S4] cluster a marked in-
fluence on the electronic and molecular properties of the [2Fe]H cluster. In
particular, the unpaired electron is almost fully localized on the Fed atom
in 3a, while the addition of CO to the Fed atom significantly alters the spin
density within the [2Fe]H cluster, leading to a more extended spin delo-
calization between the two Fe centers. This electronic structure description
accounts for the different values of the exchange parameter JH. In fact, the
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Fig. 7 Schematic diagram of the three spin model for the bridged (a) and open (b) forms
of H-cluster. It should be noted that the unpaired electron in the [2Fe]H moiety is local-
ized on the Fed and Fep atom for the bridged and open form, respectively

large amount of spin density on the Fep atom in 3a-CO should facilitate the
exchange interaction with the mixed-valence Fe dimer in the [Fe4S4] cluster
inducing more paramagnetism into the latter, in agreement with Mössbauer
investigations [52, 53]. Notably, in the case of 3b the unpaired electron is al-
most entirely localized on the Fep atom indicating that transition between the
bridged (3a) and open (3b) isomers provides a transfer of the spin from the
Fed to the Fp atom.

Recently, Bruschi et al. have undertaken the study of the H-cluster as
a function of environment and redox state [148], investigating the – 5, – 4
and – 3 redox states and considering both open and bridged isomers of the
[2Fe]H cluster. In order to explore the effects of the environment on the
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electronic and molecular properties of the H-cluster model, geometry opti-
mization and electronic structure calculations have also been carried out on
models soaked in the COSMO polarizable continuum medium [149] charac-
terized by dielectric constants ε equal to 4 and 40 (from hereafter in the labels
of complexes a subscript is used to indicate the ε value of the environment),
which are values commonly used to describe protein environment [150–152].
Geometry optimisations have been carried out with the TURBOMOLE suite
of programs [153] in connection with the resolution of the identity technique
(RI) [17, 18], using the BP86 functional [23, 24] and an all-electron valence
triple-ζ basis set with polarization functions on all atoms [154]. The starting
structure was taken from the X-ray geometry of the H-cluster of CpI [Fe] hy-
drogenase [48]. Some relevant computed structural parameters are reported
in Table 1.

In the more reduced complex [(CH3S)4(Fe4S4)(µ-PDT)(Fe2)(CO)3(CN)2]–5

5b, the unpaired electron is localized on the [Fe4S4] cluster (Table 2) sug-
gesting the formal redox state Fe(III)Fe(II)Fe(II)Fe(II) and correspondingly,
the Fe(I)Fe(I) redox state for the [2Fe]H cluster. In the open isomer the
Fed(CO)2CN group is partially rotated, with a CO ligand oriented toward
the Fep atom. The Fe – S – Fep angle is equal to 159 degrees, a value signifi-
cantly larger than that observed in the X-ray diffraction structure (Table 1).
This could be an indication that the environment has a marked influence
on 5a; in particular, the Fe – S – Fep angle is drastically reduced increasing
the dielectric constant of the environment to 4. In 5b40 the effect of the
environment is even more evident and the stable form corresponds to a struc-

Table 1 Relevant geometrical parameters of complexes 5a–3a and 5b–3b computed at
BP86/def-TZVP level of theory. The three values from the left refer to the parameters
calculated in gas-phase, and in the polarizable continuum medium with ε = 4 and 40,
respectively

Fe – S – Fep
a Fep – Fed

b

5a —, 142.1, 125.0 —, 2.601, 2.571
5b 159.2, 142.7, — 2.732, 2.596, —
4a 154.4, 141.3, 130.4 2.621, 2.599, 2.580
4b 153.4, 140.7, 129.1 2.662, 2.593, 2.562
3a 134.3, 126.2, 121.7 2.556, 2.551, 2.542
3b 146.8, 133.4, 121.7 2.614, 2.588, 2.569
Expt. 118.0 c, 116.4 d, 119.5 e 2.617 c, 3.555 d, 2.601 e

a in degrees
b in Å
c taken from [48]
d taken from [43]
e taken from [58]
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Table 2 Atomic spin densities of the Fe atoms in the H-cluster of the [Fe] hydrogenase
computed at BP86/def-TZVP level of theory. Fe1,2 and Fe3,4 refer to the Fe atoms in the
[Fe4S4] cluster of the two layers coupled antiferromagnetically; Fep and Fed indicate the
proximal and distal Fe atoms of the [2Fe]H cluster, respectively. The asterisks specify the
atomic spin density of the Fe center coordinated to the bridging S atom

5b1 5a1 4b1 4a1 3b1 3a1

Fe1,2 3.24∗ , 3.22 3.24∗ , 3.21 3.04∗ , 3.07 3.04, 3.06 3.07∗ , 3.07 3.10, 3.07
Fe3,4 –2.93, –2.89 –2.89, –2.91 –3.21, –3.15 –3.14, –3.13 –3.09, –3.06 –3.08, –3.07
Fep 0.03 0.01 0.21 0.04 1.21 0.17
Fed 0.01 0.03 0.01 0.1 –0.09 0.88

ture characterized by a µ-CO group. The gas-phase geometry optimization
of the [(CH3S)4(Fe4S4)(PDT)(Fe2)(µ-CO)(CO)2(CN)2]–5 isomer 5a1, reveals
that this species is unstable. However, the same complex is stable when the
optimization is carried out in presence of a polarizable continuum medium
5a4 and 5a40. In this case the electronic structure of the [Fe4S4] cluster is
very similar to that calculated for 5b4, being still compatible with a formal
Fe(III)Fe(II)Fe(II)Fe(II) redox state and with the Fe(I)Fe(I) redox state of the
[2Fe]H cluster.

After mono-electron oxidation of the fully reduced species to give the – 4
redox state of the H-cluster, both the open and bridged isomers have been
characterized in gas-phase, as well as in the polarizable continuum medium.
In both isomers the electron is removed from the [Fe4S4] cluster. This leads to
an electronic structure which is compatible with the Fe(II)Fe(II)Fe(III)Fe(III)
redox state of the [Fe4S4] cluster and with the Fe(I)Fe(I) redox state of the
[2Fe]H cluster. However, in the gas-phase a significant spin density is local-
ized on the Fep and Fed atoms in the open and bridged forms, respectively, in-
dicating electron delocalization between the [Fe4S4] and the [2Fe]H clusters.
This delocalization is reduced when the H-cluster is soaked in the polarizable
continuum medium. The environment significantly affects also the geometry,
as observed in the case of the – 5 redox state. In particular the Fe – S – Fep
angle is reduced from about 150 degrees to about 130 degrees, when mov-
ing from the gas-phase to the ε = 40. The molecular geometries of the [2Fe]H
cluster in the open and bridged isomers are very similar to those calculated
for the – 5 redox state, indicating that the oxidation state of the [Fe4S4] cluster
has only a minor effect on the geometry of the [2Fe]H cluster.

A further mono-electron oxidation of the [(CH3S)4(Fe4S4)(µ-PDT)(Fe2)
(CO)3(CN)2]–4 complex leads to the – 3 redox state, which corresponds to the
form investigated by Brunold and collaborators. In this case, the influence of
the environment is less significant than in the case of 5 and 4 complexes, as
expected due to the reduction of the total charge. However, also in this case
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the Fe – S – Fep angle decreases from 146.8 to 121.7 degrees when moving
from the gas-phase to the polarizable continuum medium with ε = 40.

Several interesting observation can be pointed out in the light of the pre-
sented results. The large negative charge in the gas phase models leads to
a structure of the [2Fe]H subcluster significantly different from that observed
experimentally in the protein. In this regard, the better agreement of the mo-
lecular structures of the solvated complexes may suggest that the H-cluster
in the protein environment is characterized by a lower effective charge. This
observation is intriguing since a detailed analysis of the protein structure
shows that there are only a few charged residues near the H-cluster, which
are, however, not sufficient to neutralize its negative charge. Furthermore,
this investigation shows that the protein environment can influence the elec-
tronic and molecular characteristic of the binuclear cluster. In particular, the
modulation of the dielectric constant of the protein environment affects the
stability of the bridged and open isomers, providing a possible mechanism of
interconversion between the two forms.

5
Modeling Photochemical Reaction Paths

5.1
Introduction to Time-Dependent Density Functional Theory (TDDFT)

TDDFT has become the reference method for studying the excited state of
medium and large size molecular systems [155]. This approach has the same
advantages and limitations that DFT has in comparison with RHF and cor-
related methods for the ground state. TDDFT includes electronic correlation
effects through i) the approximated exchange-correlation functionals and
ii) the contribution of double excited configurations, which are not accounted
in the Configuration-Interaction Singles (CIS) method. Nevertheless, TDDFT
is a single-reference method, and therefore can not achieve high accuracy as
high-level correlated methods like multi-reference configuration-interaction
or equation-of-motion coupled-cluster. Finally, TDDFT computational cost
is of the same magnitude as ground state DFT, and when RI approximation
is applied with non-hybrid functionals, one can save extra CPU time up to
10–100 times. Appendix II describes shortly the basic theory of TDDFT.

Regarding the vertical excitation energies, as far as low-lying excited states
with negligible double-excitation character are considered, the error that af-
fects TDDFT results is around 0.1 to 0.5 eV, remembering that the chemical
accuracy is 0.05 eV (around 1 Kcal/mol). TDDFT results can be very poor for
excited state of molecular system with extended π conjugated bonds [156], as
well as for Rydberg and charge-transfer (CT) excited states [155]. These facts
are mainly related to an unsatisfactory description of virtual orbitals because
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of the non-correct long-range behavior of the exchange-correlation poten-
tials [157]. The effects of the type of exchange-correlation functional and the
basis set are also a crucial issue in the TDDFT level of theory. As commented
above, the accuracy of TDDFT depends strongly on the type of excited state
considered.

Since we are dealing with biomimetic models of metalloenzymes, it is im-
portant to discuss the accuracy of TDDFT for transition metal complexes.
Like ground state DFT, also for TDDFT such systems pose more problems
than organic molecules, because of the multireference character of the wave-
function of the former. Gisbergen et al. [158] present a small benchmark of
excitation energies of transition metal (TM) compounds, from which it re-
sults a TDDFT non-uniform accuracy with respect to the high-level methods.
As far as the type of functional is concerned, Hummel et al. [159] claim that
B3LYP plus the inclusion of solvation effects by means of a continuum model
yield accurate excitation energies for M(CO)n carbonyl complexes. A recent
benchmark by Petit et al. [160] clearly shows that excitation energies do not
depend on the basis set and pseudopotential quality, and that the accuracy of
the PBE0 hybrid functional [161] is close to that of high-level methods.

Excited state energy gradients are crucial properties in studying photo-
chemical reaction path, since they allow one to explore excited state potential
energy surfaces, going beyond applications related to the evaluation of the
vertical excitations. Recent laser spectroscopy developments have increased
our knowledge of the excited state properties (normal modes, dipole moment,
etc). With ultra-fast spectroscopy, it is possible in some simple cases to follow
whole photochemical reaction paths [162].

The development of the TDDFT gradient of the excited state energy is
recent. In 1999 Van Caillie and Amos used the so-called Z-vector method
previously developed by Handy and Schaefer [163], to implement LDA [164]
and GGA [165] excited state energy first derivatives (CADPAC). A few years
later, Furche and Ahlrichs [166] implemented the gradients in the TUR-
BOMOLE program suite [153], using the Lagrangian method [167]. Finally,
within a plane-wave basis set framework, Hutter [168] implemented the TDA
gradient using the Lagrangian methods, while Doltsinis and Kosov [169] used
an implicit differentiation scheme.

The reliability and effectiveness of excited state geometry optimization de-
pends on many factors, as the size and the symmetry of the investigated
system and the topology of the energy surfaces (excited state intersections,
etc). In general, the computational cost of this optimization is similar to that
in the ground state, but unfavorable situations like fluctuations of the ex-
cited state energies and gradients or singlet-triplet instability [170] can occur
The quality of the TDDFT excited state optimized geometry is promising. In
the case of small systems [166, 171] adiabatic excitation energies and bond
distances are in good agreement with experimental or high-level calculated
values.
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5.2
TDDFT Modeling of CO Photolysis
in the Carbon Monoxide Inhibited Form of [Fe] Hydrogenase

The theoretical investigations of photochemical processes involving transi-
tion metals at TDDFT level are mainly devoted to the study of the vertical
excitations, with the assignment of the excitation levels, the simulation of the
electronic spectra, etc. The exploration of the excited state potential energy
surfaces (characterization of the stationary points as local/global minima
and first-order saddle points) is still lacking, since TDDFT gradients have
been only recently developed and implemented in some quantum chem-
istry suite programs. Moreover, excited states wave functions of coordination
compounds often possesses multireference character, which is unavoidably
poorly described by a single reference methods as TDDFT. Nevertheless, in
the recent literature there are some examples of TDDFT study of photochem-
ical processes in which bio-inorganic systems are involved. For example, in
the case of the CO photodissociation of CO-ligated hemoglobin [172], the
authors have characterized some potential energy surfaces by single-point
excitation energy computations along the Fe – CO bond length reaction coor-
dinate. As the authors pointed out, it is reasonable to expect that this picture
would be close to the one obtained from the true minimum-energy path of
hemoglobin. Another interesting example is the study of the photochemical
activation of N2 by dinuclear Ru and Fe complexes [173].

[Fe] hydrogenase gives an intriguing example of a photochemical reac-
tion path which can be investigated by means of TDDFT. When the oxidized
form of the enzyme is exposed to CO, the [2Fe]H cluster binds a further CO
molecule which substitutes the H2O molecule on the distal Fe atom [174–
177]. In this form the enzyme (Hox – CO hereafter) is inactive, but the active
form (Hox hereafter) can be restored by illumination with white light at cryo-
genic temperature. This process gives two different light-induced species as
a function of temperature:

Hox – CO
hν

–––––––→
6–14 K

Hox – I + CO

Hox – CO
hν

––––→
40 K

Hox – II + CO

IR spectra [178] have highlighted that Hox – I is the result of the photolysis of
the exogenous CO, while Hox – II is characterized by the loss of the CO group
bridging the iron centres.

The theoretical modeling of this photolysis process is still lacking,
but some interesting results have been recently reported in two papers
by Fiedler et al. [147, 179]. In the first paper the valence excited states
of two biomimetic model of [2Fe]H, namely [Fe2(S2C3H6)(CO)6] and
[Fe2(S2C3H6)(CO)4(CN)2]2– have been studied. Beside electronic and res-
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onance Raman spectra simulations, the authors estimate the elongation of
Fe – Fe bond length in the first and third excited state of [Fe2(S2C3H6)(CO)6].
The second paper is devoted to the calculation of different properties on
a model of the full H-cluster in which the [Fe4S4] cluster in explicitly consid-
ered. In this paper two models for Hox–I and Hox–II based on the comparison
between calculated and experimental [174, 177, 180] EPR parameters are also
proposed, corroborating the hypothesis made by Chen et al. [178].

The following section focuses on the possibilities supplied by TDDFT
exploration of the excited state potential energy surfaces in studying pho-
tochemical reaction paths, using CO photolysis of Hox – CO as an example.
The attempt is to show which kind of information can be obtained from
a TDDFT study on a model system, using geometry optimization of the excite
state geometry structure. Computations are performed using TURBOMOLE
with the BP86 functional and TZVP basis set. RI approximation is used with
auxiliary basis set of the same TZ quality [181]. Excited state structures are
optimized until the excited state energy gradient norm reaches values at lower
than 0.01 hartree Å–1.

The modeling of the CO photolysis mechanism is carried out using the CO
inhibited [2Fe]H cluster biomimetic system [Fe2(µ-PDT)(µ-CO)(CO)6] (here-
after a-CO). This binuclear complex has two FeIFeI atoms and terminal CO
groups can be distinguished between the two CO trans to the µ-CO (one anti
and one syn with respect to the β carbon of CH2 group of the µ-PDT) and
the four CO trans to the µ-PDT. When a-CO loses a CO molecule one obtains
[Fe2(µ-PDT)(CO)6] (hereafter a). a-CO and a have S0

1A′ ground state with
global Cs minimum geometry (Fig. 8).

The analysis of the optimized geometries for a-CO and a reveals some
important differences between the two structures. The Fe-Fe internuclear dis-
tance increases by 0.448 Å going from a-CO to a. Fe – C distances relative
to the two C atoms of syn and anti CO increase by 0.067 Å and 0.062 Å re-

Fig. 8 Structure of a and a-CO ground states. All distances and angles in Å and degree
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spectively, while the Fe – C – O bond angles decrease by 10.1 and 7.4 degrees.
These effects can be rationalized in light of the analysis of the highest oc-
cupied molecular orbital (HOMO) of the two model complexes [179]. The
first bond length increase can be accounted for by observing that in a-CO
a d-orbitals Fe – Fe antibonding combination is found, which becomes bond-
ing in a. Regarding the Fe – C bond length increase, the HOMO analysis does
not give a clear explanation. In both a-CO and a the HOMO has a d-Fe-p-C
orbital combination with antibonding character, which is stronger for a-CO,
according to the overlap population. This could be one of the reasons of the
observed structural changing.

In the investigation of the valence excited states, we consider the two single
a-CO excited states S1

1A′′ and S3
1A′, along with the corresponding states of

a S1
1A′′ and S2

1A′. The a excited states have the same electronic state of the
a-CO ones, and the processes

a-CO S1
1A′′ hν

––→ a S1
1A′′ + CO

a-CO S3
1A′ hν

––→ a S2
1A′ + CO

can be considered as two of the possible paths of the hypothetical CO pho-
tolysis of a-CO. In Table 3 the main features of the two excited states under
investigation for both systems are reported. The S1

1A′′ and S3
1A′ d-CO ex-

cited states are characterized by the one-electron excitation HOMO → LUMO
(37a′′) and HOMO → LUMO+1 (68a′), respectively. These virtual MOs pos-
sess antibonding combinations with respect to both Fe – C bonds of two CO
trans to the µ-CO. In the case of the LUMO + 1 the combination in which

Table 3 Computed energies for a-CO and a (in hartree). Evertical is the energy of the ex-
cited state at the geometry of the optimized ground state; for the S0 ground state Evertical
is the energy at the optimized minimum geometry; the leading one-electron excitation
refers to the single-excitation contribution a → i; Eopt is the excited state energy at its
own optimized geometry; Gradient corresponds to the norm of the excited state energy
gradient in hartree Å–1

d-CO state Evertical leading one-electron Eopt (hartree) Gradient
(hartree) excitations

S0
1A′ –4236.3114

S1
1A′′ –4236.2521 67 a′ → 37a′′ –4236.2716 0.010

S3
1A′ –4236.2280 67 a′ → 68a′ –4236.2425 0.016

d state

S0
1A′ –4122.9559

S1
1A′′ –4122.8510 35 a′′ → 62a′ –4122.8737 0.0010

S2
1A′ –4122.8501 60 a′, 61a′ → 62a′ –4122.8704 0.0011
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the anti CO in trans has an higher weight, while the opposite happens for the
LUMO.

The optimized a-CO excited states structures are reported in Fig. 9. The
final norm of the gradient is different from zero in a non-negligible way
(Table 3) and fluctuation of energies and geometries are observed during op-
timization. Furthermore, we found for both optimized structures a critically
low value (around 0.01) of the lowest singlet instability matrix eigenvalue.
However, it is reasonable to consider these structures as two points along the
CO photolysis reaction path that belong to S1 and S3 potential energy sur-
faces. Within this assumption, we can characterize the reaction paths through
the analysis of the optimized structure.

In both a-CO optimized excited state structures, the µ-CO loses its bridg-
ing character, becoming a terminal CO. The labilized Fe – C bond for S1 is the
one in trans position to the anti terminal CO, while for S3 the one in trans

Fig. 9 Structure of a-CO and a excited states. All distances and angles in Å and degree.
a,b a-CO S1

1A′′ and S3
1A′ excited state structures, respectively; c,d a S1

1A′′ and S2
1A′

excited state structures, respectively
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position to the syn terminal CO. Therefore we have characterized two chan-
nels in S1 and S3 potential energy surfaces along which the photolysis brings
to the loss of the µ-CO group, although it is not possible to surely assess which
is exactly the leaving CO group. Nevertheless for S1 and S3 the leaving CO
group is one of those bound to the Fe syn or anti to the β carbon of µ-PDT,
respectively.

The excited state optimized structures for a are reported in Fig. 9. The gra-
dient norms of optimized excited state energies are around 0.001 hartree Å–1,
and therefore these are likely stationary structures. The Fe – Fe internuclear
distances are remarkably increased with respect to the ground state, because
in both cases molecular orbitals with Fe – Fe antibonding combinations are
populated.

The final considerations we can make in light of the results obtained are
that a-CO S1 and S3 are involved in the photolysis of µ-CO group. Since a-CO
is a model for the CO inhibited H-cluster, we can argue that similar excited
states might be involved in the formation of Hox–II, in the approximation of
considering the effect of the [Fe4S4] cluster negligible.

6
Conclusions and Perspectives

The application of quantum chemical methods to the investigation of hy-
drogenases and related biomimetic models has nicely complemented experi-
mental studies, allowing us to disclose key factors related to the catalytic
properties of the enzymes. In particular, the possibility to use theoretical
methods to study intermediate and transition state structures, reaction ener-
gies and activation barriers, as well as spectroscopic properties, has allowed
us to dissect the molecular mechanism of several reaction paths relevant
to hydrogenase chemistry. Nevertheless, several relevant issues remain un-
solved. For example, further experimental and theoretical work is necessary
to corroborate the formation of high-spin species in the catalytic cycle of
[NiFe] hydrogenases. This will also need further studies to evaluate and im-
prove the reliability of DFT functionals in properly describing relative stabil-
ities of low and high spin species. As for [Fe] hydrogenases, the investigation
of the role of the [Fe4S4] moiety on the catalytic properties of the [2Fe]H
cluster has started to be addressed only very recently and is still largely
incomplete.

The examples discussed in this review also show that both the investigation
of small and large models is necessary to obtain a clear picture of the chem-
istry of complex molecular systems such as hydrogenases. In general, the
investigation of simple models, which are computationally inexpensive, al-
lows one to use sophisticated quantum chemical approaches and to compare
properties of several models. However, the investigation of more complex
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models is mandatory when the effect of neighboring groups has to be taken
into account. Indeed, the adopted computational models are often a com-
promise between a realistic representation of the enzyme active site and the
necessity to use small models to maintain computational costs to a reason-
able limit. In fact, even though calculations carried out on model systems
including also a few aminoacids not directly bound to the metal clusters have
been reported [112, 113], most theoretical investigations of hydrogenases ac-
tive site have been carried out using relatively small models in which the
cysteine residues coordinated to the metal ions have been modeled by H or
CH3 groups.

The extension of small models to include effects due to steric constraints
and electrostatic effects imposed by the protein environment is expected to
be crucial to clarify key issues in hydrogenase chemistry. As an example,
aminoacids in the nearby of the metallic clusters of hydrogenases, such as
cysteine, aspartate, glutamate and histidine might be directly involved in H2
activation. To the best of our knowledge, only one theoretical study related to
hydrogenases and keeping explicitly into account the protein environment of
the active site has been reported so far [182]. Amara et al. employed a hybrid
QM/MM potential method for the investigation of some [NiFe] hydrogenase
redox states, reaching the conclusion that one of the cysteine residues is in-
volved in the heterolytic cleavage of dihydrogen and that µ-H species can
be formed in the catalytic cycle. However, as emphasized by the authors,
owing to the expense of calculations an exhaustive investigation of all plau-
sible structures and redox states could not be carried out, underlining some
of the problems that are still associated with the proper modeling of large
protein portions.

Appendix

A
Outline of Density Functional Theory

In density-functional theory [13] (DFT) methods, the problem of finding the
electronic structure of an atomic or molecular system is solved on the basis of
its three-dimensional electron density ρ(r) as a basic variable. This approach
represents a simplification with respect to common methods of quantum
chemistry based on the 3N-dimensional (or 4N when spin variables are in-
cluded) wave function, where N is the number of the electron involved. The
Hohenberg–Kohn theorem [12] provides a rigorous framework for this ap-
proach. The first theorem assesses that a one-to-one map between the ground
state wave function and the electron density exists through the external po-
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tential

v(r) = –
∑

α

Zα

|r – Rα| , (17)

where α runs over the number of nuclei of charges Zα with coordinates Rα.
The total energy is written as a functional of the electron density ρ(r)

E
[
ρ(r)

]
= F

[
ρ(r)

]
+
∫

v(r)ρ(r)dr , (18)

where F[ρ(r)] is the unknown functional of the density. Since F[ρ(r)] does
not depend on the v(r), it must be an universal functional of the electron
density. The second theorem defines a variational principle for the electron
density: for a given trial density ρt(r) we have that E0 ≤ E[ρt(r)]. The en-
ergy functional is minimized according to the variational principle with the
constraint of the N-representability

∫
ρ(r)dr = N. In the language of the func-

tional derivatives this means that the differential δE[ρ(r)] = 0

δ

δρ(r)

{
E
[
ρ(r)

]
– µ

[∫
ρ(r)dr – N

]}
= 0 , (19)

where µ is the undetermined Lagrange multiplier. From the definition of the
differential of a functionals, it turns out that

µ =
δF

[
ρ(r)

]

δρ(r)
+ v(r) . (20)

All current DFT implementations in quantum chemistry are based on the
Kohn–Sham (KS) approach which introduces in an ingenious way the mo-
lecular orbitals machinery to overcome the problems of the early Thomas-
Fermi model in computing the kinetic energy [183]. The basic idea is the
introduction of the so-called non-interacting reference system, obtained by
turning off the electron-electron repulsion in the real interacting system as
follow. Let us define the parameter dependent Hamiltonian operator Ĥλ as

Ĥλ = T̂ + V̂λ + λV̂ee , (21)

where 0 ≤ λ ≤ 1 is called interelectronic coupling-strength parameter. For
λ = 1 we have the real interacting system, and V̂λ=1 is the usual electron-
nucleus potential such that V̂ = ΣN

i v(ri). The λ = 0 case corresponds to
the non-interacting system in which V̂λ=0 is such that the electron density
ρ(r)λ=0 = ρ(r)λ=1.

The exact ground state kinetic energy T[ρ(r)] of the real interacting sys-
tem (λ = 1) can be expressed as a natural orbitals (NO) expansion, but it can
be approximated with the exact ground state kinetic energy TS[ρ(r)] of the
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non-interacting system:

T
[
ρ(r)

]
=

∞∑

i=1

ni

〈
φNO

i

∣∣∣∣–
∇2

2

∣∣∣∣φ
NO
i

〉
≈

N∑

i=1

〈
φi

∣∣∣∣–
∇2

2

∣∣∣∣φi

〉
= TS

[
ρ(r)

]
, (22)

where the natural orbitals φNO
i are eigenvectors of the one-electron density

matrix, with the orbital occupation numbers 0 ≤ ni ≤ 1 and with the total
number of electron N = Σ∞

i ni. The exact electron density ρ(r) is then ap-
proximate as follows:

ρ(r) =
∞∑

i=1

ni
∣∣φNO

i

∣∣2 ≈
N∑

i=1

|φi|2 , (23)

where φi are the KS molecular orbitals. The exchange-correlation energy
functional is defined as the difference between the kinetic and electron-
electron interaction energy of the real and reference systems:

Exc
[
ρ(r)

]
=
(
T
[
ρ(r)

]
– TS

[
ρ(r)

])
+
(
Vee

[
ρ(r)

]
– J

[
ρ(r)

])
, (24)

where Vee[ρ(r)] is the electron-electron interaction energy whose classical
part J[ρ(r)] is given by

J
[
ρ(r)

]
=
∫

ρ(r)ρ(r′)
|r – r′| dr dr′ . (25)

The Exc contains the non-classical contributions to the kinetic and electron-
electron interaction energies, but it is mainly dominated by the exchange
contribution, since TS[ρ(r)] is the dominant part of the true kinetic energy.
Finally the vKS(r) is

vKS(r) = v(r) +
∫

ρ(r)
|r – r′| dr′ + vxc(r) , (26)

where vxc(r) is the exchange-correlation potential given by the functional
derivatives of Exc with respect to ρ(r). The problem of finding the KS molecu-
lar orbitals φi is then solved using the self-consistent-field (SCF) machinery:
the φi(r) orbitals are the lowest energy eigenfunctions of the KS one-electron
operator ĥKS

ĥKSφi(r) =
[

–
∇2

2
+ vKS(r)

]
φi(r) = εiφi(r) (27)

where εi are the KS orbital energies. The KS total energy is

EKS =
N∑

i=1

〈
φi

∣∣∣
∣–

∇2

2

∣∣∣
∣φi

〉
+
∫

v(r)ρ(r)dr + J
[
ρ(r)

]
+ Exc

[
ρ(r)

]
. (28)

From a computational point of view, the φi KS MOs are conveniently ex-
panded in a fixed basis set of functions (usually called “atomic” orbitals) ϕ

such that φi = Σpcpiϕp. In turn, ϕp can be represented by a given number of
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linearly combined functions (gaussian). The number of ϕp basis functions
considered determines the variational flexibility of the basis set and therefore
the quality of the results. For instance, for atoms having occupied orbitals 1s,
2s and 2p, a basis set composed by 4ϕ of s type and 2ϕ of p type is called
“double zeta” basis. Additional functions can be added to represents diffuse
states (negatively charged) or polarization effects (high angular momentum
functions).

Expanding the KS molecular orbitals in the atomic basis sets ϕ (LCAO ap-
proach) the total KS electronic energy becomes [184]

EKS =
Nbasis∑

pq

Ppqhpq +
1
2

Nbasis∑

pqrs

PpqPrs
(
pq|r) + Exc(P) , (29)

where the indices p, q, r and s run over the number of atomic basis functions.
Ppq are the elements of the one-electron density matrix in the basis of the
atomic orbitals such that the ρ(r)

Ppq =
N∑

i=1

c∗
picqi (30)

ρ(r) =
N∑

i

φ∗
i (r)φi(r) =

Nbasis∑

pq

Ppqϕ
∗
p(r)ϕq(r) . (31)

Finally hpq and (pq|rs) are the one- and two-electron integrals, and Exc(P) un-
derlines the P density matrix dependence of the exchange-correlation energy,
since ρ(r) is computed according to Eq. 31. The KS orbital equation is solved
iteratively since vKS(r) is a functional of the ρ(r) but ρ(r) is determined by
vKS(r). A guess electron density is computed according to Eq. 31 and the Exc
functional is calculated to generate the vxc potential. Then one optimizes the
electron density by minimizing the KS energy.

The form of the exchange-correlation energy (Exc) within the Kohn–Sham
framework is the following

Exc
[
ρ(r)

]
=
∫

f
(
ρ(r), ∇ρ(r), ∇2ρ(r), ...

)
dr (32)

and the vxc potential of the Eq. 26 is the functional derivative of Exc. For
instance if f depends only on ρ(r) and its gradient, vxc is

vxc(r) =
δExc

[
ρ(r)

]

δρ(r)
=

∂f
∂ρ(r)

–
∂f

∂ρx(r)
–

∂f
∂ρy(r)

–
∂f

∂ρz(r)
, (33)

where ρx(r) = ∂ρ(r)/∂x. The f function in Eq. 32 is generally written as fol-
lows

f = ρ(r)εxc
(
ρ(r), ∇ρ(r), ∇2ρ(r), ...

)
. (34)
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The exchange-correlation energy per unit volume εxc is an analytic function
with some parameters that can be fitted to some experimental data or deter-
mined according to some model systems. The form of εxc represents the main
feature of a given DFT functional and therefore also its reliability and limi-
tations. When εxc is that of the homogeneous electron gas, one obtains the
simplest approximation to the exact Exc called local-density-approximation
(LDA) functional. In LDA the εxc is a function only of the density, but this
approximation can be improved by including the explicit dependence on the
∇ρ(r) (generalized gradient approximation, GGA) or on the kinetic energy
(meta-GGA functionals [185]). Among GGA functionals, the Becke–Perdew
(BP86) exchange-correlation functional is one of the most used. This func-
tional is composed by the Becke88 exchange [23] and the Perdew GGA cor-
relation [24] terms.

Another important approach to built DFT functionals is the so-called hy-
brid method based on the adiabatic connection formula [186]. According to
the latter, the exact Exc functional is given by the following integral:

Exc =

1∫

0

〈
ψλ|vxc(λ)|ψλ

〉
dλ , (35)

where λ is the parameter defined in the Hamiltonian operator in Eq. 21, while
ψλ is the antisymmetric wave function that minimizes the energy functional.
To cite Axel Becke from one of his seminal papers on hybrid functionals [20]:
“This formula connects the non-interacting Kohn–Sham reference systems to
the fully interacting real system through a continuum of partially interact-
ing systems all which share a common density ρ (the density of the real, fully
interaction system.” The approximate Exc functional can be obtained by nu-
merical integration. The simplest case is the two end-points approximation
in which the integrand Exc is evaluated at λ = 0 and λ = 1. The 〈ψ0|vxc(0)|ψ0〉
is reduced to the HF exchange, since we are dealing with the non-interacting
system. The 〈ψ1|vxc(1)|ψ1〉 remains unknown, but it can be approximated
using others DFT functionals. The functionals obtained in this simple way are
called EH+H

xc half-and-half functionals:

EH+H
xc =

1
2

EHF
x +

1
2

EDFT
xc . (36)

Becke proposed an improvement of the EH+H
xc , which is known in the quan-

tum chemistry literature as Becke-3 parameters hybrid exchange-correlation
functional (B3):

EB3
xc = ELSDA

xc + a
(
EHF

x + ELSDA
x

)
+ b∆EB88

x + c∆EPW91
c . (37)

The empirical parameters a, b and c are determined by fitting experi-
mental data. In Eq. 37 LSDA refers to the local-spin-density approxima-
tion and ∆EB88

x [23] and ∆EPW91
c [22] are the gradient corrections to the
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LSDA exchange and correlation. The most popular hybrid functional is the
B3LYP [21], which is similar to B3:

EB3LYP
xc = ELSDA

x + a
(
EHF

x + ELSDA
x

)
+ b∆EB88

x + EVWN
c (38)

+ c
(
∆ELYP

c – EVWN
c

)
,

where LYP and VWN refer to the Lee-Yang-Parr [22] and Vosko-Wilk-
Nussair [187] correlation functionals.

GGA functionals correct some of the LDA shortcomings, meta-GGA ones
improve certain properties with respect to GGA, and finally hybrid function-
als give significant improvement over GGA for several molecular properties.
This seems to represent a constant improvement of the functionals but, as
a matter of fact, there is not a unique recipe to accurately reproduce molecular
properties using DFT, and the reliability of this approach critically depends
on the type of molecule considered and on the properties of interest.

The evaluation of the analytic DFT energy gradients is similar to that of
HF [184]:

∂Etot

∂λ
=
∑

pq

[
∂hpq

∂λ
Ppq –

∂Spq

∂λ
Wpq +

∂Exc
pq

∂λ

]

+
∑

pqrs

[
∂
(
pq|rs

)

∂λ
PpqPrs

]

,

(39)

where Spq are the overlap integrals and Wpq = ΣN
i=1εicpicqi is the energy-

weighted density matrix. Analytic second derivatives are more complicated
since they involve the derivatives of the MO coefficients, which are computed
using the coupled-perturbed SCF equations.

B
Outline of Time-Dependent Density Functional Theory

TDDFT is based on the linear response theory [188]. The formal framework
of this approach was given by Runge and Gross who have extended the first
Hohenberg–Kohn theorem to the time-dependent case [189]. The linear re-
sponse electron density of a given excited state is [190–193]

ρ(r,ω) =
∑

ia

[
Xia(ω)φ∗

a(r)φi(r) + Yai(ω)φa(r)φ∗
i (r)

]
, (40)

where indices i and a run over the occupied and virtual KS ground state
MOs, respectively. The frequency dependent coefficients Xia(ω) are associated
with the single excitations φi → φa, while Yai(ω) are related to non-physical
de-excitations φa → φi which introduce the correlation effects of double-
excitations in ρ(r,ω). X and Y matrices represent the linear response of the
ground state KS MOs to the time-dependent external perturbation v(t) intro-
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duced in the time-dependent KS equation with potential vKS(r, t) given by

vKS(r,t) = v(t) +
∫

ρ(r, t)
|r – r′| dr′ + vxc(r, t) , (41)

ρ(r,t) is the Fourier transform of ρ(r,ω), v(t) is the applied field, and when it
is turned on very slowly (adiabatic approximation) the vxc(r,t) potential can
be evaluated as the functional derivative of the static Exc[ρ(r)t] with respect
to ρt(r), where the time-dependent density is evaluated at a fixed time t.

To evaluate X and Y coefficients, one invokes the dependence of the vari-
ation of ρ(r,ω) on the variation of the KS potential through the KS kernel
χKS(r,r′,ω), which represents the linear response of the KS non-interacting
system:

ρ(r,ω) =
∫

χKS(r,r′,ω)vxc(r′,ω)dr dr′ (42)

χKS(r,r′, ω) =
∑

ia

[
φ∗

i (r)φa(r)φi(r′)φ∗
a(r′)

ω – (εa – εi)
+

φi(r)φ∗
a(r)φ∗

i (r′)φa(r′)
ω + (εa – εi)

]
.

(43)

Calculation of the excitation energy requires to find the poles of χKS(r,r′,ω).
This can be done solving the following non-hermitian eigenvalues-eigenvec-
tors problem

[
A B
B A

] [
X
Y

]
= ω

[
1 0
0 – 1

] [
X
Y

]
(44)

Aai,bj = δabδij(εa – εi) + Kai,bj (45)

Bai,bj = Kai,jb (46)

Kai,bj =
∫

φ∗
a(r)φi(r)

[
1

|r – r′| +
δ2Exc

δρ(r)δρ(r′)

]
φ∗

b(r′)φj(r′)dr dr′ (47)

The second functional derivatives of the Exc with respect to ρ(r,ω) represents
the exchange-correlation kernel f xc(r,r′,ω): the adiabatic approximation can
be seen as the static limit f xc(r,r′,ω = 0), which is evaluated as the functional
derivative of the stationary potential δvxc/δρ. Since the frequency depen-
dence of f xc is neglected, TDDFT cannot give accurate excitation energies
when excited states have strong double-excitation character (i.e., for organic
polyenes [194]). In fact it can be shown that exact f xc is strongly frequency-
dependent near the double excitation [195, 196].

It is worth mentioning the so-called Casida’s formulation of the
TDDFT [197] in which the problem 21 is written in the Hermitian form
ΩFi = ω2

i Fi. Here the Ω matrix elements are written as a function of the KS
orbital energies and the Kai,bj integrals, and Fi eigenvector easily allow the ex-
cited state term assignment. Indeed a CIS wave function that corresponds to
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the ρ(r, ω) response density can be calculated from the Fi, which permits one
to determine the main excitations involved in a given excited state.

In order to understand the TDDFT level of theory with respect to other
methods, one has to point out that when the Exc functional derivative is
neglected and B = 0, than TDDFT is reduced to CIS. Therefore A elem-
ents introduce the correlation effects of the single excited configurations.
If one neglects Exc functional derivative in Eq. 46, TDDFT is reduced to
time-dependent Hartree–Fock (TDHF). Within TDHF, double-excited config-
urations are introduced through the B elements since they involve φi → φa
excitation and φb → φj de-excitation at the same time. This is mathemati-
cally equivalent to compute ground state/double-excited configuration matrix
elements,

〈
ψ0

∣∣Ĥ
∣∣i→a
j→b

〉
where ψ0 is the single-determinant wave function that

corresponds to KS ground state density [198]. Finally if one neglects the
Yia(ω) elements, the Tamm–Dancoff approximation (TDA) formulation of the
TDDFT is obtained [199]. This approach often gives results of the same qual-
ity of the full TDDFT approach and it is easier to implement. Besides, in
TDDFT one introduces additional correlation effects through the functional
derivative of Exc. It could be argued that the TDDFT level of theory is higher
than ground state DFT because of the effects of single/double excitations in-
troduced through A and B matrix elements. On the other hand, the inclusion
of single and double configurations tries to account for electronic correlation
effects as Exc does, and therefore a problem of overestimation of the correla-
tion energy could arise.

Excited state energy first derivatives with respect to the nuclear positions
can be derived in an advantageous way through the definition of the varia-
tional Lagrangian of the excited state energy L[X, Y, C0, Ω, W, Z] [166], where
C0 are the KS ground state MOs coefficients and Ω is the excitation energy.
The two extra parameters W and Z constrain the MOs to be orthonormal
solutions of the ground state KS equation. When a stationary conditions of
L with respect to all parameters is reached, the final expression of the first
derivative with respect to a generic nuclear position λ is given by

∂Ω

∂λ
=
∑

pq

[
∂hpq

∂λ
Ppq –

∂Spq

∂λ
Wpq +

∂vxc
pq

∂λ
Ppq

]

(48)

+
∑

pqrs

[
∂
(
pq|rs

)

∂λ
Γpqrs +

∂f xc
pqrs

∂λ
(X + Y)pq(X + Y)rs

]

where i) f xc
pqrs are second functional derivatives of Exc integrals which are

found in Eq. 7; ii) P and Γ are the relaxed one and two electron density ma-
trices [164] and, together with the W energy weight relaxed density matrix,
represents the derivative of the excitation energy with respect to one-electron,
two-electron and overlap integrals (hpq, (pq|rs) and Spq, respectively). In
Eq. 24 no derivatives of the C0 coefficients are needed. Moreover, it depends
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on hpq, (pq|rs) and Spq derivatives built on the atomic orbital basis set, which
are already implemented in the ground state gradients computation. For these
reasons, the computational cost of excited state and ground state gradients is
similar. Furthermore the recent application of the RI approximation to both
excited state energy and gradients calculations, allow the computation on
large system up to 4000 basis functions [200].

The TDDFT optimization of the geometrical structure of a given excited
state is carried out as follows. Using the KS ground state MOs, one calculates
the excited state energy and response density. Afterwards the W and Z elem-
ents are computed in order to evaluate the nuclear forces. Finally, the nuclear
coordinates are updated, and KS ground state MOs newly calculated.
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Abbreviations
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HDvV Heisenberg–Dirac–vanVleck Hamiltonian
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MCD magnetic circular dichroism
MCSCF multiconfigurational self-consistent field
MD molecular dynamics
MO molecular orbital
MRCI multi reference configuration interaction
MRPT multi reference perturbation theory
NMR nuclear magnetic resonance
NQCs nuclear quadrupole coupling constants
OZ orbital Zeeman
PCET proton-coupled electron transfer
QM/MM quantum mechanical/molecular mechanical
rR resonance-Raman
SCF self-consistent field
SH spin-Hamiltonian
SOC spin-orbit coupling
SOMF spin-orbit mean-field
SOMO semi occupied molecular orbital
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SS spin–spin
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TDA Tamm–Dancoff approximation
TD-DFT time-dependent DFT
XAS X-ray absorption
XC exchange-correlation
ZFS zero-field splitting

1
Introduction

The past decade has witnessed an explosive activity in the application of
quantum chemical methods to problems of bioinorganic chemistry. It is now
almost commonplace to publish an experimental paper together with cal-
culations to back up the conclusions that have been reached or to distin-
guish between those possibilities that the experimental results left open. In
this context the term “quantum chemical methods” has been applied almost
synonymously with density functional theory (DFT). Despite of or perhaps
even due to the enormous popularity of DFT in bioinorganic chemistry, one
frequently voiced complaint from the experimental community is that the
calculations often take too little or no notice of the available experimental
results. The majority of theoretical papers deal with the calculation of reac-
tion mechanisms which are either proposed or rejected based on theoretically
calculated reaction- or transition state energies. Since there are seldom accu-
rate and detailed experimental data available for these thermodynamic and
kinetic parameters, the accuracy of the calculations may sometimes be dif-
ficult to assess. In this respect it is important to connect the computations
to the vast body of experimental data that has been assembled by the ex-
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perimental bioinorganic community over the past four decades. Traditionally,
a large part of this experimental data is of spectroscopic origin. The reason
for this central role that spectroscopy plays in bioinorganic chemistry is that
these methods allow one to selectively probe the active sites of metallopro-
teins and metalloenzymes. Secondly, spectroscopic methods can be applied to
short-lived intermediates, mixtures or only partially purified proteins, which
makes them a versatile tool to follow biochemical events or elementary re-
action steps. Thirdly, spectroscopic methods do not only yield geometric
structure information but also information at subatomic resolution, e.g. elec-
tronic structure information. Since understanding electronic structures is at
the heart of understanding the unique reactivities of metalloenzymes, spec-
troscopy is an extremely useful complement to the X-ray crystallography. The
latter technique has the highest information content with respect to geomet-
ric structure. However, there are limitations too which concern short-lived
species, mixtures and the necessity to perform the experiments on single
crystals which may or may not be stable in the X-ray beam.

An important aspect of many active sites of metalloproteins and radical
enzymes is that they exist, at least transiently, in open-shell configurations.
The presence of unpaired electrons then gives rise to paramagnetism and
allows the spectroscopist to probe the active site with various magnetic tech-
niques including (in order of increasing resolution) magnetic susceptibil-
ity, magnetic circular dichroism (MCD), electron paramagnetic resonance
(EPR), electron-nuclear double resonance (ENDOR), electron spin echo en-
velope modulation (ESEEM) or hyperfine sublevel correlation spectroscopy
(HYSCORE). The EPR, ENDOR, ESEEM, and HYSCORE techniques are cov-
ered concisely in a recent book by Schweiger and Jeschke [1], susceptibility
is covered in many textbooks on molecular magnetism [2–4], and MCD
spectroscopy is covered in a number of references [5–8]. In most cases, the
metallic active sites or protein cofactors are also amenable to studies with
various optical spectroscopies including standard absorption spectroscopy
(ABS), circular dichroism (CD), MCD and also resonance-Raman (rR) spec-
troscopy [9–11]. Finally, the spectroscopy of inner shells of transition metal
atoms and ions is of increasing importance in bioinorganic chemistry. X-ray
based techniques such as X-ray absorption (XAS) and extended X-ray absorp-
tion fine structure (EXAFS) are heavily employed since they allow element
specific studies to be carried out [12–14]. Finally, due to the abundance and
importance of iron in bioinorganic chemistry, the technique of Mössbauer
(MB) spectroscopy is of considerable utility and yields valuable local informa-
tion about iron centers including their magnetic properties if the experiments
are carried out with an applied external magnetic field [15]. It is impossible to
cover all of these techniques at any level of detail in the framework of a single
piece of work and therefore most of our examples are selected from the fields
of EPR and MB spectroscopy where the theoretical techniques have turned
out to be particularly useful.
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The central theme of this work is to show how one can combine spectro-
scopic techniques with theoretical investigations in order to obtain insight
into the geometric and electronic structures of metalloproteins and model
complexes as well as biologically important radical species. The majority
of examples is taken from recent investigations in our own laboratory and
should be reasonably representative of the considerable activities that are now
underway in many research groups. An attempt will be made to provide the
reader with at least a rough idea of some of the methodological aspects that
underlies the theoretical approaches used and which are either based on DFT
or on simplified correlated ab initio methods. More comprehensive informa-
tion on the various theoretical methods with a full coverage of the recent
literature may be found in recent reviews [16–19].

2
Theoretical Methods for Bioinorganic Spectroscopy

2.1
Magnetic Spectroscopy of the Ground State

The active sites of metalloproteins are always of low-symmetry and there-
fore one can safely assume that the systems under investigation are orbitally
nondegenerate. As mentioned above, many metalloprotein active sites exist
in open-shell ground state configurations. The presence of unpaired electrons
is intimately related to the occurrence of a net molecular magnetic dipole
moment and consequently to a rich variety of molecular magnetic phenom-
ena.

In general, a ground state with total spin S gives rise to 2S + 1 “magnetic
sublevels” with MS = S, S – 1, ..., – S. At the level of the Born–Oppenheimer
Hamiltonian, which covers the leading electrostatic interactions between
electrons and nuclei, these 2S + 1 sublevels are all degenerate and this does
not change upon the inclusion of the so-called “scalar” relativistic effects.
However, if the spin–orbit coupling (SOC) and the direct dipolar spin–spin
(SS) coupling as the leading spin-dependent relativistic effects are included in
the treatment, the degeneracy of the 2S + 1 sublevels is lifted. This lifting of
degeneracy is referred to as “zero-field splitting” (ZFS) and is parameterized
by a tensor with symbol D.

If an external magnetic field is applied, the energies of the magnetic sub-
levels are further modified. This is the molecular electronic Zeeman effect
and it is parameterized by the so-called molecular “g-tensor” (symbol g).
The g-tensor arises (mainly) from the SOC induced coupling of the electronic
spin- and orbital-moments to the external magnetic field. It may be thought
of as the EPR analogue of the NMR chemical shift tensor. For a S = 1/2 system
the molecular Zeeman effect leads to a linear divergence of the energies of
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the MS = –1/2 and MS = +1/2 states at a rate that is proportional to the effect-
ive g-value which depends in turn on the relative orientation of the molecule
to the external magnetic field. However, while the chemical shift is specific
for a given nucleus, the g-tensor is a “system-property” since it measures the
distribution of “orbital currents” over the entire molecule which is closely re-
lated to the response of the spin-density distribution to the presence of the
external magnetic field.

Inclusion of the nuclear spins leads to further magnetic effects which can
be studied by magnetic spectroscopies. First of all, the nuclear spin interacts
with the external magnetic field, thus giving rise to the nuclear Zeeman effect
which is parameterized by the chemical-shift tensor (σ). It occupies a central
role in the interpretation of nuclear magnetic resonance (NMR) experiments.
Secondly, the nuclear spins interact with the electron spins via three distinct
mechanisms: (a) the well-known (isotropic) Fermi contact interaction which
is proportional to the probability of finding unpaired electrons at the position
of the magnetic nuclei, (b) an anisotropic (traceless) electron spin-nuclear
spin dipolar interaction and (c) the anisotropic (nontraceless) SOC induced
coupling of the nuclear spins with the orbital motions of the unpaired elec-
trons. The sum of these interactions is parameterized by the hyperfine coup-
ling tensor (symbol A). Finally, the indirect coupling of nuclear spins leads
to very small effects which show up as spin–spin couplings in NMR spec-
troscopy and are parameterized by a spin–spin coupling tensor (symbol J).
Larger effects occur for nuclei with a nuclear spin I > 1/2. In this case, the
nuclear quadrupole moment may interact with the electric field gradient pro-
duced by the surrounding charges. This is referred to as quadrupole coupling
and it is measured by the quadrupole tensor (symbol Q).

The very powerful concept of the “Spin–Hamiltonian” (SH) allows one to
treat all of these complicated interactions in a semi-phenomenological way
where a minimum of empirical parameters allows the deduction of the entire
spin-physics of the system under investigation. The SH is an effective Hamil-
tonian and contains only spin-variables of a “fictitious” electron spin S and
the nuclear spins IA, IB, ... All reference to the spatial part of the wavefunc-
tion and therefore to detailed molecular electronic and geometric structure
is implicitly contained in the SH parameters D, g, A, Q, σ and J which are
considered as adjustable parameters in the analysis of experiments. Thus, the
SH is “a convenient place to rest” in the analysis of experimental data by the-
oretical means [20]. The SH which includes the interactions covered above
is:

ĤSPIN = ŜD̂S + βBgŜ +
∑

A

[
ŜA(A) Î (A) + βNBg(A)

N Î (A) (1)

+ Î (A)Q(A) Î (A)
]

+
∑

A<B

[
Î (A)J(AB) Î (B)

]
,
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where the sum over “A” refers to the magnetic nuclei, B is the magnetic flux
density and β and βN is the electronic and nuclear Bohr magneton, respec-
tively. The SH acts on a basis of product functions |SMS〉⊗ |I(A)M(A)

I 〉⊗ ...⊗
|I(N)M(N)

I 〉.
For not too many spins this basis is often small enough to allow exact di-

agonalization of the SH and therefore exact quantum mechanical treatments
of the spin-physics in the SH framework. For high-dimensional SH problems,
both, brute-force (Piligkos et al. 2006) and a variety of perturbation theoret-
ical methods can be employed in order to arrive at exact or good approximate
solutions.

The role of theory is then to derive the connection of first principle elec-
tronic structure approaches to the SH parameters and to devise practical
algorithms for the prediction of the values of these parameters. In this way,
calculations can help to develop the full information content of spectra and
thus allow conclusions about the geometric and electronic structure of the
system under investigation to be drawn (Fig. 1). A great deal of progress has
been made in recent years in the calculation of EPR parameters (summarized
in [21–23]). The theory of NMR parameters is a well-studied field in theor-
etical chemistry and mature procedures with well-defined accuracy for the
desired quantities have been established [21].

In many cases, it is sensible to divide the system under investigation into
distinct fragments with given electron spins SA, SB, ... The interaction of the
electron spins of the different spin-systems is usually referred to as exchange
coupling and is given by the symbol J [note that unfortunately the same sym-
bol is usually used for the nuclear spin–spin interaction (see e.g. Eq. 1). It
should, however, from the context be evident to which interaction J refers].
The interaction consists of the genuine isotropic “exchange interaction”
J which is purely electrostatic in origin and only arises from the antisymmetry
requirement of the N-electron wavefunction with respect to electron permu-
tations (consequently, the notion of an “exchange interaction” is misleading.
In fact, such an interaction does not exist in nature. The “exchange coupling”
is a consequence of the interplay between electron–electron repulsion and the
Fermion nature of electrons). Unfortunately, there are several popular ways
to write the isotropic exchange Hamiltonian (Heisenberg–Dirac–vanVleck
Hamiltonian, HDvV). Perhaps the most common way is to write:

ĤHDvV = – 2J ŜA ŜB . (2)

In this formalism two interacting electrons give rise to a singlet-state (St = 0)
and a triplet state (St = 1) which are split in energy by |2J|. Positive values of
J lead to St = 1 below St = 0 (ferromagnetic coupling), while negative values
of J lead to the reverse situation (antiferromagnetic coupling). In addition
to the HDvV Hamiltonian, there exists the direct dipole–dipole interaction
between the electron spins which also contributes in an anisotropic and trace-
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Fig. 1 The relationship of theory and experiment. Electronic structure calculations solve
the Schrödinger equation for a system that is characterized by its molecular Hamiltonian
and provide the spin Hamiltonian (SH) parameters, e.g. g-tensors, hyperfine coupling
constants or Mössbauer parameters. These data are also the result of the spectral simula-
tions and therefore the intersection of theory and experiment. From a careful comparison
of simulated and calculated SH parameters, conclusions on electronic and even molecular
structures can be drawn

less way to J. Very interesting phenomena arise from the combination of the
exchange interaction with the “on-site” spin-Hamiltonians described in Eq. 1.
Entire books are devoted to the study of such interactions [2, 24].

2.2
Linear Response Theory for Ground State Properties

All SH parameters can be approached using the powerful language of linear
response or analytic derivative techniques. For the present purposes it is suffi-
cient to focus on the time independent case. In order to appreciate the general
concepts that are involved, the linear response equations for a Self-Consistent
Field (SCF) ground state will be sketched below. This description is appropri-
ate if the state of interest is well described by a HF (Hartree–Fock) or DFT
single determinant:

Ψ (x1, x2, ..., xN) = |ψ1...ψN | , (3)

where the {ψ} constitute the set of occupied spin orbitals and xi denotes the
space and spin coordinates of the i’th electron. The ground state energy is
written as:

E = ENN +
∑

i

〈
ψi

∣∣ ĥ
∣∣ψi

〉
+

1
2

∑

i,j

(ii| jj) – cHF(ij|ij) + cDFEXC[ρ] . (4)



54 S. Sinnecker · F. Neese

Here, ENN is the nuclear–nuclear repulsion energy, ĥ is the one-electron oper-
ator, (ij|kl) is the electron–electron repulsion integral

(ij|kl) =
∫∫

ψ∗
i (x1)ψj(x1)r–1

12ψ∗
k (x2)ψl(x2)dx1 dx2 (5)

and EXC[ρ] is the exchange-correlation energy functional with the ground
state density being given by:

ρ(x) =
∑

i

ψ∗
i (x)ψi(x) . (6)

The parameters cHF and cDF are scaling parameters for the HF exchange
energy and the XC-energy, respectively. Thus, HF theory corresponds to
cHF = 1; cDF = 0, “pure” DFT corresponds to cHF = 0; cDF = 1 while hybrid DFT
methods choose 0 < cHF < 1. The orbitals are determined self-consistently
from the SCF equations:

{

ĥ +
∫

ρ(x′)
|x – x′| dx′ – cHF

∑

i

K̂ii + cDF
δEXC[ρ]
δρ(x)

}

ψi(x) = εiψi(x) , (7)

where the second term represents the Coulomb-potential, the third term the
HF exchange interaction with the nonlocal operator:

〈ψk|K̂ij|ψl〉 = (il|kj) . (8)

We also define the Coulomb operator:

〈ψk |̂Jij|ψl〉 = (ij|kl) . (9)

The term in brackets is collectively referred to as F̂, the pseudo-one-electron
SCF operator. The orbitals are usually approximated by a finite expansion in
a basis set {ϕ}:

ψi(x) =
∑

µ

cµiϕµ(x) (10)

which results in the following expression for the density:

ρ(x) =
∑

µν

Pµνϕ
∗
µ(x)ϕν(x) (11)

with the density matrix

Pµν =
∑

i

c∗
µicνi . (12)

In order to approach molecular properties one needs to determine the deriva-
tives of the total SCF energy with respect to external perturbations λ, κ, ...
Since all SH parameters are bilinear in external perturbations, the desired
quantity is the second partial derivative. For illustrating the concepts, it is
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sufficient to consider the case where the basis functions are chosen to be in-
dependent on the external perturbations. To include such a dependence (as
is necessary for example for geometric or magnetic field perturbations) is
straightforward but would lead to more lengthy equations which are not of
interest for the purpose of this work. Since the c’s are determined in a vari-
ational procedure, one has:

∂E
∂cµi

∂cµi

∂λ
= 0 . (13)

And therefore the first derivative of the energy with respect to a perturbation
λ is:

∂E
∂λ

∣∣
∣∣
λ=0

=
∑

µν

Pµν〈ϕµ| ĥ |ϕν〉λ , (14)

where:

〈ϕµ| ĥ |ϕν〉λ =

〈

ϕµ

∣∣∣
∣∣
∂ĥ
∂λ

∣∣∣
∣∣
ϕν

〉

(15)

if the basis functions are independent of the perturbation. Through straight-
forward differentiation the second partial derivative becomes:

∂2E
∂λ∂κ

∣∣
∣∣
λ=0; κ=0

=
∑

µν

Pµν〈ϕµ| ĥ |ϕν〉λκ +
∑

µν

∂Pµν

∂κ
〈ϕµ| ĥ |ϕν〉λ . (16)

This important equation contains two contributions: the first term is referred
to as a first-order contribution since it only depends on the ground state dens-
ity. The second contribution is a second-order contribution since it requires
the knowledge of the first derivative of the density matrix with respect to an
external perturbation.

In order to calculate the derivative of the density matrix a number of tech-
niques could be employed. The most straightforward approach is to start
from the condition of a SCF solution:

FPS – SPF = 0 , (17)

where F is the matrix of F̂ in the AO basis, S is the overlap matrix and P the
density matrix. Differentiation with respect to λ yields the equations that
are necessary to solve for the perturbed density matrix P(λ). We will pur-
sue a more pedestrian approach here and determine the perturbed orbitals
ψ

(λ)
i ≡ |i(λ)〉 themselves in terms of the zero’th order orbitals ψ

(0)
i ≡ |i(0)〉.

Differentiation of the SCF equations yields:
{

F̂(0) – ε(0)
i

} ∣∣∣i(λ)
〉

+
{

F̂(λ) – ε(λ)
i

} ∣∣∣i(0)
〉

= 0 . (18)
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The perturbed orbitals are expanded as:
∣∣∣i(λ)

〉
=
∑

a

U(λ)
ai

∣∣∣a(0)
〉

(19)

(here and below labels i, j, k, l refer to occupied orbitals and a, b, c, d to un-
occupied ones). The unitary matrix U has only occ/virt blocks in the case that
the basis functions do not depend on the perturbation. In order to determine
the unique elements of U one uses the perturbed SCF equations:

∑

b

U(λ)
bi

〈
a(0)

∣
∣∣̂F(0) – ε(0)

i

∣
∣∣ b(0)

〉
+
〈
a(0)

∣
∣∣̂F(λ) – ε(λ)

i

∣
∣∣ i(0)

〉
= 0 (20)

= U(λ)
ai

(
ε(0)

a – ε(0)
i

)
+
〈
a(0)

∣
∣∣̂F(λ)

∣
∣∣ i(0)

〉
= 0 . (21)

However, F̂(λ) depends on the perturbed orbitals. Therefore, ones needs to
take the derivative of the SCF operator carefully.

F̂(λ) = ĥ(λ) +
∫

ρ(λ)(x′)
|x – x′| – cHF

∑

jb

U(λ)∗
bj K̂bj + U(λ)

bj K̂jb (22)

+ cDF

∫∫
δ2EXC[ρ]

δρ(x)δρ(x′)ρ
(λ)(x′)dxdx′

= ĥ(λ) +
∑

jb

U(λ)∗
bj Ĵ bj + U(λ)

bj Ĵ jb – cHFU(λ)∗
bj K̂bj – cHFU(λ)

bj K̂jb

+ cDF

∫
fxc[ρ]ρ(λ)(x)dx

= ĥ(λ) +
∑

jb

U(λ)∗
bj

[
Ĵbj – cHFK̂bj + cDF

∫
fxc[ρ]ψ(0)∗

b (x)ψ(0)
j (x)dx

]

+ U(λ)
bj

[
Ĵ jb – cHFK̂jb + cDF

∫
fxc[ρ]ψ(0)∗

j (x)ψ(0)
b (x)dx

]
,

where the “XC-kernel” fxc[ρ] has been defined as the second functional
derivative with respect to ρ and it has been tacitly assumed that for all func-
tionals in use this yields a factor δ(x – x′) which reduces the double integral to
a single integral. This yields the first-order equations:

U(λ)
ai

(
ε(0)

a – ε(0)
i

)
+
〈
a(0)

∣∣∣̂h(λ)
∣∣∣ i(0)

〉
(23)

+
∑

jb

U(λ)∗
bj

[
(bj|ai) – cHF(ba|ji) + (ai|fxc|jb)

]

+ U(λ)
bj

[
(jb|ai) – cHF(ja|bi) + (ai|fxc|jb)

]
= 0 .

At this point it is useful to distinguish two different types of perturbation:
First, “electric field-like perturbations” yield purely real 〈a(0) |̂h(λ)|i(0)〉 and
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consequently, also purely real and symmetric U matrices. In this case one has:

A(E)U(λ) =– V(λ) . (24)

With:

A(E)
ia,jb = δijδab

(
ε(0)

a – ε(0)
i

)
+ 2(jb|ia) + 2cDF(ai|fxc|jb) (25)

– cHF
{

(ba|ji) + (ja|bi)
}

V(λ)
ai =

〈
a(0) |̂h(λ)|i(0)

〉
. (26)

Note that the A-matrix (the “electric hessian”) is independent of the nature of
the perturbation and that the U and V matrices have been written as vectors
with a compound index (ai).

Secondly, “magnetic field like perturbation” yield purely hermitian imagi-
nary 〈a(0) |̂h(λ)|i(0)〉 and consequently also purely imaginary and hermitian U
matrices. This leads to:

A(M)U = – V(λ) (27)

with

A(M)
ia,jb = δijδab

(
ε(0)

a – ε(0)
i

)
+ cHF

{
(ib|ja) – (ba|ij)} . (28)

Thus, magnetic field-like perturbations yield much easier response (or
“coupled perturbed”) equations in which the contributions from any local
potential vanish. In fact, in the absence of HF exchange the A-matrix be-
comes diagonal and the linear equation system is trivially solved. This then
leads to a “sum-over-orbital” like equation for the second derivative which
resembles in some way a “sum-over-states” equation. One should, however,
carefully distinguish the sum-over-states picture from linear response or ana-
lytic derivative techniques since they have a very different origin. For electric
field-like perturbations or magnetic field-like perturbations in the presence
of HF exchange one thus has to solve a linear equation system of the size
N (occupied)×N (virtual) which may amount to a dimension of several hun-
dred thousand coefficients in large-scale applications. However, there are
efficient iterative techniques to solve such large equations systems without
ever explicitly constructing the full A-matrix. The key step of all existing pro-
cedures is the formation of a so-called “sigma” vector which is the product of
the A-matrix with a trial U-vector.

In any case, once the perturbed orbitals have been determined the per-
turbed density is easily found as:

P(λ)
µν =

∑

i

U(λ)∗
ai c(0)

µac(0)
νi + U(λ)

ai c(0)
µi c(0)

νa . (29)

In order to illustrate the use of the equations above in a nontrivial example,
let us study the dominant contribution to the g-tensor. The g-tensor reads in
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the SH formalism:

Ĥspin = βBg Ŝ , (30)

where β is Bohr’s magneton and B the magnetic flux density. First, it is
important to note that the order in which the perturbations are applied is im-
material owing to the “interchange theorem”; thus the more easily handled
perturbation is conveniently treated first. In the case of the g-tensor, where
the two perturbations in question are the spin-independent orbital Zeeman
(OZ) operator and the spin-dependent SOC operator, it is more convenient to
treat the OZ operator as the λ and the SOC operator as the κ perturbation.
The SOC operator is taken in an accurate mean-field approximation (SOMF)
developed by Hess et al. [25] and efficiently implemented into the ORCA pro-
gram recently [26]. The SOMF operator reads:

ĥ SOMF =
∑

i

ẑ SOMF(i) ŝ (i) . (31)

With the matrix elements of the k’th component of the SOMF operator given
by:

〈
ϕµ

∣
∣ ẑ SOMF

k

∣
∣ϕν

〉
=
〈
ϕµ

∣
∣∣̂h 1el-SO

k

∣
∣∣ϕν

〉
+
∑

κτ

Pκτ

[ (
ϕµϕν

∣
∣̂g SO

k

∣
∣ϕκϕτ

)
(32)

–
3
2

(
ϕµϕκ

∣∣̂g SO
k

∣∣ϕτϕν

)
–

3
2

(
ϕτϕν

∣∣̂g SO
k

∣∣ϕµϕκ

)
]

and:

ĥ 1el-SO
k (ri) =

α2

2

∑

i

∑

A

ZAr–3
iA l̂iA;k (33)

ĝSO
k (ri, rj) = –

α2

2
l̂ij;kr–3

ij . (34)

Here, P is the total charge density matrix, ZA the nuclear charge of atom A, riA

is the position of electron i relative to nucleus A and l̂iA;k is the k’th compon-
ent of the angular momentum of the i’th electron relative to atom A. Likewise,
rij is the distance between electrons i and j and l̂ij;k is the k’th component of
the angular momentum of electron i relative to electron j. The OZ operator
referred to a global gauge origin (O) is:

ĥ OZ = βB
∑

i

l(O)(i) . (35)

Thus, one solves three sets of coupled-perturbed equations in order to obtain
three sets of U-coefficients for the three canonical directions of the magnetic
field. In the spin-unrestricted case, each U-matrix falls into distinct spin-up
and spin-down sets as long as the perturbation is spin-independent which is
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the case for the OZ operator. Finally, one inserts the solution into the second-
order part of Eq. 16 and makes use of the fact that within a given multiplicity
all matrix elements of the SOC operator can be written in terms of the ŝz
component only. One arrives at:

∂2E
∂Bλ∂Sκ

∣
∣∣∣
λ=0; κ=0

=
1
2
β
∑

µν

∂P(α)
µν

∂Bλ

〈
ϕµ

∣∣̂z SOMF
κ

∣∣ϕν

〉
(36)

–
1
2
β
∑

µν

∂P(β)
µν

∂Bλ

〈
ϕµ

∣∣̂z SOMF
κ

∣∣ϕν

〉

=
1
2
β
∑

µν

∂P(α–β)
µν

∂Bλ

〈
ϕµ

∣
∣̂z SOMF

κ

∣
∣ϕν

〉
.

Thus, spin-dependent perturbations lead to the response spin-density ma-
trix instead of the response electron density matrix which is present in the
electric-field case. Comparing these matrix elements with the matrix of the
SH for spin S one finds:

g(OZ/SOC)
λκ =

1
2S

∑

µν

∂P(α–β)
µν

∂Bλ

〈
ϕµ

∣∣̂z SOMF
κ

∣∣ϕν

〉
(37)

(note that both, the response spin density and the SOC matrix elements are
purely imaginary. In an actual implementation one operates with skew sym-
metric real-valued matrices in which case a factor of i2 =– 1 arises in front of
the g-tensor equation).

In a similar way all terms in the SH can be calculated by analytic deriva-
tive techniques. Details of the actually involved procedures may be found
in the literature. Importantly, Eq. 16 is not only valid in the case of a SCF
ground state description but is of much wider applicability. In the case of cor-
related ab initio methods, the equations to be solved in order to determine the
effective density and its response naturally become more complicated than
the relatively simple coupled-perturbed SCF equations sketched in this work.
The general line of thought is, however, identical and merely the “mechan-
ics” of the calculation become more involved. This statement holds for any
nonrelativistic variational or nonvariational methods (e.g. for configuration
interaction, Möller–Plesset or coupled-cluster methods) but does not apply
to quasi-relativistic (two-component) methods which treat the SOC together
with the electron-electron repulsion. For such methods, first-order perturba-
tion theory is usually sufficient to calculate SH parameters. However, as long
as these methods are based on single determinants, severe problems with in-
ternal consistency and symmetry breakings occur the discussion of which is
outside the scope of this work. Note also, that these methods are also about an
order of magnitude more expensive than the nonrelativistic one-component
methods and it may therefore be speculated that they will be reserved for
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rather special applications in which it turns out to be mandatory to treat the
SOC to infinite order.

2.3
Mössbauer Spectroscopy

An important spectroscopy in a bioinorganic chemistry context is Mössbauer
spectroscopy. It is a method which selectively probes the charge and spin
distribution around iron centers [27, 28]. In zero-applied magnetic field, the
Mössbauer spectrum of an isolated iron center consists of a single pair of
lines which are called quadrupole doublet. The center of the pair is referred
to as “isomer shift” and the splitting is known as “quadrupole splitting”. Both
properties are readily calculated if the electron density of the ground state is
known. The quadrupole splitting of the iron nucleus is given by

∆EQ =
1
2

e2
0Qq

√

1 +
1
3
η2 , (38)

where q = Vmax is the numerically largest eigenvalue of the symmetric field-
gradient tensor V, η = [Vmid – Vmin]/Vmax is the asymmetry parameter and
e0 is the elementary charge. The proportionality constant Q is the quadrupole
moment of the 57Fe nucleus in the I = 3/2 excited state which is not known
precisely. In this study a value of 0.16 barn has been assumed in keeping with
a number of previous calculations. This value was also verified as the best
choice in a recent calibration study on a series of iron complexes [29]. The
electric field gradient tensor is (µ, ν = x, y, z):

V(A)
µν =

∑

κ,τ

Pκτ

〈
ϕκ

∣
∣r–5

A
(
r2

Aδµν – 3rA;µrA;ν
)∣∣ϕτ

〉
, (39)

where rA = r – RA is the position of the electron relative to nucleus A at pos-
ition RA, P is the density matrix from a ground-state DFT calculation with the
basis set {ϕ}.

The Mössbauer isomer shift δ can be determined to good accuracy from
ground-state DFT calculations using the calibration procedure outlined
in [30]. Since the isomer shift is known from basic principles to be directly
proportional to the electron density at the iron nucleus [27], it can be deter-
mined from a linear regression analysis, e.g. a plot of the calculated electron
density at the nucleus versus the measured isomer shift. For our method of
choice, the B3LYP functional together with the flexible core properties ba-
sis set CP(PPP) with an extended set of polarization functions, it can be
computed from the regression [30]

δ = 6.5481 – 0.3666[ρ(0) – 11800] in mm s–1 , (40)
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where ρ(0) is the nonrelativistically calculated electron density at the iron nu-
cleus. Indeed, the calculations in Fig. 2 show a very good correlation between
the two quantities with a regression coefficient of 0.986.

It is important to note, however, that the calculated electron density at the
iron nucleus is far from the exact density. First of all, using Gaussian basis
functions, the basis set limit is difficult to approach since Gaussians have the
wrong behavior close to the nucleus. The nuclear cusp can be reasonably well
modelled with very steep basis functions. To get very close to the basis set
limit is nevertheless almost impossible given the finite accuracy with which
numbers can be represented by a digital computer. It has been our strategy to
use a basis set with sufficient flexibility in the core region to allow for the dis-
tortion of the inner s-, and p-shells and have termed this basis set CP(PPP).
Secondly, different density functionals lead to grossly different electron den-
sities at the nucleus and therefore a given calibration is only valid for a given
functional. This large functional dependence may be expected since present
day functionals do not only have the wrong asymptotic behavior in the long
range but also in the short range close to the nucleus. Third, it is import-
ant to ensure that the numerical integration accuracy is sufficient to lead to
converged results in the presence of steep, uncontracted basis functions in
the core region. Fourth, the neglect of scalar relativistic effects is serious and
leads to an underestimation of the electron density of more than 3000 au–3.
This seems unacceptable since the variation of the electron density over the
range of molecules studied is only ∼ 7 au–3. Recent scalar relativistic calcula-
tions using the ZORA method have greatly improved on the value of ρ(0) but
the quality of the regression remained unchanged [29, 31]. The reason why

Fig. 2 The linear relationship between calculated electron densities at the iron nuclei ρ(0)
and measured isomer shifts of 15 different complexes. The obtained parameters can be
used in further application studies employing the same basis set CP(PPP) and functional
B3LYP
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Fig. 3 Relative contributions to the electron densities at the iron nuclei ρ(0). The figure
clearly shows that changes in ρ(0) can be attributed to changes in the 3s and valence
shells, while the contributions from the 1s and 2s shells are almost constant, independent
of the charge and spin states of the systems

the correlation with experiment is still as good as has been observed in the
nonrelativistic calculations is shown in Fig. 3. It is demonstrated that the con-
tributions of the 1s- and 2s-orbitals to the total electron density at the iron
nucleus is very constant over the range of bonding environments typically
met in iron containing complexes. Thus, very large but very systematic errors
cancel out in the linear regression analysis and ensure that DFT is an accurate
and reliable tool in the study of Mössbauer isomer shifts provided that the
results are standardized with respect to functional and basis set. Given these
precautions, the regression does not depend on the charge or spin state of the
iron and has proven in many applications to be trustworthy [29–33].

2.4
Optical Spectroscopy

Optical spectroscopy will only be touched upon in a cursory manner since it
will only be briefly addressed in the application section. The application of
DFT methods to excited states is difficult at first glance since the Hohenberg–
Kohn theorems only apply to the ground state. However, response theory
once more offers a solution to the problem. To this end, one needs to ex-
tend the formalism developed above to the case of time-dependent oscillatory
perturbations such as the oscillatory electric field of a monochromatic, lin-
early polarized light beam. The second-order response of the system to such
a perturbation is the frequency dependent polarizability. This quantity has
poles at the positions where the frequency of the external field equals the
excitation frequency of the system. In practice, one finds these poles by the
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diagonalization of the response matrix. The random-phase approximation
leads to a generalized eigenvalue problem in which both, the electric and
magnetic Hessian matrices appear. Solution of this generalized eigenvalue
problem then directly yields the excitation frequencies. From the eigenvectors
one can calculate the electric and magnetic transition densities and there-
fore various transition properties such as oscillator strengths and rotation
strengths of CD spectra. An interesting approximation is provided by the
so-called Tamm–Dancoff approximation (TDA) which amounts to the diag-
onalization of the electric Hessian A(E) [34]. The TD-DFT/TDA equations
very much resemble the configuration interaction problem with single exci-
tations only (CIS) and can be efficiently solved at the similar computational
expense. Under most circumstances TD-DFT/TDA, in particular in combina-
tion with hybrid density functionals, is substantially more accurate than CIS.
However, one should be aware of a number of limitations of this method-
ology. In particular, TD-DFT fails for charge transfer and covalent-to-ionic
transitions, does not describe multiplet effects correctly, does not produce
any double excitation and does not produce pure spin-eigenfunctions in
the spin-polarized case. If one is aware of these limitations good use can
still be made of this method since it is applicable to large molecules and
analytic gradients for geometry optimizations on excited states can be im-
plemented with reasonable effort in a computationally efficient way [35–37].
For more details, the reader is referred to a recent review by Head-Gordon
and Dreuw [38].

A radically different approach to excited states is offered by multiref-
erence ab initio methods. These usually start with a multiconfigurational
self-consistent field (MCSCF) description of the desired states followed by
the treatment of dynamic correlation effects with configuration interaction
(MRCI) or perturbation theoretical (MRPT) methods. A particularly suc-
cessful MRPT variant is the CASPT2 method developed and widely used by
Roos and co-workers [39]. A computationally affordable variant of MRCI is
the spectroscopy oriented configuration interaction (SORCI) procedure de-
veloped in this laboratory and successfully used in recent studies [40]. These
methods are reviewed in some detail elsewhere [16].

2.5
Environment Effects

Bioinorganic active sites and model complexes are in the vast majority of
cases not studied in the gas phase but in condensed media. Consequently,
environment effects are always present in the experimental data and should
be modelled at some level of sophistication in order to obtain reliable
results.

Continuum dielectric approaches are a very convenient way to model long-
range interactions between the system under study and a continuum, which
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is characterized by its dielectric constant [41, 42]. In these models, the so-
lute is placed in a cavity and interacts with the unstructured, but polarizable
surrounding. These methods do not increase the degrees of freedom of the
calculations, which makes them routinely applicable also for larger systems.
Furthermore, it is possible to perform geometry optimizations of the solute in
the solvent. Within the last years interesting studies appeared that have been
devoted to the calculation of solvent shifts of spectroscopic parameters em-
ploying continuum models, including ABS [43–45], NMR [46–48], and EPR
data [49–55]. It is clear that these approaches are especially well suited for
the study of solute–solvent interactions, but they also have been used to study
protein active sites [56]. Nevertheless, it must be mentioned that continuum
models are not able to describe short-range interactions like solvent to metal
ion coordination or hydrogen bonding effects.

A more rigorous way to model environment effects of protein active sites is
the use of mixed quantum mechanical/molecular mechanical (QM/MM) ap-
proaches [57, 58]. Here, the cofactor of interest is modeled by the QM method,
while the protein backbone is described by the much faster MM approach.
In consequence, these methods allow the treatment of very large systems—
entire proteins can be considered in this way. QM/MM studies that include
spectroscopic applications are available in the literature to an increasing de-
gree [18, 46, 59, 60].

More approximate than QM/MM methods is the supermolecule approach,
in which the active site or solute and a rather small part of the surrounding
are treated on equal footing employing QM methods. While it was shown that
this method can give accurate spectroscopic parameters, for example for rad-
icals in protic solution [50, 61], the number of solvent molecules that can be
treated is limited and conformational problems can occur.

Finally, abinitio molecular dynamics (MD) simulations are feasible, but
can be computationally fairly expensive. However, the results for the calcula-
tion of spectroscopic parameters are very promising [62].

3
Recent Case Studies

3.1
High Precision Studies of Organic Radicals

An accurate description of the electronic structures of organic radicals with
a single unpaired electron is much easier to achieve than for transition metal
clusters. Molecular g-tensors, hyperfine coupling constants (HFCs) and nu-
clear quadrupole coupling constants (NQCs) can be straightforwardly calcu-
lated. The high accuracy that can be achieved for these systems allows for
the study of very subtle details like small conformational changes or solvent
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effects. This is demonstrated here by discussing three different case stud-
ies, including investigations on phenoxyl radicals, benzosemiquinone rad-
ical anion–solvent interactions, and the cysteine thiyl radical conformational
changes. In all cases it was possible to draw important conclusions on the mo-
lecular and electronic structures of the systems by comparing calculated and
measured spectroscopic parameters. It is however, extremely important to be
aware about the achievable accuracy of the employed methods. It must be en-
sured that the investigated effects are larger than the relative errors in the
calculations. Typically, this is clarified by benchmark calculations on similar,
but experimentally well-understood systems.

3.1.1
Molecular g-Tensors of Phenoxyl Radicals

A recent study has underlined the high value of combining experimental
and theoretical work on molecular g-tensors [63]. Three different phenoxyl
radicals, hydrogen bonded to an imidazolium, were investigated. These sys-
tems serve as models of the Tyr·

D tyrosyl radical in photosystem II. The
one electron oxidation of the parent neutral compounds to yield the rad-
ical cations may either take place via a proton-coupled electron transfer
(PCET), or via a pure electron transfer (ET) as displayed in Fig. 4. In order to
discriminate between the possible reaction products, a high-field (W-band)
EPR study was undertaken. It was possible in these measurements to re-
solve the g-tensor anisotropies. The interpretation of the obtained data was
guided by DFT calculations. Complete geometry optimizations were per-
formed employing the BP functional [64–66] in combination with the TZVP
basis set [67]. The g-tensors were calculated from the coupled perturbed
Kohn–Sham equations [68] employing the B3LYP hybrid functional [69, 70]
and the EPR-II basis set [71]. Furthermore, the COSMO dielectric continuum
model was employed in the geometry optimizations and single-point cal-
culations [72]. Calculations were performed on both conceivable products,
the “OH” and “NH” species shown in Fig. 4. The analysis of the data al-

Fig. 4 One electron oxidation of the charge neutral phenol species can take place via
proton-coupled electron transfer (PCET) or electron transfer (ET). Here, R = Ph is con-
sidered as an example
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lowed only one conclusion: the radical that was found in the experiments
must be the NH form. Especially the gx (≡ gmax) value calculated for the OH
form (2.0034) deviates by more than 3000 ppm from the experimental value
of gx = 2.0065. This deviation is about one order of magnitude larger than
the typical accuracy of g-tensor predictions for such radicals. Furthermore,
the experimental gx-value is almost perfectly reproduced in the calculations
on the NH form (gx = 2.0066). In consequence, the calculations provided
strong evidence that the NH-form has been formed under the experimen-
tal conditions and that the one electron oxidation must occur via a PCET
mechanism.

3.1.2
Quinone Radical Anion–Solvent Interactions

Magnetic properties can also be used as very valuable parameters to ob-
tain information on the surrounding of a given open shell species. The
effect of H-bonding, certainly one of the most important intermolecular
interactions in biochemistry, was recently studied by means of the para-
benzosemiquinone radical anion in water [61]. Different model systems were
tested, employing the radical anion and one, two, four or 20 solvent molecules
within the supermolecule approach. Complete geometry optimizations were
performed with the B3LYP hybrid functional in combination with a double-
ζ basis set, augmented by polarization and diffuse functions. Again, the
spectroscopic parameters were obtained from B3LYP calculations with the
well-proven EPR-II basis set, including g-values, as well as HFCs and NQCs
of deuterium solvent nuclei that form hydrogen bonds to the carbonyl oxygen
atoms of the quinone radical anion. This type of interaction was also found in
biological systems [73].

In general, better results were obtained with increasing size of the model
systems. This shows that the second solvation shell has a non-negligible in-
fluence on the calculated properties. Through the complete calculation of
all relevant SH parameters (g-values, HFCs, NQCs and Euler angles) it was
possible to simulate the ENDOR spectra from DFT (Fig. 5). Only the line
width parameters, which are not available from the theoretical work, were
adjusted. From the comparison with the experimental spectra two import-
ant conclusions could be drawn: (i) Present-day DFT calculations can be used
to generate high-quality initial guess parameters for otherwise underdeter-
mined spectral simulations, and (ii) the calculated geometry of the system
must represent a realistic scenario. The second point is especially important
for the deduction of H-bond lengths. While H-bond angles can be obtained
from the experimental Euler angles, the hydrogen bond lengths have to be
estimated from the dipolar HFCs or NQCs of a bridging deuterium employ-
ing crude approximations or fit equations. Hence, it is a tempting idea to
take H-bond lengths directly from DFT calculations. This requires, however,
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Fig. 5 Simulation of 2H ENDOR spectra from calculated HFCs, NQCs, g-values and Euler
angles for the benzosemiquinone radical anion in water (model system with 20 solvent
molecules). Comparison with Q-band pulse 2H ENDOR (Mims) absorption spectra (first
derivative)

that a consistent set of calculated spectroscopic parameters is available and in
good agreement with all experimental data.

3.1.3
The Cysteine Radical and Its Unusual g-Tensor Anisotropy

Our next example is a theoretical study of the cysteine thiyl radical [74]. Such
sulfur centred radicals play an important role in biochemistry. They are met,
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for instance, as catalytic intermediates in all three classes of ribonucleotide
reductases. The large spin–orbit coupling constant of sulfur in comparison
to oxygen, nitrogen or carbon leads to unique spectroscopic features of this
species. One example is the noticeable anisotropy of the molecular g-tensor
with principle values that resemble transition-metal complexes, rather than
organic radicals.

The aim of the study of van Gastel et al. was to obtain a correlation of
g-values and HFCs of the thiyl radical with its structure and the polarity
of its surrounding. The carboxyl and amino groups were modeled in their
charge neutral form since calculations on zwitterionic model systems pro-
duce artifacts in gas-phase computations. The effect of a protic environment
was included in this work by additional calculations, where one or two wa-
ter molecules that form hydrogen bonds to the cysteine sulfur atom were
added to the model system. Again, geometry optimizations were performed
employing the B3LYP functional in combination with triple-ζ basis sets, aug-
mented by polarization and diffuse functions. The g-values were obtained
from coupled perturbed SCF theory as discussed above [68]. Furthermore, 1H
and 33S HFCs were calculated. All these properties were obtained from B3LYP
calculations employing the IGLO-III basis set [75]. In addition, excitation en-
ergies were computed employing the SORCI approach [40].

Three different conformers with respect to rotations around the Cα – Cβ

bond of the radical were found in the geometry optimizations and char-
acterized as local minima with the help of frequency calculations (Fig. 6).
The obtained structures are close in energy with differences not larger than
630 cm–1. Transition energies to the first excited state are given for all isomers
in Table 1. The results indicate that the involved orbitals are almost degener-
ated in energy for the conformer 2, while distinctly larger excitation energies
were obtained for the 1st and 3rd minimum. Calculated g-values are also given
in Table 1. A large gx shift was found for all conformers. It is mainly deter-
mined by electronic transitions from the SOMO-1 to the SOMO orbitals and
therefore nicely correlates with the calculated excitation energies.

Fig. 6 Fischer projection of the cysteine thiyl radical (left). DFT geometry optimizations
yielded three different conformers 1–3 with respect to rotations around the Cα – Cβ bond.
While their energies were found to be similar within 630 cm–1, noticeably different g-
tensors were calculated for the conformers. A molecular coordinate system was chosen
with gx parallel to the Cβ – Sγ bond and with gz located in the Cα – Cβ – Sγ plane
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In the next step, a polar environment was modeled by adding water
molecules to the system. Hydrogen bonds were found between the water pro-
tons and the sulfur atom with S · · · H distances between 2.39 and 2.60 Å. For
all three conformers, every additional water molecule decreased the calcu-
lated gx value. This effect can be traced back to a lifting of the degener-
acy of the energies of the sulfur 3pz (SOMO-1) and 3py orbitals (SOMO),
which increases the energy denominator. The results obtained with two water
molecules are also given in Table 1.

Hyperfine coupling constants were calculated in this study for the two
β-protons and the 33S nucleus. The 1H β-HFCs were found to be mainly de-
termined by the conformation of the cysteine radical, while the influence of
the number of solvent molecules on the calculated HFCs was found to be
extremely small. Furthermore, a large isotropic 33S HFC of about 40 MHz
was obtained with variations of about 10 MHz depending on the model
system.

The experimental g-values of various thiyl radicals were found to strongly
depend on the chosen species. While values between 2.10 and 2.49 were in
general reported for gx, numbers in the range of gx = 2.15–2.25 were obtained
for the majority of investigated thiyl radicals. These data were nicely repro-
duced in the study of van Gastel et al. [74]. It was concluded that radicals with
gx values of about 2.15 are present in the first minimum with a H-bonded
sulfur atom, while the experimental gx values of about 2.25 were traced back
to the same conformer without H-bonds. Such findings can be very valuable
with respect to the wide variety of spectroscopic parameters that have been
found so far for cysteine radicals.

Table 1 Calculated properties of the three conformers 1–3 of the cysteine thiyl radical
from Fig. 6. Excitation energies E0→1 (cm–1) from the ground states to the first excited
states were calculated from SORCI. Molecular g-values were obtained from DFT (sec-
ond order) employing the pure radicals (gas phase) and the radicals ligated by two water
molecules that form H-bonds to the sulfur atom (2H2O). Third order g-values are given
for the model systems without water molecules in parenthesis. They were found to be
necessary to reproduce the negative gz shifts from the experiments

1 2 3

gas phase E0→1 1732 1083 3429
gx 2.2649 (2.2649) 2.3692 (2.3692) 2.1680 (2.1680)

gy 2.0215 (2.0043) 2.0214 (1.9877) 2.0161 (2.0092)
gz 2.0024 (1.9852) 2.0023 (1.9686) 2.0023 (1.9954)

2 H2O gx 2.1407 2.1952 2.0928
gy 2.0212 2.0229 2.0156
gz 2.0024 2.0025 2.0023
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3.2
The Spectroscopy of Blue Copper Proteins

Transition metal active sites are the chief ingredient of bioinorganic chem-
istry. On one hand it is a highly interesting task to explore the properties
of these systems, but on the other hand it is still an outstanding challenge
to accurately calculate the spectroscopic properties of transition-metal com-
plexes. In order to arrive at a correct microscopic description of their physical
properties one needs to be able to deal with near-degeneracy situations,
complicated multiplet problems, spin-state energetics, excited states of vastly
different characters, spin-polarization, large spin–orbit coupling effects and
interfragment spin-couplings simultaneously. In DFT one encounters prob-
lems in the balanced description of the partially ionic, partially covalent
metal–ligand bonds, the correct balance between spin polarization and spin
contamination, the construction of spin-eigenfunction and multiplet states
and the accurate calculation of excitation energies. In addition, an appropri-
ate approximation of the spin–orbit coupling operator and adequate, often
large, basis sets are required. By contrast, configuration interaction-based
methods suffer from the high computational effort and from the fact that
the number of spectroscopic properties that can be calculated with these ap-
proaches is very limited in most of the available quantum chemical programs.
However, in principle, these methods offer a solution to all of the problems
referred to above which is a significant motivation for their further develop-
ment.

The influence of the protein surrounding on magnetic, electric and opti-
cal spectroscopic parameters of metalloproteins was recently investigated in
a QM/MM study on copper plastocyanin [18]. In these proteins, the metal is
coordinated to two histidines, a cysteine and a methionine amino acid residue
with an outstanding long Cu – SMet bond of ∼ 2.9 Å. This system has been in-
tensively studied over several decades by experimental and theoretical means
and its electronic structure and spectroscopy is well understood. Hence, it is
an ideal benchmark system for a theoretical study.

Starting with the pdb file of the protein, a solvent box of water molecules
was added to the protein in the theoretical work and a MD simulation was
performed. Subsequently, QM/MM geometry optimizations were carried out.
The obtained structures were used for single point calculations on the active
site (a) in the gas phase, (b) in a continuum, and (c) in the protein envi-
ronment employing the MM point charges. Furthermore, nonrelativistic and
scalar relativistic results were compared. Best agreement between calculated
and measured g-tensors, HFCs and NQCs was obtained for the scalar rela-
tivistic calculation in the protein environment, which was also the highest
level of theory employed in this study. The influence of the surrounding on
the calculated spectroscopic properties was found to be quite substantial and
can alter the properties by up to 30%. Interestingly, this effect can be at-
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tributed in similar extents to the protein backbone atoms and to the water
cage molecules.

Much effort of this work was devoted to the calculation of the Cu HFCs.
The Fermi-Contact term was underestimated, which is a typical result for
transition-metal ions. A comparison with the results obtained for other
metals indicates a correlation with the number of unpaired electrons. The
spin-dipolar contribution is expected to be rather accurately predicted. The
huge spin–orbit contribution was also distinctly underestimated, which was
attributed to the fact that the linear response of the density functionals is
too stiff with respect to the external perturbations. Such problems of present-
day density functionals express themselves in the errors of many properties
like g-tensors, second-order contributions to the HFCs, or transition energies.
Hence, a very careful handling of the computed results is necessary.

3.3
Mononuclear Iron Complexes –
from Outstanding Model Systems to Fascinating Enzymes

This paragraph is dedicated to high-valent Fe(IV) complexes. Such systems
have been known for a very long time to be highly important in biochemistry
in the form of the oxo-complexes (FeO)2+. They were characterized or pos-
tulated as transient intermediates in a wide variety of heme- and nonheme
iron enzymes. Because of their transient nature, spectroscopy is the method
of choice for studying such high-valent systems. An additional complication
in interpreting the spectroscopic data obtained for Fe(IV) sites is the fact that
until recently there have been only a limited number of model systems avail-
able that could be used for calibration and comparison [76]. Furthermore, the
spin states of (FeO)2+ systems must be determined: While the (FeO)2+ species
found in native systems like taurine/α-ketoglutarate dioxygenase (TauD) were
proposed to be in the S = 2 state, only model systems with S = 1 ground states
have been reported so far in the literature. The only exception we are aware
of is the [FeO(H2O)5]2+ model compound studied by Pestovsky et al. [77] as
well as a non-oxo compound by Collins and co-workers [78].

Hence, it is helpful for the interpretation of the experimental data to
know, how the spin states influence the spectroscopic parameters and which
geometric features determine the ground-state spin. This is a typical prob-
lem that can be solved by quantum chemical calculations, where the system
can be forced into the desired state. Such a study was performed on the
[Fe(IV)O(NH3)5]2+ system, a prototypical but hypothetical (FeO)2+ model
system [79]. Ammonia ligands were chosen to obtain a model complex that is
small enough to allow the use of CI-based methods but that, at least crudely,
resembles the cyclam ligands of some of the real model systems. The iron,
oxygen and nitrogen atoms were described by basis sets of triple-ζ quality
in the CI calculations and DFT geometry optimizations. Spectroscopic par-
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ameters were obtained employing the core property basis set CP(PPP) for
iron [30], and the SOMF operator. Results from DFT (BP86 and B3LYP) were
compared with the results from CI (SORCI based on CASSCF reference wave
functions).

Starting with the results from DFT geometry optimizations for the com-
plex in the S = 1 and S = 2 states, the S = 1 state was found to be slightly more
stable by 2 (B3LYP) and 6 kcal/mol (BP). SORCI single-point calculations at
the DFT geometries gave the opposite result: the ground state was assigned to
the S = 2 state, being 10.8 kcal/mol lower in energy than the S = 1 state. This
shows that it is dangerous to draw conclusions only on the basis of energy cal-
culations. Electron and spin populations were found to be similar in the DFT
and ab initio calculations. By varying the iron–ligand distances it was demon-
strated that the equatorial ligand field determines the spin state of the system:
weaker ligands favor the S = 2 spin state.

In the next step, the spectroscopic parameters of the two spin states were
compared. Starting with the zero-field splitting parameters, large and posi-
tive D values were found for both spin states employing DFT (Table 2). From
SORCI, a value of D = +10.1 cm–1 was calculated for the more stable S = 2
state, which is a factor of ∼ 2 larger than the BP86 result. It is also expected
to be more accurate based on model calculations on small molecules and the
more realistic description of the d4 multiplet structure in the ab initio ap-
proach.

The calculated g-values were found to be rather close to the free electron
g-values and are therefore not well suited for discriminating between the two
spin states. The iron hyperfine data revealed an interesting difference between
the S = 1 and S = 2 states: While a small, negative A|| value of – 4.9 MHz was

Table 2 Comparison of calculated spectroscopic parameters (B3LYP) of the [Fe(IV)O
(NH3)5]2+ model system in the S = 1 and S = 2 states: Zero-field splitting parameters D
and E/D, g-values, hyperfine coupling constants A, and Mössbauer parameters δMB, ∆Eq,
and η. Noticeably large differences between the spin states were found for A|| (57Fe), and
the Mössbauer parameters

S = 1 S = 2

D (cm–1) 5.20 4.25
E/D 0.00 0.00
g⊥ 2.0181 2.0139
g|| 2.0075 2.0061
A⊥ (57Fe) (MHz) –30.1 –29.6
A|| (57Fe) (MHz) –4.9 –50.9
δMB (mm/s) 0.133 0.292
∆Eq (mm/s) 0.54 –1.21
η 0.07 0.03
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predicted for the S = 1 state, a larger HFC of A|| = –50.9 MHz was found for
the S = 2 state employing the B3LYP hybrid functional. It is not expected that
the calculated numbers are very accurate, but the large qualitative difference
should be solid. Hence, the iron HFC might be an important probe for experi-
mental studies on the spin states of (FeO)2+ systems.

Considering the calculated MB parameters, it was found that the isomer
shift of the S = 2 species is similar to that of many low- or intermediate spin
Fe(III) isomers. A distinctly smaller value was obtained for the S = 1 species
and is typical for such systems which generally show isomer shifts around
0 mm/s. The larger value for the S = 2 state was mainly attributed to the
strongly increased equatorial bond distances and is similar to the value found
for the TauD reaction intermediate for which this spin state was proposed.
The computed quadrupole splittings strongly depend on the symmetry of the
systems. The computed change in the sign from positive quadrupole split-
tings for S = 1 to negative ∆EQ values for S = 2 was also found in experimental
work: While a positive value was reported from Rohde et al. for a S = 1 model
system (Que’s model compound), a negative quadrupole splitting was found
by Price et al. for the S = 2 intermediate from TauD (Fig. 7) [80, 81]. Finally,
the absorption spectra were calculated employing TD-DFT and SORCI with
a small CAS(4,5) reference space. It was found by both methods that the S = 1
systems features d–d transitions of lower energy than the system in the S = 2
state, but the ordering of the excited states and the predicted transition en-
ergies are very different. Again, more accurate results are expected from the
SORCI approach.

We now switch to biological systems and start with the high-valent oxo-
ferryl intermediate of TauD. These enzymes couple the decarboxylation of
α-ketoglutarate with the hydroxylation of an unactivated C – H bond of tau-
rine and play therefore an important role in diverse biological processes [82].
The transient (FeO)2+ species was recently well characterized by Mössbauer
spectroscopy, but its exact molecular structure is still not known [81, 83]. The
proposed structure of this intermediate, which is called J, is given in Fig. 7.
The metal is bound to a His2–Asp facial triad and a succinate molecule. Fur-

Fig. 7 The proposed molecular structure of the oxo-ferryl intermediate J of TauD, the
structures of the Fe(IV) model compounds of Collins and Que, and the structure of the
Fe(IV)-oxo porphyrin radical cation intermediate from P450 (Compound I). The thick bar
represents the heme plane
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thermore, it is strongly assumed that this species is in the quintet state, which
is supported by the calculations performed by Krebs et al. [83]: The measured
Mössbauer parameters δ and ∆EQ were only well reproduced in calculations
on a trigonal-bipyramidal model system with an axial oxo ligand in the quin-
tet state (Table 3). The accuracy of the employed methods was judged by test
calculations on the well known (FeO)2+ model compounds from Fig. 7. It is
interesting to compare the MB data of intermediate J with those calculated
for the model system [Fe(IV)O(NH3)5]2+ (Table 2): The data obtained for the
S = 2 state of [Fe(IV)O(NH3)5]2+ are in much better agreement with the MB
parameters of the TauD oxo-ferryl intermediate than the data of the S = 1
state.

While we have discussed so far only nonheme iron systems, iron por-
phyrins are certainly of outstanding relevance in bioinorganic chemistry and
we will now focus on a study of the high valent ferryl-oxo porphyrin radical
cation of cytochrome P450 as a representative case for this class (Fig. 7) [84].
The work that we have picked out includes also an extensive modeling of the
protein environment with QM/MM methods. It is divided in three parts that
deal with (a) small model systems containing the (FeO)2+ motif, (b) the in-
teraction between a porphyrin radical and the (FeO)2+ moiety, and (c) the
treatment of the protein active site with and without surrounding. The use of
small reference systems made the application of ab initio methods possible,
while the workhorse was DFT, again.

DFT was employed for geometry optimizations, the calculation of mag-
netic hyperfine tensors, g-tensor and MB properties, while the ab initio
methods were used for the calculation of excitation energies and exchange
coupling constants. The small, symmetric [Fe(O)(NH3)4(H2O)]2+ model sys-
tem (C4v) was used to analyze the character of the Fe – O bond and the MO
diagram in detail, but also optical spectra, g-tensors and zero-field split-
tings of this species were provided. Que’s model compound (Fig. 7) was also

Table 3 Comparison of measured and calculated Mössbauer parameters of the high-valent
iron-oxo intermediate from TauD. Calculated data from Krebs et al. [83]. Experimental
results from Price et al. (TauD) [81], Kostka et al. (Collins model compound) [95], and
Rohde et al. (Que’s model compound) [80]

δ (mm/s) ∆EQ (mm/s)

TauD intermediate J Exptl. +0.31 –0.88
Calcd. +0.22 –1.0

Collins model compound Exptl. –0.04 –0.89
Calcd. –0.08 –0.76

Que’s model compound Exptl. +0.17 +1.24
Calcd. +0.11 +1.2
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employed in this study to calibrate the computational methods. A compar-
ison of calculated geometrical parameters with those from X-ray evidenced
again the suitability of the BP86 density functional for the optimization of
molecular structures, which is very efficient in combination with the reso-
lution of identity (RI) approximation [85, 86]. However, the typical overesti-
mation of the weaker nitrogen–metal bond distances was also found in this
work. Strong effort was dedicated to the question of the electronic ground
state of both model compounds, which can be either of triplet or quintet
symmetry.

The calculated MB properties of Que’s model compound were found to be
very sensitive with respect to the employed geometries. This indicates that the
developed fit parameters for the calculation of isomer shifts depend not only
strongly on the chosen functionals and basis sets, but also on the underlying
geometries. Typically, the fit parameters were developed employing molecu-
lar structures from BP86 optimizations, or from X-ray crystallography.

The calculated 57Fe and 17O hyperfine data were found to be very stable
with respect to different geometries. Axially symmetric tensors were obtained
in both cases. Provided that the strong underestimation of the Fermi-Contact
term is corrected (e.g. by scaling [29]), good agreement between theory and
experiment was found for the 57Fe HFCs, while no experimental data are
available for the oxo-group. For both model systems, small g-shifts were
found, but very large D-values. From a comparison with the experimental
data it became clear that the employed DFT methods tend to noticeably un-
derestimate the zero-field splitting D.

The next challenge of this study was an appropriate description of the
S = 1 FeO unit ferromagnetically coupled to an S = 1/2 porphyrin radical.
An analysis of the spin populations has shown that the FeO moiety is only
marginally affected by the porphyrin radical with spin populations mainly lo-
cated at the methane bridges, and to a lesser extent at the pyrrole nitrogen
atoms. It was possible to calculate accurate MB parameters and 57Fe HFCs,
and exchange coupling constants for this system.

The successful studies on these model compounds gave a solid base for
the investigation of the Compound I. Employing the QM/MM methodology,
a huge influence of the protein environment on the calculated data was found
by comparing results that were obtained with and without QM/MM point
charges. Especially, spin density is taken away from the sulfur atom of the
axial cysteine ligand and a decrease of charge at the iron center was found if
the protein environment was included. Since antiferromagnetic coupling was
observed in this species, the doublet ground state was studied in addition to
the quartet state employing broken symmetry DFT [87, 88]. The MB param-
eters were found to be very similar in both spin states. This indicates that
the electron density at the metal center is very similar. Hyperfine data were
analyzed in detail for 57Fe, 17O, 14N and 1H, which are sensitive probes for
electronic and geometrical details of the system. Especially the 1H superhy-
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perfine coupling constants of the cysteine ligand noticeably depend on the
conformation of the side chain.

The results of this work had significance beyond providing a set of cali-
brated theoretical parameters which could be used for the identification of
compound I. A key finding was that the exchange coupling in compound I
is expected to be small and negative while the zero-field splitting was large
and positive. In this situation the notation of a pure spin state partially loses
its meaning since at room temperature the system has three Kramers dou-
blets that are almost equally populated and that are heavy mixtures of doublet
and quartet components lowest in energy. Thus, all three doublets could be
the starting point for further reactions. This has an important bearing for the
concept of two-state reactivity in which the potential energy surfaces of the
doublet and quartet states play a key role [89, 90]. A second key finding of this
work was that there is a second manifold of sextet and quartet states low in
energy which arise from spin coupling of the S = 2 state of the (FeO)2+ unit
with the porphyrin/thiyl radical. That these states are low lying and could also
be implicated in the observed reactivity is evident following the results of the
model studies. In fact, shortly after the appearance of [84] this possibility was
explored theoretically [91], and it was indeed found that the sextet/quartet
channel is competitive along the reaction coordinate.

3.4
Characterization of an Elusive Fe(V) Species

While the highest conclusively identified oxidation state of iron in biochem-
istry is Fe(IV), the possibility that Fe(V) might exist and play a role has
been proposed many times. However, chemical precedence was largely miss-
ing. In this respect, the synthesis and characterization of a genuine Fe(V)
species presents and important step in this field. Wieghardt and co-workers
initially succeeded to generate a Fe(V)-nitrido species in immobilized sam-
ples by photolysis of an Fe(III)-azide precursor (Fig. 8). The main evidence
for the generation of a high-valent iron species came from the Mössbauer
isomer shift of the photoproduct which was observed to be slightly nega-
tive [92]. The spin state of the photogenerated species was plausibly as-
signed as S = 3/2 based on the observations made for analogous isoelec-

Fig. 8 Molecular structure of the [FeV(cyclam-ac)(N)]+ complex
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tronic Mn(IV) and Cr(III) species. The photochemistry was recently rein-
vestigated experimentally and theoretically with the goal to obtain more
evidence that the proposed species is correct [93]. To this end, the Möss-
bauer measurements were complemented by X-ray absorption spectroscopy
at the iron K-edge. These experiments revealed a pre-edge peak which was
one eV higher in energy than observed in (FeO)2+ complexes which is con-
sistent with the oxidation state Fe(V). Furthermore, analysis of the EXAFS
region revealed that a new short 1.61 Å Fe – X (X = N,O) bond is formed.
The experiments were supplemented by DFT calculations. Initially, the cal-
culations were performed for the [Fe(cyclam-ac)(N)]+ complex (cyclam =
1,4,8,11-tetrazacyclotetradecane) and a S = 3/2 ground state. Neither the cal-
culated isomer shift, nor the quadrupole splitting nor the optimized bond
distance of 1.75 Å were found to be in any reasonable agreement with the ex-
perimental data. This could be taken as evidence either against the formation
of a high-valent Fe(V)-nitrido species or as a sign of a wrong ground state.
All attempts to reproduce the experimental data with protonated species or
other conceivable decay products remained without success. Therefore, the
S = 1/2 spin state was investigated theoretically. It quickly became evident
that not only was the energy of the S = 1/2 state much lower than that of
the S = 3/2 state but also the calculated Fe – N distance, quadrupole split-
ting and isomer shift agreed very well with the experiments. In addition,
calculations on the Fe(III) azide precursor also gave good agreement with
the experimentally known structure and spectroscopic parameters. Thus,
the calculations provided strong evidence that the photolysis indeed led to
a high-valent Fe(V)-nitrido species and that this species had an unanticipated
ground state spin of S = 1/2. In order to confirm this result, magnetic suscep-
tibility experiments were undertaken and revealed unambiguously that the
ground state spin is indeed S = 1/2. The reason for this immediately became
evident from an inspection of the calculated electronic structure. For an ap-
proximately octahedral site, the five d-orbitals split into a sigma-antibonding
eg and a π-antibonding t2g set. The interaction with the extremely strongly
π-donating N3– ligand, however, strongly splits the t2g set in a low-lying
nonbonding dxy orbital and a nearly degenerate π-antibonding dxz, dyz set.
Energetically, spin-pairing in the dxy orbital to produce the (d2

xy)(d1
xz,yz)

(S = 1/2) configuration is simply much more favorable than the alternative
(d1

xy)(d1
xz, d1

yz) (S = 3/2) configuration. It is noteworthy that the (d2
xy)(d1

xz,yz)
(S = 1/2) is (almost) orbitally degenerate and Jahn–Teller active. Thus, there
are two low-lying Kramers doubles which explains the extremely unusual EPR
properties of the system. In fact, clean and reproducible EPR data could not
be obtained.

It should be evident from the preceding description how a close interaction
between theory and experiments can lead to essential insights on previously
elusive species.
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3.5
Binuclear Mixed Valence Copper Complexes –
ENDOR and HYSCORE Spectra Simulations from DFT

Our last example deals with a combined theoretical and experimental study
on a set of two delocalized class III mixed valence Cu1.5/Cu1.5, S = 1/2, com-
plexes [94]. The structures of the two investigated systems are given in Fig. 9.
The investigated species serve as model systems for the active sites of nitrous
oxide reductases and cytochrome c oxidases.

From the experimental point-of-view, W- and X-band ENDOR, HYSCORE,
and 2D-TRIPLE were used to obtain 1H, 2H, and 14N HFCs and signs. The
main goal of the accompanying DFT calculations was to provide help for the
spectral simulations and the assignment of the experimental parameters as
there was a substantial amount of spectral crowding and the analysis of the
experimental data turned out to be extremely challenging. In addition, this
study can be regarded as a further benchmark for the assessment of the ac-
curacy that can be obtained in DFT calculations on transition-metal systems.
In order to probe the influence of molecular structures on the calculated EPR
parameters, results from X-ray crystallography and geometry optimizations
employing the BP86 functional were compared.

Considering the electronic structures, similar SOMO’s were calculated for
the two complexes. They are formed by the antibonding combination of the
two dz2 orbitals, but with covalent admixtures of the axial nitrogen ligands.
The spin densities of the two model systems are mainly determined by the
shape of the SOMO’s. Noticeable spin populations were found on all eight ni-
trogen atoms of both complexes. Thus, a large number of superhyperfine 14N
and 1H contributions to the spectra can be expected in addition to the mo-
lecular g- and Cu hyperfine tensors. The calculated and measured g-values
and Cu HFCs of model complex Cu2RGT are given in Table 4 and are in unex-
pected good agreement with the experiments. This was explained by the fact
that DFT works better for a delocalized system since the exchange hole is also

Fig. 9 The binuclear mixed valence CuI/CuII complexes with azacryptand ligands (left
and middle). The overlap of the two dz2 orbitals with three electrons results in a rather
strong doubly occupied Cu – Cu σ bond (right), which defines also the z-axis of the sys-
tem (g||). The single unpaired electron resides in the antibonding combination of the two
dz2 orbitals and is completely delocalized over the two metal centers
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Table 4 Comparison of calculated and experimental g-values, HFCs and NQCs (MHz)
obtained for the model complex Cu2RGT from Fig. 9

Calcd. Exptl.

g⊥ 2.1378 2.148
g|| 2.0033 2.004
Cu A⊥ –305.5 –308
Cu A|| 0.3 10
NaxA⊥ 14.3 14.5
NaxA|| 31.5 26.5
Naxe2Qq/h –4.0 –3.7
NeqA⊥ 5.1 5.5
NeqA|| 9.8 7
Naxe2Qq/h –3.4 3.0

too delocalized in comparison to the exact one. Data of almost similar high
quality were obtained for the Cu2GT species. Interestingly, the agreement be-
tween theory and experiment is typically much worse for mononuclear CuII

complexes. Nitrogen HFCs and NQCs were also well reproduced in the calcu-
lations (Table 4). These parameters were used for the calculation of W-band
and HYSCORE spectra of Cu2RGT, which impressively underlines the possi-
bilities of present-day electronic structure calculations. Finally, 1H HFCs were
reported. Focusing on the N – H protons, an overestimation of the anisotropic
HFCs was found, while the predicted Fermi-contact terms were too small.

Most importantly, however, is the fact that the DFT calculations gave
a qualitatively correct description of the relative sizes of the various HFCs in
the system. Perhaps even more importantly, the calculations provide numbers
and insight for the orientation of the various HFC and NQC tensors which are
required as input for the simulation routines. Even if the calculated numbers
are slightly in error, they provide an essential help for analyzing puzzlingly
complex experimental spectra which are typical of modern high-resolution
EPR experiments. In this respect, the study in [94] provided an important
benchmark study for showing how complicated experiments and advanced
theoretical methods can come together to arrive at a very detailed experi-
mentally calibrated spin density distribution picture in a large and complex
molecule.

4
Conclusions and Outlook

Quantum chemical calculations have been proven to be an inherent part of
modern spectroscopy. Among them, DFT calculations can be performed rou-
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tinely for systems with more than 100 atoms and provide a large number of
spectroscopic parameters at low computational cost. The strengths of the DFT
approach are the prediction of trends in properties, tensor orientations and
signs. Especially computed Euler angles can be highly relevant for experi-
mentalists who want to simulate spectra with a large number of parameters.
Considering the accuracy of the computed numbers, careful calibration stud-
ies are necessary. It was shown that very accurate results can be obtained
for organic doublet radicals, while the investigation of transition-metal com-
plexes is more complicated and the quality of the results depends strongly on
the chosen systems.

Considering the calculation of hyperfine coupling tensors, basis sets are
required that are uncontracted and flexible in the core region. Nevertheless,
DFT tends to underestimate the isotropic Fermi-contact contributions, while
the spin-dipole contributions are calculated quite well. Furthermore, second-
order contributions must be taken into account for transition metals and
heavier elements like sulfur. The predictions of these spin–orbit contribu-
tions can be substantially in error, which is evident in calculated HFCs and
g-shifts. Considering the calculation of zero-field splitting parameters, more
calibration studies are required.

In general, one can expect a more extensive use of CI-based methods for
the calculation of spectroscopic properties in future applications, especially
for transition-metal systems. The multideterminant character of the wave
functions can be directly considered and it is possible to use spin eigenfunc-
tions. However, the implementation of property calculations based on these
ab initio methods is a challenging task but the attractive formal properties of
these methods make them an attractive target.

Above all technical details, we hope that the present piece of work has
provided a feeling of what can be achieved presently with theoretical spec-
troscopy approaches and how fruitful the interaction between theory and
experiments can be in the elucidation of the structure and properties of com-
plex and unstable molecules. While this line of research has already produced
a substantial number of important contributions there is every reason to ex-
pect that the hand-in-hand use of experiments and calculations will become
more and more commonplace in the immediate future.
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Abstract Vibrational spectroscopy of biomolecules like enzymes, nucleic acids, carbohy-
drates, lipids, and their components, is in most cases the vibrational spectroscopy of
large molecules in aqueous solution or in vivo. Since large molecules in solution are
likely to yield conventional infrared (IR) and Raman spectra with many close-lying peaks,
spectroscopic techniques which filter out information selectively are of special interest
in this field. Because of the large size of the investigated molecules and the lack of re-
liable rules of thumb for many special techniques, accurate first-principles calculations
are an important means of interpreting the resulting spectra. First-principle calcula-
tions on biomolecules in solution have to cope with the challenges arising from the size
of the systems under study, which make selective computational techniques an essen-
tial tool in order to be able to investigate biomolecular systems of reasonable size with
sufficient computational accuracy. This is why the focus of this work is on the selec-
tive first-principles calculation of vibrational spectra of biomolecules obtained by special
techniques such as difference IR and Raman, Vibrational Circular Dichroism, Raman
Optical Activity, resonance Raman, and also Coherent Anti-Stokes Raman Spectroscopy,
two-dimensional IR and Nuclear Resonance Vibrational Spectroscopy. For each of these
techniques, a short introduction of their relevance for studies on biomolecules is given.
Theoretical as well as practical aspects of calculating the corresponding intensities are
discussed and complemented by references to original work on these topics.

Keywords Biomolecules · First-principles methods · Vibrational spectroscopy

Abbreviations
CARS coherent anti-Stokes Raman scattering
CD circular dichroism
CIS configuration interaction using single excitations
DNA deoxyribonucleic acid
DFT density functional theory
HF Hartree–Fock theory
IR infrared
KS Kohn–Sham
MD molecular dynamics
PCM polarizable continuum model
PES potential energy surface
ROA (vibrational) Raman optical activity
RPA random phase approximation
TDA Tamm–Dancoff approximation
TDDFT time-dependent density functional theory
TDHF time-dependent Hartree–Fock
VCD vibrational circular dichroism
2D-IR two-dimensional infrared (spectroscopy)

1
Introduction

In order to understand important processes of life, such as biological energy
conversion and storage, carbon and nitrogen fixation, and the transcription
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of genes, it is necessary to acquire a detailed knowledge of the underlying bio-
chemical processes. Therefore, information is needed on the molecular struc-
tures of biologically relevant systems such as enzymes, deoxyribonucleic acid
(DNA), viruses and their components, in particular amino acids and pep-
tides, nucleic acids, sugars, and metalloenzyme active sites. Structural infor-
mation on biomolecules is in principle available by a number of spectroscopic
techniques such as X-ray crystallography [1, 2], NMR spectroscopy [3, 4], and
vibrational spectroscopy. Using X-ray crystallography, a very detailed pic-
ture of the nuclear positions within a biomolecule may be obtained directly
from experimental data, but the applicability of this technique is limited to
molecules which can be prepared in crystalline form (however, see also the re-
cent reports on X-ray diffraction by single molecules [5, 6] and noncrystalline
samples [7]). Furthermore, the resolution may not be sufficient for an un-
ambiguous assignment of the positions of comparatively light nuclei such as
hydrogen or, in some cases, carbon, nitrogen or oxygen [8], which may be key
atoms in biochemical reaction mechanisms. For example, the identity of the
central ligand in the FeMo cofactor of nitrogenase (which is supposed to be
N, but might also be O or C) is still not resolved [9, 10]. In addition, the need
for crystalline samples may restrict X-ray structure investigations to inactive
forms of the system under study. Vibrational spectroscopy, on the other hand,
is complementary to X-ray crystallography in the sense that it can monitor
biomolecules and their reactions (including active species and intermediates
as well as excited states) in their natural environment, which is in most cases
in (aqueous) solution, or even in vivo. However, the information vibrational
spectroscopy provides on molecular structures is not obtained directly from
experiment as in X-ray crystallography. It rather has to be extracted from
a set of vibrational frequencies and corresponding intensities either by well-
established empirical rules based on experimental experience and symmetry
considerations, or by comparison to computed vibrational spectra.

Most experimental experience on vibrational spectroscopy has so far been
gained with traditional infrared (IR) and Raman vibrational spectroscopy.
As most biomolecules are comparatively large and have low (mostly no)
symmetry, however, the resulting IR and Raman vibrational spectra con-
tain a large number of vibrational bands which may overlap depending on
the experimental resolution. As a consequence, new vibrational spectroscopic
techniques such as resonance Raman, Vibrational Circular Dichroism (VCD),
and Vibrational Raman Optical Activity (ROA) have been developed and
made routinely applicable, which filter out certain vibrational bands based
on special selection criteria. Because of the complicated molecular struc-
ture of most biomolecules and since experimental experience with these
techniques is often still limited compared to traditional IR and Raman, the-
oretical calculations are needed to assign the spectra. In order to be of use
for more than a few special cases, such simulations should be sufficiently ac-
curate and applicable to any class of biomolecules and type of spectroscopy.
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This is provided by a first-principles approach to the simulation of vibra-
tional spectra of biomolecules, which is the focus of this work. A thematically
related and very comprehensive recent review on theoretical and experimen-
tal techniques for the vibrational spectroscopy of biomolecules is provided
in [11]. It is complementary to this work in the sense that it comprises numer-
ous examples to demonstrate the current technical state-of-the-art, whereas
this work concentrates rather on conceptual issues and uses examples to il-
lustrate an underlying idea, which is the targeted filtering of information
from vibrational spectra in experiment and in particular in first-principles
calculations.

It is possible to circumvent the harmonic approximation in the calculation
of molecular vibrations by first-principles molecular dynamics (MD) simu-
lations [12] (see also Kirchner and collaborators, 2006, in this volume). In
first-principles MD simulations, the motion of the nuclei is described by clas-
sical mechanics—only the interaction potential is not. This review, however,
concentrates on static quantum chemistry, where the motion of the nuclei is
described in a statistical manner, that is no explicit reference is made to the
time variable in the equations of motion. A first-principles approach to vi-
brational spectroscopy implies that, in contrast to molecular dynamics based
on (classical) molecular mechanics, the elementary particles in the theoret-
ical treatment are the atomic nuclei and the electrons, not the atoms linked by
some (modeled) interaction potentials. These particles are described based
on the laws of quantum mechanics, and consequently first-principles inter-
action potentials are free from any empirical parameters other than fun-
damental natural constants. They are thus physically correct, provided the
electronic structure of the molecules can be described with sufficient accu-
racy. The quantum mechanical treatment of molecules (see also Sects. 2 and 3
for more details) is usually based on the Born–Oppenheimer approxima-
tion [13], which decouples the description of nuclei and electrons. The nuclei
are moving on the potential energy hypersurface (PES) obtained by solving
the electronic Schrödinger equation. Furthermore, it is common to employ
the harmonic approximation, in which the molecular vibrations are treated as
a set of decoupled harmonic oscillators.

This procedure entails three problems:

1. Relevant biomolecules may easily be larger than 100–1000 atoms, which
makes an accurate theoretical description of their electronic structure and
the whole set of vibrational modes a challenging or even impossible task.
This problem is aggravated if solvent effects are considered. Thus, it is
possible that no advantage can be taken from the detailed correlation be-
tween spectral information and molecular structure provided by quantum
chemical calculations. In experiment, the size of the systems under study
leads to the reverse problem: The finite resolution may render individ-
ual peaks inseparable from one another, so that, although all information
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is present in principle, it cannot be extracted from the overwhelming
amount of data.

2. The Born–Oppenheimer approximation may break down at points on the
electronic PES where several electronic states are lying close in energy,
such as points near avoided crossings or conical intersections and on ex-
cited state hypersurfaces.

3. The system under study or the way in which it is studied may require
corrections to the harmonic approximation. Without these anharmonic
corrections, neither overtone nor combination bands are included in
the theoretical description. For one-dimensional vibrational spectroscopic
techniques, the neglect of anharmonicity results first of all in frequency
shifts, whereas in two-dimensional vibrational spectroscopy, without an-
harmonicity the whole spectrum would vanish since positive and negative
peaks would cancel.

The anharmonicity problem is thus in particular relevant for biomolecules in
the theoretical treatment of two-dimensional vibrational spectroscopic tech-
niques. For one-dimensional techniques, a consideration of anharmonic cor-
rections may be necessary to answer special questions, but in general, a cor-
rect description of the intensities associated with certain selected frequencies
is more important for an unambiguous correlation between vibrational peaks
and molecular vibrations.

The possible breakdown of the Born–Oppenheimer approximation may
be of importance for techniques in electronic resonance, where the proper-
ties of excited states are probed. Apart from the special case of VCD and far
from resonance, employing the Born–Oppenheimer approximation is usually
justified.

As far as the dimensionality problem is concerned, the “overcrowding” of
vibrational spectra can be avoided in experiment either by reducing the infor-
mation or by extending the space on which it is presented. The first approach
results in special techniques such as resonance Raman, ROA or VCD spec-
troscopy, which amplify vibrational bands with certain properties and thus
filter out information. The second approach is realized in two-dimensional IR
and Raman techniques, where the intensities are plotted versus two frequency
axes instead of one. From a theoretical point-of-view, the dimensionality
problem arising from the size of the system under study can be divided into
two subproblems which are separable in the theoretical treatment as well as
in the sense that they can be carried out one after the other in actual calcu-
lations: (1) the calculation of the vibrational normal modes and frequencies
and (2) the calculation of the corresponding intensities. In order not to loose
accuracy in solving these problems by mode-selective techniques, a neces-
sary condition is that no (or only well-controlled) approximations in addition
to those already made in the calculation of full vibrational spectra are intro-
duced (“well-controlled” means that the approximate size of the introduced
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error is known). For the normal modes, this can be achieved by using the
mode-tracking protocol [14], which makes the selected calculation of ex-
act (harmonic) normal modes possible based on guessed vibrations that are
easily constructed for a particular scientific problem [15–21]. Such iterative
refinement schemes have also been applied to large fractions of a vibrational
spectrum of a large biomolecule (usually the upper or lower part of the spec-
trum is obtained [22, 23]) instead of the selected, narrow sections of the spec-
trum as in mode-tracking. The corresponding intensities can be calculated
subsequently by numerical direct differentiation of the appropriate molecu-
lar property tensors along those selected normal modes. This combination
of techniques makes the calculation of the relevant parts of—in principle—
all kinds of vibrational spectra much faster, and extends the range of (bio-)
molecules accessible by accurate first-principles methods.

To summarize, whereas the anharmonicity and the Born–Oppenheimer
problems are decisive only for certain techniques (often one may accept the
numerical error introduced), the dimensionality problem is of importance
for the first-principles treatment of all types of vibrational spectroscopies for
biomolecules. Thus, this work concentrates on the selective calculation of vi-
brational frequencies and corresponding absorption or scattering intensities
for biomolecules, and covers only experimental techniques which filter out
special information compared to conventional IR and Raman spectroscopy.
Furthermore, the techniques should be able to investigate biomolecules in
their natural environment, that is either in vivo, in aqueous solution, or, for
certain lipophilic molecules, in organic solution. Regarding these require-
ments, the following techniques are of particular interest: Difference IR and
Raman techniques, which can monitor reactions, two-dimensional IR tech-
niques, which may yield information on vibrational couplings and relaxation
dynamics, chirality-sensitive techniques such as Vibrational Circular Dichro-
ism (VCD) and Raman Optical Activity (ROA), which probe chirality as well
as conformations, and Raman techniques in electronic resonance, which are
sensitive for electronically excited molecular states (including Coherent Anti-
Stokes Raman Spectroscopy (CARS), which may replace resonance Raman
in the case of strongly fluorescent samples). Furthermore, due to its special,
nucleus-specific selection criteria, quantum chemical calculations for Nuclear
Resonance Vibrational Spectroscopy (NRVS) are shortly summarized, which
is suited for the investigation of iron-containing systems in crystalline form.

All these techniques have in common that they probe the same set of
molecular vibrations, but differ in which (and how) subsets of these vibra-
tions are filtered out via the corresponding intensities. As normal modes and
intensities can be calculated separately, they are treated here in separate sec-
tions: Sects. 2 and 3 summarize the calculation of vibrational normal modes
and frequencies, the latter focusing on the calculation of the electronic PES,
while Sect. 4 outlines the theoretical background of absorption or scattering
intensity calculations in general and Sect. 5 summarizes the first-principles
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description of several selective vibrational spectroscopic techniques. Since
the focus in our group is currently on resonance Raman and Vibrational Ra-
man Optical Activity, these two techniques are treated in greater detail than
the remaining ones.

As far as the notation is concerned, vectors are printed in bold-face and
small letters, matrices in bold-face and capitals. As an exception, nuclear co-
ordinates are indicated by bold-face capitals, R referring to cartesian and Q to
normal coordinates.

2
Calculation of the Vibrational Normal Modes and Frequencies

2.1
Born–Oppenheimer Approximation

The basis of the quantum chemical description of molecular vibrations of
(bio-)molecules with more than a few atoms is the Born–Oppenheimer ap-
proximation [13], which allows for a separate description of the movements
of the atomic nuclei and the electrons. These are coupled in the time-
independent nonrelativistic Schrödinger equation

ĤmolΨI =
[
T̂K + T̂e + V̂nuc,nuc + V̂nuc,e + V̂e,e

]
ΨI = EIΨI , (1)

(where I labels the state of the system) by the electron-nucleus-interaction
Hamiltonian V̂nuc,e, whereas the contributions to the total molecular Hamil-
tonian Ĥmol which describe the kinetic energy of the nuclei (T̂K), the kinetic
energy of the electrons (T̂e), the interaction between the nuclei (V̂nuc,nuc),
and the interaction between the electrons (V̂e,e) refer to either nuclear or
electronic coordinates only and thus do not prevent a separation of the
Schrödinger equation into a nuclear and an electronic part. The Born–
Oppenheimer approximation is based on the adiabatic approximation, in
which the wave function ΨI(R, r) is separated into an electronic and a nu-
clear part. The nuclear part χa(R) depends on the 3M coordinates RA of all
M nuclei collected in the vector R, and the electronic part Ψe,i(r, R̃) depends
explicitly on the 3N coordinates ri of all N electrons (summarized as the vec-
tor r), and parametrically on the nuclear coordinates1 (which is expressed by
the tilde),

ΨI
(
R, r/ = χa¸

(
R/ ·Ψe,i

(
r, R̃

)
. (2)

1 Parametrical dependence of the electronic wave function on the nuclear coordinates means that
these coordinates enter the electronic Schrödinger equation as constant values. Different elec-
tronic wave functions are thus obtained for different sets of nuclear coordinates, i.e., for different
molecular structures.
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The indices a and i label nuclear and electronic energy levels, respectively,
and are defined by the composite total index I. By neglecting the action of the
nuclear kinetic energy operator onto the electronic wave function, the adia-
batic approximation turns into the Born–Oppenheimer equation. As a result,
after inserting Eq. 2 into Eq. 1, multiplying from the left with Ψ ∗

e,i(r, R̃) and
integrating over all electronic coordinates, the nuclear Schrödinger equation

[
T̂K + Ee,i(R)

]
χa(R) = Etotχa(R) (3)

is obtained, which describes the nuclei as moving on the PES defined by
Ee,i(R) of the electronic state i. The PES may be obtained pointwise by solving
the electronic Schrödinger equation,

[
T̂e + V̂nuc,nuc + V̂nuc,e + V̂e,e

]
Ψe,i

(
r, R̃

)
= Ee,i

(
R/ Ψe,i

(
r, R̃

)
, (4)

for different positions of the nuclei. This provides the potential in which the
nuclei are moving. The solution of the electronic Schrödinger equation in
practice is shortly summarized in Sect. 3. As far as the nuclear Schrödinger
equation is concerned, it is sufficient to know that it is possible to calculate
the electronic PES and its derivatives pointwise.

2.2
Harmonic Approximation

The most simple expression for the nuclear wave function χa(R) is a product
of functions which each only depend on one nuclear coordinate. This prod-
uct will be an exact solution of Eq. 3 if the individual coordinates are not
coupled through the terms in the Hamiltonian operator in Eq. 3. The first
step to achieve such a decoupling is to express the dependence of the PES on
mass-weighted cartesian nuclear coordinates R(m)

A = M1/2
A RA (where the index

A refers to the x, y, or z coordinate of a specific nucleus and its nuclear mass)
as a Taylor series around the nuclear equilibrium structure R(m) = 0,

Ee,i

(
R(m)

)
= Ee,i(0) +

3M∑

A=1

(
∂Ee,i

∂R(m)
A

)

0

R(m)
A (5)

+
1
2

3M∑

A=1

3M∑

B=1

(
∂2Ee,i

∂R(m)
A ∂R(m)

B

)

0

R(m)
A R(m)

B + ... ,

and to truncate it after the second-order term (harmonic approximation,
see Fig. 1). Then, considering that the energy gradients are zero at the
equilibrium (= minimum) structure, choosing the equilibrium energy as
zero and transforming it to a set of 3M mass-weighted normal coordinates
Q(m)

A which makes all mixed second derivatives of the electronic energy
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Fig. 1 Qualitative potential energy curves and the first four vibrational energy levels for
the anharmonic case (right-hand side) and its harmonic approximation (left-hand side)
along a mass-weighted vibrational normal mode Q(m)

A in the ith electronic state (which
may be the ground state or an excited state). The total energy Ee,i

({QI}
)

is related to the
energy for elongations along one normal mode EQI

e,i by Ee,i({QI}) =
∑

I EQI
e,i . In the anhar-

monic case, no vibrational energy levels are found above the dissociation level indicated
by the dotted line

(
∂2Ee,i/∂Q(m)

A ∂Q(m)
B

)

A�=B
vanish, a decoupled description is possible. The nu-

clear kinetic energy operator T̂K =
∑

A ∂2/∂Q(m)2
A , is also diagonal with re-

spect to these coordinates, so that the product

χa

({
Q(m)

I

})
= ψ1

(
Q(m)

1

)
·ψ2

(
Q(m)

2

)
· ... ·ψM

(
Q(m)

M

)
(6)

is an exact solution of the nuclear Schrödinger equation in harmonic approx-
imation, which is now separable into 3M independent equations of harmonic
oscillator form with a mass equal to unity (since mass-weighted coordinates
are employed). The vibrations of the molecule are thus described as a system
of decoupled harmonic oscillators. The eigenfunctions of harmonic oscilla-
tor equations are known, and their eigenvalues (the angular frequencies ωI)
are equal to the square root of the second energy derivatives. Of course, since
ω = 2πν and ν̃ = ν/c, vibrational frequencies ν and wavenumbers ν̃ can be
easily calculated from the angular frequencies.

2.3
Efficient Calculation of Vibrational Normal Modes and Frequencies

The conventional approach to obtain the transformation from cartesian to
normal coordinates is to calculate all entries of the mass-weighted Hessian
matrix (the matrix containing the second derivatives

(
∂2Ee,i/∂R(m)

A ∂R(m)
B

)

0
of
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the electronic energy with respect to nuclear coordinates), and to diagonalize
it,

Q(m)TH(m)Q(m) = H(Q,m). (7)

The mass-weighted normal modes are the columns of the transformation ma-
trix Q(m). For nonlinear molecules, the diagonalization of the Hessian yields
3M – 6 vibrational normal modes, as well as three rotational and three trans-
lational modes with eigenvalues of zero.

By diagonalizing the Hessian matrix, all vibrational normal modes and fre-
quencies of the system under study are obtained. In the special vibrational
spectroscopic techniques which are discussed in this work, however, the focus
is on filtering out selected vibrations from an overcrowded vibrational spec-
trum. A calculation of all modes and frequencies would therefore produce
a large amount of rather useless data at high computational cost. This can
be circumvented by the mode-tracking protocol, which allows for the selec-
tive calculation of vibrational frequencies and normal modes from eigenpairs
of the Hessian matrix through subspace iteration [14, 17] (for representative
applications, see [15–20, 24, 232]). The mode-tracking protocol can be sum-
marized as follows:

1. Guess a vibration Q(m,0)
µ , which may be chosen based on chemical intuition

or on a precedent vibrational analysis with a lower level of accuracy.
2. Use this guessed vibration as a first basis vector b1 in a Davidson-like

algorithm [25]:

b1 = Q(m,0)
µ . (8)

3. Construct the small Davidson matrix ˜H
(i)

from the Hessian matrix H(m)

and the matrix B(i) which contains all basis vectors of iteration i as
columns,

˜H
(i)

= B(i)TH(m)B(i) (9)

and diagonalize it:

˜H
(i)

c(i)
µ = λ(i)

µ c(i)
µ (10)

4. Calculate the approximate eigenvectors Q(m,i)
µ of the Hessian from c(i)

µ and
B(i):

Q(m,i)
µ =

i∑

j=1

c(i)
µ,jbj (11)

5. Check for convergence.
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6. If the convergence criteria are not satisfied, create one new basis vector per
tracked normal mode Q(m)

µ from the corresponding residuum vector r(i)
µ ,

r(i)
µ =

i∑

j=1

c(i)
µ,j

[
H(m)bj – λ(i)

µ bj

]
(12)

and go back to step 3 (for details on convergence criteria and creating new
basis vectors using a preconditioner see, e.g., [14]).

In order to calculate the matrix product B(i)TH(m)B(i) without computing the
Hessian matrix H(m), a matrix Σ = H(m)B(i) with columns σ j is defined. These
σ j are evaluated by applying the chain rule for differentiation,

σj,I =
∑

B

(
∂2Ee,i

∂R(m)
A ∂R(m)

B

)

0

bj,B =

(
∂2Ee,i

∂R(m)
A ∂bj

)

0

=

[
∂

∂bj

(
∂Ee,i

∂R(m)
A

)]

0

. (13)

The components of σj can thus be calculated as numerical derivatives of the
gradient components along the basis vectors bj. Several eigenvectors may
be optimized simultaneously using the Davidson–Liu (also known as block-
Davidson) method [26, 27].

In contrast to other techniques such as partial Hessian vibrational analy-
sis [28], where a block corresponding to an interesting subsystem is cut out of
the Hessian matrix and diagonalized separately, mode-tracking will provide
exact normal modes and frequencies if the convergence criteria are chosen
sufficiently tight. For systems with a repeated structural motif, such as the
amide bond in peptides, vibrational modes which are dominated by motions
of the atoms belonging to this structural motif may also be calculated se-
lectively in an approximate fashion by transfer of molecular properties from
small model systems to larger molecules of interest. A general algorithm rely-
ing on the transfer in Cartesian coordinates instead of internal ones has been
developed by Bouř and coworkers [29–31], and refined for arbitrary poly-
peptides in solution by Choi et al. [32–34]. This scheme may also be applied
to the property tensors determining the spectral intensities, and has accord-
ingly been applied to IR, Raman, VCD and ROA spectroscopy [29] (see also
Sect. 5.3).

3
Calculation of the Electronic Potential Energy Hypersurface

In the context of vibrational spectroscopy, the aim of calculating the elec-
tronic PES by solving the electronic Schrödinger equation is to provide
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a physically correct potential Ee,i(R) in which the nuclei are moving (Eq. 3).
Furthermore, the shapes of excited state energy surfaces are needed for spec-
troscopic techniques in or near electronic resonance. The PES can only be
calculated pointwise, but an analytical form describing the dependence of the
total energy on the nuclear coordinates, such as the truncated Taylor series
around the molecular equilibrium structure in the harmonic approximation,
may be approximated based on these energy values at certain points and
derivatives of the energy with respect to nuclear displacements.

3.1
Ground State Hypersurfaces

In order to provide physically reasonable electronic energies and its deriva-
tives, a fast but sufficiently accurate electronic structure method is needed.
Currently, Kohn–Sham density functional theory (KS-DFT) [35–37], which
in principle fully describes electron correlation, is the most general first-
principles method which meets these requirements, and in practice the only
one which is applicable to large biomolecules. Its efficiency is comparable
to that of Hartree–Fock calculations and can be further enhanced by using
density-fitting techniques [38, 39] provided pure density functionals are em-
ployed. Because of the size of the systems under study, relativistic effects
required to be described if heavy elements are present are usually neglected,
with the exception of the scalar-relativistic effects included in effective core
potentials (see, e.g., [40]).

3.2
Excited State Hypersurfaces

Excited state hypersurfaces can be calculated either by explicit methods or by
using linear response theory. The first class comprises methods such as Con-
figuration Interaction Singles (CIS, compare also the Tamm–Dancoff approx-
imation (TDA) [41, 42]) or Complete Active Space theory (CASSCF/CASPT2,
see [43] for a review on applications to various organic photosystems),
while the latter encompasses time-dependent Hartree–Fock (TDHF, also
known as random phase approximation (RPA) in physics) as well as the
electron-density based time-dependent DFT (TDDFT). Since many import-
ant biomolecules are far too large to be treated entirely by multi-reference
methods, it is desirable to be able to calculate accurate excited state ener-
gies and properties with first-principles methods based on a single Slater-
determinant. An extensive review of such methods is provided by [44]. As
an alternative approach, multireference ab-initio methods may be combined
with a MM force field within a Quantum Mechanics/Molecular Mechanics
(QM/MM) framework, which has been successfully applied, e.g., to the ex-
cited state of the visual pigment rhodopsin [45, 46]. For a comparative review
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on different quantum chemical methods applied to excited state calculations
on biomolecules see [47].

3.3
Environment Effects and Molecules in Solution

In order to study the properties of (bio-)molecules with first-principles
methods, it is necessary to separate a suitable subsystem from its environ-
ment and treat it as an isolated system [48, 49]. In order to achieve this in the
case of molecules in solution, it is often necessary to consider not only the so-
lute, but also the surrounding solvent. Solvent effects may change the nuclear
arrangement in the molecular equilibrium structures, as well as vibrational
normal modes and frequencies, or electronic properties by changing the wave
function/electron density compared to the free molecule (see [50] for the
quantum chemical description of solvent effects on a biomimetic arginine
fork model). They can be modelled either explicitly in the form of solvent
molecules which are attached to the molecule under study at appropriate pos-
itions, or implicitly in the form of dielectric continuum models, or by a com-
bination of both. A perfect description of solvent effects is achieved within
the Car–Parrinello molecular dynamics framework under periodic boundary
conditions. To bridge the gap to quantum chemical isolated-molecule cal-
culations is not trivial [51]. A very extensive up-to-date review on different
continuum models and their application to molecular property calculations
is provided by [52]. Reasonable positions and orientations of explicit solvent
molecules may be either obtained by intuition or from MD snapshots. For
a review on Car–Parrinello Molecular Dynamics for biological systems, see
the article by Kirchner et al. in this volume. In the case of large biomolecules
with a localized region of interest, such as metalloproteins, it may be ne-
cessary (and sufficient) to cut out this region from the rest of the molecule
and to treat it either separately or to model the remainder in a more ap-
proximate fashion, e.g., in the framework of a QM/MM approach [53] (see
also the contribution by Senn and Thiel in this volume). For a recent re-
view on the technical state-of-the-art of the QM/MM-treatment of complex
biological processes, see [54], and for applications of QM/MM to enzyme
catalysis [55–57]. Another approach to such problems is frozen-density em-
bedding [58], where the system under study is surrounded by a larger sys-
tem whose effect is represented by an orbital-free density which enters in
terms of an effective potential in the Kohn–Sham equations for the system
under study. This approach is also applicable to excited state calculations
within TDDFT [59].
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4
Calculation of Intensities in Vibrational Spectroscopy:
General Considerations

In order to provide a basis for the theoretical treatment of the more spe-
cial vibrational spectroscopic techniques, the concepts of the calculation of IR
and Raman intensities shall be outlined in the following. For further details
on how to compute IR and Raman intensities, we refer to [60]. The theory
of light absorption or (noncoherent) scattering by molecules in solution can
be divided into three steps, starting from the most simple model case and
approaching experimental conditions stepwise:

1. Description of the interaction between radiation and one molecule.
2. Orientational averaging if the molecules are randomly oriented.
3. Consideration of experimental conditions like environment (usually sol-

vent) effects, temperature, ...

4.1
Interaction Between Radiation and One Molecule

It is in principle possible to treat both the radiation and the molecule either
classically or quantum mechanically. In order to obtain quantitatively correct
absorption and scattering intensities, however, the molecule under study has
to be described by the laws of quantum mechanics, whereas the radiation may
be treated by classical electrodynamics. This combination is called a semiclas-
sical treatment. For simple processes, it yields the same intensity expressions
as a (more tedious) quantum mechanical treatment of the radiation (but fails
in special cases such as spontaneous emission). A molecule in the electromag-
netic field of a light wave is described within the semiclassical approximation
by a Hamiltonian

Ĥ = Ĥmol + Ĥmol-rad , (14)

where Ĥmol is the Hamiltonian of the isolated molecule defined in Eq. 1, and
Ĥmol-rad a Hamiltonian describing its interaction with the radiation. In a fully
quantum mechanical treatment, a third term Ĥrad describing the radiation
would be included in the total Hamiltonian Ĥ. When a molecule is inter-
acting with radiation, essentially three things (or a combination of them)
can happen: The molecule can emit light stimulated by the radiation and
change to a lower-energy state, it can absorb light resulting in a transition to
a higher-energy state, and it can scatter light and either keep its initial state
(Rayleigh scattering) or undergo transitions upon scattering (Raman scatter-
ing). The goal of the theoretical treatment is to derive expressions for the
emission, absorption, or scattering intensities, respectively, related to each of
these processes. The intensity expressions will depend on the energy levels of



Vibrational Spectroscopy of Biomolecules 99

the molecule as well as on the energy and thus the frequency of the radiation,
and should be so general that they may be adopted for any relation between
these energies.

The contribution of the Hamiltonian Ĥmol-rad to the total Hamiltonian is
usually considered much smaller than the one of Ĥmol, so that interactions
with an oscillating electromagnetic field Ẽ of a light wave with an angular
frequency ωL and a (complex) amplitude Ẽ0,

Ẽ = Ẽ0e–iωLt , (15)

are usually described by perturbation theory. The perturbation operator
Ĥmol-rad in the case of a dynamic electromagnetic field with electric and mag-
netic field amplitudes E0 and B0 can be written for an uncharged molecule
as [61]

Ĥmol-rad = –
3∑

i=1

µ̂i
(
Ei
)

0 –
1
3

3∑

i=1

3∑

j=1

θ̂ij
(
∆iEj

)
0 –

3∑

i=1

m̂i
(
Bi
)

0 + ... , (16)

where µ̂i, θ̂ij, and m̂i are the x, y, and z components of the electric dipole,
the electric quadrupole, and the magnetic dipole operator, respectively, and
(Ei)0, (∆iEj)0, (Bi)0 etc. are the x, y, and z components of the electric and
magnetic field and its gradients at the gauge origin, which vary with time, of
course. The Hamiltonian Ĥmol-rad is therefore time-dependent, so that a time-
dependent version of perturbation theory has to be employed. It has been
found that it is often sufficient in this context to restrict the perturbational
treatment to first order.

The intensity of the radiation scattered by a molecule can then be obtained
by calculating the (oscillating) electric and magnetic multipole moments in-
duced in the molecule by the light wave and treating them as classical sources
of radiation. For Rayleigh scattering, the induced multipole moments are os-
cillating with the same phase and frequency as the incident radiation and
can be computed from the expectation values of the molecular multipole op-
erators using the perturbed time-dependent molecular wave functions and
subtracting the corresponding permanent molecular multipole moment from
this expectation value. Raman scattering can be described within a semi-
classical formalism by introducing transition multipole moments between an
initial state |i〉 and a final state |f 〉,

µ̃
(1)
fi =

〈
f |µ̃(1)|i

〉
, (17)

which are oscillating with an angular frequency equal to ωL – ωfi (Stokes) or
ωL + ωfi (Anti-Stokes), and are unrelated in phase to the incident radiation
due to the random phase of the molecular vibrations.

For ordinary Raman scattering, only a linear dependence of the induced
electric dipole moment on the electric field amplitude is considered. The
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induced electric dipole transition moment µ̃
(1)
fi is thus proportional to the

amplitude Ẽ0 of the oscillating electric field of the radiation,

µ̃
(1)
fi = α̃fiẼ0 . (18)

Higher-order effects can be included by considering nonlinear dependencies
on the electric field described in terms of (higher-order) hyperpolarizabili-
ties. For the sake of simplicity of notation, complex quantities are used in
Eq. 18 and in the following, denoted by a tilde, although for Raman scatter-
ing, only the real part of the induced dipole moment is needed [62, 63]. The
(electric dipole–electric dipole) polarizability α̃ can be obtained from time-
dependent perturbation theory as [64]

(
α̃fi

)
αβ

=
1
�

∑

r �=f ,i

(〈
f |µ̂α|r〉 〈r|µ̂β|i〉

ωri – ωL – 1
2 iΓr

+

〈
f |µ̂β|r〉 〈r|µ̂α|i〉

ωrf + ωL + 1
2 iΓr

)

, α ∈ {x, y, z} . (19)

µ̂α is a component of the molecular electric dipole operator, and Γr is a damp-
ing factor equal to the inverse of the life time of the molecular state r. The
oscillating induced dipole described by Eq. 18 is treated as a classical source
of radiation, which results in the intensity formula [65]

I(θ) =
ω4|µ(1)

fi |2sin2(θ)

32π2c3ε0
(20)

for the radiation scattered at an angle θ relative to the direction of the inci-
dent beam. c is the speed of light, ε0 the permittivity of the vacuum, and ω is
the angular frequency of the scattered radiation. In the case of spectroscopic
techniques which probe molecular chirality, i.e., VCD and ROA, restricting
the theoretical treatment to induced dipole moments in the form of Eq. 18
would yield intensity differences of zero for all vibrations. Therefore, contri-
butions from the molecular induced magnetic dipole and electric quadrupole
moments have also to be taken into account, and Eqs. 20 and 18 have to be
adjusted accordingly (see [64]).

In practice, the transition polarizability components (α̃fi)αβ cannot be
evaluated in the form given by Eq. 19, since this would require knowledge
about all excited molecular states |k〉. It can be simplified, however, by making
assumptions which are justified for special cases, and thus restrict the appli-
cability of the resulting formulae to those special cases. In the case of nonres-
onant Raman scattering, the frequency of the incident radiation is assumed
to be far below electronic transition frequencies of the molecule (which also
implies that the damping factors can be neglected), and the electronic ground
state to be nondegenerate. As mentioned in Sect. 2, by employing the adia-
batic approximation, the molecule can be treated as moving on an electronic
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energy hypersurface. In analogy to the simplification of the dependence of
the electronic energy on nuclear coordinates in the calculation of vibrational
motions and frequencies, the polarizability is therefore commonly expanded
into a Taylor series, which is truncated after the first-order term (electric har-
monic approximation)2,

α(Q) = α0 +
∑

p

(
∂α

∂Qp

)

0

Qp + ... . (21)

Then, the real part of Eq. 19 can be simplified to

(
αfi

)
αβ

=
(
ααβ

)
0

〈
νf |νi

〉
+
∑

p

(
∂ααβ

∂Qp

)

0

〈
νf |Qp|νi

〉
, (22)

which is known as Placzek’s approximation. |νi〉 and |νf 〉 are abbreviations for
the nuclear wave functions of the initial and the final state. Since |νi〉 and |νf 〉
are approximated as products of harmonic oscillator eigenfunctions (Sect. 2),
the matrix elements

〈
νf |Qp|νi

〉
can be deduced from the quantum mechani-

cal treatment of the harmonic oscillator. For vibrational transitions involving
only the change of one vibrational normal mode from quantum number n to
n + 1, they are equal to �/2ωp, and zero in all other cases. In the case of res-
onant Raman scattering, Eq. 19 is simplified by the fact that the summands
containing the electronic state in resonance are much larger than the others.
This is treated in more detail in Sect. 5.4.

For absorption associated with a molecular transition from the initial
state |i〉 to the final state |f 〉, the transition rate can be calculated via time-
dependent perturbation theory and is given by

dPf ←i

dt
=

2π
�

| 〈 f |Ĥmol-rad|i
〉 |2ρ(Efi) =

1
�2 | 〈 f |Ĥmol-rad|i

〉 |2ρ(νfi) , (23)

which is Fermi’s Golden Rule. The transition rate is the change of the prob-
ability to find the system (which was originally in the initial state |i〉) in the
final state |f 〉 w.r.t. time, i.e., the number of transitions |f 〉 ← |i〉 per time.
The prefactor in Eq. 23 depends on whether the density of states per energy
range ρ(Efi) is expressed using the energy of the states or the associated fre-
quencies. By considering only the electric-dipole term in the perturbation
operator in Eq. 16 and based on similar considerations as for the transition
polarizability, the transition matrix elements in Fermi’s Golden Rule given by
Eq. 23 can be calculated from the derivatives of the molecular dipole moment
along mass-weighted vibrational normal modes

(
∂µ/∂Qp

)
0 (see [60] for more

details).

2 In contrast to this, the expansion is truncated after the second-order term in the mechanical har-
monic approximation. Since the quantum chemical calculation of Raman intensities involves both
approximations, this is then called “the double harmonic approximation”.
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To summarize, the following approximations are made in the established
theoretical double harmonic approximation of IR and Raman spectroscopy:

1. Born–Oppenheimer approximation.
2. (Mechanical) harmonic approximation.
3. Semi-classical treatment: The contributions from classical electrodynam-

ics are expressions for the dependence of the induced multipole moments
on the incident radiation, as well as for the dependence of the scattered ra-
diation on the induced multipole moments. Quantum mechanics provides
vibrational frequencies and transition matrix elements and thus accounts
for all quantities depending on the molecule.

4. The time-dependent perturbation theory employed for the derivation of
Eqs. 18 and 23 is restricted to first-order.

5. Only the electric dipole moment induced by the incident radiation is con-
sidered, and all other induced electric and magnetic multipole moments
are neglected.

6. The electromagnetic field of the incident radiation is considered to be con-
stant over the whole molecule at a given time, since the wavelength of the
radiation is usually larger than the molecular region which is affected by
the interaction with it. A typical wavelength employed for Raman meas-
urements would be, for example, 5000 Å, whereas typical bond distances
are of the order 1–2 Å. In IR spectroscopy, this ratio is more favorable due
to the larger wavelengths of the incident radiation.

7. Molecular property tensors are assumed to depend linearly on nuclear
distortions close to the equilibrium structure (electrical harmonic approx-
imation).

4.2
Orientational Averaging

In order to obtain IR and Raman intensity expressions for molecular gases,
solutions, and fluids, i.e., for a large number of randomly oriented molecules,
classical orientational averaging of the intensity expressions derived for one
molecule may be employed. Since the radiation scattered in a spontaneous
Raman process is incoherent due to the random phase of the molecular vi-
brations [65], the intensity of the radiation scattered by N molecules is N
times the intensity scattered by one molecule, averaged over all possible
molecular orientations. Orientational averaging can be achieved by replac-
ing space-fixed polarizability tensor elements by the classical average over
molecule-fixed polarizability elements for all possible molecular orientations.
As a result, intensity formulae depending on the polarization of the incoming
and the detected radiation beam as well as on the angle between both beams
are obtained. For details on this topic, we refer to [60], which also contains
a detailed comparison of the calculation of IR and Raman spectra.
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4.3
Consideration of Experimental Conditions

The third point, the inclusion of experimental conditions, comprises first
of all the description of solvent and temperature effects. Solvent effects are
essentially a modification of the electronic potential (and property) energy
hypersurface and have therefore been addressed in Sect. 3.

Quantum chemical calculations of this hypersurface are usually based on
equations valid for a temperature of 0 K, i.e., by excluding all nuclear motion
effects. In many cases, the results obtained are close to those which are meas-
ured at higher temperature (e.g., room temperature). As far as temperature
effects are concerned, they can be included into the intensity expressions by
assuming a Boltzmann distribution of the molecules over initial vibrational
energy levels. Furthermore, if a molecule has several conformations which are
so close in energy to the ground state that at experimental temperatures they
are non-negligibly populated in the sample, the influence of the temperature
onto the vibrational spectra may be incorporated by calculating spectra for
every relevant conformation and superimposing them with weighting factors
calculated by assuming a Boltzmann distribution of the different conforma-
tions. The relative energies of the molecular conformations may of course be
changed by solvation.

Another feature which is affected by the environment is the line broad-
ening of spectral peaks. In contrast to MD simulations (see, e.g., [66]), this
information is not obtained from a static quantum chemical calculation. It
may be modelled, however, by plotting Gaussian or Lorentzian functions
centered at the calculated vibrational frequencies and using an appropriate
halfwidth (which may be in the range of 8 to 30 cm–1, for example).

4.4
Efficient Calculation of Intensities for Large Molecules

The main focus of this work is on the efficient calculation of the relevant
parts of vibrational spectra obtained by special techniques which filter out
information compared to conventional IR and Raman spectroscopy. On the
basis of the approximations outlined above, vibrational absorption and scat-
tering intensities are usually calculated from derivatives of components of
molecular property tensors with respect to mass-weighted normal coordi-
nates. This applies to traditional IR and Raman spectroscopy as well as to
many special techniques such as difference IR or ROA. These derivatives
along mass-weighted normal modes are commonly obtained by calculating
all cartesian derivatives of the property of interest and then transforming
them to a normal mode basis. This automatically yields derivatives along all
normal modes of the molecule. One is often interested, however, in intensities
associated with a few characteristic vibrations or within a certain frequency
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range only. In such cases, direct differentiation along selected mass-weighted
normal modes allows for an efficient calculation of the relevant derivatives
alone [67]. It furthermore allows for restricting the calculation of the normal
modes to the interesting ones, in particular by employing the mode-tracking
protocol described in Sect. 2.

The numerical derivative of any molecular property A (like, e.g., the po-
larizability or the electric dipole moment) along the mass-weighted normal
mode Q(m)

p is given by [67]

∂A

∂Q(m)
p

=
A
(

Req + sRRnorm
p

)
– A

(
Req – sRRnorm

p

)

2sQp |∆Qnorm
p | , (24)

where sR is the step-size in (non-mass-weighted) cartesian coordinates, and
sQp is a dimensionless normal-mode specific step size equal to

sQp = sR

[
3M∑

i=1

(Qnorm
pi )2/Mi

]–1/2 [
[unit of length]

[unit of mass]1/2

]
, (25)

and the superscript “norm” indicates normalized coordinates.
Whereas the calculation of the cartesian property derivatives can be done

either analytically or numerically (both possibilities have been implemented
in various quantum chemical programs), the direct differentiation along
mass-weighted normal modes has in practice to be carried out numerically.
In principle, analytical derivatives can be calculated faster than numerical
ones, and some authors argue that the lacking implementation of analytical
derivatives for certain special techniques such as ROA is a serious draw-
back for first-principles calculations of the corresponding intensities (see
e.g., [68]). This may be true for small molecules, but in the case of many
comparatively large biomolecules, the selective numerical differentiation has
the opposite effect, since it enhances the computational efficiency and ren-
ders larger molecules accessible to calculations. In addition, these numerical
methods are facile to implement and offer easy parallelization and restart
options. These advantages are, in principle, all available in pure analytical
schemes, but their development is rather complicated and tedious as analytic
electronic energy derivatives are to be derived for various electronic structure
methods.

Another possibility of making the prediction of vibrational spectra more
efficient is to employ computational methods of different quality for the
normal modes and the molecular property tensors. Since molecular polariz-
abilities, especially the generalized ones needed for the calculation of ROA
spectra, require a higher computational effort than the molecular energies, it
may speed up the calculation of Raman and ROA spectra considerably to use
a small basis set for the polarizabilities. It turned out that Raman and ROA
intensities can be calculated with reasonable accuracy within Hartree–Fock
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and density functional theory by employing surprisingly small, tailored ba-
sis sets for the property tensors in combination with more accurate normal
modes [69, 70]. This is due to error cancellations when calculating the deriva-
tives of the property tensors—although the absolute values may be wrong,
their dependence on nuclear coordinates may still be reproduced correctly
when employing numerical differentiation (see [60] for a discussion of this ef-
fect in the context of the electric dipole–electric dipole polarizability tensor).

5
Selective Vibrational Spectroscopic Techniques

In this section, selective vibrational spectroscopic techniques are shortly in-
troduced, and principles and applications of the corresponding quantum
chemical intensity calculations are summarized.

5.1
Difference-IR and -Raman

Difference-IR and -Raman spectra can be obtained by recording a series of
conventional IR or Raman spectra during the course of a reaction and pre-
senting them as intensity differences with respect to the spectrum of the
educts. In contrast to techniques such as resonance Raman or VCD and
ROA, the selection of certain bands from the full vibrational spectrum is
not achieved by filtering out certain scattering or absorption components via
the experimental setup, but by plotting the difference of time-resolved IR or
Raman spectra. Molecular vibrations involving mainly atoms which either
exhibit large displacements along the reaction path, or which are indirectly
affected by the reaction through changes in the electron distribution, will
show up as positive or negative peaks in the difference spectra, while the
bands associated with all other parts of the molecule cancel upon subtrac-
tion. Provided the observed bands can be assigned unambiguously to (local)
molecular vibrations, difference spectra can thus answer the question which
parts of a molecule are involved in a reaction. Furthermore, information on
the reaction kinetics and on the change of electron density distribution can
be obtained.

Difference vibrational spectroscopy is a comparatively young technique
(early time-resolved difference IR spectra have been reported in 1980 [71]),
since it requires at the same time a high sensitivity of the experimental setup
and a high stability of the measuring conditions. Difference IR spectroscopy
has been applied successfully to protein reactions (see [72] for an up-to-date
review, [73] for a review of IR spectroscopy of proteins in general includ-
ing a section on difference IR, and [74] for a very recent application to light
absorption by photoreceptors). Difference Raman spectroscopy, besides its
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applicability to proteins [75], is particularly suited for the investigation of lo-
calized interactions in nucleic acid complexes (for a review, see [76], for an
example of its application to DNA recognition by proteins, [77], and [78] for
a survey of difference Raman spectroscopy of biomolecules in general).

Vibrational bands can be experimentally assigned to molecular regions
by comparison to vibrational spectra of reference systems obtained either by
controlled mutation of one selected amino acid residue in peptides, or by
site-specific isotope labeling. Because of the large effort associated with assur-
ing that the desired reference compound is synthesized, and of recording the
spectra under exactly the same experimental conditions as the original sam-
ple, quantum chemical calculations can be valuable for reliable and efficient
band assignments.

Although most reactions take place at a limited region of the protein only,
interactions with the peptide chain and possible conformational changes in
the protein may play a central role during its course. Thus, it may be ne-
cessary to include the whole protein structure in a simulation. Difference IR
spectroscopy can be applied to proteins of up to 100 kDa, including proteins
of the cell membrane. Since systems of that size are far from being accessible
by pure first-principles methods, QM/MM-calculations are of crucial impor-
tance. QM/MM simulations of vibrational spectra of biomolecules focussed,
for instance, on bacteriorhodopsin [79–81], the GTPase Ras [82, 83], and CO
binding in myoglobin [84].

For biological systems which shall be modelled as close to their natural
state as possible, the choice of a molecular structure as a starting point of the
vibrational analysis is not obvious. In principle, the calculation of vibrational
frequencies and normal modes within the harmonic approximation requires
that the molecule under study is in an energy minimum with respect to all
nuclear degrees of freedom. But a geometry optimization of the whole system
might lead to a structure which is far away from the one adopted in solution
or during the reaction. However, the harmonic approximation can also be
justified for partly optimized structures if only those modes are interpreted
which are centered on the optimized molecular subsystem [21]. Therefore, it
is possible to perform a constrained optimization for only the QM subsys-
tem starting from an X-ray structure (as done in [84]) or from a snapshot
taken from a preceding MD simulation (as in [82]), and to use it for a sub-
sequent vibrational analysis. This vibrational analysis is usually performed
by simply diagonalizing that part of the QM/MM Hessian matrix which con-
tains the QM atoms [66, 82, 84], since the calculation and diagonalization of
the whole QM/MM Hessian matrix would imply an enormous computational
effort producing a lot of useless information. In principle, it is also possible
to calculate selectively the exact normal modes of the QM subsystem only
from the complete QM/MM Hessian matrix by employing the mode-tracking
protocol. This approach will be applied to myoglobin in a separate study to
be published by the authors. It has the advantage of yielding normal modes
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of the whole QM/MM system, whereas the diagonalization of parts of the
Hessian matrix would entail an uncontrollable loss of accuracy due to the
neglected coupling of the QM system to the MM system. Molecular dipoles
and their derivatives have been implemented into QM/MM schemes [85], so
that IR intensities can be calculated within a QM/MM approach. The simplest
computational approach to vibrational difference spectra is then to calculate
the spectra of educts and products separately and to subtract them. Fur-
thermore, since IR difference spectra can be recorded with a time resolution
down to a few ns or even further if the step scan technique is applied [72], it
is possible to extract pure difference IR spectra of intermediate products on
the reaction path using mathematical techniques such as multivariate curve
resolution [86] or factor analysis combined with singular value decompos-
ition [87], both of which do not rely on special assumptions on the nature of
the reaction. By comparison of these extracted intermediate spectra to simu-
lated ones for assumed intermediate structures, very detailed information on
the reaction path should be obtained.

5.2
Two-Dimensional Techniques

Two-dimensional vibrational spectroscopy is based on the idea of recording
IR (or Raman) spectra of molecules in selectively excited vibrational states.
Because of the anharmonicity of the PES and vibrational couplings, positive
and negative intensity differences arise with respect to the ordinary one-
dimensional IR (or Raman) spectrum. There are two different experimental
setups, which yield similar two-dimensional spectra [88]: double-resonance
spectroscopy (or dynamic hole burning), and pulsed Fourier transform spec-
troscopy (or heterodyne-detected photon echo spectroscopy). Both are com-
pared from a theoretical as well as from an experimental point-of-view
in [88]. In the former approach, spectra are obtained by exciting the sample
with a laser beam (pump pulse) with a narrow frequency range and record-
ing a Fourier Transform-IR spectrum with a second laser beam (probe pulse)
covering the whole frequency range of interest. By recording such spectra
for different frequencies of the pump pulse, a two-dimensional IR spectrum
with two frequency axes is obtained. Pulsed Fourier transform spectroscopy
consists of sending three consecutive ultrashort laser pulses with defined
time delays through the sample and Fourier transforming the outgoing sig-
nal with respect to the delay times between the first and the second pulse
and the time after the third pulse. Because of the tunable time-delays with
a time-resolution down to picoseconds, two-dimensional IR (2D-IR) spec-
troscopy is particularly suited for the investigation of vibrational relaxation
dynamics.

The first 2D-IR experiment on biomolecules was performed by Hamm
et al. in 1998, employing the double-resonance variant for the investigation
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of amide I bands in peptides [89]. Among others, the particular value of
two-dimensional IR spectroscopy for peptides is emphasized by a recent ex-
perimental study of a model octapeptide, indicating that 2D-IR spectroscopy
allows for a discrimination between α-helical and 310-helical secondary struc-
tures [90], which is difficult to achieve by other spectroscopic techniques.
(The introduction of [90] also provides a good overview of 2D-IR spec-
troscopy of peptides with many literature references. For a review of this
topic, see e.g., [91].) 2D-IR may furthermore give valuable insight into the
tertiary structure of peptides [89, 92]. For an overview of its methodology
and applications, see e.g., [93–95], and [96] for a conceptual comparison to
multidimensional NMR spectroscopy.

A second dimension can also be introduced into the IR spectrum by com-
bining it with a UV pump pulse (IR/UV double resonance spectroscopy). [97]
provides an application to the investigation of the secondary structure of var-
ious gas-phase isolated peptides. In contrast to 2D-IR, however, this method
is restricted to molecules which contain a chromophore and will not be dis-
cussed further for the sake of brevity. Two-dimensional Raman [98] and
resonance Raman [99] spectroscopy is also possible, but has so far been
applied primarily to the investigation of liquids and small molecules, respec-
tively, rather than to large biomolecules in solution.

Two-dimensional IR spectroscopy solves the problem of interpreting IR
spectra with many overlapping bands not by filtering out some of these bands
and thus reducing information, but by spreading out the information onto
a larger space, which is provided by two wavenumber axes instead of one.
In particular, broad amide I bands which appear structureless in the one-
dimensional IR spectrum, may be split into several cross-peaks in the two-
dimensional spectrum [100]. In addition, tunable filtering mechanisms are
available in the form of the polarization of the pump and probe laser beams.
By carefully choosing these polarizations, diagonal peaks may be completely
suppressed, so that only off-diagonal coupling remains [101].

2D-IR spectra consist of pairs of positive and negative peaks. Calculations
of their intensities often focus on the contribution of anharmonicity of the
potentials of the vibrational modes, whereas the contributions of electrical an-
harmonicity and level-dependent dephasing dynamics are neglected. A com-
parative study of these three contributions is provided by [102]. The diagonal
peaks arise because of the anharmonicity of the vibrational modes (in Fig. 2,
this results in a difference in length of arrows 1 and 2: if transition 1 is ex-
cited by the pump pulse, the IR spectrum recorded with the probe pulse will
show a “hole” (i.e., a negative peak) in comparison to the one-dimensional IR
spectrum at the wavenumber corresponding to transition 1, and an additional
positive peak at the wavenumber corresponding to transition 2, which due to
the anharmonicity is located at slightly lower wavenumbers than the negative
peak). Off-diagonal peaks are due to couplings between different vibrations
(as can be seen from the difference between arrows 3 and 4).
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Fig. 2 Qualitative energy levels of an anharmonic oscillator coupled to another one

For a more detailed and sophisticated explanation see e.g., [103]. If all
vibrations were strictly harmonic, so that all vibrational levels were even-
spaced and no coupling would arise, no peaks would be observed in the 2D-IR
spectrum, since positive and negative contributions would appear at the same
positions and cancel exactly. In order to describe 2D-IR spectra, it is thus
necessary to go beyond the (mechanical) harmonic approximation. When an-
harmonic contributions are considered, the potential energy surface in terms
of mass-weighted normal coordinates takes the form
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monic force constants up to sixth order with up to three different normal
mode indices have been included into predictions of 2D-IR spectra of acetic
acid dimers based on DFT calculations [104]. The calculation of fundamental
frequencies and anharmonic vibrational constants may be achieved either by
vibrational self-consistent field methods or by vibrational perturbation the-
ory (see [105] for a comparison of both). For large molecules, however, the
perturbation theory approach may fail due to the large number of anhar-
monic resonances. The vibrational self-consistent field approach, on the other
hand, requires a significantly larger computational effort, so the problem of
including mechanical anharmonic effects accurately in calculations of large
molecules remains a difficult if even possible task. Electrical anharmonicity,
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on the other hand, is commonly believed to play a minor role and thus usually
neglected [104].

The goal of a theoretical description of 2D-IR spectra is to predict the
positions, intensities, and shapes of the peaks within a selected wavenum-
ber range [106]. Since 2D-IR is a nonlinear technique, the description of the
whole spectrum based on first-principles calculations is very involved (for
a detailed account of the theory of nonlinear spectroscopy see [107]). Thus,
for realistic systems, model Hamiltonians are used instead, whose parame-
ters may be adjusted based on first-principles calculations. Two-dimensional
IR spectra of peptides are usually calculated based on a vibrational-exciton
model [108, 109], which describes selected vibrational states as a set of
coupled oscillators. The associated coupling constants have been estimated
so far either based on semi-empirical models or from the anharmonic force
constants obtained from DFT calculations [100, 104, 110, 111], in some cases
including a continuum model description of the solvent [112]. It is also pos-
sible to use molecular dynamics or Monte-Carlo simulations in order to
construct fluctuating vibrational-exciton models [113]. Two different variants
of this technique have been compared and applied to a 17-residue peptide
in [114]. Results from MD simulations have also been compared to structural
and dynamical parameters for the subpicosecond conformational dynamics
of small peptides obtained from 2D-IR experiments [115].

Because of the restriction of the exciton model to a certain class of vibra-
tions (such as amide I vibrations in peptides), the calculations are automati-
cally selective for a certain subset of vibrational modes.

5.3
Techniques Sensitive to Chirality: VCD and ROA

Vibrational Circular Dichroism (VCD) and Vibrational Raman Optical Activ-
ity (ROA) spectra are in principle recorded in the same way as standard IR
and Raman spectra, respectively, but instead of total intensities, the inten-
sity differences between right and left circularly polarized light are plotted.
These differences are zero for achiral molecules and in general nonzero for
chiral molecules. Thus, information related to the chirality of the molecule
under study is filtered out from the vibrational spectrum. As far as the ba-
sic idea is concerned, the two techniques are similar to electronic circular
dichroism (CD), where absorption intensity differences between right and left
circularly polarized light in the frequency region of electronic transitions are
recorded. Advantages compared to CD are, however, that VCD and ROA allow
for a determination of the absolute configuration of molecules which do not
contain a chromophore and are thus inaccessible to CD spectroscopy. Also,
this determination can be more reliable since it is based on a larger number of
peaks. The ability to determine absolute configurations of biomolecules (and
pharmaceuticals) is of crucial importance due to the different interactions
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of different enantiomers with molecular structures in living organisms. The
large number of signals arising from vibrational motions of all parts of the
molecule instead of only those involved in electronic transitions furthermore
provides more structural information than electronic spectra.

Although the first ROA experiment was carried out in 1973 [116] and thus
one year earlier than the first VCD experiment [117], ROA became a rou-
tinely applicable technique only recently. This is mainly due to the fact that
the scattering intensity differences are of the order of about 10–3 times the
total scattering intensity at most, and that total scattering intensities are con-
siderably smaller than usual absorption intensities, so that very sensitive
and stable instruments are needed. Apart from this, ROA outperforms VCD
in two ways: First, it can be recorded in the natural environment of most
biomolecules, namely in aqueous solution, and second, ROA spectra can be
recorded down to lower wavenumbers (≈ 100 cm–1 [118]) than VCD spectra
(≈ 600 cm–1 [119]).

VCD has primarily been used for the structure determination of peptides
and proteins, but also for nucleic acids and monosaccharides (for reviews, see
e.g., [120–122]). The range of compounds investigated by ROA so far [123, 124]
is similar to the one of VCD, except that it comprises also disaccharides [125]
and even intact viruses [126]. Because of the sensitivity of the intensity differ-
ences to conformational changes, both techniques are particularly suited for
the investigation of protein secondary structures. ROA, e.g., allows for a dis-
crimination between helical and β-sheet peptide structures based on empirical
correlations between assumed protein structures and characteristic signal pat-
terns [127, 128]). Furthermore, experimental data suggest that ROA might
provide information on tertiary structures [123, 124]. For a comparison of the
configurational and conformational sensitivity of VCD and ROA, see [129] and
for a general quantitative comparison of both techniques [119].

In order to improve and verify empirical correlations between structure
and spectral intensities, and in particular in order to make unambiguous
assignments of absolute configurations possible, quantum chemical calcu-
lations are needed for both VCD and ROA. Whereas the development of
a quantum chemical ROA theory, whose basic equations were published in
1971 [130], preceded the consistent formulation of the theory of VCD in
1983/1985 [131, 132], the number of VCD calculations published so far is
much larger due to the faster experimental development of this technique.
An excellent description of the theoretical background of ROA and of the in-
teraction of chiral molecules with radiation in general can be found in [64].
For a short summary of theoretical background, current experimental instru-
mentation and selected applications of ROA see [133], and on theoretical and
experimental vibrational optical activity in general, emphasizing the need of
first-principles calculations see [134]. Furthermore, [135] provides a survey
on ROA (and Raman) spectroscopy both from an experimental and a theor-
etical point-of-view.
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It is necessary to outline the theoretical background briefly in order to pro-
vide a basis for the discussion of special problems related to the calculation of
VCD and ROA spectra for biomolecules. For computational details, we refer to
the reviews mentioned above and to the literature cited in the following.

5.3.1
VCD Theory

Absorption intensity differences between right and left circularly polarized
light in an isotropic sample are proportional to the isotropic rotational
strength Rf ←i, which can be calculated from the Rosenfeld equation [136],

Rf ←i = Im
(〈

i|µ|f 〉 〈 f |m|i〉) . (27)

This equation describes vibrational as well as electronic circular dichroism,
depending on whether the initial and the final state |i〉 and |f 〉 differ only in
their vibrational or also in their electronic state. The evaluation of the elec-
tric transition dipole matrix element

〈
i|µ|f 〉 is known from IR theory, so the

calculation of VCD spectra focusses on the magnetic transition dipole ma-
trix element

〈
f |m|i〉. For nonmagnetic (closed-shell) molecules, the electronic

contribution to
〈
f |m|i〉 is zero for matrix elements between nondegenerate

electronic states within the Born–Oppenheimer approximation, which was
the reason for the “delay” in the formulation of the theory of VCD compared
to ROA. By replacing the concept of nuclear-coordinate dependent energy
and property surfaces by the idea of velocity dependent ones, however, it
is possible to formulate computable expressions for

〈
f |m|i〉 based on Born–

Oppenheimer wave functions [131, 132],

〈
f |m(Q̇)|i〉 =

∑

p

〈
f |Q̇p|i

〉
(

∂m

∂Q̇p

)

0

, (28)

where the matrix element
〈
f |Q̇p|i

〉
can be calculated within the (mechanical)

harmonic approximation from the harmonic oscillator model. The derivative
of the magnetic dipole moment along the time derivative Q̇p of the nor-
mal mode Qp can be expressed by using the magnetic field perturbation
method [132, 137, 138] as

(
∂m

∂Q̇p

)

0

= – 2�Im

〈
∂Ψ0

∂B
∂Ψ0

∂Qp

〉

. (29)

Both wave function derivatives can be calculated either analytically (employ-
ing coupled HF (or KS) perturbation theory [139]) or numerically [140].
Equation 29 has been the basis for numerous computational studies on VCD.
A summary of the excellent performance of DFT for that purpose is provided
by [141], and one on the use of theory to deduce absolute configurations from
experiment by [142].
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5.3.2
ROA Theory

The derivation of the relevant formulas for the ROA intensity differences is
essentially the same as in Raman spectroscopy, except that in addition to
the electronic dipole moment, the contribution of the molecular electronic
quadrupole and magnetic dipole moments interacting with the radiation to
the induced multipole moments have to be taken into account [64, 130, 143,
144]. These three induced multipole moments can be expressed as a function
of the electric field amplitude of the incident radiation, and of several com-
plex generalized polarizability tensors. The latter are the (“ordinary”) electric
dipole–electric dipole polarizability α, the electric dipole–magnetic dipole
polarizability G′ (the prime indicating imaginary parts of complex quanti-
ties), and the electric dipole–electric quadrupole polarizability A. Depending
on whether the right-handed or the left-handed enantiomer is under the in-
fluence of radiation with a certain polarization state, the magnitude of the
induced multipole moments and thus the intensity of the scattered radiation
in a given polarization state will be slightly different.

The next step is to calculate this intensity of the scattered radiation
from the induced multipole moments, which can be done within the semi-
classical approach based on equations known from classical electrodynamics.
Whereas in VCD only one experimental setup is of importance, in ROA differ-
ent arrangements are possible, which are distinguishable by the polarization
of the incident and detected radiation and, analogous to conventional Raman
spectroscopy, by the angle to the incident light beam in which the scattered
radiation is detected [64, 133]. For each setup, different mathematical ex-
pressions for the calculation of the corresponding intensity differences are
obtained. Because of the good signal-to-noise ratio and the low susceptibil-
ity to measuring artifacts, the backscattering variant of ROA is employed in
modern instruments. Therefore, the corresponding expression for the inten-
sity difference between right and left circularly polarized light relative to the
total scattered intensity, obtained by applying the principles mentioned above
and employing Placzek’s approximation, is given as an example,

∆
(
180◦) =

IR – IL

IR + IL (30)

=
8
[

3
(
ααβ

)
mn

(
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)

mn
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(
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)
mn

(
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)
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[
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(
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)
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)
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(
α∗

µµ

)
mn

] ,

where summation over repeated indices is implied. The quantities indicated
by the subscript mn are transition matrix elements between vibrational states
|vn〉 and |vm〉 of the generalized polarizability tensors, whose dependence on
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the normal coordinates is, as in the theory of conventional Raman scattering,
expressed as a Taylor series truncated after the linear term (electric har-
monic approximation). The combinations of these transition matrix elements
in Eq. 30 also appear in the intensity expressions corresponding to the other
experimental setups, so they are usually summarized as Raman and ROA in-
variants (for details, see e.g., [133] or [64]). Within the electric harmonic
approximation, the transition matrix elements in Eq. 30 are proportional to
derivatives of the corresponding molecular generalized polarizability tensor
along mass-weighted normal modes. Since derivatives of the electric dipole–
magnetic dipole polarizability G′ along nuclear coordinates have not been
implemented in an analytical form yet [68], and analytical derivatives of the
electric dipole–electric quadrupole polarizability A have become available
only very recently [145], all three derivatives are usually calculated numer-
ically at present. The polarizability tensors themselves are usually calculated
employing linear response theory [146]. As in the calculation of VCD spec-
tra, it is necessary to ensure gauge invariance of the intensity differences by
employing London atomic orbitals [146, 147], since both the electric dipole–
magnetic dipole and the electric dipole–electric quadrupole polarizability
depend on the choice of the coordinate origin. This origin dependence is not
reproduced correctly otherwise. As far as selection rules are concerned, all
Raman active modes are in principle also visible in ROA spectra.

ROA calculations on biomolecules have so far essentially been carried out
for peptides and proteins (see e.g., [148], which also gives a survey of the
current state-of-the-art of computational methods for predicting ROA spec-
tra). Furthermore, very recent reviews on the quantum mechanical prediction
of chiroptical vibrational properties [68] and chiroptical properties in gen-
eral [149] are available.

5.3.3
Molecular Conformation

ROA [118, 133, 150] and VCD [151, 152] calculations have shown that in con-
formationally flexible molecules, intensity differences arising from different
conformations (e.g., of methyl groups or ring structures) can cancel, so that
certain vibrational bands vanish in the ROA spectrum. This can be regarded
as an additional mechanism filtering out information, which distinguishes
ROA from Raman spectroscopy, where contributions from different confor-
mations are always additive. In order to reproduce this behavior accurately
in quantum chemical calculations, it is in principle necessary to calculate the
relative energies of all relevant conformations (which may depend strongly
on the solvent) and to superimpose their spectra multiplied by weighting fac-
tors obtained by assuming a Boltzmann distribution of the conformers [118].
For larger biomolecules, where already the simulation of the spectrum of
one conformer is a computational challenge, another (though conceptually
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less satisfying) approach is to neglect the intensity differences of all vibra-
tional bands which involve mainly the conformationally flexible groups (in
case such a partitioning of modes is possible).

5.3.4
Efficient Computational Procedures for Large (Bio-)Molecules

Whereas calculated VCD intensity differences are not considerably more ex-
pensive than the corresponding IR intensities, the calculation of ROA inten-
sity differences is much more computer time-consuming than the calculation
of the normal modes, vibrational frequencies and also Raman intensities. Two
strategies may be combined in order to overcome this problem. First, the
molecular property tensors may be computed more efficiently. Currently, ef-
ficient density-fitting techniques like those available for the calculation of the
molecular polarizability [153] are not yet available for generalized property
tensors. Therefore, calculations of the property tensors are accelerated by em-
ploying a smaller basis set than the one used for the vibrational modes and
frequencies—for ROA, a specific basis set has been developed which yields
excellent results despite its limited size. It comprises diffuse p-type functions
on hydrogen atoms, which are not contained even in much larger basis sets,
but which improve the accuracy of the results dramatically [69]. In order to
gain additional efficiency, it has been proposed to neglect the contributions
of the electric dipole–electric quadrupole polarizability [154], which are of-
ten small, and reduce to zero for a certain experimental setup [133]. This
reduces the computational efficiency considerably, at the cost of a (hardly
controllable) loss of accuracy. It is also possible to replace the linear response
theory by a cheaper, but more approximate sum-over-states formalism [155]
for the property calculations, which has yielded good results for oligopep-
tides. In addition, calculated ROA intensity differences (for a given set of
normal modes) have been found to be virtually independent of the chosen
density functional, so that calculations of the relevant properties with pure
density functionals and thus with the speed-up provided by the resolution-
of-the-identity technique [38, 39] are in principle possible [70]. As a second
way of improving the computational efficiency needed for large biomolecules,
the calculation of intensity differences can be restricted to a small set of vi-
brational modes. For the assignment of absolute configurations as well as for
the investigation of molecular conformations, calculations of intensity dif-
ferences are not necessarily needed for all vibrational bands, but may be
sufficient for a few characteristic ones. Intensity differences may be com-
puted selectively for these modes from property derivatives (and additionally
wave function derivatives, in the case of VCD) obtained by direct differentia-
tion along normal modes. For ROA, the direct numerical differentiation along
normal modes has been implemented and applied to deca-alanine [232].
Which vibrational normal modes are considered to be characteristic may not
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be obvious from the beginning, but can be determined by defining a set of
modes assumed to have large associated intensity differences based on chem-
ical intuition. This set can be enlarged stepwise if it turns out to be not
sufficient for an unambiguous assignment of the molecular configuration. In
the case of calculated ROA spectra for peptides, the relevant normal modes
chosen will usually be the amide modes (especially amide III), since the in-
tensity differences of these modes are especially sensitive to the backbone
conformation. An approximate calculation of VCD spectra of large molecules
has also been performed based on the transfer of molecular property tensors
in cartesian coordinates, which relates spectra of large molecules with re-
peated similar subunits (such as peptides) to molecular properties computed
for the fragments [29, 34].

5.3.5
Interpretation of Calculated Spectra for Large (Bio-)Molecules

When calculating VCD or ROA spectra of large biomolecules, the possibility
that individual peaks may cancel, and the fact that the mechanical harmonic
approximation has to be employed, creates a problem with respect to the
interpretation of the computed spectra. The intensity differences of close-
lying vibrational peaks may have different signs, and due to the mechanical
harmonic approximation as well as the neglect of solvent effects, the corres-
ponding wavenumbers may easily be shifted by 20 cm–1 or more. In contrast
to small molecules, where the individual peaks are sufficiently separated from
each other, the high density of peaks in the spectra of large molecules may
lead to cancellations of peaks in the experimental spectrum which can turn
into a sequence of a positive and a negative peak in the calculated spectrum,
and vice versa. Since the harmonic approximation cannot be avoided in cal-
culations of vibrational spectra of large molecules, especially ROA spectra
calculated by first-principles methods will have difficulties to predict the de-
tailed structure of a given spectral region (such as amide III) with certainty,
but only the intensity difference integrated over the whole region is likely to
be characteristic [232]. This may be accounted for by plotting ROA spectra in
a band-averaged way in addition to a Lorentzian (or Gaussian) peak broad-
ening (Fig. 3). How the relevant information can be extracted from calculated
ROA spectra of large molecules is considered in detail by [232].

5.3.6
Solvent Effects

As far as the calculation of VCD and ROA spectra is concerned, solvent effects
can become even more important than for techniques which are not sensitive
to chirality, since not only the relative magnitudes, but also the signs of vi-
brational bands may change in different solvents [156, 157], either indirectly



Vibrational Spectroscopy of Biomolecules 117

Fig. 3 ROA spectroscopy of helical all-S deca-alanine. Top left: Experimental ROA spec-
trum of poly-l-alanine in 30% dichloroacetic acid/70% CHCl3 (reproduced from data
presented in [127]). Top right: Symbolical representation of (all-S)-deca-alanine. Bottom:
Selectively calculated ROA intensity differences of (all-S)-deca-alanine, at an excitation
wavelength of 488.80 nm. Bottom left: Lorentzian intensity distribution, half-width of
peaks 15.0 cm–1. Bottom right: Band-averaged ROA intensity differences. Individual peaks
have been included as a line spectrum scaled by 0.04. Calculated spectra were repro-
duced from data given in [232]. Intensity differences in Å4 a.m.u.–1; normal modes and
frequencies: DFT(BP86/RI), TZVP; generalized polarizability tensors: DFT(BLYP), Zuber
and Hug’s rDSP:3-21

due to changes in the conformational equilibrium or directly through solvent-
induced changes in the electronic structure of the solute and its dependence
on the nuclear coordinates. In [156] for example, solvent effects on VCD spec-
tra of proline, modeled by a combination of the integral equation formulation
of the polarizable continuum model (PCM) and explicit water molecules, are
found to influence the relative energies of different conformations consider-
ably, whereas the structural parameters are quite invariant to solvent effects.
A complementary study has been carried out for ROA [157], employing the
same PCM version but no explicit solvent molecules, which points out the
importance of considering the solvent influence on both the vibrational nor-
mal modes and the property tensors. It has been reported in previous studies
that the explicit consideration of water molecules in the first solvation shell of
solvated alanine improves ROA results considerably in combination with an
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Onsager continuum model [158]. Further investigations on the relative per-
formance of continuum and explicit solvent models for the prediction of ROA
spectra are in preparation and will be published by the authors in a separate
study. Furthermore, DFT investigations combined with the PCM on VCD spec-
tra have shown the need for better quantitative accuracy in the predicted IR
and VCD intensities [151, 152], which suggests that solvent effects may have to
be considered more accurately in some cases than is possible with the PCM.
In particular when hydrogen bonds between solvent and solute are important,
explicit solvent molecules will, in general, be necessary. The larger the num-
ber of solvent molecules, the more important mode-selective techniques will
become for the feasibility of such studies.

5.3.7
Local Contributions

Additional insight into the generation of VCD and ROA signals may be
gained from assessing and comparing the contributions from different parts
of the molecule under study. Local contributions to VCD intensity differ-
ences, which may be visualized as a continuous distribution over the whole
molecule in the form of an electron transition current density, have been de-
rived by Freedman, Nafie and coworkers [159–162]. A scheme to decompose
ROA and Raman intensities into contributions from individual pairs of atoms
(which may be grouped to pseudo-atomic contributions with a certain ar-
bitrariness comparable to electron population analysis) has been presented
by Hug [163, 164]. It reveals that long-range couplings may play an import-
ant role in ROA spectroscopy [165]. The possibility of local decomposition
is a great advantage of first-principles calculations over data gained from
experimental work, since it provides information on where signals are gener-
ated and thus might finally lead to a set of rules for the prediction of VCD and
ROA spectra.

5.4
Raman Techniques in Electronic Resonance

Traditional as well as special Raman scattering techniques have a resonance
variant, where the energy of the incident light is close to an electronic transition
energy of the molecule under study. This usually results in the amplification of
a few peaks and thus to a simplification of the vibrational spectrum.

5.4.1
Spontaneous Resonance Raman Scattering

Whereas Raman intensities far from electronic resonance depend mainly
on molecular ground-state properties, resonance Raman spectra contain in-
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formation on those electronically excited states whose excitation frequen-
cies are close to the frequency of the incident laser beam (usually only
one or a few; for a qualitative scheme of the former case see Fig. 4). From
a simplified point-of-view, the intensities of those vibrational modes along
which the equilibrium structure is shifted most upon electronic excitation
are largely amplified in comparison to ordinary Raman spectroscopy. Thus,
resonance Raman spectroscopy is of particular interest in order to filter
out those vibrational modes which are located on a chromophore in large
biomolecules [166–168]. Its importance for the investigation of biomolecules
is highlighted, e.g., in a special issue on the structure and dynamics of
biomolecules probed by (mainly resonance) Raman spectroscopy in J Ra-
man Spectrosc 2005:36(4). For a review of the applications of resonance
Raman and other Raman techniques to problems relevant for the life sci-
ences see [169]. Resonance Raman spectroscopy has been applied to enzymes
whose active site is a chromophore such as heme proteins (for a review on
structural and functional properties of hemoglobins revealed by resonance
Raman spectroscopy see e.g., [170]), where the vibrational frequencies are
sensitive to the oxidation and the spin state as well as to the coordination
number of the central iron porphyrin group [171–175], and to redox-active
tyrosines in various metalloenzymes [176]. Furthermore, it has been used for
the resonance enhancement of vibrations of the peptide backbone [177, 178]
and of aromatic side chains [179] in order to elucidate their conformation and
thus the secondary structure. Resonance Raman spectroscopy can also be em-

Fig. 4 Schematic representation of resonance Raman scattering for one electronically ex-
cited state in resonance (IMDHO = independent mode, displaced harmonic oscillator
model)
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ployed as a time-resolved technique down to subpicosecond resolution, e.g.,
for the investigation of the excited-state conformational dynamics of nickel
porphyrins [180] or the dynamics of nitric oxide reductases and hemecopper
oxidases [181, 182].

The calculation of resonance Raman intensities starts from the same ex-
pression for the transition polarizability obtained from time-dependent per-
turbation theory as the treatment of nonresonant Raman scattering (Eq. 19).
However, since the energy difference between transitions to electronically
excited molecular states and the incident radiation is not large as assumed
in the derivation of the Placzek approximation [62], this drastic simplifica-
tion has to be replaced by better suited ones. If the frequency difference
between the incident radiation and an electronic transition becomes small,
one or a few denominator(s) of the terms on the left-hand side of Eq. 19 will
approach zero and the corresponding terms will dominate over the others,
which consequently can be neglected. Following the same line of reasoning,
the terms on the right-hand side of Eq. 19 can also be neglected since they
will all be considerably smaller than those dominant terms. The sum there-
fore reduces to one or a few terms which need to be evaluated. In practice,
mainly two approaches are employed: the transform theory as presented by
Peticolas and Rush [183] based on Kramers–Kronig relations between the op-
tical absorption and the frequency-dependence of the dispersive part of the
polarizability [184], and a time-dependent treatment from which a simple
short-time approximation can be deduced [185–187]. The performance of the
two approaches as well as the limitations of the underlying approximations
have been assessed in detail in [188]. Both have been found to yield compara-
ble results for various molecules [188, 189]. On the basis of the assumptions
that (1) the Born–Oppenheimer and (2) the (mechanical) harmonic approx-
imation are valid, that (3) only one excited electronic state s is in resonance,
that (4) only Franck–Condon-type scattering occurs, and that (5) the excited
state normal modes differ from their ground state counterparts only in a shift
of their equilibrium position (independent mode, displaced harmonic os-
cillator (IMDHO) model), transform theory predicts the resonance Raman
intensity of a normal mode Qp as

IQp = ωLω
3
S|µel

0s|4∆2
qp

|Φ (
ωL

)
– Φ

(
ωL – ωp

) |2 . (31)

ωL and ωS refer to the angular frequencies of the incident and the scattered
(Stokes-)laser beam, respectively, ωp to the vibrational angular frequency
associated with the normal mode Qp, |Φ(ωL) – Φ(ωL – ωp)|2 is a Kramers–
Kronig scaling factor which may be obtained from the (either calculated or
measured) absorption spectrum, and ∆2

qp
denotes the displacement of the

equilibrium structure of the excited state s relative to the ground state along
the dimensionless normal mode qp, which is related to the mass-weighted
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normal mode Qp as qp = Qp
√

2πcωp/�. The short-time approximation is
based on considering scattering as connected to ground state vibrational
wave packets with short life-times propagating on the excited state energy
PES [186, 187]. It describes the intensities associated with preresonant Raman
scattering as

IQp = ω2
p∆

2
qp

. (32)

Within the IMDHO model, and assuming that only short-time dynamics of
the nuclei are important, the excited-state displacements along dimensionless
normal modes may be estimated from the excited state gradients with respect
to the dimensionless normal modes,

(
∂Ee,s

∂qp

)

0

= – ωp∆qp . (33)

The excited state gradients can be efficiently calculated within TDDFT [190–
194]. It is obvious from both methods that resonance Raman scattering is
largely determined by how much the vibrational normal mode under consid-
eration is shifted in the excited electronic state compared to the ground state.
For theoretical details on both approaches, see [188], and for a recent com-
parison of experimental resonance Raman spectra of large biomolecules to
calculated ones see a study on Ruthenium complexes to be published by the
authors of this paper and [195, 196]. In addition, a more general version of the
Placzek approximation polarizability has been proposed based on the short-
time approximation [197–201], which reduces to the conventional Placzek
approximation in the nonresonant case and which has the advantage of auto-
matically including all possible excited states. It has recently been applied to
uracil as a test molecule and found to compare well with experiment as well
as to the short-time approximation based on excited state gradients for this
system [202].

The computational effort associated with calculations based on transform
theory is in general much higher than for those relying on the short-time ap-
proximation. Both require a ground-state structure optimization and a sub-
sequent calculation of the ground-state normal modes and frequencies, but
in the case of transform theory, an additional structure optimization in the
relevant excited state(s) is needed, whereas in the case of the short-time ap-
proximation, a comparatively fast computation of the excited state gradients
at the ground-state equilibrium structure is sufficient.

An alternative approach to the calculation of (pre-) resonance Raman
spectra is based on performing CPMD simulations in the ground state as well
as in the excited state of interest, and to deduce vibrational frequencies and
associated preresonance Raman intensities from the obtained data. This tech-
nique has been suggested and applied to a model chromophore of the DsRed
protein in [203].
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5.4.2
Resonance CARS

In contrast to nonresonant Raman scattering, resonance Raman spectra may
suffer from the fluorescence of the sample, since the frequency of the scat-
tered Stokes radiation (which is usually detected instead of the Anti-Stokes
radiation, since the latter is much less intense) may be close to the frequency
of the radiation emitted by the fluorescent species. This problem may be
overcome, however, by employing resonance Coherent Anti-Stokes Raman
(CARS) scattering (see [204] for a general review). Although CARS can be
principally used in as well as out of electronic resonance, only its resonance
form is treated here, because it is the more widely used version of both for
the investigation of biomolecules. In contrast to spontaneous Raman scatter-
ing, where the phase of the molecular vibrations of each molecule is arbitrary,
the radiation scattered by different molecules in CARS has a fixed phase re-
lation. This is achieved by using a set of coherent intense laser pulses (which
have to be intense enough to make nonlinear effects observable, and short
enough in order not to decompose the sample despite their high intensity):
The molecules are excited simultaneously by a pump beam (with angular
frequency ωL, corresponding to a molecular electronic transition for reson-
ance CARS) and a Stokes beam (with angular frequency ωS < ωL). The result
is a set of molecules in one or a few selected vibrational state(s), vibrat-
ing with a phase determined by the two exciting beams. These artificially
excited molecules are probed in principle like in conventional Raman spec-
troscopy, using a probe beam with angular frequency ωP, usually equivalent
to ωL, and detecting an Anti-Stokes radiation beam with angular frequency
ωAS = ωL + ωP – ωS. When the difference between the angular frequencies
of the two incident beams, ωL – ωS, approaches the angular frequency of
a molecular vibrational transition ωM, the intensity of the coherent scattered
radiation will greatly enhance. Thus, by tuning the frequency of the incident
laser beams, one or a few molecular vibrations may be filtered out (provided
the duration of the laser pulses is long enough to allow for a sufficient fre-
quency resolution, which usually is the case when the time-scale is around
a few picoseconds). This tunable filtering mechanism represents an advantage
over the linear selective spectroscopic techniques discussed so far, where the
choice of which modes are filtered out is essentially controlled by the proper-
ties of the molecule under study. Since the scattered radiation is coherent, its
intensity is nonzero essentially only in one direction depending on the direc-
tions of the three incident laser beams. This directed signal and the fact that
an intense Anti-Stokes signal is recorded allows for a distinction from fluo-
rescence, which is detected at lower wavenumbers [205, 206]. CARS has been
applied to various biomolecules, such as porphyrins [207, 208], bacteriorhod-
opsin [209], and low-frequency modes around 150 cm–1 of β-carotene which
are assumed to play an important role in the energy transfer in photosyn-
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thesis [210], including applications as a microscopic imaging technique [211,
212] and the investigation of living cells [213].

CARS spectra may be recorded with femtosecond time resolution (see [214]
for a review) which allows for investigating ultrafast molecular dynamics. Ul-
trashort laser pulses are also used in the context of CARS microscopy [215].
The broad frequency range of the incident laser beams, which is hardly
avoidable when using ultrashort laser pulses, may be overcome by feedback-
controlled optimization of pulse shapes [216], or by additionally varying the
relative delay between the exciting laser pulses [214], so that mode-selectivity
can be achieved. There are at least two ways of measuring time-dependent
CARS spectra: First, an initial pump laser may be used, which is followed after
a time delay by a CARS experiment where the three CARS pulses are interact-
ing with the sample simultaneously. Second, a time-delay can be introduced
in a normal CARS experiment between the simultaneous pump and Stokes
pulses on the one hand and the probe pulse on the other hand. For an ap-
plication of the former technique to the ground state repopulation dynamics
via S1 to S0 internal conversion of β-carotene see [217], and for a comparison
of this technique to the latter one see [218]. Both techniques are compared
and reviewed from a theoretical point-of-view in [219]. More references may
be found in a special issue on Femtosecond Coherent Raman Spectroscopy
(J Raman Spectrosc 2000:31).

A rigorous first-principles calculation of a CARS spectrum has to the best
of our knowledge not been reported in the literature so far. Because of its
coherent nonlinear nature, the theoretical description of CARS spectroscopy
is much more involved than the one of spontaneous Raman scattering (for
detailed accounts of the theoretical foundations, see [220–222]). The CARS
intensities of a bulk of molecules cannot necessarily be calculated as the
orientational-averaged sum of the scattering intensities of all molecules, since
the scattered radiation is coherent. The derivation of CARS intensities is thus
usually formulated in a more general way than for linear Raman techniques.
The incident radiation introduces a polarization in the sample of molecules
under study, which depends on the third-order susceptibility of the sample.
This third-order susceptibility is not a single-molecule property as in the the-
oretical treatment of spontaneous Raman scattering, but a bulk property of
the sample under study. If first-principles calculations are performed in the
context of CARS spectroscopy, they have so far rather been restricted to the
molecular equilibrium structure and vibrational normal modes [207], but do
not include any intensities.

It is possible to predict excitation profiles, that is the dependence of CARS
intensities on the frequency of the pump laser, either by employing a sum-
over-states formalism or transform theory [223]. However, both have not
been employed as true first-principles methods yet, but in connection with
a set of fitted parameters. In addition, the observed profiles are not neces-
sarily reproduced for all laser wavelengths and vibrational modes [223]. The
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challenge of calculating resonance CARS intensities is furthermore illustrated
by a study aiming at predicting CARS signals for a sample of dipicolinic
acid [224]. This study is based on considering equations of motion of the
sample in terms of density matrix elements, coupled to Maxwell’s equations,
and takes into account the particle density as well as propagation effects of
the laser pulses. However, the complicated system under study is reduced to
a four-level system and needs estimated radiative decay and dephasing times
as an input.

CARS spectra may be converted to the corresponding Raman spec-
tra [206], so in principle, it might seem sufficient to be able to predict reson-
ance Raman spectra. However, accurate first-principles calculations of CARS
spectra appear to be valuable nonetheless. The CARS signal is often obscured
by interference with the nonresonant background, which may be suppressed
by techniques such as polarization-sensitive CARS experiments [207]. It can
be helpful to be able to predict this background interference with theoretical
methods.

5.4.3
Resonance ROA

Resonance variants have also been introduced for special forms of Raman
spectroscopy. Resonance ROA spectroscopy is still at a very early stage of de-
velopment. The first (and, so far, the only) experiment has been published
in 1998 [225], two years after the derivation of the underlying theory [226].
In analogy to the connection between resonance Raman and electronic ab-
sorption spectra, the theory of ROA is closely related to the one of electronic
circular dichroism. It predicts (and is confirmed by the experiment) that in
contrast to ROA spectroscopy far from electronic resonance, resonance ROA
signals of chiral molecules all have the same sign, provided that only one
excited electronic state is in resonance. In this case, the resonance ROA spec-
trum is equal to the resonance Raman spectrum scaled by a factor equal
to one or one-half the magnitude of the electronic CD anisotropy ratio of
the electronic state which is in resonance, depending on the experimental
setup. The resonance ROA spectra of two enantiomers are related by a reflec-
tion at the wavenumber axis. Altogether, resonance ROA may be regarded as
a means to assess whether only one excited electronic state is in resonance (by
comparison to resonance Raman spectra recorded with unpolarized light),
combined with a detection tool for absolute configurations.

5.5
NRVS

Nuclear Resonance Vibrational Spectroscopy (NRVS) is an exception in the
group of spectroscopic techniques included in this review, since it is the only
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technique which cannot be applied to biomolecules in solution, but which
is restricted to solid samples, measured at very low temperature (typically
around 30 K). However, it possesses outstanding selective properties and is
not affected by the optical selection rules. NRVS filters out the vibrations
which involve a Mössbauer active nucleus, with intensities proportional to the
displacement of that nucleus in a certain vibrational normal mode. The most
important Mössbauer active isotope from a biochemical point-of-view is 57Fe,
so that NRVS is especially useful for heme-containing compounds. The idea of
NRVS is to record the vibrational structures of Mössbauer bands. These struc-
tures are not observable in conventional Mössbauer experiments, but need
a sophisticated experimental setup based on a tunable X-ray synchrotron
source, currently allowing a resolution down to 7–8 cm–1. This demanding
experimental setup is one of the main reasons why NRVS experiments have
become feasible only recently. An up-to-date review on details of the experi-
mental methodology and applications to iron species, comparing experimen-
tal results to DFT calculations, is given in [227]. Since NRVS intensities are
directly related to the contributions of the iron atom(s) to the vibrational
normal modes and the vibrational frequencies [228, 229], only a diagonaliza-
tion of the Hessian matrix is necessary to calculate them. Recent applications
of NRVS to biomolecules have been focussing on myoglobin [229, 230], cy-
tochrome f [230], rubredoxin [229], and the low-frequency modes of the
FeMo cofactor in intact nitrogenase [231].

6
Conclusion

This review provides a survey of the quantum chemical foundations and ap-
plications of first-principles calculations of vibrational spectra of biomolecules.
Because of their large size (which can easily be 100–1000 atoms or more), the
conventional vibrational spectra of biomolecules tend to contain much more
information on a limited space than can be interpreted. Thus, this work fo-
cussed on the theory of techniques which filter out information compared
to conventional IR and Raman spectroscopy, in particular resonance Raman,
difference IR and Raman, two-dimensional techniques, VCD, ROA, CARS,
and NRVS. The complexity of the systems under study and the early stage of
development of many special spectroscopic techniques makes first-principles
calculations a very valuable tool for the interpretation of vibrational spectra.

For the same reason, i.e., their complexity, many biomolecules are not ac-
cessible by conventional quantum chemical methods. This requires either to
cut out a central fragment and analyze it with an accurate (but computation-
ally expensive) method such as (in the context of large molecules) DFT, to
treat the whole molecule with cheaper, but less accurate (e.g., semi-empirical)
methods, or to use a combination of both (like QM/MM). A conceptionally
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different approach to this problem is to describe the whole biomolecular sys-
tem with accurate methods, but to restrict the calculation to the relevant
information only. Two such methods, mode-tracking to calculate vibrational
normal modes and direct numerical differentiation of molecular property
tensor along normal modes to obtain the corresponding intensities, were pre-
sented and compared to conventional computational schemes.

By selective calculation of the relevant normal modes and intensities only,
large biomolecules are made accessible to accurate quantum chemical cal-
culations in the future, and accordingly, solvent effects, whose treatment by
continuum models is often not sufficient to model all spectral features (es-
pecially in the context of VCD and ROA), may be treated explicitly for much
larger systems.
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Abstract The basic concepts of Car–Parrinello molecular dynamics (CPMD) and its ap-
plication to biological systems are reviewed. In Car–Parrinello simulations the electronic
structure is calculated on the fly, i.e., during the course of simulations the potential is
adjusted according to the chemical events occurring in the system. This allows for more
unbiased simulations of chemical processes, as opposed to classical molecular dynamics,
which utilize predefined potentials. In contrast to Born–Oppenheimer molecular dynam-
ics, where the nuclei are propagated under classical equations of motions and where the
wave function is calculated in every time step, CPMD maps this two-component classi-
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cal/quantum system onto a two-component purely classical system. A short introduction
into classical mechanics, which provides the equations of motions, is given. DFT will be
briefly outlined because it represents the standard method for obtaining the electronic
structure during a CPMD simulation. QM/MM approaches, which combine the CPMD
method for a core region with a classical description of its environment, are also re-
viewed. These schemes provide a more reliable description of biological systems, whose
properties are strongly influenced by their surroundings. A brief overview over the ap-
plication of Car–Parrinello simulations to biological systems is provided. Finally, a case
study to illustrate some of the basic possibilities of this method is discussed.

Abbreviations
BOMD Born–Oppenheimer molecular dynamics
CPMD Car–Parrinello molecular dynamics
DFT Density functional theory
GGA Generalized gradient approximation
HF Hartree–Fock
LDA Local density approximation
MD Molecular dynamics
MM Molecular mechanics
MP2 Second order Møller–Plesset theory
PP Pseudopotential
PW Plane wave
QM/MM Quantum mechanics/molecular mechanics
TDDFT Time-dependent density functional theory
WDA Weighted density approximation

1
Introduction

Chemical and biological systems are far from simple and can encompass
a complicated interplay between many different sorts of interactions of many
different functional groups. Furthermore, these systems are often not stiff,
but flexible and therefore of a dynamical nature. In view of this compli-
cated nature of biological and complex chemical systems the right choice of
a method that is able to include all of these effects is necessary. While tra-
ditional, static quantum chemical methods are able to resolve, for instance,
the geometrical or electronic behavior of a relatively small amount of atoms
at a high level of accuracy, traditional molecular dynamics simulation tech-
niques are able to include a large amount of atoms and to temporally resolve
the microscopic level. Thus, when interested in the high resolution of a local
area within the biomolecule, quantum chemical methods are certainly the
right choice. On the other hand, one might be interested in solvent effects
(and therefore be in need of a large amount of atoms) or in the dynami-
cal behavior (and be in need of a dynamical description of the nuclei) so
the right choice of methods will be given by traditional molecular dynamics
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simulations. Situations might occur where both a quantum chemical treat-
ment of the electronic structure and a dynamical description of the nuclei are
needed. In 1985, Car and Parrinello introduced with their seminal paper [1]
one such method that is able to combine the advantages of both methods.
They used as an elegant trick the extended Lagrangian technique to map
a two-component classical/quantum mechanical treatment (atoms/electrons)
onto a two-component purely classical treatment. As a result the method is
suitable:

• To follow the temporal resolution of the atoms, which is not possible with
static quantum chemical methods, see Fig. 1

• To describe solvent effects, since an ensemble of molecules with periodic
boundary conditions can be treated, see Fig. 2 (right picture)

• To describe spontaneous events, which is impossible for traditional mo-
lecular dynamics simulations that rely on predefined potentials, see Fig. 2
(left picture)

• To include polarization or cooperative effects, because the many-body na-
ture is properly treated within this method, see Fig. 3

Fig. 1 Diffusion of DMSO molecules in water. The water molecules are dispensed with for
clarity. For simulations see [2–4]

Fig. 2 Left: Cartoon of a spontaneous event (a double hydrogen transfer in this case), see
Sellmann complexes in Sect. 8 and [5]. Right: Illustration of solvent effects at the example
of an artificial guanidinium receptor, Kirchner et al. unpublished results
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Fig. 3 Various water clusters showing cooperative effects. The numbers give the percent-
age of energy that is covered by assuming pair additivity, see [6]

Since there is no “free meal”, disadvantages of the Car–Parrinello method,
like short simulation times and lower quantum chemical accuracy, are
a byproduct of the limited amounts of computer time available today. Those
disadvantages will be discussed in the relevant sections below. Car–Parrinello
simulations have already been the subject of many review articles. For addi-
tional information, the reader is referred to the excellent reviews of Remler
and Madden [7], Marx and Hutter [8], and Tuckerman and Martyna [9, 10].
The next few sections describe the Car–Parrinello methodology, which is the
central topic of this article. Since the Car–Parrinello method uses molecular
dynamics simulations, we will start with a very brief outline of the method-
ology, however, we will not go into detail because this topic is covered by
another chapter (see the review of Schulten et al. in this volume). The mo-
lecular dynamics discussion is followed by a section on electronic structure
method, where only density functional theory is introduced. The reason for
this is that up to now the Car–Parrinello method is mostly implemented on
the basis of density functional theory. This is not due to shortcomings of
the method, but due to the reasonable amount of computer time available.
After the discussion of the electronic structure method we shed some light
onto the basis sets and the pseudopotentials used. Next, we turn to the Car–
Parrinello method in detail. This is followed by a short introduction of the
QM/MM methodology, as most often biological systems are studied using the
Car–Parrinello method in the framework of a QM/MM ansatz. Again we do
not go into much detail, since this topic is covered by Senn and Thiel in this
volume. We continue with an overview of articles that have appeared in the
literature and have applied the Car–Parrinello method to biological systems;
one selected example will be highlighted. Finally, conclusions and discussions
end this review article.
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2
Molecular Dynamics Simulations

We will first briefly review the basics of molecular dynamics simulations,
which are required to understand the ideas behind first principle molecular
dynamics simulations [11]. The aim of molecular dynamics simulations is to
study a system by recreating it on the computer in a manner that is as close to
nature as possible, i.e., by simulating the dynamics of a system over a physi-
cal length of time relevant to properties of interest. Therefore, there are two
topics at the heart of molecular dynamics simulations. First, the equations
of motion must be defined and second, the forces by which the particles are
moved must be described.

To this end, classical mechanics is applied to describe the nuclear motion
of the particles, i.e., the equations of motion. This is an approximation. Ex-
tensions that include quantum effects [12, 13] have been explored. It turns out
that employing classical mechanics is a very good approximation for molecu-
lar systems, as long as the properties studied are not related to vibrations with
a frequency ν such that hν � kbT.

2.1
Equations of Motion

The equations of motion may be written in various ways. We assume a sys-
tem of N particles interacting via a potential U. Each particle I (usually an
atom) is described by its position RI and conjugated momenta PI = MIṘI .
Here MI is the mass of the particle. In our simulations we have a set of all
positions {R1, R2, ...RN} and of all momenta {P1, P2, ...PN}, which are abbre-
viated RN and PN , respectively. The equations of motion can be derived from
the Euler–Lagrange equations:

d
dt

∂L

∂Ṙ
–

∂L

∂R
= 0 , (1)

where the Lagrangian function L is given in terms of kinetic minus potential
energy:

L(RN , ṘN) = K – U =
N∑

I=1

1
2

MIṘ2
I – U(RN) . (2)

The Lagrangian formalism allows for an easy introduction of restraints by
simply adding the constraining condition. Alternatively, the Hamiltonian for-
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malism can be used:

H(RN , ṘN) =
N∑

I=1

ṘN
I ṖN

I – L(RN , ṘN)

= K + U =
N∑

I=1

P2
I

2MI
+ U(RN) . (3)

The force FI(RN) on particle I is obtained as the change of U(RN) due to
an infinitesimal displacement of I, i.e., the partial derivative of the potential
U(RN):

FI(RN) = –
∂U(RN)

∂RI
. (4)

In traditional molecular dynamics simulations an analytical function like the
Lennard–Jones potential is used for U(RN), such that this analytical form is
simple enough to obtain the analytical derivative.

The description of these forces can be very important for the outcome of
the simulations [14, 15]. Usually the forces on the particles are operated pair-
wise additively, as already explained in the introduction. U(RN) is then given
as a sum over two-body potentials u(RIJ):

U(RN) =
N∑

I

N∑

J>I

u(RIJ) =
1
2

N∑

I

N∑

J �=I

u(RIJ) . (5)

This is again an approximation, since many-body or cooperative effects are
neglected. As opposed to the quantum nature of the particle (nuclei) dynam-
ics, cooperative effects are obviously more important in complicated liquids.
A better description of many-body effects is provided by polarizable forces
fields that make up for the neglect of such effects. A second way to circumvent
this problem is given by first-principle simulations, which explicitly include
cooperative effects in the description of the system under consideration (as
we will see in the next sections) because here the complete electronic struc-
ture of the system is treated at once.

The equations of motion according to Hamilton’s equation read:

ṘI =
∂H

∂PI
=

PI

MI
, (6)

ṖI = –
∂H

∂RI
= –

∂U(RN)
∂RI

= FI(RN) . (7)

Newton’s second law can be obtained from this equation by using PI = MIṘI ,
taking the time derivative and equating it to the second part of the Hamilton
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equations and inserting it into Eq. 7:

MIR̈I = FI(RN) . (8)

Having arrived at the equations of motion, numerical integration helps to find
the solution. One of the most prominent algorithms was invented by Störmer
and Verlet [16, 17].

Before discussing first-principle simulations another approach to simula-
tions should be mentioned, namely the extended system approach. In this,
additional degrees of freedom that control a quantity under consideration
can be added to the system [16–19]. Thereby, thermostats or barostat can be
simulated [20–24].

2.2
Thermostats

The most forward way to keep the temperature (i.e., the kinetic energy) con-
stant in classical molecular dynamics simulations is to scale the velocities of
every single particle [16]. However, one can show that the average tempera-
ture of a NVT ensemble (i.e., an ensemble where the number of particles
N, the volume V, and the temperature T are kept constant) fluctuates, and
that therefore the scaling of every single velocity can lead to an unphys-
ical system [16]. A convenient method to keep the NVT ensemble is the
Nosé(–Hoover)-thermostat [20, 21, 23, 24], where a heat bath is coupled to the
system and energy can flow freely between these two systems. The heat bath
is represented by an additional degree of freedom S, while the energy flow
is described by the conjugated momentum PS of S. The complete system is
describe by the extended Lagrangian: LNosé(Ṙ, R, S

·
, S) [20, 21],

LNosé = LNosé(Ṙ, R, S
·
, S)

=
N∑

I=1

MI

2
S2Ṙ2

I – U(RN) +
Q
2

S
·2 – LkbTlnS , (9)

where kb is the Boltzmann constant and L is a chosen parameter to obtain the
canonical average. Q is considered an effective mass, and controls the speed
with which energy is transferred between the system and the reservoir. It
must be chosen with care, because small values for Q lead to a fast oscilla-
tion of the extended variable S, and therefore require a very small time step
to accurately describe the extended system. However, this leads to more time
steps needed to equilibrate the system, which is to be kept at constant tem-
perature. On the other hand, large values of Q lead to a very slow response of
S to changes in this system, and here the convergence of the additional degree
of freedom S requires a larger number of time steps [25]. With the conjugated
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momenta:

PI ≡ ∂L

∂ṘI
= MIS2ṘI , (10)

PS ≡ ∂L

∂S·
= QS

·
, (11)

one obtains the Hamiltonian HNosé for the complete system:

HNosé = HNosé(Ṙ, R, S
·
, S) (12)

=
N∑

I=1

P2
I

2MIS2 + U(RN) +
P2

S

2Q
+ LkbT ln S . (13)

The equations of motion are therefore given by:

dRI

dt
=

∂HNosé

∂PI
=

PI

MIS2 , (14)

dPI

dt
= –

∂HNosé

∂RI
= –

∂U(RN)
∂RI

, (15)

dS
dt

=
∂HNosé

∂PS
=

PS

Q
, (16)

dPS

dt
= –

∂HNosé

∂S
=

∑

I

P2
I

MIS2 – LkbT

S
. (17)

For this selection, one must choose L = 3N + 1 to obtain a canonical system.
More commonly, one introduces the scaled variables V ′ [22, 23], which are
also called real variables because they resemble physical observables most
closely. These variables are related to the initial variables by the following
equations:

R′ = R , (18)

P′ = P/S , (19)

S′ = S , (20)

P′
S = PS/S , (21)

t′ = t/S . (22)
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Using relations Eqs. 18–22 and introducing the thermodynamic friction coef-
ficient ξ = S′P′

S/Q, we can write the Eqs. 14–17 in the following form:

dR′
I

dt′
= S

dRI

dt
=

PI

MIS
=

P′
I

MI
, (23)

dP′
I

dt′
= S

d(PI/S)
dt

=
dPI

dt
–

1
S

PI
dS
dt

= –
∂U(R′N)

∂R′
I

–
S′P′

S

Q
P′

I = –
∂U(R′N)

∂R′
I

– ξP′
I , (24)

1
S

dS′
dt′

=
S
S

dS
dt

=
S′P′

S

Q
= ξ , (25)

d S′P′
S

Q

dt′
=

S
Q

dPS

dt

=

∑
I

P′2
I

MI
– LkbT

Q
= ξ̇ . (26)

From these equations of motion one can see how the thermostat works:
The momentum of each particle depends on the friction coefficient through
Eq. 24, i.e., it is lowered if ξ is positive or it rises if ξ is negative. The friction
coefficient is related to the desired temperature T through Eq. 26. If the tem-
perature of the system is too large, ξ rises, which scales down the momenta.

3
Electronic Structure: Density Functional Theory

Because first-principle simulations usually employ density functional theory
(DFT), we will give a brief outline of DFT. The reason for the extensive use
of DFT is its low cost while giving a comparatively good description of the
electronic structure.

3.1
Hohenberg–Kohn Theorems

DFT is used as the formulation to describe the electronic structure based
on the Hohenberg–Kohn theorems [26]. The first Hohenberg–Kohn theorem
states that the ground state density ρ(r):

ρ(r) = ρ(r1) = N
∫

...
∫

|Ψ (x1, x2, ..., xN)|2ds1 dx2...dxN , (27)
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with the electronic wave function Ψ (x1, x2, ..., xN) depending on the spatial
and spin coordinates xi and with N as the number of electrons in the sys-
tem, determines the external potential V̂ext. This theorem is only valid for
a non-degenerate ground state. With N given by:

N =
∫

ρ(r)dr , (28)

the complete Hamiltonian is known, which yields the wave function and
therefore all properties of the system. As a result, we can write the energy as
a functional of the density:

E[ρ] = T[ρ] + Vext[ρ] + Vee[ρ] (29)

= T[ρ] +
∫

ρ(r)v(r)dr + Vee[ρ] , (30)

where T[ρ] is the kinetic energy and Vee[ρ] is the electron–electron interac-
tion. The second Hohenberg–Kohn theorem allows the use of the variational
principle so that a trial density ρ̃ provides an approximation E[ρ̃] to the exact
ground state energy E0[ρ]:

〈Ψ̃ |Ĥ|Ψ̃ 〉 = T[ρ̃] +
∫

ρ̃(r)v(r)dr + Vee[ρ̃] = E[ρ̃] ≥ E0[ρ] . (31)

The remaining problem is to determine the functionals T[ρ] and Vee[ρ].

3.2
Kohn–Sham Equations

The bright idea of Kohn and Sham was to replace the minimization with re-
spect to an unknown ground state density by a minimization with respect to
a set of orthonormal one-particle orbitals [27]. This idea comprises a substi-
tute of non-interacting electrons for the fully interacting N-electron system.
The auxiliary system is described by a single-determinant wave function
consisting of N orbitals φi for N-independent electrons. Inserting this wave
function Ψ KS into Eq. 27 yields:

ρ(r) =
N∑

i

|φi(r)|2 , (32)

which equals the density of the fully interacting system. The energy of this
auxiliary system is given by:

Eaux[ρ] = Ts[ρ] +
∫

vs(r)ρ(r)dr , (33)
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where the kinetic energy term can be easily evaluated as:

Ts[ρ] =
N∑

i

〈
φi

∣
∣∣∣–

1
2
∇2

∣
∣∣∣φi

〉
. (34)

Turning back to the system with interacting electrons, we can simply add
and subtract the energy expression in Eq. 33 from the energy of the interact-
ing system. Rearranging the terms and introducing the exchange–correlation
energy functional: Exc[ρ],

Exc[ρ] = T[ρ] – Ts[ρ] + Vee[ρ] – J[ρ] , (35)

where the Coulomb energy J is given by the classical Poisson integral [28]:

J[ρ] =
1
2

∫ ∫
1

|r – r′|ρ(r)ρ(r′)dr dr′ =
1
2

∫
drVH(r)ρ(r) , (36)

finally yields the Kohn–Sham energy EKS[ρ]:

EKS[ρ] = Ts[ρ] +
∫

drv(r)ρ(r) +
1
2

∫
drVH(r)ρ(r) + Exc[ρ] , (37)

which can be varied with respect to the orbitals, subject to an orthonormality
constraint. This leads to the Kohn–Sham equations:

{
–

1
2
∇2 + v(r) + VH(r) +

δExc[ρ]
δn(r)

}
φi(r) =

∑

j

Λijφj(r) . (38)

These equations are one-particle equations involving an effective one-particle
Hamiltonian hKS (see terms in braces of Eq. 38). Λij are the Lagrange multi-
pliers for the constraint that orbitals are orthonormal. The “art” of density
functional theory is now to derive an accurate exchange–correlation func-
tional empirically. This will be discussed in the next section.

3.3
Exchange Correlation Functional and Dispersion Corrections

The first approximation to the exchange correlation functional is the so called
local density approximation (LDA) [27]. To derive the functional, the Kohn–
Sham energy is obtained for a homogeneous electron gas in a large box in
which a positive charge is spread out to neutralize the system. As a result,
the Coulomb interaction of the electrons with the positive charges (nuclei)
cancels exactly with the inter-electron interaction and the inter-nuclei inter-
action. The energy ELDA[{ρ}] then finally reads:

ELDA[ρ] = Ts[ρ] + Exc[ρ] , (39)
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where Exc[ρ] can be split up into an exchange part Ex[ρ] and a correlation
part Ec[ρ]:

E[ρ] = Ts[ρ] + Ex[ρ] + Ec[ρ] . (40)

From this ansatz, Ex is obtained as:

Ex[ρ] = – 0.7386
∫

ρ(r)4/3dr . (41)

To get the correlation part, Nusair et al. [29] fitted exact Monte Carlo calcu-
lations and obtained Ec[ρ] as the difference between the exact energy and
Ts[ρ] + Ex[ρ]. The LDA approximation has two main drawbacks: First, it
originates from a homogeneous electron gas, which is normally not found in
real systems. Also, the dependence on r in the limit of r → ∞ is not correct.
Becke [30] introduced a gradient-corrected exchange functional term EB

x of
the form:

EB
x = –

∫
ρ(r)βρ1/3 x2

(1 + 6βx sin h–1x)
dr , (42)

with:

x =
|∇ρ|
ρ4/3 . (43)

The functional is derived by imposing the correct asymptotic behavior as
a restrain. The parameter β is adjusted to β = 0.0042 so that EB

x reproduces
the exchange energy of six noble gases. Therefore, this functional accounts for
both problems associated with the LDA functionals. It is one of the so-called
generalized gradient approximation (GGA) functionals, which are given by:

Exc =
∫

F(ρα, ρβ, ζαα, ζββ , ζαβ)dr , (44)

with ζσσ ′ = ∇ρσ∇ρσ ′ . One problem remains with all the above functionals:
dispersion interactions are not described sufficiently well.

A wide variety of functionals to address this problem has been developed
so far: the GGA in combination with an (empirical) 1/r6 van der Waals cor-
rection term EvdW, the weighted density approximation (WDA), and methods
based on time-dependent density functional theory [31].

GGAs and 1/r6 van der Waals corrections terms were originally applied
to correct the Hartree–Fock energy [32]. Based on Anderson, Langreth, and
Lundqvist [33] the van der Waals term is corrected for both separated uni-
form electron gas and separated atoms with an explicit 1/r6 term. Others [34–
38] include an empirical 1/r6 term. A cutoff criterion is employed to separate
the regions where the length scale for the change of the local Fermi wave-
vector is smaller than the electron screening length. Furthermore, because
of the divergence of this EvdW expression for short distances, damping func-
tions were introduced. Becke and coworkers were able to develop a correction
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scheme based on the idea of parameterizing the 1/r6 contribution generated
by the instantaneous dipole moment of the exchange hole [39].

The weighted density approximation [40] starts from the exact expression
for the exchange correlation functional to obtain a weighted density approx-
imation. An unknown pair–correlation function enters the expression, which
leads to an introduction of a weighted density parameter. Several suitable
functions were proposed [41], among them functions of Gunnarson–Jones
type, Gaussians, fourth-order Gaussians, and Lorentzians.

The strategy for the seamless approach is to approximate the density dis-
tribution n(r) by LDA or GGA and to divide the Coulomb interaction U(r)
into short- and long-range parts. The contribution for the long-range interac-
tion starts as in WDA from the exact expression. Unlike the WDA approach,
a polarization term enters the equation, which is transformed into a time do-
main and leads to complicated expressions. If pseudopotentials are used, the
long-range parts can also be approximated by a suitably chosen non-local
form [42]. This approach will be briefly discussed in the next section.

4
Basis Sets and Pseudopotentials

We want to recall here that the basis sets used in quantum chemical calcula-
tions are usually built up by atom-centered functions. Within the category of
atomic orbitals, there are mostly two types of basis functions used: (1) Slater-
type orbitals and (2) Gaussian-type orbitals [43, 44]. In principle, Gaussian-
type orbitals are inferior to the Slater-type orbitals, but they are easier to
handle, e.g., two-electron integrals can be calculated analytically. Previously,
it was common to develop a basis set according to the special problems at
hand, for an example see [45]. Nowadays, many special Gaussian basis sets
exist and most often only exponents are changed or functions are added in-
stead of developing a completely new basis set. However, the CPMD method
utilizes plane wave basis sets. The reason for this is that simulations are often
used to obtain insight into bulk materials like liquids or solids, which require
periodic boundary conditions to avoid surface effects. While periodic bound-
ary conditions are naturally incorporated into plane waves, this is not the case
for Gaussian-type orbitals, and additional problems arise, which need to be
handled with care [46–49].

4.1
Plane Waves

Plane waves [7, 10]:

f PW
G (r) = exp[iG · r] , (45)
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form a complete and orthonormal basis with an inherent periodicity, where
G is the reciprocal space vector and r is the electronic coordinate. If a simula-
tion takes place in a cubic box, this box is replicated throughout space to form
an infinite lattice. Plane waves are not atom-centered and therefore allow for
a steady description of the wave functions at all positions. This means that the
simulation is not biased by an unequally good description of different spatial
regions. A periodic function can be expanded in the basis of the form given
in Eq. 45:

ψ(r) = ψ(r + L) =
∑

G

ψ(G) exp[iG · r] . (46)

The functions ψ(r) and ψ(G) are related by a three-dimensional Fourier
transform. The direct lattice vectors L connect equivalent points in different
cells. The Kohn–Sham orbitals can be written in Bloch form:

φi(r) = φi(r, k) = exp[ik · r]ui(r, k) , (47)

where k is a vector in the first Brillouin zone. The functions ui(r, k) hold the
periodicity of the direct lattice:

ui(r, k) = ui(r + L, k) . (48)

The index i runs over all one-particle states and these are associated with an
occupation. Expanding the periodic functions ui(r, k) in the plane wave basis
leads to:

ui(r, k) =
∑

G

ci(G, k) exp[iG · r] , (49)

and the Kohn–Sham orbitals are given as:

φi(r, k) =
∑

G

ci(G, k) exp[i(G + k) · r] . (50)

When the density is used in the calculations, the integration over the Brillouin
zone has to be approximated by a finite sum over special k-points. Further-
more, the infinite sum over G vectors and cells (stems from the prefactor,
which is omitted here for brevity) has to be truncated. Since the Kohn–Sham
potential converges rapidly with increasing modulus of G, such G vectors with
a kinetic energy higher than a given maximum cutoff Ecut are neglected:

1
2
|G|2 ≤ Ecut . (51)

The drawback of the uniform description is that regions that are situated far
apart from the nuclei, and therefore do not contribute significantly to the
wave function of the system, are described by the same high accuracy and the
therewith connected CPU time as the regions close to the nuclei. This should
not be a severe problem as long as the wave function at the nuclei is described
properly with a reasonable small number of plane waves, i.e., with a rather
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small cutoff. Unfortunately, this is not the case, because the wave function
changes rapidly close to the nuclei, and normally shows several nodes in this
region. This is the reason why the plane wave description is usually accompa-
nied by pseudopotentials [8].

Another approach uses a mixed auxiliary basis set to describe the density
simply by expanding the orbitals in Gaussians [50, 51]. Such approaches are
available in standard program packages such as the CP2K code [52].

4.2
Pseudopotentials

The rapid change of the wave function in the inner core region of each atom
requires a prohibitively large set of plane waves. This region does not con-
tribute much to the chemical binding so an approximate, but much smoother
(and therefore less complicated), description of the wave function in this re-
gion is feasible [8, 53]. This can be achieved by altering the potential of the
nuclear charges and the core electrons inside an (arbitrarily) chosen cut-
off radius rc, i.e., by replacing the old potential by a pseudopotential. This
pseudopotential should fulfill a number of requirements [54]. First it should
generate a new orbital φl = φ

ps
l (ε, r) that reproduces the exact valence shell

eigenvalues as well as the exact all-electron orbital φae
l = φae

l (ε, r) outside rc.
It should be norm conserving, i.e., the number of electrons in the core region
should be identical for both φl and φae

l . The pseudoorbital φl should have the
same logarithmic derivative as well as the same first energy derivative of the
logarithmic derivative as φae

l outside rc. A major breakthrough was achieved
by Hamann, Schlüter, and Chiang [54] who showed that norm conservation
and the energy derivative of the logarithmic derivative (at the distance R) are
related through the identity:

– 2π
[

(rφl)
2 d

dε

d
dr

ln φl

]

R
= 4π

R∫

0

φ2
l (r)r2dr . (52)

To prove this identity [55], one must consider the radial equation:

–
1
2
φ′′

l +
[

l(l + 1)
2r2 + Veff(r) – ε

]
φl = 0 (53)

for a spherical atom, with φ′
l = d

dr φl. This relation can be reformulated into:

2
[

l(l + 1)
2r2 + Veff(r) – ε

]
=

φ′′
l

φl
=

d
dr

φ′
l

φl
+

(
φ′

l

)2

φ2
l

= χ ′
l + χ2

l , (54)
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defining the function χl = χl(ε, r) as:

χl ≡ d
dr

ln φl =
φ′

l

φl
. (55)

Differentiating Eq. 54 with respect to ε yields:

– 2 =
∂

∂ε
χ ′

l + 2χl
∂

∂ε
χl . (56)

For any arbitrary function f (r) and any l the relation:

1

φ2
l

∂

∂r
[φ2

l f (r)] = f ′(r) + 2
φ′

l

φl
f (r) = f ′(r) + 2χlf (r) (57)

is valid. Inserting this equation for f (r) = ∂
∂ε

χl into Eq. 56, multiplying by
φ2

l (r) and integrating over the complete space, one finally obtains the above
identity. The pseudopotential is obtained by optimizing φae

l and fitting φl with
the new pseudopotential under the above-mentioned constraints to the real
eigenvalue. Because the pseudopotential must be calculated for every angular
momentum, but acts only as a linear operator on r, it is commonly written as
a semi-local operator V̂SL:

V̂SL =
∑

lm

|Ylm〉Vl(r)〈Ylm| , (58)

where Ylm = Ylm(θ, φl) = Plm(cos(θ))eimφl is a spherical harmonic. This ap-
proach yields very accurate results [56], but suffers in plane wave calculations
from the high cost of evaluating the matrix elements containing the semi-
local potential.

Kleinman and Bylander [57] addressed this remaining problem by sepa-
rating the semi-local potential in a local l-independent and a new semi-local
part:

V̂SL = V̂local(r) +
∑

lm

|Ylm〉δVl(r)〈Ylm| , (59)

where the semi-local part is then replaced by a new, computationally less
demanding and fully separable non-local term. This term can be chosen ar-
bitrarily, which therefore allows for additional error corrections.

Goedecker et al. [58, 59] finally introduced a new class of analytic separa-
ble pseudopotentials, tailor-made for fast integration on the real space grid,
but still norm conserving. The fitting procedure was slightly altered by min-
imizing a penalty function, which takes into account the difference in charge
as well as the eigenvalues between φae

l and φl.
This approach was extended by Lilienfeld et al. [42] who introduced a sec-

ond penalty function to account for the long range dispersion interaction rep-
resented by MP2 calculations. This second penalty function was minimized
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using one single additional projector, i.e., one additional angular momentum
quantum number, generating one additional, non-local potential.

5
Car–Parrinello Simulations

The most straightforward way to introduce first-principle molecular dynam-
ics is to propagate the nuclei classically and solve Schrödinger’s equation for
every time step “on the fly”, to obtain the new orbitals. This procedure is
called Born–Oppenheimer molecular dynamics (BOMD) [60]. Compared to
the Born–Oppenheimer approximation, where the atoms do not move dur-
ing the wave function optimization, and the approximations inherent in the
electronic structure method, BOMD is exact. Unfortunately, obtaining the
wave functions in every time step results in a prohibitively large effort of
computational resources, which gives an upper limit to the accuracy of the
wave function. On the other hand, poorly converged wave functions lead to
a drift in the total energy [8, 61]. Therefore, energy conservation can be con-
sidered as the lower limit to the accuracy of the wave function. In contrast to
BOMD, in Car–Parrinello molecular dynamics (CPMD) [1] both systems, i.e.,
the electrons and the nuclei, evolve at the same timescale, effectively elimi-
nating the explicit time-dependence of the quantum subsystem. The obvious
advantage of this procedure is that the wave function is calculated only once,
thus saving a lot of computer resources. The classical kinetic energy Ee

kin of
the electrons was proposed by Car and Parrinello to be:

Ee
kin =

∑

i

1
2
µ〈φ̇i | φ̇i〉 , (60)

where φi are the one-electron Kohn–Sham orbitals, φ̇i is the time derivate of
φi and µ is an arbitrary parameter, denoted as the fictitious mass of each
electron. To keep the orbitals orthonormal one must introduce the constraint
EKS[{φi}, RN] = EKS[{φi}, RN] +

∑
ij Λij(〈φi | φj〉 – δij).

The Lagrangian LCP ≡ LCP[RN , ṘN , {φi}, {φ̇i}] postulated by Car and Par-
rinello [1] finally reads:

LCP[RN , ṘN , {φi}, {φ̇i}] =
N∑

I=1

1
2

MIṘ2
I

+
∑

i

1
2
µ〈φ̇i | φ̇i〉 – EKS[{φi}, RN] . (61)

Note, that the extended Kohn–Sham energy functional EKS is dependent on
the orbitals {φi} and RN . The corresponding Newtonian equations of mo-
tion are derived from the associated Euler–Lagrange equations for the nuclear



150 J. Thar et al.

positions like in classical mechanics:

d
dt

∂LCP

∂ṘI
–

∂LCP

∂RI
= 0 , (62)

and for the orbitals:
d

dt
∂LCP

∂〈φ̇i | –
∂LCP

∂〈φi | = 0 . (63)

This leads to the Car–Parrinello equations of motion:

MIR̈I(t) = –
∂EKS

∂RI
+
∑

ij

Λij
∂

∂RI
〈φi | φj〉 , (64)

µφ̈i(t) = –
δEKS

δ〈φi | +
∑

j

Λij | φj〉 . (65)

Because this Lagrangian does not depend explicitly on time, the (physically
meaningless) total energy HCP:

HCP =
N∑

I=1

1
2

MIṘ2
I +

∑

i

1
2
µ〈φ̇i | φ̇i〉 + EKS = EI

kin + Ee
kin + EKS (66)

of the whole system is conserved. To guarantee that sum of the kinetic energy
of the nuclei, EI

kin (and the potential energy EKS) remains nearly constant, the
parameter µ is chosen small enough that Ee

kin is several orders of magnitude
smaller than EI

kin + EKS. With this choice of µ, one creates a coupled classical
system of two energy reservoirs. The “hot” nuclei, and the “cold” electrons
with an unequal distribution of energy [62]. According to the equiparti-
tion theorem, which states that the energy is distributed equally between all
quadratic degrees of freedom in an equilibrated physical system, one would
expect a constant flow of energy from the “hot” nuclei to the “cold” elec-
trons during the course of simulation. This would destroy the conservation
of EI

kin. Furthermore, with rising temperature the wave function deviates
more and more from a perfectly converged wave function for the given pos-
itions of nuclei. In this case, it is commonly said that the electrons leave the
Born–Oppenheimer surface [8]. Therefore, one must suppress this energy
flow to maintain the adiabatic separation. To do this one can consider ad-
justing the parameter µ or the introduction of thermostats for both energy
reservoirs [63], as shown in Sect. 2.2.

5.1
Fictitious Mass µ

Pastore et al. [62] as well as Tagney [64] pointed out that the adiabatic sep-
aration depends crucially on the separation of the spectrum for the ionic
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vibrations and the ultrahigh-frequency oscillation of the orbitals. A nice re-
view on the coupling between the electronic excitations and the phonons
was written by Chester [65]. Assuming a linear Kohn–Sham Hamiltonian and
equal occupation of all occupied orbitals, the frequency for the electronic
excitation can be approximated as:

ωij = (fj(ε∗
i – εj)/µ)1/2 , (67)

where fj is the occupation number of the Kohn–Sham orbital φj, ε∗
i is the

eigenvalue of the unoccupied orbital φi, and εj is the eigenvalue of φj. The
lowest electronic excitation frequency ωmin, i.e., the electronic frequency
closest to the frequencies of the nuclei, is therefore determined by the Kohn–
Sham gap. Obviously, ωmin can be adjusted by µ. This gives rise to the idea of
shifting µ towards zero, giving the best possible adiabatic separation. How-
ever, this idea is limited by the fact that the largest possible time step for
the simulation depends on the inverse of the highest electronic frequency
ωmax [8]. Therefore, choosing µ means compromising between a sufficiently
large frequency gap and a reasonable timescale for the simulation. A second
problem arises for systems with a small, or even without any, Kohn–Sham
gap, especially metals. In this case, the adiabatic separation breaks down and
cannot be saved by a finite µ, because ωmin goes to zero and the frequency
spectra of the ions and the electrons overlap. Here, thermostats for both the
electrons and the ions can be used to maintain the adiabatic separation [66].
Tagney et al. [64, 67] could also show that the deviation of the forces of the
CPMD simulation compared to BOMD is proportional to the fictitious mass
µ. For purely ionic systems, where the electronic structure of one atom is
not perturbed by the neighboring atoms, this difference reduces to a simple
rescaling of the ionic masses, which can be corrected a priori [67]. For more
delocalized systems, this difference was shown to be smaller, but cannot be
corrected any further.

6
QM/MM

Despite the success of the Car–Parrinello method, biological systems like pro-
teins or systems where explicit solvent effects are observed are too large to
be described by density functional theory. For such systems, several hybrid
QM/MM schemes have been developed, rooting back to the original idea pro-
posed by Warshel and Levitt [68]. The basic idea of all the hybrid schemes is
that the system is divided into one (chemically active) region described by the
quantum mechanical (QM) method and one surrounding region described by
classical molecular mechanics (MM). The crucial point of the hybrid methods
is the coupling Hamiltonian that describes the interface region between the
QM and the MM part. Referring to classical molecular mechanics, the con-
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tributions to the coupling Hamiltonian can be divided into bonded and non-
bonded interactions. Bonded interactions only arise when the QM/MM par-
titioning breaks existing bonds. In this case, the related MM atom has to be
replaced by a hydrogen atom or a suitable pseudopotential [69–71] to avoid
unsaturated valence orbitals on the related QM atom. Another solution to this
problem is the so-called frozen orbital method [70, 72–74], where suitable
orbitals are located on the related MM atom. These orbitals are not evolved
during the simulation, but nevertheless raise the computational cost for plane
wave codes significantly [75]. Angles and dihedral terms are completely de-
scribed by the underlying classical force field [75]. For the discussion of the
non-bonded interaction, we restrain ourselves to hybrid schemes involving
the CPMD method [75–78]. Non-bonded interactions in classical molecular
dynamics consist of the van der Waals contribution and the electrostatic in-
teraction. The van der Waals interaction can be expressed by a Lennard–Jones
potential HvdW:

HvdW =
∑

iεMM
jεQM

4εij

{(
σij

|Ri – Rj|
)12

–
(

σij

|Ri – Rj|
)6

}

, (68)

where QM denotes the set of all atoms in the QM region, MM denotes the
set of atoms of the MM region, and Rk denotes the position of one nucleus
k in the QM region or one atom k in the MM region. The construction of
an appropriate electrostatic interaction is the most challenging point. In gen-
eral, the electrostatic Hamiltonian Hel, describing the interaction between the
electrons of the QM system with the charges of the MM system, is given by:

Hel =
∑

jεMM

qj

∫
dr

ρ(r)
|r – Rj| , (69)

where qj is the charge of the MM atom at the position Rj and ρ(r) is the charge
density of the QM part at the electron position r.

Therefore, a partially positively charged MM atom represents a trap for the
electron density of the QM part, because the electrostatic interaction goes to
infinity if the electron approaches the MM atom. This phenomenon is called
the spill-out effect (Fig. 4) and is attributed to the missing repulsion of the
core electrons on the MM atoms. All schemes rely on modifying the electro-
static potential of the MM atoms in the vicinity of the QM region, i.e., by
altering the short range Coulomb interaction such that Hel remains finite for
|r – Rj| → 0.

Eichinger et al. [76] replaced the point charges of the MM atoms close to
the QM part by a Gaussian distribution of charges. Thus, their electrostatic
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Fig. 4 Plot of electron localization function (ELF) for a water dimer as obtained from
a full quantum calculation employing CPMD and a QM/MM calculation employing
GROMACS-CPMD. λ = 10 is equivalent to a pure 1/r electrostatic potential, λ = 1 is
equivalent to a modified electrostatic interaction with a finite value for r → 0. Reprinted
with permission from [77]. Copyright 2005, American Institute of Physics

Hamiltonian finally reads:

Hel =
∑

jεMM

qjNρ

∫
drρ(r)

erf(|r – Rj|/σ)

|r – Rj| , (70)

where Nρ is the normalization constant for the electronic density and erf is
the error function.

A second approach was undertaken by Laio et al. [75], where Hel was
modified to:

Hel =
∑

jεMM

qj

∫
drρ(r)vj(|r – Rj|) , (71)

with:

vj(|r – Rj|) =
rn

cj – |r – Rj|n
rn+1

cj – |r – Rj|n+1
, (72)

where rcj is the covalent radius of the atom j and n is an empirically deter-
mined parameter.

One further proposal was given by Biswas et al. [77], who expanded
the charge qj on the MM atom in terms of hydrogen-like wave functions
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φ(r′ – Rj):

φ(r′ – Rj) =

(
qjξ

3

π

)1/2

e–ξ|r′–Rj| , (73)

where ξ can be freely adjusted. The electrostatic Hamiltonian in this case
reads:

Hel =
∑

jεMM

Nρ

∫
dr

∫
dr′ ρ(r)|φ(r′ – Rj)|2

|r′ – r| . (74)

All of these Hamiltonians approach a finite value of Hel for |r – Rj| → 0 and
show a 1/|r – Rj| behavior for long distances. In order to save CPU time, the
explicit evaluation of the Coulomb interaction with every MM atom can be
replaced by a multipole expansion [75] of the electrostatic field of the QM
region:

∫
dr

ρ(r)
|r – Rj| = C

1
|Rj – R̄| +

3∑

α=1

Dα
(Rα

j – R̄α)

|Rj – R̄|3 (75)

+
1
2

3∑

α,β=1

Qαβ
(Rα

j – R̄α)(Rβ
j – R̄β)

|Rj – R̄|5 + O

(
Rq

|Rj – R̄|
)4

= Hlr(j) + O

(
Rq

|Rj – R̄|
)4

,

where r̄ is the geometrical center of the quantum subsystem and therefore the
origin of the multipolar expansion. C is the monopole, Dα is the dipole, and
Qαβ is the quadrupole. They are given by:

C =
∫

drρ(r) , (76)

Dα =
∫

drρ(r)(rα – R̄α) , (77)

Qαβ =
∫

drρ(r)
[

3(rα – R̄α)(rβ – R̄β) – δαβ|r – R̄|2
]

. (78)

This multipole expansion is only used for the potential seen by atoms outside
an arbitrarily chosen cut-off radius Rc around every quantum atom. All atoms
inside Rc see the exact, non-expanded potential.
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7
Literature on Biological Systems

In the last decade, Car–Parrinello molecular dynamics simulations have de-
veloped into a powerful tool for the investigation of biomolecules such as
proteins, peptides, enzymes, or even DNA and RNA. We present a brief review
of applications of CPMD in this area.

7.1
Proteins, Peptides, and Amino Acids

One of the strengths of CPMD is the possibility of observing spontaneous
events. This can be utilized for the investigation of systems where proton
transfers or the formation and breakage of hydrogen bonds are expected. Ex-
amples of such investigations are: the simulation of the proton transfer in
a polyglycine analog of the gramicidin A ion channel, by Klein and cowor-
kers [79]; the study of the dynamics and energetics of a fully hydrated model
complex of the pSer133 and the corresponding part of the CREP-binding pro-
tein (CBP), by Carloni and coworkers [80]; simulations of the deprotonation
of histidine residues in aqueous solution, by Ivanov and Klein [81]; and stud-
ies of the role of intramolecular hydrogen bonds for the torsion of arylamide
derivatives, by Doerksen et al. [82].

Further examples of protein CPMD simulations are the examination of the
binding of copper ions to prion proteins by the Röthlisberger group [83, 84],
and a study by Gaigeot and Sprik where they demonstrated the applicability
of CPMD for the computation of infrared absorption spectra in condensed
molecular systems based on a study of aqueous uracil [85].

Retinal derivatives as chromophores in many light-detecting proteins, such
as the visual pigment rhodopsin and the proton pump bacteriorhodopsin,
have been the subject of detailed investigations: First molecular dynamics
studies of the retinylidene chromophore of rhodopsin were performed by
Buda, Bifone, and coworkers [86–89]. Röhrig et al. studied the structure and
dynamics of the retinal chromophore of rhodopsin in vacuum, dissolved in
methanol, and in the protein binding pocket [90] and the photoreaction in
rhodopsin [91]. Marx and coworkers investigated the protonated water net-
works on the extracellular side of bacteriorhodopsin [92, 93].

Liquid N-methylacetamide was studied by a combination of classical and
Car–Parrinello molecular dynamics by Whitfield et al. [94]. Investigation of
the hypothetical hydroxide and proton migration along the linear water chain
in aquaporins was carried out by Jensen, Röthlisberger, and Rovira [95]. Sim-
ulations of the zwitterionic form of the dipeptide glycine-alanine in water
were undertaken by Hugosson [96]. The 2D (φ, ψ) free energy surface of
alanine dipeptide in both gas phase and aqueous solution phase were deter-
mined [97] by means of the meta-dynamics approach [98, 99].
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7.2
Metal-Containing Biomolecules: Metallo-enzymes

Car–Parrinello molecular dynamics simulations are also established as
a widespread tool for the investigation of metal-containing biomolecules such
as metallo-enzymes. Heme models belong to the first biologically relevant
systems that were studied by Car–Parrinello simulations. Parrinello, Rovira,
and coworkers gained insight into the binding of O2, CO, and NO to iron por-
phyrin [100–103]. They extended the investigation of these reactions to the
natural system, the myoglobin protein [104–106]. Recently Spiro and cowor-
kers studied the influence of a distal histidine residue on O2 and CO binding
in myoglobin [107].

Further early applications of the CPMD method on metal-containing sys-
tems were the studies on the role of hydrogen bonds for the enzymatic
function of serine protease by De Santis and Carloni [108], and the simu-
lation of model systems for the adduct between the HIV-1 reverse tran-
scriptase and nucleosidic phosphate by Alber and Carloni [109]. HIV-1 pro-
tease and its enzymatic reaction are also under intensive study by Piana
et al. [110–113].

Molecular dynamics studies of a biomimetic model of galactose oxidase
were performed by Röthlisberger and Carloni [114]. Consecutively, they in-
vestigated together with Doclo and Parrinello the catalytic properties of the
galactose oxidase and the synthetic analog of the active site on the basis of
QM/MM Car–Parrinello calculations [115].

Further examples of such systems for investigation using Car–Parrinello
simulations are: the enzymatic catalysis of d-alanine oxidation by the
flavioenzyme d-amino acid oxidase [116]; the study of the initial and funda-
mental step in enzymatic GTP hydrolysis, by Cavelli and Carloni [117]; and
the investigation of different protomeric states of methionine aminopeptidase
active site, by Klein et al. [118].

In addition, Magistrato et al. studied the structural and dynamical proper-
ties of the dizinc analog of the synthetic diiron protein Due Ferri 1 [119], and
Klein and coworker investigated the Glu4His2Zn2 cofactor that is found in the
metallo-protein Duo Ferro 1 [120].

Carloni and coworker carried out QM/MM simulations of the hydrolysis of
cefotaxime by the monozinc β-lactamase [121] and of the enzymatic activity
of orotodine monophosphate decarboxylase [122].

More recent applications are: the study of the role that magnesium cations
play in the cleavage reaction of fully hydrated RNA enzymes, by Boero
et al. [123]; simulations to gain insight into the dynamical flexibility of the
bridged binuclear structural motif in the active site of arginase, by Ivanov and
Klein [124]; investigation of the initial dinitrogen reduction step in Sellmann-
type nitrogenase model complexes [125]; and the study of the binding mode
of anticancer ruthenium(II) arene complexes to double-stranded DNA, by
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Gossens et al. [126]. Alagano et al. compared the results of quantum me-
chanics/free energy perturbation (QM/FEP) calculations of the second pro-
ton transfer step in triosephosphate isomerase with the results of QM/MM
Car–Parrinello simulations, in order to estimate the bias of the FEP simula-
tions [127].

Recently, Rovira and coworkers studied the bacillus 1,3-1,4-β-glucan-
ase [128]. The hydrogen-bonding pattern between phosphinate and phos-
phonate inhibitor to aspartic protease was investigated by Vidossich and
Carloni [129].

Giannozzi et al. demonstrated, using the example of porphyrine represen-
tatives, that their ultrasoft pseudopotential implementation of first-principle
molecular dynamics is suitable for the investigation of biologically relevant
metallo-organic systems [130].

7.3
DNA and RNA

Up to now there have been only a few applications of the Car–Parrinello
methods to DNA and RNA. One of the first applications of the CPMD code in
this context was the calculation of nucleic acids under laboratory-realizable
conditions, performed by Hutter et al. for sodium guanylyl-3′-5′-cytidine
nonahydrate [131]. Molecular dynamics simulations of such systems were
performed by Carloni et al. [132]. They simulated the hydrolysis of cis-platin
as well as the final step of the binding process to pGpG dinucleotide, as model
for the DNA.

Further studies were concerned with the hydration and dynamics of
arginine-phosphate adducts in proteins, by Frigyes et al. [133]; with the
interaction between DNA and radicals by calculating the reaction mechan-
isms of the reaction between isolated guanine and an OH radical, by Mundy
et al. [134]; with the QM/MM examination of the second step of the enzymatic
reaction of caspase-3 (namely the hydrolysis of the acyl-enzyme complex), by
Sulpizi et al. [135, 136]; with the investigation of the structure and binding of
cis-platin to DNA oligomers in aqueous solution, by Spiegel et al. [137]; with
the mixed QM/MM study of the DNA influence on the reactivity of the gua-
nine radical cation by the Parrinello group [138]; and with the simulation of
the OH radical reaction with guanine or thymine in water in order to obtain
a better understanding of the OH radical-induced DNA-base damage, by Car
and coworkers [139].

Recently a fully hydrated polyd(GpCp) DNA strand was investigated by
Gervasio et al. in order to gain a deeper insight into the charge localization
in DNA fibers [140]. Spiegel et al. studied the binding of duocarmycins to
DNA [141].
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7.4
Miscellaneous, Biomimetics

In this section we will briefly review some further applications of the CPMD
method on biological relevant molecules. Early examples are: the applica-
tion of the projector augmented wave (PAW) method of Blöchl [142] on the
investigation of penta-O-methyl-α-d-glycopyranose inversion and penta-O-
methyl-β-d-glycopyranose inversion by Ionescu et al. [143] and the simula-
tion of the anomeric equilibrium of glucose in aqueous solution by Molteni
and Parrinello [144].

Later, Rovira et al. studied the protonation state of dimethylglyoxime lig-
ands and the dynamics of OH · · · H units in a B12 coenzyme biomimetic
system [145]. Schwarz and coworkers could clarify the unusual temperature
effects on the dissociation patterns of valeramide radical cations observed
in mass spectrometric experiments by simulation of neutral and ionized
valeramide [146]. The solvation of 2,2′-dihydroxyl-1,1′-binaphthyl in water
was simulated by Entel, Kreth et al. [147].

Recent applications are: studies of the dynamics and NMR properties of
a vanadate–glycylglycine complex in aqueous solution [148]; investigation
of the role of the aqueous solvent for the acid-catalyzed glycosidic bond
formation, by Stubbs and Marx [149]; investigations of the protonation-
induced diastereoisomerism in nicotine, which may have decisive influence
on the dynamical behavior of the molecules, by Hammond et al. [150]; and
simulations of the shape and flexibility of arylamide polymers by classical
molecular dynamics and CPMD calculations, which resulted in the devel-
opment of new torsional parameters for classical MD simulations of these
compounds [151].

7.5
Excited States MD

Car–Parrinello molecular dynamics in excited states has become possible in
recent years: The Parrinello group introduced a Kohn–Sham-like formalism
for the treatment of excited singlet states [152, 153]. The Röthlisberger group
implemented this approach in their mixed QM/MM Car–Parrinello code [83].

Bittner and Kosov used the random phase approximation for the descrip-
tion of electronically excited systems with Car–Parrinello molecular dynam-
ics [154]. Doltsinis and Marx applied a method for an efficient treatment of
electronically non-adiabatic processes with CPMD by using a surface hopping
scheme for the coupling of the S1 restricted open-shell Kohn–Sham excited
state to the S0 ground state [155].

Hutter’s implementation of time-dependent linear response density func-
tional theory (LR-TDDFT) to plane wave basis set methods allowed the
simulation of photochemical reactions and fluorescence spectra [156, 157].
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Recently, Röthlisberger and coworkers presented implementations of a lin-
ear response and time propagation scheme to molecular dynamics simula-
tions [158].

A few examples of applications of these methods to systems of biologi-
cal interest are: the investigation of rhodopsin by Molteni et al. [159]; hybrid
QM/MM simulations of the photoreaction in rhodopsin, by the Röthlisberger
group [91]; the calculation of optical properties of molecules in solution,
by Sulpizi et al. [160, 161]; simulations of guanine [162, 163] and methylated
guanine [164], by Langer et al.; the study of photoactive proteins, by the Röth-
lisberger group [165]; and the investigation of the photochemical activation
scheme of dinitrogen by dinuclear RuII and FeII complexes [166].

8
Case Study: Biomimetic Nitrogen Fixation

In this section we briefly review an example of a Car–Parrinello molecu-
lar dynamics simulation, namely the initial dinitrogen reduction step in
Sellmann-type nitrogenase model complexes [125]. These complexes are of
special interest because they are supposed to enable access to artificial ni-
trogen fixation at ambient conditions. An introduction to biological nitrogen
fixation mediated by the enzyme nitrogenase can be found in recent litera-
ture, see [167–176].

Sellmann-type complexes are based on the so-called open-side FeMo co-
factor (FeMoco) systems, and have only recently been substantiated by some
DFT calculations [172, 173]. Sellmann assumed that FeMoco (a transition
metal–sulfur cluster, which is the core of the active center of the enzyme ni-
trogenase) opens so as to bind nitrogen at the iron centers. In fact, the synthe-
sis of [µ-N2{Ru(PiPr3)(“N2Me2S2”)}2] [“N2Me2S2”2– = 1,2-ethanediamine-
N,N′-dimethyl-N,N′-bis(2-benzenethiolate)(2-)], which is up to now the only
known example of a stable dinuclear metal–sulfur N2 complex, was accom-
plished in 2001 [177, 178]. In further experiments, Sellmann and coworkers
tried to establish a reduction pathway to the corresponding diazene complex
[µ-N2H2{Ru(PiPr3)(“N2Me2S2”)}2], which had been already fully character-
ized [179].

Instead of the reduction to diazene, various side reactions were observed
during the experiments. This can be explained by the fact that the first en-
dothermic reduction step is already difficult to achieve [180]. However, the
results indicate that these model complexes are not suitable for the desired
behavior to reduce nitrogen, and not that Sellmann-type complexes are in
principle not able to succeed in the reduction of nitrogen.

Car–Parrinello molecular dynamics simulations were performed in order
to clarify whether the reduction of nitrogen with Sellmann-type complexes
is possible in principle or not. The advantage of Car–Parrinello simulations
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is the detailed time-resolved picture, which is needed for the discussed pro-
cesses.

Two different complexes were investigated: a small [Ru′′S2N′′
2]2L model

complex (1N2) and a larger [Fe′′NHS4
′′]2L complex (2N2) depicted in Fig. 5.

These systems were chosen because they are similar to the first experimen-
tally observed dinitrogen metal–sulfur complex [178, 179, 181] and because
an investigation of complexes with chelate ligands of different rigidity allows
elucidation of the general properties of such complexes. The starting points
of our investigation are the doubly protonated complexes 1N2

2+ and 2N2
2+.

A twofold reduction of these systems leads to complex A1 on the correspond-
ing neutral electronic energy surface, on which the subsequent reaction takes
place and finally stops at the diimine B (see Fig. 6). A2 is obtained if the prep-
aration of B during the course of the reaction is stopped.

The presented products A1 and A2 of the twofold reduction are high-
energy structures on the neutral potential energy surface. Hence, it can be

Fig. 5 Sellmann-type Ru′′S2N′′
2 model complex 1N2 (left) and the Fe′′NHS′′

4 complex (2N2)
(right)

Fig. 6 Schematic drawing of initial reduction pathway
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expected that spontaneous events take place and it can be observed how A1
and A2 behave under the effects of temperature, forced bending, and forced
decrease of the nitrogen proton distances. This can indicate a potential mech-
anism and a possible reaction coordinate for this system. It is not possible to
reach extended statistics because of the very expensive CPMD calculations.

A detailed description of the methodology is presented in the original pub-
lication [125].

Constrained and free simulations of complex 1N2 and 2N2 were run at
different temperatures. In one experiment both hydrogen MNN angles were
forced to decrease with time in complex 2N2. This was done because it had
been shown before that the bending of the nitrogen moiety is an important
step for the reaction [166]. The results of these experiments are depicted in
Fig. 7. Because the symmetry of the complex is preserved during the reac-
tion, only one curve is shown. Temperature regulation was used to prevent the
chelate ligands from decomposing. The initiation of the reaction can be rec-
ognized at 600 fs. It involves a sequence of complex processes. The increase
of the Kohn–Sham energy and temperature, which can be observed in Fig. 8,
points to a small barrier at an initial time step of 150 fs.

This barrier is accompanied by:

1. A small elongation (5 pm) of the N – N distance, see bold black line in the
left panel of Fig. 7,

2. An increase (150 pm) of the hydrogen–nitrogen atom distance, see black
line in the left panel of Fig. 7,

3. An elongation (15 pm) of the metal–nitrogen distance (dashed line in the
left panel of Fig. 7) and an increase of the FeSH angle (20 degrees), see
right panel of Fig. 7.

Fig. 7 Results of the simulation of the large Fe complex 2N2, where the MNN an-
gles are forced to decrease in time. Left panel: Nitrogen–nitrogen distance (bold black
line), nitrogen–hydrogen distances (black line), sulfur–hydrogen distance (gray line), and
N – M distances (dashed line). Right panel: MNN angles (dashed line) and MSH angles
(gray line). All data are plotted against the time step in fs. Distances are in pm and angles
in degrees. Picture reproduced from data of [125]
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Fig. 8 Forcing both metal–nitrogen–nitrogen angles to decrease: Kohn–Sham energy
(gray line) and temperature (black line) plotted against time steps. Picture reproduced
from data of [125]

On the basis of these results it can be assumed that in the starting configura-
tion A1 the bending of the N2 moiety is structurally hindered. At a time step
of about 300 fs a further small increase of the Kohn–Sham energy of about
0.025 a.u. appears. It can be explained by a slight barrier for the initiation of
the bending of the FeNN angle (see right panel of Fig. 7). The results of these
constraint simulations indicate that bending of the M1N1N2 and M2N2N1 an-
gles is necessary for a successful reaction. It seems apparent that this bending
of the N2 moiety is prohibited unless the hydrogen atoms leave the vicinity
of the nitrogen atoms. At this point it is important to note that the trans-
fer of the hydrogen is a concerted process. If only one angle is constrained,
a simultaneous reaction takes place nevertheless.

In different experiments, free simulations without any constraints for both
Sellmann models 1N2 and 2N2 were carried out. The results of simulations
at 50 K, where the starting point is a pre-bent structure (A2 of Fig. 6) of the
small complex 1N2, are presented in Fig. 9. The reaction of the N2 moiety with
one hydrogen atom (H2 – N2) begins after about 450 fs. However, in this case
the transfer of the hydrogen atoms is not a simultaneous process.

It can be understood from the left upper panel of Fig. 9 that at about 450 fs
the vibration of the dinitrogen bond is enhanced and the NN bond elongates.
The vibrations with small amplitudes around 121.5 pm belong to the original
triple bond of N2, whereas the vibrations with a larger amplitude around
an average NN distance of 129.2 pm can be assigned to a NN double bond.
The bottom left panel of Fig. 9 shows that the vibrational motion of both
NH bonds is anticorrelated. The increase of one NH distance (dashed curve)
at the beginning enables the other hydrogen atom to approach its nitrogen
atom. Then, an oscillating motion of the hydrogen atoms can be observed
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Fig. 9 Free simulation of the bent small Sellmann-type complex 1N2: Left upper panel:
Nitrogen–nitrogen distance and sulfur–hydrogen distances. Right upper panel: RuNN
and RuSH angles. Bottom left panel: Nitrogen–hydrogen distances. Bottom right panel:
Nitrogen–Ru distances. All data are plotted against the time step in fs. Distances are in
pm and angles in degrees. Picture reproduced from data of [125]

until, at approximately 450 fs, the distance between one hydrogen and the cor-
responding nitrogen atom drops down rapidly to about 100 pm. This shows
that an angle as well as a distance constraint is not an appropriate reaction
coordinate, because the reaction cannot be described by only one simple re-
action coordinate. Only 15 fs later the second hydrogen atom is transferred.

After 450 fs, the distances between the S atoms and the corresponding H
atoms, as well as the amplitude of the vibrational motions, increase abruptly.
This also affects the curve of the RuSH angles; they decrease to below � 90.
The bottom right panel of Fig. 9 shows that the N – Ru distances do not
change much upon reaction but that they vibrate with smaller amplitude after
the hydrogen transfer. Again, the Kohn–Sham energy and the temperature are
very good indicators for the course of the reaction (Fig. 10). The proton trans-
fer at 450 fs is connected with a notable drop of the Kohn–Sham energy and
a heating-up of the system.

In further experiments [125], the behavior of the Fe complex 2 N2 at
a temperature of 100 K without any constraints was investigated. The results
of these simulations in Fig. 11 demonstrate successful events. In this case it
takes about 1050 fs until the first proton transfer proceeds, and the delay of
the second proton transfer is almost 100 fs. The bottom left in Fig. 11 indi-
cates that the hydrogen atoms move away from the corresponding nitrogen
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Fig. 10 Kohn–Sham energy (gray line) and temperature (black line) plotted against time
steps. Picture reproduced from data of [125]

atom before the bending of the FeNN angles takes place. The vibrational mo-
tion of these angles is smooth until proton transfer begins. The S – H bonds
are not elongated until the beginning of the proton transfer. In the first 800 fs
the N – Fe distance increases by 20 pm only at the side of the complex where
the reactions starts (see dashed curve in the upper left panel of Fig. 11).

From the results of the simulations that led to successful events, it can be
concluded [125] that the bending motion of the MSH angle plays a crucial role
in determining whether the reaction takes place. This motion induces an in-
crease in the N–H distance, which in turn induces the start of the bending
motion of the MNN angle. Even for a pre-bent structure the hydrogen nitro-
gen distance has to grow in order to enable the MNN angle bending mode.
A comparison of the results of the free simulations with the constraint simu-
lation shows that we observe for the latter a simultaneous proton transfer
whereas the former is a stepwise process. The constraints lead to a somewhat
unphysical behavior as is evident from the right panel of Fig. 7, where the
curve of the FeNN angles shows no vibrational motion.

The above case study of the initial proton electron transfer step in
Sellmann-type nitrogenase model complexes has shown that Car–Parrinello
molecular dynamics is a powerful tool for the investigation of complex re-
actions. On the basis of these simulations, a three-step reaction mechanism
was suggested for both investigated complexes: The N–H distance has to first
increase. Hereby a bending of the MNN angles is allowed, which leads to an
activated diazenoid N2 species. Vibrations of the MSH angle effect vibrations
of the N–H distances, which are in opposite phase to simultaneous vibrations
of the MNN angles. This finally leads to the observed proton transfer, because
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Fig. 11 Free simulation results of the large Fe complex 2N2 at 100 K. Left upper panel:
Nitrogen–nitrogen distance and nitrogen–iron distances. Right upper panel: FeNN angles.
Bottom left panel: Nitrogen–hydrogen distances and sulfur–hydrogen distances. Bottom
right panel: FeSH angles. All data are plotted against the time step in fs. Distances are
displayed in pm and angles in degrees. Picture reproduced from data of [125]

the nitrogen atoms can get close to the hydrogen atoms. Since both complexes
with chemically different chelate ligands exhibit an equivalent behavior, it can
be concluded that the observed features of the reactions are universal [125].
Particularly important is the fact that the reduction of nitrogen is a sponta-
neous event, if a two-electron reduction of a Sellmann-type complex leads to
a trans-diprotonated equlibrium structure. On the basis of our simulations we
can also estimate that the time needed for the twofold proton transfer is in the
order of 500–1000 fs in this case.

During the simulations a few side reactions are also observed. One of these
side reaction consists of a partial dissociation of the chelate ligands of the
metal atom. In another side reaction, a hydrogen transfer to the metal cen-
ter is observed. These side reactions could be related [125] to side products
observed in experiment.

9
Conclusion

We have presented an introduction to the Car–Parrinello simulation tech-
nique with a special emphasis on the applications to biomolecular systems.
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Although many new developments and improvements are still in progress,
this method is now amongst the standard tools of theoretical chemists. This
is mostly due to the excellent program packages that were provided by the
groups of Parrinello, Car, and Hutter, for example. A large step towards the
appropriate description of biological systems in the Car–Parrinello frame-
work is due to the developments of the Röthlisberger group. These develop-
ments include QM/MM coupling schemes and methodological developments
related to this topic. Pioneering work on the field of Car–Parrinello sim-
ulations of biomolecules was also undertaken by Carloni and coworkers.
Biological systems are complicated in several aspects. For instance, they can
demand a quantum chemical treatment, they are large and extended systems,
and a dynamical description is often necessary. Therefore the continuing
developments contributed by many different groups are important and will
aid the investigation of challenging topics such as those present in biol-
ogy. We concentrated in this review only on the Car–Parrinello simulation
technique, but we want to stress here that many important contributions
also come from scientists working with similar techniques (not treated in
this review), like for instance the tight-binding density functional theory
method (TB-DFT) [182] or Born–Oppenheimer molecular dynamics simula-
tions (BOMD) [142, 183–186].
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Abstract Thirty years after the seminal contribution by Warshel and Levitt, we review
the state of the art of combined quantum-mechanics/molecular-mechanics (QM/MM)
methods, with a focus on biomolecular systems. We provide a detailed overview of the
methodology of QM/MM calculations and their use within optimization and simula-
tion schemes. A tabular survey of recent applications, mostly to enzymatic reactions,
is given.

Keywords QM/MM · Combined quantum mechanics/molecular mechanics ·
Optimization · Molecular dynamics · Molecular simulations · Free-energy methods ·
Enzymatic mechanisms

Abbreviations
ADMP Atom-centred density-matrix propagation
BFGS Broyden–Fletcher–Goldfarb–Shanno (Hessean update algorithm

in minimizations)
CASSCF Complete active space self-consistent field
CCSD Coupled-cluster theory including single and double excitations
COSMO Conductor-like screening model
CP-MD Car–Parrinello molecular dynamics
DFT Density-functional theory
DO Drude oscillator
DTSS Differential transition-state stabilization
EC Enzyme class
ECP Effective core potential
EFP Effective fragment potential
EGP Effective group potential
ELMO Extremely localized molecular orbital
ESP Electrostatic potential
EVB Empirical valence bond
FEP Free-energy perturbation
FQ Fluctuating charge
GHO Generalized hybrid orbital
GSBP Generalized solvent boundary potential
HDLC Hybrid delocalized coordinates
HF Hartree–Fock
IMOMM Integrated molecular orbital/molecular mechanics
KIE Kinetic isotope effect
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L-BFGS Limited-memory Broyden–Fletcher–Goldfarb–Shanno algorithm
LBHB Low-barrier hydrogen bond
LSCF Local self-consistent field
MC Monte Carlo
MC-VEEP Multicentred valence-electron effective potential
MD Molecular dynamics
MM Molecular mechanics
MECP Minimum-energy crossing point
MEP Minimum-energy path
MP2 Second-order Møller–Plesset perturbation theory
NAC Near-attack configuration
NEB Nudged elastic band
OECP Optimized effective core potentials
ONIOM Our N-layered integrated molecular orbital/molecular mechanics
PBC Periodic boundary conditions
PES Potential-energy surface
PPD Polarized point dipole
P-RFO Partial rational-function optimizer
QCP Quantum capping potentials
QTCP Quantum-mechanical thermodynamic-cycle perturbation
QM Quantum mechanics
QM/MM Combined quantum mechanics/molecular mechanics
SCC-DFTB Self-consistent-charge density-functional tight-binding
RFO Rational-function optimizer
SCF Self-consistent field
SLBO Strictly localized bond orbital
SMD Steered molecular dynamics
VEP Variational electrostatic projection
TDDFT Time-dependent density-functional theory
TDHF Time-dependent Hartree–Fock
TI Thermodynamic integration
TPS Transition-path sampling
TS Transition state
US Umbrella sampling
VTST Variational transition-state theory
ZPE Zero-point energy

1
Overview and Scope

Combined quantum-mechanics/molecular-mechanics (QM/MM) approaches
have become the method of choice for the modelling of reactions in biomolec-
ular systems. On the one hand, the size and conformational complexity of
biopolymers, in particular proteins and nucleic acids, call for highly efficient
methods capable of treating up to several 100 000 atoms and allowing for ex-
tensive sampling or simulations over time scales of hundreds of nanoseconds.
Molecular-mechanics (MM) force fields, based on classical empirical poten-
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tials, have been proven to provide an effective means for simulating complex
biomolecules (see the contribution by K. Schulten and co-workers in this
volume). On the other hand, the description of chemical reactions (i.e., bond-
forming and bond-breaking) and other processes that involve changes in the
electronic structure, such as charge transfer or electronic excitation, require
quantum-mechanical (QM) methods. However, their high computational de-
mands still restrict their applicability to systems of several tens up to a few
hundred atoms.

A natural solution to this dilemma is to use a QM method for the chem-
ically active region (e.g., substrates and cofactors in an enzymatic reaction)
and combine it with an MM treatment for the surroundings (e.g., the full
protein and solvent). The resulting schemes are commonly referred to as
combined or hybrid QM/MM methods. They enable the modelling of reactive
biomolecular systems at reasonable computational cost while providing the
necessary accuracy.

The seminal contribution in the field is due to Warshel and Levitt [1],
who presented in 1976, exactly thirty years ago, a method that took into ac-
count essentially all aspects of the QM/MM approach and applied it to an
enzymatic reaction. Based on an earlier formulation [2], which had been
developed to treat conjugated hydrocarbons by the combination of a semi-
empirical QM method for the π-electrons with classical MM terms for the
σ -framework, their method was characterized by a most remarkable com-
bination of features. The energy expression included the usual MM terms;
a semi-empirical QM Hamiltonian that accounted for the polarization of the
QM density by the MM point charges as well as by induced dipoles placed
on all MM atoms of the protein and by the permanent dipoles of the water
molecules; the interaction of the point charges, induced dipoles, and per-
manent dipoles with each other; and classical bonded and van der Waals
QM–MM coupling terms. Within certain approximations, the elaborate de-
scription of the electrostatic interactions was treated self-consistently. Co-
valent bonds across the QM–MM boundary were saturated by single hybrid
orbitals placed on the frontier MM atom. Structure optimizations were pos-
sible owing to the availability of analytical derivatives with respect to the
nuclear positions.

Ten years after this pioneering effort, Singh and Kollman [3] took a ma-
jor step forward by combining an ab initio QM method (Hartree–Fock) with
a force field. While a few others had done this before, they were the first
to report coupled ab initio QM/MM structure optimization. They used link
atoms (see Sect. 2.1) to cap the covalent bonds across the QM–MM bound-
ary. Polarization effects were only included as an a posteriori correction at
fixed geometry; however, they allowed for mutual polarization of the QM and
MM regions. The contribution by Field, Bash, and Karplus in 1990 [4] de-
scribed the coupling of a semi-empirical (AM1 or MNDO) QM method with
the CHARMM force field in considerable detail. Their formulation again used
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link atoms and accounted for the polarization of the QM density by the MM
point charges. The paper carefully evaluated the accuracy and effectiveness of
the QM/MM treatment against ab initio and experimental data.

Over the last 10 years, numerous reviews [5–37] have documented the
development of the QM/MM approach as well as its application to biomolec-
ular systems. The use of the QM/MM method as an explicit-solvent approach
to model organic reactions in solution (QM solute in MM solvent, calcula-
tion of solvation free energies by a Monte Carlo free-energy perturbation
technique) was thoroughly reviewed by Gao [5, 6] in 1996, who considered
various methodological issues, in particular the treatment of polarization,
in detail. Cunningham and Bash [7] described the development and calibra-
tion of semi-empirical QM and MM van der Waals parameters for QM/MM
simulations of an enzymatic reaction. Several articles in the Encyclopedia of
computational chemistry [10–13] and an ACS symposium series volume [8]
give a comprehensive account of the state of the art in 1998. A complete
and succinct overview of the QM/MM method was provided by Sherwood in
2000 [21]. Lin and Truhlar [37] have very recently given an astute report of
current methodological aspects.

A number of articles have combined, with varying accents, an overview
of QM/MM and other computational methods for biomolecular systems
with application surveys from this area [14, 15, 17–20, 22–26, 28–36]. Among
these, we highlight the contributions by Field (1999, 2002) [19, 24], Mulhol-
land (2001, 2003) [23, 28], and Friesner (2005) [36].

The current review provides a detailed overview of the QM/MM method
and its use within optimization and simulation schemes, and surveys recent
applications. Throughout, we keep the focus on biomolecular systems, leav-
ing aside QM/MM treatments geared towards inorganic, organometallic, or
solid-state systems, nor covering applications from any of these areas.

We start with an introduction into the formalism of the QM/MM method.
The use of different computational models for different regions of space im-
mediately raises issues about how to define the regions and how to treat their
mutual interaction, and we will give an overview of different approaches that
address these issues. Although the choice of QM and MM methods being
combined is in principle arbitrary, we comment on some special aspects and
list commonly used combinations, some of which are available in commer-
cial programs. Similarly, we highlight issues pertaining to the use of QM/MM
geometry optimization, molecular dynamics (MD), and free-energy simula-
tion techniques. Moreover, practical aspects concerning the setup of QM/MM
calculations on biomolecular systems are discussed, as well as different ways
of analysing and interpreting the results from such calculations. We conclude
with a tabular survey of biomolecular QM/MM studies that have appeared
since 2000.
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2
The QM/MM Method

2.1
Terminology

A very general sketch of the division of the system into QM and MM parts
is shown in Fig. 1. The entire system (S) is partitioned into the inner region
(I) to be treated quantum-mechanically and the outer region (O) described
by a force field. Inner and outer regions are therefore also frequently re-
ferred to as QM and MM regions, respectively. Each atom of the entire system
is assigned to either of the subsystems. Because the two regions generally
(strongly) interact, it is not possible to write the total energy of the entire sys-
tem simply as the sum of the energies of the subsystems. As detailed below,
coupling terms have to be considered, and it will be necessary to take pre-
cautions at the boundary between the subsystems, especially if it cuts through
covalent bonds. The term boundary region is used here rather loosely to des-
ignate the region where the standard QM and MM procedures are modified or
augmented in any way. Depending on the type of QM/MM scheme employed,
the boundary region may contain additional atoms (link atoms) used to cap
the QM subsystem that are not part of the entire system, or it may consist of
atoms with special features that appear both in the QM and the MM calcula-
tion. Note that the assignment of each atom to either subsystem is no longer
unique in this latter case.

Anticipating the discussion of boundary schemes (Sect. 2.5), we introduce
here some labelling conventions, illustrated in Fig. 2, that apply to covalent
bonds across the QM–MM boundary. The QM and MM atoms directly con-
nected are designated Q1 and M1, respectively, and are sometimes referred
to as boundary, frontier, or junction atoms. The first shell of MM atoms (i.e.,
those directly bonded to M1) is labelled M2. The next shell, separated from M1

by two bonds, is labelled M3; and so on, following the molecular graph out-
wards from M1. The same naming procedure applies to the QM side; atoms Q2

Fig. 1 Partitioning of the entire system S into inner (I) and outer (O) subsystems
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Fig. 2 Labelling of atoms at the boundary between QM and MM regions

are one bond away from Q1, Q3 are two bonds away, etc. If a link-atom scheme
is applied, the dangling bond of Q1 is saturated by the link atom L.

As a caveat, we emphasize that the classification of QM/MM schemes and
the definition of terms such as link, capping, boundary, junction, or fron-
tier atom are not unique and their usage varies between authors. Moreover,
a given QM/MM method can incorporate aspects from different schemes,
making its classification ambiguous.

If not stated otherwise, for the remainder of this review the classical
potential-energy function (the “force field”) of the MM region is assumed to
include bonded terms (bond stretching, angle bending, torsions, out-of-plane
deformations or improper torsions), a Lennard–Jones-type van der Waals
term, and the Coulomb interaction between rigid point charges. A simple,
prototypical MM energy expression of this type, sometimes called a “class I”
force field, reads:

EMM =
∑

bonds

kb
(
d – d0

)2 +
∑

angles

kθ

(
θ – θ0

)2 +
∑

dihedrals

kφ

[
1 + cos

(
nφ + δ

)]

+
∑

non-bonded
pairs AB

{

εAB

[(
σAB

rAB

)12

–
(

σAB

rAB

)6
]

+
1

4πε0

qAqB

rAB

}

, (1)

where d, θ, and φ designate bond distances, angles, and torsions, respectively;
d0 and θ0 are the corresponding equilibrium values; and n and δ are the tor-
sional multiplicity and phase, respectively. The bonded force constants are kb,
kθ , and kφ. rAB is the non-bonded distance, and εAB and σAB are the van der
Waals parameters between atoms A and B. qA, qB are atomic partial charges
and ε0 is the vacuum permittivity. We refer to the literature [38–42] for per-
tinent details and extensions or variations of this general form.

2.2
QM/MM Energy Expressions

2.2.1
Subtractive Schemes

In subtractive QM/MM schemes, three calculations are performed: (i) an MM
calculation on the entire system, S; (ii) a QM calculation on the inner sub-
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system, I; and (iii) an MM calculation on the inner subsystem. The QM/MM
energy of the entire system is then obtained by summing (i) and (ii) and
subtracting (iii) to correct for double counting:

EQM/MM(S) = EMM(S) + EQM(I + L) – EMM(I + L) . (2)

Here, as in the following, the subscript indicates the level of the calculation
while the system on which it is performed is given in parentheses. As written,
Eq. 2 holds for a link-atom scheme, the calculations on the inner subsystem
being performed not on the bare I but on I capped with link atoms, I + L.
For a scheme with special MM boundary atoms (rather than link atoms) that
carry certain features appearing also in the calculations on the inner subsys-
tem, L is understood to refer to these atoms. If no covalent bond is cut by the
QM–MM boundary, I + L reduces simply to I.

Conceptually, the subtractive QM/MM scheme can be seen as an MM
approach in which a certain region has been cut out and replaced by a higher-
level treatment. Its main advantage is simplicity. No explicit coupling terms
are needed, avoiding any modification of the standard QM and MM proced-
ures, and the subtraction implicitly corrects for any artefacts caused by the
link atoms, provided that the MM force terms referring to the link atoms re-
produce the QM potential reasonably well. These features make a subtractive
scheme fairly straightforward to implement.

On the downside, a subtractive scheme also requires a complete set of MM
parameters for the inner subsystem. These may be difficult or cumbersome to
obtain. Moreover, and more severely, the coupling between the subsystems is
treated entirely at the MM level. This is particularly problematic for the elec-
trostatic interaction, which is typically described by fixed atomic charges at
the MM level. Hence, in a subtractive scheme the electrostatic interaction be-
tween the subsystems is treated within a simple point-charge model, which is
often a rather severe approximation: First, the charge distribution in the in-
ner subsystem can change (e.g., during a reaction), which cannot be reflected
by rigid point charges. Second, the QM calculation does not incorporate the
charges in the outer region, that is, the QM charge density is not polarized by
the environment. A subtractive scheme is therefore not suitable if the electron
density is significantly influenced by electrostatic interactions with the outer
region.

Within the classification of QM–MM coupling schemes (Sect. 2.3), a strictly
subtractive QM–MM method necessarily implies mechanical embedding (i.e.,
the QM density is not polarized by the environment). However, mixed for-
mulations are conceivable that are in principle subtractive, but treat the
electrostatic interaction separately, allowing for a more elaborate coupling
scheme.

As an example for a subtractive QM/MM scheme, we mention the IMOMM
method (integrated molecular orbital/molecular mechanics) by Morokuma
and co-workers [43]. It has subsequently been extended to enable the combi-
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nation of two QM methods (IMOMO [44]) and further generalized to N layers
(typically, N = 3), each of which can be treated at an arbitrary QM or MM
level (ONIOM, our N-layered integrated molecular orbital and molecular me-
chanics [45–47]). Recent improvements of the ONIOM approach [48–50] that
enable the inclusion of MM charges into the QM Hamiltonian (electrostatic
embedding, see Sect. 2.3.2) take it beyond a purely subtractive scheme.

2.2.2
Additive Schemes

The basic energy expression for an additive QM/MM scheme is:

EQM/MM(S) = EMM(O) + EQM(I + L) + EQM-MM(I,O) . (3)

In contrast to the subtractive scheme of Eq. 2, the MM calculation is now per-
formed on the outer subsystem only. In addition, there appears an explicit
coupling term, EQM-MM(I,O), which collects the interaction terms between
the two subsystems. The capped inner subsystem, I + L, is treated at the QM
level as before.

Assuming a link-atom-based scheme with mechanical embedding, it
is possible to derive the additive energy expression from the subtractive
one [51]. Using the fact that the MM energy is unambiguously decomposable
into contributions depending on exclusive sets of atoms, we can split the MM
terms of Eq. 2 as:

EMM(S) = EMM(O) + EMM(I) + EMM(I,O) , (4)

EMM(I + L) = EMM(I) + EMM(L) + EMM(I,L) . (5)

Substituting these into Eq. 2, the MM contribution from the inner subsystem,
EMM(I), cancels, and we obtain the full QM/MM energy as:

EQM/MM(S) = EMM(O) + EQM(I + L) + EMM(I,O) (6)

– [EMM(L) + EMM(I,L)] .

For a mechanical-embedding scheme with link atoms, EMM(I,O) can be iden-
tified with the QM–MM coupling term EQM-MM(I,O) of Eq. 3 as it contains for
this case all the interactions between the subsystems.

The subtractive terms in Eq. 6 are referred to as the “link-atom correc-
tion”:

Elink = – [EMM(L) + EMM(I,L)] . (7)

While the link atoms are not part of the entire (i.e., physical or real) system
being modelled, their interaction with one another and the atoms of the inner
subsystem is contained in the term EQM(I + L). A correction is thus formally
justified. However, Elink is in practice often omitted, which can be motivated
by pragmatic arguments: (i) The accuracy and validity of a correction at the
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MM level for QM interactions is questionable. It is therefore unclear if the cor-
rection would actually improve the overall model. (ii) The interaction among
the link atoms, EMM(L) (which for a typical force field consists of electrostatic
and van der Waals contributions), is expected to be small. (iii) EMM(I,L),
the interaction between the link atoms and the inner subsystem, is not small.
However, in many common link-atom schemes, this term is a constant or de-
pends only weakly on the structure because the position of the link atom, in
particular the distance Q1–L, is constrained.

The working equation adopted in the majority of QM/MM schemes is thus
Eq. 3. The exact form of the QM–MM coupling term EQM-MM defines a par-
ticular QM/MM method. In accordance with the interactions considered in
the force field, it includes electrostatic, van der Waals, and bonded interac-
tions between QM and MM atoms:

EQM-MM(I,O) = Eel
QM-MM + EvdW

QM-MM + Eb
QM-MM . (8)

The following sections deal in more detail with the individual contributions
to EQM-MM. The electrostatic coupling term (Sect. 2.3.2) arguably has the
largest impact and is also the most technically involved one. The van der
Waals interaction and the bonded terms are discussed in Sect. 2.4. Section 2.5
presents various ways that have been devised to treat covalent bonds across
the QM–MM boundary.

2.3
Electrostatic Interaction Between Inner and Outer Subsystems

The electrostatic coupling between the QM charge density and the charge
model used in the MM region can be handled at different levels of sophis-
tication, characterized essentially by the extent of mutual polarization and
classified [51, 52] accordingly as mechanical embedding (model A), electro-
static embedding (model B), and polarized embedding (models C and D).

2.3.1
Mechanical Embedding

In a mechanical-embedding scheme, the QM–MM electrostatic interaction is
treated on the same footing as the MM–MM electrostatics, that is, at the MM
level. The charge model of the MM method used – typically rigid atomic point
charges, but other approaches, e.g., bond dipoles, are also possible – is sim-
ply applied to the QM region as well. This is conceptually straightforward and
computationally efficient.

However, there are major disadvantages and limitations: (i) The charges in
the outer region do not interact with the QM density, which is thus not di-
rectly influenced by the electrostatic environment. Hence, the QM density is
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not polarized. (ii) As the charge distribution in the QM region changes, for
instance during a reaction, the charge model needs to be updated. However,
this is problematic because it leads to discontinuities in the potential-energy
surface. (iii) The derivation of, e.g., MM point charges for the inner region
is often not trivial. The procedures vary widely between force fields and can
require considerable effort. Moreover, they may not be general but geared
towards the class of compounds for which the force field was developed. In
this case, their applicability to the inner region, which is often treated at
the QM level exactly because it is outside the chemical domain of the force
field, is questionable. (iv) The MM charge model is dependent on, and inter-
linked with, the other force-field parameters. Together with these, it is mainly
intended to yield a balanced description of conformational or structural pref-
erences, rather than to reproduce accurately the true charge distribution. It is
therefore not justifiable to use charges for the QM part derived from a model
different to the one applied in the force field.

2.3.2
Electrostatic Embedding

The major shortcomings of mechanical embedding can be eliminated by
performing the QM calculation in presence of the MM charge model. For
instance, by incorporating the MM point charges as one-electron terms in
the QM Hamiltonian, which is thus augmented by an additional term (using
atomic units):

Ĥel
QM-MM = –

electrons∑

i

∑

M∈O

qM

|ri – RM| +
∑

α∈I+L

∑

M∈O

qMZα

|Rα – RM| , (9)

where qM are the MM point charges and Zα the nuclear charge of the QM
atoms; the index i runs over all electrons, M over the point charges, and α over
the QM nuclei.

In such a scheme (referred to as electrostatic or electronic embedding)
the electronic structure of the inner region can adapt to changes in the
charge distribution of the environment and is automatically polarized by
it. No charge model needs to be derived for the inner region. The QM–
MM electrostatic interaction is treated at the QM level, which obviously
provides a more advanced and more accurate description than a mechanical-
embedding scheme. Naturally, electrostatic embedding also increases the
computational cost, especially for the calculation of the electrostatic force due
to the QM density acting on the (many) MM point charges.

Special care is required at the QM–MM boundary, where the MM charges
are placed in immediate proximity to the QM electron density, which can lead
to overpolarization. This problem is especially pronounced when the bound-
ary runs through a covalent bond, and is therefore discussed later in Sect. 2.5.
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Note that because the QM–MM electrostatic interaction term, Eel
QM-MM, is

now calculated by the QM code, it is sometimes considered a contribution to
EQM and included therein. However, in the present review we will strictly ad-
here to the energy partitioning given by Eqs. 3 and 8, that is, EQM is the pure
QM energy, while Eel

QM-MM is part of EQM-MM.
There remains the issue that the MM charge model is not necessarily well-

suited to interact with the QM electron density. As mentioned above, the
electrostatic MM parameters are not primarily designed to provide a faithful
representation of the real charge distribution. It is, in principle, not legitimate
to stitch a true charge distribution, as provided by the QM calculation, into
the carefully parameterized MM charge model. Nevertheless, this has become
common practice, and experience shows that it generally yields reasonable
results, at least for the combination of a QM density with one of the widely
used biomolecular force fields. The obvious appeal of this approach is that
the MM atomic partial charges are readily available from the force field and
their inclusion in the QM Hamiltonian is efficient. Electrostatic embedding is
the most popular embedding scheme in use today, certainly for biomolecular
applications.

2.3.3
Polarized Embedding

As electrostatic embedding accounts for the interaction of the polarizable QM
density with rigid MM charges, the next logical step is to introduce a flexi-
ble MM charge model that is polarized by the QM charge distribution. One
can further divide these polarized-embedding schemes into approaches that
apply a polarizable-charge model in the MM region, which is polarized by
the QM electric field but does not itself act on the QM density (model C),
and fully self-consistent formulations that include the dipoles into the QM
Hamiltonian and therefore allow for mutual polarization (model D).

There exist various models used to treat polarization in the MM part,
which can broadly be classified as follows. We provide here only a very brief
overview and refer to [40, 53, 54] for more detailed treatments and pertaining
references:

• Polarized point dipoles (PPD): Polarizabilities are assigned to atoms (or
other distinguished sites, e.g., centres of mass), which interact with the
electric field at that site, thus inducing point dipoles. The sources of the
electric field are the point charges, the other induced dipoles, and pos-
sibly the QM charge distribution. Since the dipoles interact with each
other, an iterative procedure must be applied to generate a self-consistent
polarization. Alternatives are a full-matrix direct solution or extended La-
grangean schemes with the dipoles as fictitious degrees of freedom. The
free parameters of the model are the (atomic) polarizabilities. Sometimes,
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a dipole–dipole interaction model is applied that damps the interaction
between close-lying dipoles. In principle, PPD methods can be extended
to include higher-order multipoles.

• Drude oscillators (DO): A mobile point charge of opposite sign is con-
nected to a charge site by a harmonic spring, thus forming a dipole. These
dipoles then interact with the local electric field, as outlined above. DO
models are usually implemented within an extended Lagrangean scheme.
The fit parameters of the model are the magnitude of the mobile charge
and the spring constant. In the context of solid-state simulations, the DO
approach is often referred to as shell model; it is also known as charge-on-
spring model.

• Fluctuating charges (FQ): Based on the principle of electronegativity
equalization, the atomic partial charges are optimized with respect to the
total electrostatic energy. The practical advantage of the FQ as well as the
DO approaches is that the description of polarizability is achieved with-
out explicitly introducing additional (i.e., dipole–dipole) interactions. In
FQ methods, even the number of charge–charge interactions is unchanged
from the non-polarizable case.

Although the very first QM/MM approaches were in fact polarized-embedding
schemes [1, 3], they have remained scarce. The main obstacle is the lack of
well-established polarizable biomolecular MM force fields. A variety of po-
larizable solvent models is available, most prominently for the simulation
of liquid water (recent examples include [55–61]). The development of po-
larizable protein force fields, however, is very much a work in progress. We
mention contributions from the developers of the CHARMM [62–65] and
AMBER [66–68] force fields, Friesner and co-workers [69–72], and Ren and
Ponder [73], and refer to [40] for a recent review.

Apart from the availability of polarizable force fields, there are also some
computational and technical issues that need to be considered in polarized-
embedding schemes. Model D requires the coupling of the self-consistency
cycles for the QM charge density and the MM polarizable-charge model,
which increases the computational effort and may create convergence prob-
lems. Additional complications also arise at the boundary between the sub-
systems, where the QM density and the MM charge model interact in close
proximity, see Sect. 2.5.2.

As far as the use of polarized-embedding schemes in QM/MM calcula-
tions is concerned, there is only limited experience. A PPD model D at
the semi-empirical QM level was applied to a fairly large biomolecular sys-
tem [74], and tests on small organic molecules with a PPD model C at the
semi-empirical, Hartree–Fock, and DFT QM levels have been reported [51,
52]. Otherwise, polarized-embedding QM/MM calculations were restricted
to explicit-solvation (in particular, hydration) studies, where the solute is
treated at the QM level and the solvent by a polarizable force field [18, 75–77].
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2.3.4
Long-Range Electrostatic QM–MM Interactions

An accurate description of the electrostatic forces on the QM subsystem due
to the environment is essential for a reliable modelling of the structure and
function of biomolecules. Including all the electrostatic interactions explicitly
is computationally challenging, and QM/MM electrostatic cutoffs are prob-
lematic because of the long-range nature of the Coulomb interaction. Several
recent studies have shown that cutoffs can introduce significant artefacts [78–
80]. While the reliable and efficient treatment of the electrostatic interactions
is a well-established topic in the area of classical MD simulations, it has only
recently found increased attention in the context of QM/MM methods; we
highlight here some recent developments:

• Ewald methods: For simulations done under periodic boundary condi-
tions (PBC), Ewald methods provide an accurate treatment of long-range
electrostatics. A linear-scaling particle-mesh Ewald scheme for QM/MM
simulations has recently been presented by York and co-workers [78].
Although accurate, the PBC/Ewald approach generally suffers from high
computational demands because of the large number of explicit solvent
molecules that need to be included. The biomolecule of interest is im-
mersed in a box of explicit solvent, whose size must be chosen large
enough to minimize artefacts caused by the artificially imposed periodic-
ity. The large number of degrees of freedom further increases the simu-
lation cost because it prolongs the required equilibration times. Different
approaches have therefore been proposed that include the electrostatic in-
teractions explicitly only from an active region around the QM part.

• Charge scaling [81]: Karplus and co-workers have proposed a procedure
for QM/MM free-energy simulations where only a limited number of ex-
plicit solvent molecules is considered and the charges are scaled to mimic
the shielding effect of the solvent. The energies obtained are then cor-
rected using continuum-electrostatics (linearized Poisson–Boltzmann or
finite-difference Poisson) calculations.

• Variational electrostatic projection (VEP) [82, 83]: In the popular stochas-
tic-boundary method [84–87] for MD simulations, the spherical “active
zone” (treated by standard Hamiltonian dynamics) is surrounded by
a “stochastic buffer” shell governed by Langevin dynamics; the solute
atoms in this buffer are positionally restrained, and the solvent molecules
are subject to a boundary potential. The remaining parts of the system are
held fixed and form the external environment.
Proposed by Gregersen and York, the VEP method aims at reducing the
cost of calculating the electrostatic forces due to the external environ-
ment on the atoms in the two inner regions. It uses Gaussians to ex-
pand the charge distribution of the environment on a discretized spher-
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ical surface enclosing the moving part of the system. The procedure
is related to the continuum-solvent models of the COSMO (conductor-
like screening model) type. An improved variant of the VEP method is
the VEP-RVM (reverse variational mapping) method. A charge-scaling
implementation of the VEP and VEP-RVM approaches has also been
presented [83].

• Generalized solvent boundary potential (GSBP) [80]: The spherical sol-
vent boundary potential (SSBP) [88, 89] includes a small number of
solvent molecules explicitly while the surrounding ones are represented by
a (spherical) effective boundary potential. The GSBP method generalized
this scheme to boundaries of arbitrary shape [90]. All atoms in the inner
region are treated by explicit dynamics, while the fixed environment is in-
cluded in terms of a solvent-shielded static field and a Poisson–Boltzmann
reaction field.
The GSBP approach has recently been extended and adapted for QM/MM
simulations by Cui and co-workers [80]. They successfully validated and
applied it in pKa calculations [79], proton-transfer processes [91], and
other biomolecular simulations [92]. They stress in particular the need to
treat the QM–MM and MM–MM electrostatics in a balanced manner to
prevent artefacts.

2.4
Other Non-bonded and Bonded Interactions Between the Subsystems

In addition to the electrostatic interaction discussed in the previous sec-
tion, there are also van der Waals and bonded contributions to the QM–MM
coupling term, Eq. 8. Their treatment is considerably simpler than for the
electrostatic coupling as they are handled purely at the MM level, irrespective
of the class (subtractive or additive) of QM/MM scheme.

2.4.1
QM–MM van der Waals Interactions

The van der Waals interaction is typically described by a Lennard–Jones
potential, as shown in Eq. 1; alternative functional forms, e.g., with an ex-
ponential repulsive term, are sometimes used instead. However, the present
discussion is unaffected by the exact form of this term. The first issue that
arises here is the same as discussed above in the context of mechanical
embedding: the availability and suitability of MM parameters for the inner
region. It is not uncommon that certain QM atoms are not covered by any
of the atom types and assignment rules of the force field. Secondly, even
if suitable van der Waals parameters exist for a given configuration, QM
atoms can change their character, e.g., during a reaction. This then raises the
question of whether one should switch the parameter set, say, from a “re-
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actant description” to a “product description”; and if so, at which point
along the reaction path. Finally, there is the overarching problem that, strictly
speaking, MM parameters are not separable and transferable, but only valid
within the parameterization for which they were derived, that is, for MM–MM
interactions.

In practice, however, all these complications are very much alleviated by
the short-range nature of the van der Waals interaction. While every atom of
the inner region is involved in van der Waals interactions with all the atoms
of the outer region, only the closest-lying ones contribute significantly. Unop-
timized van der Waals parameters therefore affect only the QM atoms close to
MM atoms, that is, those at the boundary. If one is concerned that this might
influence the result, one solution is to move the QM–MM boundary further
away from the incriminated QM atom. Similar considerations apply to the
ambiguity of choosing a fixed set of van der Waals parameters, where switch-
ing between parameter sets would introduce additional problems rather than
increase the quality of the model. The effect can simply be checked by com-
paring the results obtained with different parameters (e.g., derived for the
reactants and the products).

Friesner and co-workers [93] in their QM/MM scheme have re-optimized
the QM van der Waals parameters against structures and bonding energies of
hydrogen-bonded pairs of small models for amino acids. The van der Waals
radii thus obtained are 5–10% larger than those of the force field used (OPLS-
AA); the van der Waals well depths were left unchanged. The increased van
der Waals repulsion compensates for the too-strong QM–MM electrostatic
attraction caused by the MM point charges overpolarizing the QM density.
Recently, a set of van der Waals parameters optimized for B3LYP/AMBER was
presented by a different group [94]. Cui and co-workers [95] showed that
thermodynamic quantities in the condensed phase (e.g., free energies), calcu-
lated from QM/MM simulations, are rather insensitive towards the QM–MM
van der Waals parameters. As expected, they do, however, influence the de-
tailed structure around the QM region.

With respect to the QM–MM van der Waals coupling, subtractive and addi-
tive schemes are identical. In an additive scheme, the simple rule is that only
pairs consisting of one atom from the inner and one atom from the outer sub-
system are considered in EvdW

QM-MM. This yields exactly the same van der Waals
terms as a subtractive scheme, where the QM–QM van der Waals pairs are
subtracted out.

2.4.2
QM–MM Bonded Interactions

The formal reservations raised above against using MM parameters to de-
scribe QM–MM interactions also apply of course in the case of the bonded
(bond stretching, angle bending, torsional, etc.) interactions. And again, the
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solution is entirely pragmatic. One usually retains the standard MM param-
eter set and complements it as necessary with additional bonded terms not
covered by the default assignment rules of the force field. As the bonded in-
teractions are by definition strictly localized to the boundary, one can validate
the results by extending the inner region, shifting the boundary and, hence,
potentially less reliable interaction terms away from the chemically active
region.

For the bonded QM–MM interaction, there is an operational difference be-
tween subtractive and additive schemes with respect to the treatment of link
atoms, which leads to different terms being included in the final energy ex-
pression. A subtractive scheme removes by construction the QM–QM bonded
interactions (i.e., those involving atoms from the capped inner region I + L
only) and retains all mixed QM–MM bonded terms. It thus implicitly cor-
rects for the link atoms. For instance (see Fig. 2), the stretching terms Q2–Q1

and Q1–L and the bending term Q2–Q1–L are removed, while Q1–M1 and
Q2–Q1–M1 are included.

By contrast, an additive scheme requires an explicit set of rules that govern
which bonded contributions are to be included in Eb

QM-MM, thereby avoid-
ing double-counting of (possibly implicit) interactions. The general rule is
that every bonded term that depends on atoms from both the inner and the
outer subsystem is included (note that the link atoms do not belong to ei-
ther region). However, terms like Q2–Q1–M1 or Q3–Q2–Q1–M1 are excluded
to prevent double-counting. For example, when the angle Q2–Q1–M1 is dis-
torted, the link atom placed along Q1–M1 needs to move as well. This leads
to restoring forces on Q1 and M1, as discussed in Sect. 2.5.2. Hence, the an-
gular distortion is implicitly accounted for, and the bending term Q2–Q1–M1

is omitted. Commonly, only angle terms of the form M1–Q1–M1 and torsion
terms where at least one of the two central atoms is QM are retained [96].
However, the exact rules by which bonded interactions between QM and MM
atoms are included depend on the details of the boundary scheme employed.

2.5
Covalent Bonds Across the QM–MM Boundary

2.5.1
Overview of Boundary Schemes

This section is concerned with the various approaches that have been de-
vised to treat covalent bonds cut by the QM–MM boundary. The simplest
solution is of course to circumvent the problem by defining the subsystems
such that the boundary does not pass through a covalent bond. This is triv-
ially fulfilled for explicit-solvation studies, where the solute and maybe the
first solvation shell are described at the QM level, surrounded by MM sol-
vent molecules. It is sometimes possible also for biomolecular systems; for
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instance, if the reactants of an enzymatic reaction (substrates, cofactors)
are not covalently bound to the enzyme and no protein residue is directly
involved in the chemical transformation. In many cases, however, it is un-
avoidable that the QM–MM boundary cuts through a covalent bond. Such
situations arise when one needs to include certain protein residues in the in-
ner region or would like to treat chemically inactive parts of the substrate or
cofactor at the MM level to reduce the computational cost. One then has to
deal mainly with three issues (see Sect. 2.1 for atom labelling conventions):
(i) The dangling bond of the QM atom Q1 must be capped; simply assum-
ing a truncated QM region (i.e., treating the bond as being homolytically or
heterolytically cleaved) would be entirely unrealistic. (ii) For electrostatic or
polarized embedding, one has to prevent overpolarization of the QM dens-
ity, in particular, by the partial charge on M1. This is problematic especially
when link atoms are used. (iii) The bonded MM terms involving atoms from
both subsystems have to be selected such that double-counting of interactions
is avoided (see Sect. 2.4.2). Overall, the boundary scheme should provide
a balanced description of the QM–MM interaction at the border between the
two subsystems.

The different boundary schemes can be categorized into three groups, ex-
amined in more detail in the following sections:

• Link-atom schemes introduce an additional atomic centre L (usually a hy-
drogen atom) that is not part of the entire, real system. It is covalently
bound to Q1 and saturates its free valency.

• In boundary-atom schemes, the MM atom M1 is replaced by a special
“Janus” boundary atom that appears in both the QM and the MM cal-
culation. On the QM side, it mimics the cut bond and possibly also the
electronic character of the MM moiety attached to Q1. In the MM calcu-
lation, it behaves as a normal MM atom.

• Localized-orbital schemes place hybrid orbitals at the boundary and keep
some of them frozen. They serve to cap the QM region, replacing the cut
bond.

Where to Cut

While cutting through covalent bonds can often not be avoided, as discussed
above, one can minimize its ramifications by an appropriate choice of the
boundary, that is, of the bonds being cut. Apart from the obvious rule that the
QM–MM frontier should be as distant from the chemically active region as
the size of the QM part (i.e., the computational demand) allows, one can give
some additional guidelines. A minimum requirement is that QM atoms par-
ticipating in bond making or breaking should not be involved in any bonded
coupling term [50]. Since the dihedral terms extend at most two bonds into
the inner region (depending on the details of the boundary scheme in use,
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Sect. 2.4.2), one is on the safe side if such atoms are at least three bonds away
from the boundary.

The bond being cut should be non-polar and not involved in any con-
jugative interaction (multiple bonding, hyperconjugation, stereoelectronic
interaction). A good place to cut is thus an aliphatic, “innocent” C–C bond,
whereas cutting through an amide bond, which has partial double-bond char-
acter, is less desirable.

Another restriction is introduced by MM charge groups. It is common
practice in biomolecular force fields to collect several connected atoms into
a group with integer, normally zero, charge. This is advantageous since the
electrostatic interaction between neutral charge groups can be neglected to
first order, thus enabling the construction of a molecule from these neu-
tral units without reparameterization of the partial charges. Cutting through
a charge group is to be avoided because it creates an artificial net charge in
the immediate vicinity of the QM density. It may also interfere with certain
algorithms that calculate the MM electrostatic interactions based on charge
groups. Finally, it is desirable, but not compulsory, that the total charge of the
MM atoms being replaced by the QM part is zero. In other words, the hole
created in the MM region that surrounds the QM part (and therefore the QM
part itself) should be neutral, such that the leading electrostatic interaction
between QM and MM subsystems is the dipole contribution.

2.5.2
Link Atoms

The appeal of the link-atom method, adopted already by early QM/MM stud-
ies [3, 4], lies in its conceptual simplicity: the free valency at Q1 created by the
QM–MM separation is capped by introducing an additional atom that is co-
valently bonded to Q1. This link atom L is in most cases a hydrogen atom, but
any monovalent atom or group is in principle conceivable. One thus performs
the QM calculations on an electronically saturated system consisting of the in-
ner subsystem and the link atom(s), I + L. The bond Q1–M1 is described at
the MM level.

Although simple, the introduction of an additional atomic centre, which is
not part of the real system, entails consequences that need to be addressed:

• Each link atom introduces three artificial (structural) degrees of freedom
not present in the real system. This causes complications during structure
optimizations and raises the question of how the position of the link atom
is to be determined (discussed in more detail below).

• The link atom, and with it the QM electron density, is spatially very close
to the MM frontier atom M1. If M1 bears a partial charge and the QM
density is allowed to be polarized (i.e., electrostatic or polarized embed-
ding), the point charge on M1 will overpolarize the density. Different
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approaches to alleviate or eliminate this unphysical effect are presented
below.

• The link atom introduces artificial interactions with other link atoms and
the inner region. This has already been treated in Sect. 2.2.

Another issue of the link-atom method is that the link atom is generally
chemically and electronically different from the group it replaces. Attempts to
overcome this have led to the more elaborate boundary schemes discussed in
the following sections below. In the context of link atoms, Morokuma and co-
workers suggested shifting the energy level of a selected orbital by means of
an additional one-electron operator in the Hamiltonian [97]. They proposed
mimicking the electronic effect of a substituent by a hydrogen link atom with
appropriately shifted energy levels [98]. A similar idea was explored using
an angular-momentum-dependent localized potential within the projector-
augmented waves method [99].

Despite their shortcomings, link atoms are the most popular and most
widely used boundary method. Correspondingly, a large variety of link-atom
schemes has evolved. One of the first is due to Singh and Kollman [3], fol-
lowed by Field, Bash, and Karplus [4]. Modified or extended formulations
were reported by several groups [96, 100–104]. Another line of developments
derives from Morokuma’s IMOMM method [43, 46, 47, 105, 106]. A double-
link-atom method has also been proposed [107], in which a second link atom
is introduced to also saturate the MM region.

2.5.2.1
Placement of the Link Atom

In some schemes [3, 4, 102], the link atoms are treated as independent atomic
centres, thus introducing three additional structural degrees of freedom per
link atom. The link atoms are initially positioned at a certain distance along
the Q1–M1 bond vector, but are completely free during structure optimiza-
tion. To mitigate the inconsistencies that arise when the artificial bond Q1–L
is no longer collinear with the real Q1–M1 bond, it was suggested [96] that
a classical angle term L–Q1–M1 be introduced, with an equilibrium value of
0◦ that keeps the bonds aligned.

To remove the excess degrees of freedom altogether, one can eliminate
them by the use of constraints. This was first realized by Maseras and Mo-
rokuma [43], who constrained the MM frontier atom M1 to lie along Q1–L and
fixed both the Q1–L and the Q1–M1 distances using a formulation in internal
coordinates. As this eliminates four, rather than three, degrees of freedom per
link atom, the procedure was subsequently modified [47] by defining the pos-
ition of the link atom as a function of the positions of Q1 and M1 in Cartesian
coordinates:

RL(RQ1 , RM1 ) = RQ1 + g(RM1 – RQ1 ) . (10)
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This definition places L along Q1–M1, and the distance Q1–L is related to the
distance Q1–M1 by the scaling factor g. Exactly three degrees of freedom are
thus removed. Most current link-atom schemes are based on Eq. 10, using
different definitions for g.

Woo et al. [105] eliminate the coordinates of M1, rather than L, by making
RM1 a function of RQ1 and RL:

RM1 (RQ1 , RL) = RQ1 + g′(RL – RQ1 ) . (11)

This formulation is equivalent to Eq. 10 in that it also removes three degrees
of freedom. However, the link bond Q1–M1 is not described at the MM level
in this case, its length being determined according to Eq. 11 from the Q1–L
distance, which is calculated at the QM level. The Q1–M1 bond is therefore
in principle allowed to break if Q1–L breaks. The factor g′ is related to g by
simply exchanging M1 and L in the definitions of g below.

If g is chosen to be a constant [47, 105], the distance Q1–L varies with the
length of the Q1–M1 bond (or the other way round in Woo’s scheme [105]).
A suitable choice for g is the ratio of the equilibrium bond lengths for Q1–L
and Q1–M1 [47]:

g =
d0(Q1–L)

d0(Q1–M1)
; (12)

where the values of d0 can be taken, e.g., from the force field.
Alternatively, the link atom can be positioned at a constant distance from

Q1 [100, 103, 104, 106] by defining g as:

g =
d0(Q1–L)

|RM1 – RQ1 | . (13)

The Q1–L bond length is determined by the constant d0(Q1–L), which is typ-
ically assigned different values for different types of QM–MM bonds. Note
that g now depends on the positions RQ1 and RM1 .

Tavan and co-workers [101] supplement Eq. 13 with a term reflecting the
deviation of Q1–M1 from its equilibrium value, making Q1–L again variable.
Their correction also accounts for the different stiffness of the Q1–M1 and
Q1–L bonds.

In principle, Eq. 10 or Eq. 11 can be extended to include other atoms in the
definition of the link-atom position. We are, however, not aware of any link-
atom scheme that makes use of this generalization.

2.5.2.2
Link-Atom Forces

If the position of the link atom is not independent but expressed as a function
of other atomic positions, Eqs. 10, 12 and 13, its coordinates are eliminated
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from the set of coordinates used to describe the entire system. In other
words, the link atoms appear only in the internal description of the QM/MM
coupling scheme and are transparent to geometry optimization or molecu-
lar dynamics algorithms, which handle the entire coordinate set. However,
as the QM calculation treats the link atoms generally on the same footing as
the atoms of the inner subsystem, there exist forces acting on the link atoms.
These forces are relayed onto the atoms appearing in the definition of the
link atom coordinates. The link atoms are then effectively force-free, and their
coordinates in the next geometry or time step are fully determined by the po-
sitioning rule, rather than being propagated according to the forces acting on
them.

The distribution of the forces acting on a link atom onto the atoms used in
its definition is formulated in terms of the chain rule. The dependence of the
total QM/MM energy on the coordinates of the entire system, {RI}, I ∈ S, and
the link-atom coordinates, RL, L ∈ L, can be expressed as:

ẼQM/MM
({RI}

)
= EQM/MM

[{RI}, RL
({RI}

)]
. (14)

The derivative of the energy with respect to an atomic position RK , K ∈ S,
is then obtained from the chain rule (dropping the QM/MM subscript for
clarity):

∂Ẽ
∂RK

=
∂E
∂RK

+
∂E
∂RL

∂RL

∂RK
. (15)

The link-atom contribution to the force, the second term of Eq. 15, vanishes if
atom K is not involved in the definition of link atom L. There is a correspond-
ing force contribution on K for each link atom in which K is involved.

The notation ∂RL
∂RK

designates the Jacobian matrix JK constructed from the
partial derivatives of RL with respect to RK . The elements of this 3×3 matrix
depend on the definition used to determine the position of the link atom. If
Eq. 10 is used together with the constant g of Eq. 12, the Jacobians JQ1 and JM1

take a particularly simple, diagonal form [47]:

Jαβ

Q1 =
∂Rα

L

∂Rβ

Q1

= (1 – g)δαβ , (16a)

Jαβ

M1 =
∂Rα

L

∂Rβ

M1

= gδαβ , (16b)

where δαβ is the Kronecker symbol and α, β are Cartesian components.
If the bond length Q1–L is kept constant by applying Eq. 10 with the g

of Eq. 13, off-diagonal elements also appear in the Jacobians because of the
dependence of g on the positions of the two frontier atoms [100]. They are,
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however, still symmetric:

Jαβ

Q1 = (1 – g)δαβ + gR̂α
Q1,M1 R̂β

Q1,M1 , (17a)

Jαβ

M1 = gδαβ – gR̂α
Q1,M1 R̂β

Q1,M1 , (17b)

where R̂Q1,M1 designates the unit vector pointing from Q1 to M1, R̂Q1,M1 =
(RM1 – RQ1 )/|RM1 – RQ1 |.

The corresponding expressions for the forces in Woo’s scheme, Eq. 11, are
obtained by replacing g by g′ and exchanging M1 and L in Eqs. 16 and 17.

2.5.2.3
Electrostatic Interactions at the Boundary

For the embedding schemes that allow the QM electron density to be po-
larized by the environment (i.e., electrostatic and polarized embedding, see
Sect. 2.3), there exists the problem that the QM density is overpolarized by
the rigid point charges of the MM charge model. While this artefact is al-
ways present to some extent when a point charge interacts with a polarizable
charge distribution, it is the more pronounced (i) the closer the point charge
approaches the QM density, and (ii) the more spatially flexible the density is.

The problem is therefore especially critical at the QM–MM boundary in
the presence of link atoms. If there are no covalent bonds across the bound-
ary, the van der Waals interaction prevents the atoms from approaching each
other too closely. At a link, however, the link atom, which is part of the
QM region, is positioned in immediate proximity to the frontier MM atom,
typically at a distance of about 0.5 Å. Different approaches to alleviate the
resulting spurious polarization effect are discussed below. One should also
keep in mind the possibility of other, non-bonded close contacts. In the con-
text of biomolecules, hydrogen bonds across the QM–MM boundary can lead
to non-bonded distances between the hydrogen and the acceptor atom of
around 1.6–1.7 Å.

Overpolarization is less severe when small, atom-centred basis sets are
used in the QM calculation, e.g., a semi-empirical method with a minimal
basis. Larger basis sets, which include polarization and diffuse functions,
provide more flexibility to place electron density further away from the nu-
clei and are therefore more prone to overpolarization. Especially affected are
methods using plane waves (see Sect. 3.1).

We continue by describing different approaches that have been put forward
to mitigate overpolarization within link-atom schemes:

• Deleting one-electron integral terms: The spurious electrostatic interaction
between the QM density and the MM point charges is dominated on the
QM side by the one-electron terms in the Hamiltonian associated with the
basis functions and the nuclear charge of the link atoms. It has been sug-
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gested that these terms be deleted [4, 51, 52, 104, 108], which effectively re-
moves the interaction of the link atoms with the MM charge environment.
While this may be acceptable for semi-empirical QM methods, it becomes
problematic when used with higher-level ab initio or DFT methods and
larger basis sets because it leads to an unbalanced representation of the
polarization and electrostatic potential of the QM density [52, 108, 109].
A variant of this procedure is to delete only those terms that involve the
link atom and the charge of the MM frontier atom M1, which was, how-
ever, found to yield inconsistent results [52].

• Deleting point charges: The complementary approach to excluding the link
atom from interacting with the environment is to delete from the Hamil-
tonian one or more of the MM point charges at the boundary. These
charges then do not interact any more with the QM density as a whole.
Different implementations of this idea have been proposed: (i) deletion of
only the charge on M1 [96, 110–114]; (ii) deletion of the charges on M1

and M2 [114]; (iii) deletion of those on M1, M2, and M3 [3, 114]; or (iv)
deletion of those on the atoms belonging to the same charge group as
M1 [52, 96, 102]. With the exception of the latter approach, these schemes
suffer from the creation of a net partial charge near the QM region, which
leads to severe artefacts [114, 115], and they do not conserve the total
charge of the system. Excluding the charge group to which M1 belongs
from interaction with the QM density avoids the most serious problems,
at least if the charge group is neutral. However, all these deletion schemes
distort the electric field of the environment in the vicinity of the QM re-
gion, where it affects the QM density the most, which is not satisfactory.

• Shifting point charges: To cure the problems of deleted-charge schemes,
different charge-shifting formulations have been introduced. They share
the common feature of preserving the charge and sometimes also the
dipole in the boundary region, while still removing the overpolarizing
partial charge from M1. In the charge-shift scheme of Sherwood and co-
workers [21, 103, 116, 117], the charge of M1 is distributed evenly over the
M2 atoms. The dipole created by shifting the charges is compensated for
by a pair of point charges placed near each M2 atom, which generate
dipoles of the same magnitude and opposite direction. In a variant of this
approach [115], the charge of M1 is distributed over the other atoms of the
charge group, with (“charge shift”) or without (“divided frontier charge”)
dipole correction.
In Lin and Truhlar’s redistributed-charge scheme [114], the charge of M1

is replaced by charges at the midpoints of the M1–M2 bonds. They also
propose modification of the values of the M2 and the redistributed charges
such that the M1–M2 bond dipoles are conserved (“redistributed charges
and dipoles” scheme). These formulations can be seen as classical substi-
tutes of the generalized-hybrid-orbital (GHO) scheme (see below).
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Recent evaluation studies [114, 115, 118] have demonstrated the impor-
tance of preserving charges and dipoles in the link region.

• Charge smearing: Another alternative is to replace the point charge on M1

(and possibly other MM atoms near the QM region) by a charge distribu-
tion, which significantly reduces the spurious overpolarization. A simple
choice for the form of the charge distribution is a spherical Gaussian,

�MM(r) = qMM(
√

πσMM)–3 exp
{

– (|r – RMM|/σMM)2
}

, where qMM, σMM,

and RMM are the charge, width, and centre of the charge distribution,
respectively. Such a scheme has been applied by Eichinger et al. [101]
in their QM/MM implementation in the cpmd code [119], which uses
plane waves as the basis set. It was also used within conventional QM/MM
methods based on atom-centred basis functions [107, 118]. The delocal-
ized charge representation is applied based on a distance criterion (e.g., to
all MM atoms within 5 Å of a QM atom) [101] or according to the connec-
tivity at the link (e.g., to M1 or M1 and M2) [107, 118]. The value chosen
for the width parameter σMM varies between 0.8 and 4 Å.

2.5.3
Boundary Atoms

Boundary-atom schemes replace the MM frontier atom M1 by a special
“Janus” boundary atom that participates as an ordinary MM atom in the
MM calculation but also carries QM features to saturate the free valency of
Q1. They avoid the complications of link-atom approaches related to the in-
troduction of additional atoms, such as ambiguous placement and artificial
interactions, and enable one to mimic the electronic properties of the MM
moiety at the link.

Most of the boundary-atom schemes proposed are based on a type of
monovalent pseudopotential (or effective potential) that is parameterized to
reproduce certain desired properties and that is located at the position of M1:

• Adjusted connection atoms [120]: Defined within semi-empirical QM
methods (MNDO, AM1, PM3), adjusted connection atoms feature one va-
lence electron in an s-orbital. They were fitted using a set of 30 molecules
to mimic the structural and electronic (charges, dipole moment, forma-
tion energy) features of a methyl group by adjusting the atomic param-
eters of the respective method. The scheme is intended to saturate a cut
C–C single bond.

• Pseudobonds [121, 122, 738]: The pseudobond approach, developed for
ab initio and DFT methods, uses a monovalent, fluorine-like boundary
atom with seven valence electrons, Z = 7, and an angular-momentum-
dependent effective core potential (ECP); in the original formulation [121],
it carries a fluorine 3–21G or 6–31G∗ basis set. With the aim of cap-
ping a C(sp3)–C(sp3) bond, the six ECP parameters (for 6–31G∗) were
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determined from six structural and electronic properties of ethane, as cal-
culated with B3LYP. A given pseudobond is therefore specific to the bond
type and to the basis set used in the parameterization. It is, however, in-
dependent of the MM force field and only weakly dependent on the QM
method. Although developed within B3LYP, the pseudobond parameters
are transferable to other DFT or HF calculations. The MM point charges
of the charge group to which M1 belongs are deleted.
In a recent modification of the scheme [122], C(sp3)–carbonyl C(sp2)
and C(sp3)–N(sp3) pseudobonds were presented in addition to C(sp3)–
C(sp3). A simpler, angular-momentum-independent form of the ECP was
adopted, together with an STO-2G basis set on the boundary atom, which
is determined by six parameters.

• Effective group potentials (EGP) [123–127]: Aimed at replacing ligands
such as CO, NH3, CH3, or cyclopentadienyl in transition-metal complexes,
effective group potentials were also proposed [126] for use as boundary
atoms in QM/MM schemes. We are, however, not aware of any applications
so far.
The EGP can be regarded as a type of generalized ECP, expressed as an ex-
pansion over Gaussian projectors that may be located on different centres.
The EGP is determined such that a reduced representation of the system
mimics as closely as possible a suitably chosen reference system. Only the
electrons involved in bonding are described explicitly, e.g., one in the case
of CH3.

• Quantum capping potentials (QCP) [128, 129]: These combine the form of
shape-consistent ECPs with the idea of a one-electron potential. By adding
additional spherical terms to a standard carbon ECP with four valence
electrons and fitting to molecular properties of ethane, effective potentials
with one explicit electron were obtained. These quantum capping poten-
tials (QCPs) mimic a methyl group at the QM/MM boundary.

• Effective Hamiltonians from a minimum principle [130]: A formal frame-
work was proposed in which an effective QM/MM Hamiltonian is defined
that provides the best approximation in a least-squares sense to the full
QM Hamiltonian under the condition that no basis functions are located
in the outer region. ECPs or point charges, however, may be present. This
effective Hamiltonian is transferable, that is, it is independent of the inner
subsystem.
From this formalism, both a one-electron ECP and a classical potential
term were obtained that describe a methyl group in ethane and were
applied to several small test systems. Moreover, the LSCF (see below),
pseudobond, QCP, and EGP schemes were shown to be derivable from
within the formalism.

• Optimized effective core potentials (OECP) [131]: QM methods using plane
waves as basis set are often implemented within the pseudopotential ap-
proach to eliminate the core electrons from the calculation. It seems
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therefore natural to exploit the same formalism to describe boundary
atoms in plane-wave-based QM/MM calculations. Röthlisberger and co-
workers [132] have used a one-electron ECP, empirically optimized to
reproduce the C–C distance in ethane.
Recently, the same group [131] proposed a scheme that provides a sys-
tematic way of deriving optimized effective core potentials for use as
boundary atoms. It is based on a form for the pseudopotential frequently
employed in plane-wave calculations. The parameters are obtained by
minimizing a penalty function depending on the electron density. The
scheme was successfully tested on the methyl group of acetic acid, which
was replaced by a seven-electron OECP.

• Multicentred valence-electron effective potentials (MC-VEEP) [133]: These
effective potentials are able to treat both ground and excited electronic
states correctly. They exploit the established quantum-chemical ECP ap-
proach and build on ideas similar to those used for the QCP method and
the minimum effective Hamiltonian. At the QM/MM boundary, these one-
electron potentials replace a methyl group.

2.5.4
Frozen Localized Orbitals

The approach of using a frozen hybrid orbital to saturate the dangling bond
at the QM–MM boundary dates back to Warshel and Levitt [1]. Different
schemes have been elaborated that share the idea of placing a set of suitably
oriented localized orbitals on one of the frontier atoms and keeping some of
these orbitals frozen, that is, they do not participate in the SCF iterations:

• Local self-consistent field (LSCF) [134–138]: In the LSCF method, de-
veloped by Rivail and co-workers, one starts out with a QM calculation
on a model system that contains the frontier bond to be described. Apply-
ing a localization scheme, one constructs a strictly localized bond orbital
(SLBO) for this bond. The SLBO has contributions from the frontier atoms
only and is assumed to be transferable. In the QM/MM calculation, it is ex-
cluded from the SCF optimization and does therefore not mix with other
orbitals. Its orientation is always kept along the Q1–M1 vector. It may be
described as a kind of frozen lone pair on Q1 pointing towards M1.
To compensate for the additional electron introduced with the doubly oc-
cupied SLBO, an extra charge of 1e is placed on M1, which interacts with
all other MM charges. On the model compound, a special classical bond
potential with five parameters is fitted, which is used in the QM/MM cal-
culation together with the SLBO (parameters for common bonds are listed
in [138]). The MM charges on M1 and M2 are adjusted as necessary to
obtain a balanced description of the frontier bond and the polarization
of the QM region, while maintaining the overall charge [138, 139]. It has
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also been suggested that the total point charge on M1 (i.e., compensation
charge + MM partial charge) be replaced by a Gaussian charge distribu-
tion [140].
Very recently, the performance of various localization schemes used in the
construction of the SLBOs was assessed and compared to extremely local-
ized molecular orbitals (ELMOs) [141, 142]. The latter were found to be
superior because of their better transferability. They avoid the somewhat
arbitrary deletion of orbital contributions not localized on the frontier
atoms.

• Frozen orbitals [93, 143, 144]: Friesner and co-workers have presented
a formulation of the LSCF procedure that differs in some technical de-
tails from the original one; for instance, the compensation charge is
placed at the midpoint of the Q1–M1 bond. Furthermore, there is a ma-
jor conceptual difference as compared to most other QM/MM schemes
in that the QM–MM interactions at the boundary are heavily parameter-
ized: (i) Several electrostatic correction terms are introduced that reduce
the short-range electrostatic interactions at the interface, following the
spirit of 1–2, 1–3, and 1–4 electrostatic exclusion and scaling rules used
in many force fields. These corrections also require the assignment of
point charges to the atoms of the inner subsystem and involve the op-
timization of the MM, QM, and bond partial charges in the boundary
region. (ii) As mentioned in Sect. 2.4.1, the van der Waals parameters of
the QM atoms are re-optimized. (iii) Certain classes of hydrogen bonds
across the boundary are described by an additional repulsive term. (iv)
The QM–MM bonded terms are re-optimized, rather than taken directly
from the force field.
The goal of this extensive parameterization is to reproduce as closely as
possible the conformational and reaction energetics in the boundary re-
gion. A database of parameters has been derived for QM–MM bonds in
the backbone and on the side chains of proteins. The parameterization is
specific for the basis set and the QM method.

• Generalized hybrid orbitals (GHO) [145–150]: The GHO method of Gao
and co-workers is closely related to the LSCF and frozen-orbital ap-
proaches in that it constructs localized hybrid orbitals and freezes some
of them. However, it places the set of localized hybrid orbitals on M1,
rather than Q1. M1 thus becomes a boundary atom. (The classification
of boundary methods into boundary-atom and frozen-orbital schemes is
therefore somewhat arbitrary.) The orbital pointing towards Q1 is active
and participates in the SCF iterations, while the remaining “auxiliary”
hybrids are kept frozen and are not allowed to mix with the other or-
bitals.
The standard C(sp3) boundary atom in a HF or DFT calculation has
four electrons, Z = 4, and a minimal basis set, from which four localized
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sp3 hybrid orbitals are constructed. The MM point charge of M1 is dis-
tributed equally over the three frozen auxiliary hybrids. They thus provide
a type of pseudopotential that mimics the electronic character at the link.
The hybridization is completely determined by the local geometry at the
boundary, that is, by the relative positions of Q1, M1, and M2. In contrast
to the LSCF and frozen-orbital methods, there is thus no need for pa-
rameterization calculations on model compounds to derive the localized
hybrids.
However, to improve the structure at the boundary, in particular the
Q1–M1 distance and Q1–M1–M2 angles, some additional parameters are
introduced. Depending on the QM level at which the GHO scheme is im-
plemented, certain classical bonded terms involving M1 are modified or
added and/or certain integrals are scaled. For instance, in the HF and DFT
implementations, the one-electron, one-centre kinetic-energy integrals in-
volving orbitals on M1 or on M1 and Q1 are scaled, which introduces seven
parameters.

2.5.5
Boundary Schemes: Summary

Several studies have evaluated the merits and drawbacks of different bound-
ary methods. As link atoms are the most widely used boundary scheme,
most of these assessments [52, 109, 114, 115, 118, 139, 140, 151] compare link-
atom approaches, which differ in particular in the way that the charges at
the boundary are handled. Some have also compared link-atom to localized-
orbital schemes [109, 139, 140].

Approaches based on hybrid orbitals are certainly more fundamental from
the theoretical point of view, providing a boundary description essentially
at the QM level. They also avoid some of the complications inherent in the
link-atom method arising from introducing additional atoms. However, they
are technically considerably more complicated, not least because of the or-
thogonality constraints required to prevent the mixing of frozen and active
orbitals. In addition, the localized orbitals themselves, or specific parameter
sets related to them, must be determined beforehand, involving calculations
on model compounds. These parameters are usually not transferable and
need to be reconsidered upon changing the MM force field or the QM method
or basis set.

The conclusion from the available evaluations is that localized-orbital ap-
proaches can sometimes be tweaked more specifically towards a given ap-
plication, but that the performance of link-atom schemes is generally on
par. They both provide reasonable accuracy when used with care; in par-
ticular, one should minimize distortions of the charge distribution at the
boundary.



202 H.M. Senn · W. Thiel

3
Choice of QM and MM Models, QM/MM Implementations

3.1
Choice of QM Method

The QM/MM formalism as such is sufficiently flexible to accommodate al-
most any QM method. The particular choice thus follows the same criteria
as in pure QM studies and is not further elaborated on here. Especially with
link-atom schemes, only minimal changes to the QM code are required. Es-
sentially, the QM code must be able to perform the SCF treatment in the pres-
ence of the external point-charge field, representing the MM charge model in
the case of electronic or polarized embedding. Other boundary schemes can
require somewhat larger modifications.

In practice, many current biomolecular QM/MM applications use DFT as
the QM method due to its favourable cost/accuracy ratio. Traditionally, semi-
empirical QM methods have been the most popular, and they remain im-
portant for QM/MM molecular dynamics, where the aspect of computational
cost is paramount. They are also very useful in method evaluation studies be-
cause they can be expected to enlighten the same problems as would occur
with more costly ab initio methods. Especially in the context of biomolecular
QM/MM studies [115, 152, 153, 739], the semi-empirical, DFT-inspired SCC-
DFTB (self-consistent-charge density-functional tight-binding [154]) method
due to Elstner and co-workers appears promising because it approaches,
within the validity domain of the parameterization, the accuracy of DFT at
the cost of a semi-empirical treatment.

At the other end of the spectrum are the post-Hartree–Fock ab initio
electron-correlation methods, such as those based on Møller–Plesset pertur-
bation theory (e.g., to second order, MP2) or coupled-cluster theory (e.g.,
CCSD including single and double excitations or CCSD(T) adding a pertur-
bative treatment of triple excitations). Recent developments (exemplified by
the work of Schütz, Werner, and collaborators [155–162]) have extended the
size of systems that can be treated with these methods by almost an order of
magnitude to several tens of atoms. They take advantage of the short-ranged
nature of electron correlation and are commonly referred to as local methods
(e.g., LMP2, LCCSD); their computational effort scales linearly with system
size. The superior accuracy of high-level ab initio methods can therefore now
also be exploited for biomolecular QM/MM studies [740], certainly at the
level of energy calculations at fixed geometries (i.e., single points).
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Plane-Wave Methods

We highlight here specific issues of QM methods employing plane waves as
the basis set within a QM/MM framework. The application of such methods is
intimately linked to Car–Parrinello first-principles molecular dynamics [163,
164], which almost always treats the electronic-structure problem within DFT
in a plane-wave basis. There are two main issues, both concerning the electro-
static QM–MM coupling used in electrostatic or polarized embedding.

The first is a fundamental issue, the severe overpolarization of an elec-
tron density expanded in plane waves by a bare point charge, sometimes
referred to as the “electron spill-out” problem. While any charge distribu-
tion is overpolarized to some extent when interacting with a point charge (see
Sect. 2.5.2) the effect is completely deleterious when plane waves are used.
Because they form an origin-less basis set, the density is pulled away from
the nuclei and localizes in the purely attractive potential around the point
charges. The problem has been dealt with in different ways:

• By substituting the point charges within a certain distance from the QM
region by Gaussian charge distributions (see Sect. 2.5.2) [101].

• By coupling the point charges to a model density of atom-centred Gaus-
sians [165], which reproduces the multipoles of the true density and is
variational with respect to the true density [166].

• By smoothly replacing the Coulomb potential at short range by a form
which goes to a constant at zero distance [132].

• By representing the point charges as Slater-type s-functions (or, more gen-
erally, partial-wave expansions), which also provides a finite potential at
zero distance [167].

The second problem is of a more technical or algorithmic nature. Directly
evaluating the (possibly modified) Coulomb interaction between the MM
point charges and the QM density presents a considerable computational
effort. In a plane-wave scheme, the electrostatic potential due to the total
density is represented on a real-space grid in the unit cell. Hence, compu-
tation of the Coulomb energy requires NqNr evaluations, where the number
of charges, Nq, is of the order of 104 and the number of grid points, Nr
is of the order of 1003. Several techniques have been proposed to reduce
the cost:

• A hierarchical multipole expansion is used to represent the electrostatic
potential at the grid points due to the point charges [101]. However,
this scheme is not symmetrical (i.e., not Hamiltonian and therefore not
energy-conserving) in that the electrostatic potential acting on the MM
charges due to the density is derived from a point-charge model of the
density.

• Beyond a chosen distance, the Coulomb interaction is evaluated from
a multipole expansion of the density [132] and directly otherwise. An
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intermediate layer can be defined, where the density is represented by
variational electrostatic-potential-derived (ESP) charges [168, 169] to cal-
culate the interaction with the MM charges.

• The point charges are represented by Gaussian charge distributions and
their potentials by sums of Gaussians with different widths (Gaussian ex-
pansion of the electrostatic potential, GEEP) [170]. These Gaussians are
then mapped onto the suitable grid level of a multigrid scheme. The po-
tential on the finest grid, which couples to the density, is obtained by
sequentially interpolating starting from the coarsest grid level. This pro-
cedure reduces the computational cost by up to two orders of magnitude
without introducing cutoff parameters that need to be adjusted. It scales
linearly for systems as small as a few hundred atoms. Recently, an exten-
sion to periodic boundary conditions has appeared [741].

3.2
Choice of MM Method

The QM/MM formalism is also largely independent of the choice of the MM
method. Subtractive QM/MM schemes are generally more easily compatible
with wider classes of force fields than additive ones. As far as force fields for
(bio)molecular systems are concerned [171–175], they are all valence force
fields using point-charge models. As discussed in Sect. 2.3.3, there is no es-
tablished polarizable biomolecular force field available as yet. One can further
differentiate between all-atom and united-atom force fields. The latter de-
scribe explicitly only selected hydrogen atoms (typically the polar ones) and
replace the remaining ones by a suitably parameterized “united atom” repre-
senting, e.g., a CH2 unit.

We list here the most widely used biomolecular force fields as well as a few
more general ones:

• Biomolecular force fields: AMBER [66, 176–178], CHARMM [39, 179–
182], GROMOS [183, 184], OPLS-AA [185–187]

• General-purpose force fields: MM3 [188–194], MM4 [195–205],
MMFF [206–213], UFF [214–217]

We give only the “family names”, without detailing specific variants. We em-
phasize that it is important to distinguish very clearly the force field proper
from the force-field engine (i.e., the program in which it is implemented),
especially when they bear the same name, and to specify precisely which pa-
rameter set was used (as characterized, e.g., by the exact designation and cita-
tion). We also note that “biomolecular” typically includes proteins [171, 172]
and in many cases also nucleic acids [173, 174], but less frequently carbo-
hydrates [175] or lipids. See [40–42] for recent surveys on available force
fields.
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3.3
QM/MM Implementations

3.3.1
Program Architecture and QM/MM Packages

There are essentially three main approaches in which QM/MM implementa-
tions have been realized: (i) by adding QM capabilities to an MM package;
(ii) by adding MM functionality to a QM package; or (iii) in a modular man-
ner by coupling existing QM and MM programs to a central QM/MM engine.
Approaches (i) and (ii) take advantage of the inherent strengths of the re-
spective base program. MM packages are designed to handle large, complex
systems and offer the corresponding simulation and analysis tools, whereas
quantum-chemistry programs traditionally provide, e.g., efficient algorithms
to locate stationary points on the potential-energy surface.

The modular approach (iii) minimizes as far as possible modifications of
the standard QM and MM codes and offers more flexibility. The external QM
and MM packages are linked via interfaces to a central core that supplies the
QM/MM coupling as well as routines for structure optimization, molecular
dynamics, etc. The system is relatively easily extended by interfacing to addi-
tional QM or MM programs. When updated versions of the external programs
become available, they can normally be used immediately or with only mini-
mal changes to the interface routines. The core also provides a common user
interface to the external programs, at least for the most common tasks.

There are also drawbacks to the modular architecture: (i) the increased
complexity of the program because of the need to create a unifying frame-
work that is able to accommodate external programs with possibly very dif-
ferent designs; (ii) the considerable amount of data being transferred between
the core and the external programs and between different core modules,
which is often done by writing and reading files on disk; and (iii) the repeated
start-up, initialization, and close-down of the external programs on each call.
The latter two points have implications for the efficiency of the whole pro-
gram system.

We list here examples for each of the three types of QM/MM implemen-
tations and describe in somewhat more detail the modular QM/MM package
ChemShell that is co-developed in our laboratory:

• MM packages with QM: amber [218, 702], boss (MC simulations, semi-
empirical QM only) [219, 703], charmm [180, 704]

• QM packages with MM: adf [220, 705], gamess-uk [221, 706], Gaus-

sian [707], NWChem [222, 708], QSite/Jaguar [709]; Car–Parrinello MD
codes with QM/MM capabilities: cpmd [101, 119, 131, 132, 168, 169, 223,
224], cp-paw [99, 105, 165, 225–227, 710].

• Modular QM/MM packages: ChemShell [117, 711], qmmm [712]
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The ChemShell package

Following the modular design approach sketched above, ChemShell is
presently interfaced with the following QM packages (see Fig. 3): gamess-

uk [221, 706], Gaussian03 [707], Molpro [713], mndo99 [228], orca [714],
and turbomole [715]. On the MM side, interfaces are available to charmm

[180, 704], gromos96 [184, 716], and gulp [229, 230, 717]. These external
programs are supplied with input data (coordinates of atoms and point
charges, command file) by the core and return energy and gradient data.

The core modules provide the following key functionalities:

• QM/MM coupling: mechanical and electrostatic embedding, shell model
for solid-state embedding; link atoms with charge shifting; double link
atoms with charge smearing

• Structure optimization using different types of coordinates (Cartesian, in-
ternal, hybrid delocalized coordinates)

• Molecular-dynamics driver for NVE, NVT, and NPT simulations with
rigid-body motion (quaternions) or SHAKE constraints

• Vibrational frequencies from finite-difference second derivatives
• A general force-field engine compatible with the functional form of vari-

ous force fields (e.g., AMBER, CHARMM, UFF)
• Utility routines for data management, coordinate manipulations, etc.

Fig. 3 Schematic design of the modular ChemShell QM/MM package
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The MD driver and the force-field engine are built on routines from
dl_poly [718] that are tightly integrated into the core.

The controlling framework and the user interface are implemented within
the tool command language (Tcl). The user input is in the form of Tcl scripts.
The various functions are implemented either directly in Tcl or as Tcl wrap-
pers to lower-level routines written in C or Fortran.

Current development projects include the incorporation of a polarizable
water model due to van Gunsteren and co-workers [61] within the gromos

interface as well as algorithms for QM/MM calculations on excited states (lo-
calization of conical intersections, surface hopping).

3.3.2
QM/MM-Related Approaches

Some QM/MM or QM/MM-like schemes, which have been applied to
biomolecular systems, are sufficiently conceptually distinct from the “stan-
dard” QM/MM implementations to be mentioned separately:

• Empirical valence-bond (EVB) method [231–234]: Within a valence-bond
description of the reactive part of the system, the energies of the in-
teracting diabatic (resonance) states are represented by simple empirical
potential terms. They incorporate the interaction of the charges of the
states with the environment. No QM (electronic-structure) calculations
are involved. Two-state models are the most common. The EVB energies
are calibrated to reproduce experimental or ab initio data. The method has
been applied notably by Warshel and collaborators to model the influence
of the solvent or protein environment on reactions. It offers the possibility
of driving a reaction from reactants to products by means of a mapping
potential that gradually transforms the diabatic state describing the reac-
tant into the product state, which can be considered a kind of electronic
reaction coordinate.

• Effective fragment potentials (EFP) [235–238]: From separate calculations
on model systems, one derives a set of one-electron terms (the EFP)
that account for the electrostatic, inductive, and repulsive interactions
of a moiety. For instance, the electrostatic potential is represented by
a distributed multipole expansion. The EFP is then incorporated into the
Hamiltonian of a QM calculation, where it describes the effects of the en-
vironment on the QM part. The method was originally designed to model
the solvent environment in QM calculations by means of EFPs. These frag-
ments may be considered the MM part of a QM/MM scheme.
The scope was extended to biomolecular systems, using an LSCF-type pro-
cedure (see Sect. 2.5.4) to treat covalent bonds across the boundary [237,
238]. Recent developments have lifted the limitation that the fragments
be fixed in space [239–241]. By defining relatively small fragments (a few



208 H.M. Senn · W. Thiel

atoms) and treating the fragment–fragment interaction by an empirical
potential, the MM subsystem can be represented as a chain of effective
fragments, which are internally rigid but are allowed to move relative to
each other.

• QM/MM structure refinement [242–244]: Ryde and co-workers recently in-
troduced an approach that integrates QM calculations into the refinement
of X-ray crystallographic or NMR-derived structural data of biological
macromolecules, in particular proteins.
Conventionally [245], an MM model of the structure is refined against
the experimental electron-density data. Whereas these models have been
carefully tuned for the macromolecular part, they are clearly less reliable
when it comes to substrates, products, or other “ligands” bound in the ac-
tive site or to cofactors and prosthetic groups, that is, compounds of other
chemical classes also present in the structure. This poses the dilemma that
the structural information in and around the active site, the focus of most
mechanistic studies, is usually the least dependable [246].
The new approach alleviates this problem by describing, e.g., the non-
protein components in the active site of an enzyme at the QM level, while
the remainder is treated by the force field. In contrast to standard QM/MM
schemes, but in line with established refinement procedures, no electro-
static interactions are considered, neither between QM and MM regions
nor within the MM part. The program, named ComQum-X, is derived
from a QM/MM implementation by Ryde and co-workers. Merz and co-
workers have recently presented a similar approach [742].

4
Optimization and Simulation Techniques Used with QM/MM

4.1
General Comments

The QM/MM method as presented in Sect. 2 is a potential-energy scheme
yielding the energy (and the forces) at a given structure. As such it can be
combined with any approach that makes use of this information to update
the structure, that is, with any optimization, molecular-dynamics, or Monte
Carlo technique. Moreover, a single QM/MM energy and gradient evalua-
tion is not significantly more costly than the corresponding QM calculation
alone.

However, it is an almost intrinsic feature of the QM/MM method that it
is applied to “large” systems with at least hundreds, but often several 10 000
structural degrees of freedom. Two types of problems hence arise: (i) There
are algorithmic complications due to the mere system size. Algorithms for
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manipulating the coordinates (e.g., in optimization schemes) whose compu-
tational effort per step scales as O(N2) or O(N3), where N is the number of
degrees of freedom, are not computationally viable any more. At the same
time, procedures with more favourable scaling, well-established from pure
MM calculations, are often not suitable either because they need much more
(however less costly) steps, which is not affordable with QM/MM methods.
(ii) Conformational complexity is an issue. The number of steps required to
converge an optimization or to obtain sufficient sampling increases with the
number of degrees of freedom.

The optimization and simulation techniques presented in the following
sections follow two strategies to address these problems: (i) Some are gen-
erally suitable for large systems, e.g., by scaling as O(N). (ii) Others take
advantage specifically of the partitioning of the system into the QM region,
where evaluating energy and gradients is computationally demanding, and
the MM region, where these calculations are almost for free.

Related to the determination of stationary points (minima, saddle points)
on the potential-energy surface (PES) for biomolecular reactions, a comment
is in order that projects beyond the purely algorithmic issues discussed below.
The vast size of the configuration space available to a reacting biomolecu-
lar system as compared to a “small-molecule” reaction drastically reduces
the significance of single stationary points. As opposed to typical QM studies
on smaller molecular systems, knowledge of the optimized reactant, transi-
tion state, and product is not “everything”, even if a reaction path connecting
them has been determined and even if we disregard finite-temperature effects
for the moment. As recently re-emphasized by Warshel and co-workers [247],
one should in QM/MM optimization studies consider at least several “repre-
sentative” transition states with their corresponding minima. While this does
not fully substitute an extensive configurational sampling, it reflects at least
partly the influence of the conformational diversity of the environment on
the reaction. An expedient way to generate a selection of environmental con-
figurations is, for instance, to take snapshots from a classical MD trajectory
and use them as starting structures in subsequent QM/MM optimizations, as
demonstrated, e.g., in [248].

4.2
Stationary Points and Reaction Paths

For general reviews on algorithms for locating minima and (first-order) sad-
dle points on the PES, we refer to [27, 249–253]. We first briefly consider
optimization methods treating the complete system on equal footing, which
thus are generally applicable to large systems and are not specific to the
QM/MM approach. Secondly, we describe techniques specifically designed
for, and taking advantage of, the QM–MM partitioning.
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4.2.1
General Optimization Techniques for Large Systems

Among the most efficient algorithms developed to locate stationary points
on the PES are quasi-Newton methods using some form of internal coor-
dinates. Efficiency here means that they take a minimal number of steps to
convergence, that is, a minimal number of energy and gradient calculations.
They require an (approximate) Hessean, which is updated, e.g., according
to the Broyden–Fletcher–Goldfarb–Shanno (BFGS) formula for minima. The
matrices involved in the conversions between Cartesian and internal coor-
dinates and the Hessean itself are N × N; their diagonalization is an O(N3)
operation, storage scales as O(N2), which becomes impractical for large
systems.

A popular optimization algorithm that scales linearly in both CPU and
memory usage is the limited-memory BFGS (L-BFGS), which stores only the
diagonal of the Hessean and uses information only from a limited num-
ber of previous steps. However, it does not resolve the scaling problem of
the coordinate-conversion steps. Optimization methods that reduce the over-
all scaling to O(N2) or even O(N) by various algorithmic enhancements
have been developed, e.g., by Farkas and Schlegel [254–257], Pulay and co-
workers [258–260], and others [261–263].

The scheme by Billeter et al. [264] divides the system into fragments and
performs expensive coordinate manipulations only within these fragments
(“divide-and-conquer” approach). Each fragment is described by a set of
non-redundant delocalized coordinates [265], built from redundant primitive
internals [266]. However, to preserve the information about the fragment’s
absolute position in space, its Cartesian coordinates are included together
with the internals in the delocalization procedure, affording hybrid delocal-
ized coordinates (HDLCs). Using them within the L-BFGS algorithm provides
an overall O(N) scheme.

For the optimization of transition states, the idea of micro-iterations [43,
267, 268] has been combined with HDLCs [264]. A core fragment is defined
that contains the atoms immediately involved in the reaction. Within this
core, a partial rational-function optimizer (P-RFO) with Powell updates of
the approximate Hessean is applied; the initial core Hessean is calculated ex-
actly. With the core kept frozen, the environment fragments are fully relaxed
using the L-BFGS algorithm in HDLCs. One P-RFO step is then taken in the
core, and the procedure is iterated to convergence. This scheme thus searches
for a first-order saddle point, controlled by the (low-dimensional) core Hes-
sean, while minimizing the energy with respect to the environmental degrees
of freedom. The partitioning into core and environment is exact in the limit
of a completely relaxed environment (i.e., exactly vanishing gradients). The
environment then adiabatically follows the core degrees of freedom. This is
approximated by applying a stricter convergence criterion to the environment
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than to the core. These procedures have been implemented in the optimizer
HDLCOpt [264] and are part of the ChemShell package.

A combination of an RFO with an L-BFGS algorithm for core and environ-
ment, respectively, has been described that uses Cartesian coordinates [269].
The core and environment optimizations are alternatingly iterated to conver-
gence.

4.2.2
Optimization Techniques Specific to QM/MM

The principal idea here is to exploit the division of the system into QM and
MM regions in the spirit of the micro-iterative scheme [43, 267, 268]. The
core/environment partitioning thus reflects the QM/MM partitioning. Dif-
ferent coordinates and optimization algorithms can be applied in the two
regions; for instance, plain Cartesians with a conjugate-gradient or truncated-
Newton algorithm for the MM degrees of freedom (which avoids costly coor-
dinate or Hessean manipulations) and an efficient quasi-Newton algorithm in
some form of internal coordinates for the QM degrees of freedom. If desired,
additional atoms beyond the QM part may also be included in the core region.

There are essentially two possibilities to achieve mutual convergence of
the optimizations in the two parts: (i) the adiabatic approach, in which the
MM system is fully relaxed in each QM step [43, 93, 139, 270, 271]; and (ii)
the alternating scheme, where the QM and MM optimizations are alternat-
ingly iterated to convergence [3, 272, 273]. The QM atoms are always kept
fixed during the MM optimization and vice versa. Different options within the
micro-iterative scheme (including the frequency of environment minimiza-
tions, the size of the core, and approximations to the electrostatic QM–MM
interaction) are assessed in [274] for an enzymatic reaction.

The use of different coordinate systems and optimizers can compromise
the convergence behaviour and lead to numerical instabilities. The reasons
are that the approximate QM Hessean contains no information about the MM
atoms (i.e., the QM and MM degrees of freedom are treated as decoupled)
and that the Hessean-update procedures may become unstable as a result
of spurious force contributions on QM atoms due to the environment [271].
An adiabatic optimization scheme for minima that remedies these compli-
cations for mechanical embedding has very recently been presented [271].
It uses Cartesians for the MM atoms and redundant internal coordinates in
an RFO-type algorithm for the QM atoms. QM and MM degrees of freedom
are explicitly coupled in the QM optimization by virtue of MM contributions
to the Hessean, which are analytically evaluated. The scheme takes advan-
tage of O(N) techniques and employs fast-multipole methods to evaluate the
electrostatic interactions.

Separating the QM and MM optimizations is particularly straightforward
for mechanical embedding and has been used, for instance, by Maseras and



212 H.M. Senn · W. Thiel

Morokuma [43] with their IMOMM scheme. For electrostatic embedding,
however, the difficulty arises that the electrostatic QM–MM interaction is
evaluated at the QM level. That is, a QM calculation is required in each MM
step to let the density adapt to the new MM configuration and to obtain the
forces on the MM atoms due to the QM density. To restore the decoupling of
QM and MM calculations, one can represent the QM density in the MM cal-
culations by a point-charge model. Schemes based on atomic charges fitted to
the electrostatic potential (ESP) have been proposed, the basic assumptions
being that the QM charge distribution is sufficiently accurately described by
the charges and that its relaxation during the MM optimization can be neg-
lected.

Yang and co-workers [273] implemented an alternating scheme. They de-
rive the ESP charges from the optimized QM part, use them to optimize the
MM part, then re-optimize the QM part, and so on. The drawback of this pro-
cedure is that the final structure and energy are not consistent because the
structure is obtained using the ESP charges, whereas the energy is calculated
from the full QM density.

An adiabatic approach has been presented by Friesner and co-workers [93],
who use the electrostatic force calculated with the ESP charges as a correction
during the MM optimization. In each step of the QM optimization, the true

force Fel, QM
QM-MM(0) and its approximation Fel, ESP

QM-MM(0) are obtained. Their dif-

ference is added to the ESP-derived force in each step k of the subsequent full
MM optimization:

Fel
QM-MM(k) = Fel, ESP

QM-MM(k) + Fel, QM
QM-MM(0) – Fel, ESP

QM-MM(0) . (18)

When the MM optimization has converged, the next QM step is taken. Once
mutual convergence has been achieved, no more MM steps are needed at

a given QM configuration, hence the correction Fel, ESP
QM-MM(k) – Fel, ESP

QM-MM(0) van-
ishes, yielding a fully consistent structure and energy.

A modification of this procedure has been suggested [270], in which the
density and the MM configuration (i.e., SCF calculations and MM optimiza-
tions) are iterated to convergence before the next QM step is taken. This elim-
inates the approximation that the change in the density due to the changed
MM configuration is negligible and guarantees that the QM optimizer al-
ways obtains fully consistent forces. It was also proposed that fast multipole
methods be used instead of the ESP charge model to calculate the QM–MM
electrostatic interaction. However, we are not aware of a practical implemen-
tation of these suggestions as of this writing.

Martí et al. proposed use of a lower-level QM scheme to calculate the
QM–MM electrostatic interaction during the MM optimization, rather than
a point-charge model [275–277]. This leads to smoother convergence be-
haviour because the QM density can adapt to changes in the MM environ-
ment, and is not much costlier than a point-charge description.
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4.2.3
Reaction-Path Techniques

The nudged-elastic-band (NEB) method [278–282] represents the minimum-
energy path (MEP) by a chain of states in configuration space (also called
replicas) linked by springs. The optimized MEP provides a continuous path
connecting reactant and product states without assuming a specific reaction
coordinate. Yang and co-workers have extended the NEB method for large
systems [283]. In particular, they include in the path definition only selected
degrees of freedom involved in the reaction and make sure that the environ-
ment follows the reaction smoothly.

The same group also adapted the path-optimization procedure by Ayala
and Schlegel [284] for the use within a QM/MM approach [285]. They make
use of their alternating QM/MM optimization scheme [273] and again restrict
the degrees of freedom considered in the definition of the distance between
configurations to the relevant coordinates. Recently, they have combined their
NEB and path-optimization schemes into a two-step procedure [286]. The
NEB method is used to obtain an approximate reaction path, which is subse-
quently refined with the path optimizer.

A “chain-of-replicas” method has been proposed [287] that replicates only
a selected subsets of atoms and restrains them based on the root-mean-square
rotational and translational distance to the adjacent steps. Implemented in
charmm, it is suitable for use with QM/MM approaches and is efficiently
parallelized.

4.3
Molecular Dynamics and Simulation Techniques

As mentioned above, the QM/MM energy and forces can in principle be
used within any molecular dynamics (MD) or Monte Carlo (MC) scheme. In
most cases, the rationale behind such simulations is the sampling of phase
(or rather configuration) space to calculate statistical-thermodynamical en-
semble averages. Typical examples include free-energy differences, such as
reaction or activation free energies or free energies of solvation.

As the amount of sampling necessary to obtain converged averages is con-
siderable, especially for complex systems such as biomolecules, the compu-
tational demands of these simulations are extremely high, even considering
the fast increase in available computing power. Similarly to the optimization
schemes presented in the previous section, simulation approaches have there-
fore been developed that reduce the computational cost by taking advantage
of the QM–MM partitioning; in particular, one tries to avoid the expensive
direct sampling of the QM contribution.

We highlight in this section a number of simulation techniques that have
been applied in QM/MM calculations on biomolecular systems.
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4.3.1
QM/MM Molecular-Dynamics and Monte Carlo Simulations

Historically, full QM/MM simulations (i.e., with freely moving QM atoms)
were first applied as explicit-solvent models to calculate solvation free en-
ergies or reaction free energies in solution. Both molecular dynamics and
Monte Carlo were used as sampling methods, along with standard free-energy
methods such as free-energy perturbation (FEP), umbrella sampling, and
thermodynamic integration (see [288–292] for general overviews on MD,
MC, and free-energy methods). In most cases, a semi-empirical QM method
was used. We note here contributions by Bash, Field, and Karplus [293], Gao
and co-workers [5, 6, 294, 295], and Merz and co-workers [296–299]; the latter
group also utilized first-principles QM methods (DFT, HF).

Probably the first full QM/MM MD simulation on a biomolecular system
(a metalloenzyme) was reported by Hartsough and Merz in 1995 [300] with
a semi-empirical QM method. Whereas calculations at this level are now well
affordable (e.g., [301]), QM/MM MD with a first-principles QM method has
remained very computationally demanding also by today’s standards and is
not routinely performed.

In the above-mentioned studies, the QM energy and forces are taken from
a converged SCF calculation in each step of the dynamics, that is, they em-
ploy a Born–Oppenheimer MD scheme. An alternative is Car–Parrinello MD
(CP-MD) [163, 164], where the wave functions are treated as fictitious dy-
namic variables within a Lagrangean scheme and follow the nuclei “on the
fly”. QM/MM approaches based on CP-MD have been developed by Woo
et al. [105, 165, 225–227], Tavan and co-workers [101], and Röthlisberger and
collaborators [131, 132, 168, 169, 223, 224] (see also Sects. 3.1 and 3.3.1). No-
tably, the latter group has been active in the area of biomolecular simulations.

While the Car–Parrinello scheme is most commonly implemented with
DFT and plane waves, a very much related extended-Lagrangean formula-
tion using atom-centred Gaussians has been presented, the atom-centred
density-matrix propagation (ADMP) method [302–306]. It has recently been
combined with the ONIOM QM/MM scheme [307]. We are, however, not
aware of any biomolecular applications so far.

Also within QM/MM MD, one can apply the adiabatic micro-iterative
scheme by optimizing the MM degrees of freedom in each step of the QM
dynamics. In a sense, this can be considered a limiting case of the multiple-
time-step technique, where the MM region is oversampled with respect to
the QM region by performing multiple time steps in the MM part per QM
time step. Oversampling the MM environment generates an effective free-
energy surface, on which the QM degrees of freedom move. The adiabatic and
multiple-time-step schemes have been implemented within QM/MM CP-MD
by Woo et al. [226, 227]. They are, however, generally applicable to QM/MM
MD approaches.
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Because of the considerable computational cost of full QM/MM MD sim-
ulations, semi-empirical QM methods are still a popular choice in this con-
text. Several approaches have been suggested to improve the accuracy of
the results. These include tuning the semi-empirical Hamiltonian with spe-
cific reaction parameters (SRP) [308–311]; adding a valence-bond correction
term [312, 313]; and correcting the potential of mean force obtained at a lower
QM level with an interpolative scheme based on few higher-level calcula-
tions [314–316].

4.3.2
QM/MM Free-Energy Perturbation

A QM/MM free-energy perturbation (FEP) scheme to calculate free-energy
differences along a predefined reaction path has been proposed by Yang
and co-workers [273]; Rod and Ryde recently presented a similar formula-
tion [317, 318], dubbed QTCP (quantum-mechanical thermodynamic-cycle
perturbation). The basic idea is to sample only the MM degrees of free-
dom, thus significantly reducing the computational effort compared to full
QM/MM sampling.

One determines first a series of QM/MM-optimized structures along the
chosen reaction path. The Helmholtz free-energy difference between two
states (i.e., points on the path) a and b is then written as:

∆Aa→b
QM/MM = ∆Aa→b

QM + ∆Aa→b
env . (19)

The contribution from the QM region
(
∆Aa→b

QM

)
is expressed as the differ-

ence of the QM energies
(
∆EQM

)
plus zero-point energy

(
∆EZPE

QM

)
, finite-

temperature
(
∆Uth

QM

)
, and entropic

(
∆SQM

)
contributions obtained within

the harmonic approximation [319]:

∆Aa→b
QM = ∆EQM + ∆EZPE

QM + ∆Uth
QM – T∆SQM . (20)

The harmonic frequencies for the QM part are calculated at the end points
of the path (assuming that they are stationary points), in the presence of the
fixed MM region. Note that, for N QM degrees of freedom, all N (N – 1 in the
case of a transition state) vibrational degrees of freedom are considered in the
calculation of the partition function; there are no rotational and translational
contributions.

The free-energy contribution of the environment, ∆Aa→b
env , is obtained

from Zwanzig’s perturbation formula [320] (which, despite its name, has
nothing to do with a perturbational treatment in the usual sense). It incor-
porates the free-energy contributions from the MM region and the QM–MM
coupling. One samples the MM degrees of freedom in state a and considers
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the perturbation due to the QM region of state b:

∆Aa→b
env = – RT ln

〈
exp

{
– ∆Ea→b

pert /(kBT)
}〉a

MM
, (21)

where

∆Ea→b
pert = EQM-MM

(
RMM(t); Rb

QM

)
– EQM-MM

(
RMM(t); Ra

QM

)
. (22)

Here, R is the universal gas constant, kB is Boltzmann’s constant, and the
QM–MM coupling term, EQM-MM, is defined as in Eq. 8. 〈·〉a

MM designates the
canonical ensemble average obtained by sampling over only the MM degrees
of freedom in presence of the QM atoms fixed in state a; that is, the forces
governing the dynamics are those of state a. In each MD step, that is, for
each configuration of the MM atoms RMM(t), the QM–MM coupling energy is
evaluated once with the QM atoms in state b

(
Rb

QM

)
and once with the QM

atoms in state a
(

Ra
QM

)
. Although the free-energy contribution due to the

MM degrees of freedom is incorporated in ∆Aenv, the MM energy, EMM, is not
explicit in ∆Epert; EMM(RMM) does not depend on the QM coordinates and
therefore cancels out.

The sampling could also be performed by MC, rather than MD, methods,
which is, however, less common in practice. If one samples from the (isobaric-
isothermal) NPT, instead of the (canonical) NVT, ensemble, one obtains
a Gibbs, rather than a Helmholtz, free energy. The difference is negligible for
most practical purposes.

To calculate EQM-MM and the forces on the MM atoms, Yang and co-
workers proposed use of an ESP charge model of the QM density, as they do
in their QM/MM optimization scheme (see Sect. 4.2.2) [273]. This avoids the
costly evaluation of the electrostatic QM–MM interaction at the QM level, but
approximates the continuous density by point charges and implies a frozen
density (i.e., the density cannot adapt to the changing MM environment). We
have recently confirmed that the use of the ESP charge model is a justified
approximation and that the QM/MM FEP approach yields results compara-
ble to thermodynamic integration or umbrella sampling at a fraction of the
cost [321]. The most time-consuming parts of the procedure are the optimiza-
tions to define the reaction path.

The reaction path used in QM/MM FEP has usually been defined in
terms of a preconceived reaction coordinate. However, one could also use
a minimum-energy path (MEP) determined by a reaction-path optimization
method (see Sect. 4.2.3).

QM/MM FEP (sometimes also called QM/MM-FE) is related to older tech-
niques, with which it shares the common feature that sampling of the QM
degrees of freedom is avoided. In the mid-1980s, Jorgensen and co-workers
proposed a scheme for calculating the reaction free energy in solution along
a reaction coordinate defined by a series of structures optimized at the (ab
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initio) QM level in the gas phase [322, 323]. They then derived classical poten-
tial terms describing the solute–solvent interactions at each point of the path
and calculated the free energy along the reaction coordinate by MC umbrella
sampling. Similar techniques were used for reactions in enzymes by Merz
and co-workers (thermodynamic integration with MD sampling) [324] and
Kollman and co-workers (FEP with MD sampling) [325]. In all these QM free-
energy (QM-FE) approaches, the reaction path is determined in the gas phase
and the QM and MM potentials are not coupled. This amounts to assuming
that the influence of the environment on the reaction path as well as po-
larization effects are negligible; both approximations are absent in QM/MM
FEP.

To calculate reaction and activation free energies in enzymes, Warshel
and co-workers [326–329] developed a scheme in which the sampling is
performed on an EVB reference potential fitted to ab initio data. A linear-
response approximation is then applied to evaluate the free energy of transfer
from the EVB to the ab initio surface.

Different formulations have also been proposed for solving the problems
that arise when performing “alchemical” FEP simulations with a QM/MM
potential [330–333].

4.3.3
Thermodynamic Integration

In standard thermodynamic-integration (TI) simulations, the system is taken
along a reaction coordinate ξ , which parameterizes the Hamiltonian, and the
mean generalized force acting on this coordinate is integrated to give the free-
energy difference:

∆Aa→b =

b∫

a

dξ
dA(ξ)

dξ
=

b∫

a

dξ

〈
∂H(ξ)

∂ξ

〉

ξ

, (23)

where 〈·〉ξ denotes the canonical ensemble average at fixed ξ . In the pointwise
TI approach, one constrains ξ to a series of values, runs NVT MD simula-
tions to sample the average force at each location, and integrates these average
forces numerically. (Note that if ξ is coordinate-dependent, i.e., a structural
or geometric constraint, the correct general expression for 〈∂H(ξ)/∂ξ〉ξ must
correct for the fact that in a constrained simulation the conjugate momentum
of ξ is also constrained [334–342].)

Alternatively, one can move the reaction coordinate continuously from a to
b over a time interval τ :

∆Aa→b =

τ∫

0

dt
∂H(ξ)

∂ξ
ξ̇ , (24)
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with ξ̇ = ∂ξ/∂t. If a constraint is used, this is commonly referred to as “slow-
growth” or “adiabatic switching” TI. If one uses a guiding potential, that is,
a moving restraint, it is known as “steered MD” (SMD) [343, 344]. A crucial
assumption underlying all these methods is that the system is always in equi-
librium. The switching process from a to b is assumed to be reversible, that is,
infinitely slow.

In real simulations, however, ξ is changed at a finite rate. It then follows
from the second law of thermodynamics that the average work Wτ expended
in switching from a to b in a finite time τ is an upper bound to the free energy,

∆Aa→b ≤ Wτ ; ∆Aa→b = Wτ only for τ → ∞.
However, Jarzynski discovered a remarkable equality [345–350, 743], valid

under very general conditions, that connects the irreversible work for arbi-
trary switching times τ to the equilibrium free energy:

exp{– ∆A/(kBT)} =
〈
exp{– Wτ/(kBT)}〉0 , (25)

where 〈·〉0 denotes an average of Wτ values over initial states taken from an
equilibrium (canonical) ensemble.

This relation has become the foundation for “fast-growth” [351] or
“multiple-steering” [349, 352, 353] simulations, in which irreversible-work
values from deliberately non-adiabatic switching processes are accumulated
and exponentially averaged according to Eq. 25; it has also been applied in the
analysis of single-molecule pulling experiments [354–357]. Jarzynski’s equal-
ity immediately raises questions about the dependence of the free-energy
error on the switching time and about the efficiency of performing many fast
switches versus fewer slow ones. These issues have been amply discussed in
the literature, comparing fast-growth to other free-energy simulations [358–
368]. Applications of the fast-growth method in the context of enzymatic
QM(DFT)/MM simulations are reported in [369, 744, 755].

4.3.4
Transition-Path Sampling

Developed by Chandler and collaborators [370–380], transition-path sam-
pling (TPS) uses Monte Carlo importance sampling in the space of trajecto-
ries connecting the reactant with the product basin and yields an ensemble
of reactive trajectories (see the contribution by C. Dellago and P.G. Bolhuis in
this volume). It does not involve any preconceived knowledge about the re-
action path or the transition state. All that is required are low-dimensional
order parameters (e.g., combinations of bond lengths) that are able to un-
ambiguously separate reactant from product configurations. TPS has recently
been applied to an enzymatic reaction [381]; semi-empirical QM/MM MD
was used to generate the trajectories.
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4.3.5
Metadynamics

The metadynamics approach by Laio, Parrinello, and co-workers [382–390] is
capable of exploring the free-energy surface without prior information about
the location of minima or transition states. It is related to earlier techniques
such as the local-elevation method [391], conformational flooding [392, 393],
or the flat-histogram method for MC [394–396]. Metadynamics follows the
dynamics in the space of a set of collective coordinates that characterize the
process of interest, and is coupled to the real dynamics of the system via
a history-dependent bias potential. Controlled by the metadynamics, the bias
potential drives the system away from regions of the free-energy surface it has
already visited by “filling them up”. The bias potential is constructed from
Gaussians of a specified width that are deposited in the space of the collective
coordinates at a chosen frequency. Once the free-energy landscape has been
filled to a certain level (related to the temperature) with Gaussians, their sum
represents a cast of the free-energy surface, with all minima and transition re-
gions. This technique has recently been applied to an enzyme reaction within
Car–Parrinello QM/MM MD [397].

4.3.6
Adiabatic Dynamics

The phase-space sampling can be enhanced in constant-temperature MD by
coupling selected degrees of freedom to a separate thermostat and keep-
ing them at a higher temperature than the remainder of the system. To
minimize the heat flow from the hot degrees of freedom into the cooler
surroundings, the masses of the hot atoms are scaled up, thus creating an
adiabatic separation between the hot, slow and the cool, fast degrees of free-
dom. Such techniques have been presented by Tuckerman and co-workers
(adiabatic free-energy dynamics, AFED) [398, 399] and VandeVondele and
Röthlisberger (canonical adiabatic free-energy sampling, CAFES) [400]. The
dynamics of the slow degrees of freedom is effectively performed on the
free-energy surface generated by the environment. CAFES has been used in
a Car–Parrinello QM/MM MD simulation [401].

4.3.7
QM/MM Reaction-Path Potential

Lu and Yang [402] extended the idea of the reaction-path Hamiltonian by
Miller et al. [403] to large systems described at the QM/MM level. Using the
energies, vibrational frequencies, and electronic response properties of the
QM region along a QM/MM reaction path (e.g., the minimum-energy path),
they constructed a harmonic reaction-path potential. It provides an analytical
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expression for the QM/MM potential energy along the path, accounting for
the coupled dynamics of QM and MM parts. This potential can subsequently
be used for sampling, for instance, to perform thermodynamic integration
with constrained MD.

5
Practical Aspects of Biomolecular Reaction Modelling

When performing a QM/MM study of a biomolecular reaction, particularly
an enzymatic reaction, one generally has to invest a considerable amount of
work into the setup and preparation of the system prior to the actual QM/MM
calculations. We provide here a brief list of possible issues that need to be
addressed in this process. Many of them are not exclusive to the QM/MM
approach, but arise also in classical MD studies:

• Developing MM parameters: As it is useful to be able to perform classi-
cal MD simulations during the preparation stage (as described below),
one needs a set of MM parameters for the entire system, including the
prospective QM part. While one can restrain, e.g., substrates or cofac-
tors to their experimental position, thus avoiding the need for accurate
bonded parameters, it is highly desirable to develop at least reasonable
non-bonded parameters, in particular atomic charges. They largely con-
trol the arrangement of polar or charged residues and water molecules
around these moieties.
Different biomolecular force fields follow different procedures to derive
partial charges, which may involve QM calculations on the molecule in ques-
tion or representative fragments thereof. The effort required to obtain or
generate MM parameters can be a decisive factor for the choice of force field.

• Structure validation: The starting point of a biomolecular QM/MM study
is almost always an experimental structure, most commonly determined
by single-crystal X-ray diffraction. To check the structure for inconsisten-
cies [404], it is generally advisable to use one or several of the existing
validation tools, for example what check [405, 719]; a web interface to
several such tools is available [720]. One should also bear in mind that
the structure is usually least reliable in and around the active site, where
non-protein molecules (substrates, cofactors) are present [246].
It is often not possible to distinguish between C, N, and O based on crys-
tallographic data alone. A common error are therefore flipped side-chain
amide groups of asparagine and glutamine as well as flipped histidine
imidazole rings. These are detected by, e.g., what check [405, 719] and
Reduce [406, 407].
Besides the “technical” correctness of a specific structure, there is the
more fundamental question of the sensitivity of the computational results
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to the initial crystal structure [408]. Structures of the same enzyme fam-
ily or of the same enzyme crystallized with different inhibitors or under
different conditions can differ in subtle details, which may, however, im-
pact the results. There is no guarantee that the crystal structure actually
corresponds to the productive form of the enzyme.

• Adding hydrogen atoms: The positions of the hydrogen atoms are rarely
resolved in X-ray structures, and generally no hydrogen coordinates are
provided. For the simulations, certainly all hydrogen atoms in the QM
region as well as the polar and aromatic MM hydrogen atoms need to
be added; if an all-atom force field is used, all hydrogen positions are
required. For aliphatic and aromatic hydrogen atoms, this is a routine
procedure; most biomolecular simulation packages are capable of reliably
placing these hydrogen atoms according to standard bond distances and
angles.
The situation is less clear for polar hydrogen atoms, especially if they cap
a rotatable bond, e.g., the serine side-chain hydroxy group. The orienta-
tion of these bonds, and hence the position of the corresponding hydrogen
atoms, is controlled by the local hydrogen-bond network as well as steric
factors. Several programs and algorithms are available (either as part of
a larger modelling package or as stand-alone programs) that attempt to
determine the optimum position for these hydrogen atoms. Examples in-
clude charmm [180, 704], what if [409, 721], or Reduce [406, 407]; an
assessment of such procedures has recently appeared [410].
Most difficult are the acidic hydrogen atoms, whose presence or absence
is ambiguous. Depending on the local pKa value, ionizable groups can be
protonated or not. Most prominent are the imidazole side chain of his-
tidine and the side-chain carboxylates of aspartate and glutamate, but it
can also be necessary to consider the phenolic hydroxy group of tyrosine,
the thiol of cysteine, as well as the lysine ammonium and the arginine
guanidino group. The protonation state controls the availability of acidic
or basic sites, and it directly influences the charge and thus the long-range
electrostatic field. The decision where to protonate is therefore a rather
delicate one, which may well have mechanistic implications.
The most rigorous solution, calculating the local pKa values using
Poisson–Boltzmann or even QM/MM methods [331, 411], is not routinely
used because of the computational effort involved. The other extreme,
namely to choose the protonation states of the free amino acids in water at
pH 7, is not satisfactory. A compromise are methods that assign the proto-
nation state based on the local hydrogen-bonding network and structural
considerations; for instance what if [409, 721] or Reduce [406, 407]. An
alternative is the calculation of local pKa values with a fast increment
method, such as propka [412, 722]. One should bear in mind that these
empirical approaches neglect the non-protein part of the enzyme and are
therefore less reliable in and around the active site.
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The protonation states depend of course on the pH chosen for the simula-
tion. It should be noted that the optimal pH, where the enzyme activity is
highest, is often quite different from the pH at which the structure was de-
termined because a pH close to the isoelectric point tends to be favourable
for crystallization. The pH for kinetic measurements, from which, e.g.,
rate constants or activation barriers are derived, can again differ from the
optimum pH.
Through the hydrogen-bonding network, the assignment of protonation
states is linked to the amide and histidine flips (vide supra) and to the
hydration of the structure (vide infra). These three steps are therefore in-
terdependent and may require an iterative treatment. One should also note
that the results of different empirical algorithms, e.g., to detect flipped
residues or to assign protonation states, may well be at variance. In these
cases, the only practical solution is to visually inspect the structure and to
take a decision based on chemical insight.

• Choice of simulation system: Apart from the definition of the QM region,
which should incorporate the “electronically active” part of the structure,
one has also to decide on how much of the environment is to be included
in the simulation and in which way. The cleanest way is certainly to in-
clude the whole protein plus a hydration shell (see below). The next choice
is then the size of the active region, where the atoms are free to move dur-
ing optimization or MD, while the remaining parts are fixed or positionally
restrained. In MD simulations, the number of degrees of freedom is not
critical. Optimizations, however, tend to become problematic if more than
a few thousand (about 2000) atoms are included. Not only can convergence
become an issue, but it is also more difficult to ensure that all the many en-
vironment degrees of freedom remain consistent among changing active
site configurations, e.g., along a reaction path. For instance, if a hydrogen
bond in the environment rearranges from one step to the next, the conti-
nuity of the energy profile is broken. A reasonable selection for the active
region therefore includes all residues within, e.g., 10 Å of the QM part.

• Solvation/hydration: Only water molecules occupying a well-defined pos-
ition are crystallographically resolved; mobile ones are not visible. At least
those parts of the system that are allowed to move during the MD or in
optimizations (plus a buffer region around them) must therefore be hy-
drated with additional water molecules. There are two main options: one
can either place the whole system in a box of water under periodic bound-
ary conditions; or one superimposes a sufficiently sized sphere of water
molecules (cut out from an MD simulation of liquid water) onto the active
region of the structure. In the latter case, a spherical boundary potential
prevents the water molecules from diffusing away and simulates the in-
terface to the bulk. In either procedure, water molecules too close to an
existing atom are deleted, and the remaining ones are subjected to re-
peated minimization and MD runs.
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This protocol should ensure that the surface of the protein as well as
cavities and channels connected to the surface are adequately hydrated.
However, there may exist small internal cavities without connection to the
surface that cannot be hydrated in this manner. Apart from inserting wa-
ter molecules manually, one can use programs like dowser [413, 723] that
identify such cavities and attempt to determine whether water molecules
should be placed there.

• Classical MD simulations: Once the system setup has been completed, it
is generally advisable to run classical MD simulations, either of the whole
system (under periodic boundary conditions) or of a suitably chosen ac-
tive region. The purpose of these MD runs is twofold: (i) By gradually
releasing the positional restraints applied to the protein part during the
hydration phase and performing free MD, one can validate the setup.
Significant differences between the X-ray structure and the average pos-
itions hint at problems with the protonation or hydration procedures.
(ii) Snapshots from the MD simulation can serve as initial structures for
subsequent optimizations.
At this stage, one can introduce or modify moieties not present in the ex-
perimental structure. For instance, an inhibitor bound in the active site is
replaced by the substrate; a cofactor is changed into its chemically active
form; or an amino acid is exchanged to generate a mutant. Depending on the
manipulations, it may be appropriate to check the protonation states and/or
rehydrate and to let the system adapt to the changes with another MD run.

• Counter ions, charge neutralization: There is no general consensus on
whether it is necessary or desirable to neutralize the total charge of the
system by the addition of counter ions. For charged surface residues (e.g.,
carboxylate or ammonium side chains), there will always be a corres-
ponding counter ion (typically sodium or chloride, respectively) nearby in
solution. One can thus argue that counter ions should also be present in
the simulation to balance and screen these charges. It has also been sug-
gested that they be neutralized by (de)protonation, especially if they are
fixed and outside of the hydration sphere.
Even if one chooses to compensate for the surface charges, there normally
remains a net charge due to buried charged groups. To produce an overall
neutral system, one may add additional counter ions in the hydrated part
(raising the question of where exactly to place them) or remove some of
the “surface” counter ions added previously (raising the question of which
ones to eliminate).
Because of these ambiguities, a common choice is to leave the total charge
as it is after assigning the protonation states according to the chosen pH.
Exceptions are simulations of the relative stability of differently charged
QM regions (e.g., redox processes). In this case, the environment should
be neutral as a non-zero net charge would create an electrostatic field, thus
artificially stabilizing one charge state over the other [330, 414, 415].
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6
Interpreting the Results: Understanding Enzyme Catalysis

The results from QM/MM calculations and simulations (potential and free-
energy profiles, structures, dynamics, etc.) are, of course, on the first level
amenable to all the same interpretations as those obtained with any other
potential-energy method. However, because of the inherent separation be-
tween the QM reactive part and the MM environment, and the possibil-
ity of easily dissecting the total energy according to various decomposition
schemes (e.g., QM/MM/QM–MM, electrostatic/steric, by residue), QM/MM
methods lend themselves to investigations into the sources of the catalytic
power of biocatalysts. Simulations and theoretical tools provide the means for
a detailed understanding of how enzymes achieve their sometimes spectacu-
lar rate enhancements, in particular of the factors contributing to the barrier
lowering and the role of enzyme structure and its flexibility.

Since the proposal by Linus Pauling [416] that enzymes work by binding
the transition state more strongly than the substrate, thus lowering the acti-
vation barrier, a variety of concepts and ideas have been advanced to explain
the origin of enzymatic catalysis; we refer to several recent reviews on this
topic [233, 234, 417–421, 745–750], including a thematic issue of Chemical Re-
views [751]. (Note that these articles usually deal not only with interpretive
concepts but also with computational methods for the investigation of en-
zyme catalysis, including, but not restricted to, QM/MM approaches. They
thus complement the reviews cited in Sect. 1.)

No single model should be expected to encompass in its entirety a phe-
nomenon as complex as enzyme catalysis. Some proposals are more qualita-
tive notions rather than quantitative models, and many are subject to critical,
sometimes controversial, discussion in the literature. One difficulty is the
loose definition of certain terms and concepts. To mention just one basic ex-
ample, there is no general agreement on the reference system to which the
enzymatic reaction should be compared and, therefore, how precisely the
rate acceleration due to the enzyme (its catalytic effect) is to be defined. As
advocated by Warshel [746], the emost natural choice seems to be the cor-
responding reaction in water that proceeds by the same mechanism. We give
here a brief, partial list of catalytic models and concepts:

• Transition-state stabilization: The environment of the active site is orga-
nized such that the TS is preferentially stabilized. In particular, hydrogen-
bonding interactions and the electrostatic field in the active site are con-
sidered [233, 234, 417, 746].

• Substrate destabilization: Under this category, a number of effects related
to the preparation or preorganization of the substrate can be subsumed;
including steric confinement [422–426], the entatic state [427–430],
induced fit [431], orbital steering [432, 433], the spatial-temporal hy-
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pothesis [434], cratic free energy [435], and near-attack conformations
(NAC) [436–447].

• Desolvation: The substrate is less well solvated in the active site than in
solution [448, 449].

• Entropic effects: The motion of the substrate is restricted in the active site
(“entropic trap”) [325, 435, 450–452].

• Low-barrier hydrogen bonds (LBHB): Special hydrogen bonds with a sig-
nificant covalent contribution stabilize the TS [453–458].

• Dynamic effects: Specific protein motions or vibrations couple to the sub-
strate to lower the barrier [417, 459–463, 748].

• Nuclear quantum effects: The enzyme increases the transmission coeffi-
cient through vibrationally enhanced tunnelling and other nuclear quan-
tum effects [419, 421, 463–467, 745, 750].

• Chemical effects: All chemical factors in which the reaction in solution and
in the enzyme differ can be collected under this heading; for instance,
changes in the mechanism or the participation of a generalized acid or
base, of a cofactor, or a metal centre. The covalent hypothesis proposes
that these effects are at work in the most proficient enzymes [468]. One
may argue, however, that they are not catalytic effects proper and should
be considered separately.

From the current literature, electrostatic transition-state stabilization appears
to emerge as the dominant factor in the actual chemical step of enzymat-
ically catalysed transformations. The electrostatic basis of enzyme catalysis
has been stressed in a recent review that evaluates a number of concepts and
proposals in great detail [746].

Besides the plethora of catalytic proposals, one can more generally char-
acterize the role of the enzyme and the microscopic steps involved in an
enzymatic reaction [24]:

• The enzyme is prepared for the reaction. This can include changes in the
tertiary or quaternary structure, binding a cofactor, and possibly activat-
ing the cofactor. (The latter constitutes a, possibly catalytic, reaction in
its own right but we consider it here as a preparatory step preceding the
reaction step under study.)

• The substrate binds to the enzyme. While this may be a simple associa-
tion, it can also entail a more complicated mechanism, involving enzyme
structural changes or guiding of the substrate to the active site by specific
interactions. In this case, the binding step can contribute to the selectivity
of the enzymatic reaction.

• The substrate is prepared in the active site, both chemically and struc-
turally. Chemical preparation involves, e.g., (de)protonating the substrate
to activate it towards the reaction. Structural preparation (or preorganiza-
tion) includes both enthalpic (adopting a specific conformation different
from the one in solution) and entropic (loss of translational and rotational
degrees of freedom) aspects.
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• The actual chemical reaction takes place in the active site. The chemical
step is in the focus of most of the models listed above that attempt to
identify and explain the specific catalytic effect of the enzyme.

We also mention some analysis procedures that have proven useful in obtain-
ing insight into enzymatic reactions:

• Energy decomposition by residue: To probe the effect of a selected MM
residue on an energy difference (e.g., the activation barrier), certain in-
teractions of this residue are switched off, and the energy difference is
re-evaluated. Typically, this procedure is applied to the electrostatic inter-
action by deleting the residue’s point charges. A common way is to remove
the electrostatic interactions sequentially residue-by-residue in order of
decreasing distance from the active site and to plot the energy difference
as a function of the distance. Also known as “perturbation analysis”, this
approach was established early on [469] and has remained popular since;
see, e.g., [310, 470–474].

• Decomposition of the electrostatic energy: The electrostatic QM–MM inter-
action energy can be decomposed into the permanent interaction energy
(the interaction between the environment and the unpolarized QM dens-
ity) and the polarization energy. The latter can be further divided into
the polarization-stabilization and the electronic-distortion terms. Such
a dissection gives insight into the role of electronic polarization; see,
e.g., [5, 294, 475].

• Differential transition-state stabilization (DTSS): This analysis focuses on
the specific barrier-lowering effect of the enzyme relative to the gas phase,
considering the substrate(s) in their active-site reactant and TS struc-
tures [476, 477]. The DTSS can be further decomposed into long-range
multipole, short-range penetration, exchange, delocalization, and correla-
tion components; the multipole and penetration terms together form the
electrostatic contribution. The procedure can be expanded by performing
the analysis on a per-residue basis.

• General energy decompositions: A generic energy decomposition scheme
can be applied to dissect the contributions related to changing the envi-
ronment from a reference (typically aqueous solution) to the enzyme [301,
420, 478]. For the substrates, the process of transferring them from solu-
tion into the enzyme can be subdivided into three steps: (i) The free reac-
tants are individually distorted in solution from their minimum structure
into the conformation that they adopt in the binding site. This preparation
energy is strictly positive. (ii) The distorted reactants, still in solution,
are brought into the relative position and orientation they adopt in the
enzyme; this complexation energy can be either stabilizing or destabiliz-
ing. (iii) The distorted and oriented substrates are placed into the active
site. The corresponding energy is the interaction energy of the prepared
substrate complex.
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The analogous procedure can be applied to the transition state, affording
a decomposition of the activation barrier. The energy difference in solu-
tion between the prepared substrate complex and the enzyme-optimized
TS structure is compared to the full QM/MM barrier, providing a measure
for the specific catalytic effect of the enzyme.
An alternative approach follows the inherent partitioning of the QM/MM
energy. Any energy difference, such as the activation barrier, can be dis-
sected into QM, QM–MM, and pure MM contributions. The QM–MM
component is further split into QM–MM electrostatic, QM–MM van der
Waals, and QM–MM bonded terms. The MM component may be like-
wise divided into MM electrostatic, MM van der Waals, and MM bonded
terms.

7
Survey of Biomolecular QM/MM Studies

Since the pioneering work of Warshel and Levitt in 1976 [1], QM/MM
methods have become increasingly popular in the area of biomolecular mod-
elling. The large majority of applications have been concerned with enzy-
matic reactions. Obviously, QM/MM approaches are the method of choice
for the investigation of chemical transformations, while MM methods serve
well in purely structural studies. The focus on enzymes is certainly due to
the ubiquity and importance of these biocatalysts, but also to the relatively
wide availability of experimental, especially structural and kinetic, data and
of specialized force fields (which is, of course, in turn related to the relevance
of enzymes). Other biomolecules (nucleic acids, carbohydrates, lipids) have
found comparably less attention.

We provide here a survey of biomolecular QM/MM studies in tabular form,
considering contributions that have appeared between 2000 and April 2006
(see Tables 1–9). References to earlier work can be found in the reviews cited
in Sect. 1. The number of publications has been steadily increasing since the
mid-1990s, but especially from 2003 onwards. The list is extensive, but cer-
tainly not exhaustive. Apart from inadvertent omissions, a contribution is
likely to be missing if none of the pertinent keywords (QM/MM, combined
quantum mechanics/molecular mechanics, etc.) is present in the title or ab-
stract. The entries are grouped by the type of biomolecule investigated; the
sorting of enzymes follows the IUBMB (International Union of Biochem-
istry and Molecular Biology) enzyme classification (EC nomenclature [724]).
Note that the reaction investigated does not necessarily correspond to the en-
zyme’s main function, which determines its classification. To make the tables
less congested, the entries in the columns “biomolecule”, “process studied”,
“QM level”, and “MM level” are not repeated in successive rows for the same
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molecule if they remain unchanged. “Comments”, however, apply only to the
specific row.
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452. Villà J, Štrajbl M, Glennon TM, Sham YY, Chu ZT, Warshel A (2000) How important

are entropic contributions to enzyme catalysis? Proc Natl Acad Sci USA 97:11899–
11904

453. Cleland WW, Kreevoy MM (1994) Low-barrier hydrogen-bonds and enzymatic catal-
ysis. Science 264(5167):1887–1890

454. Frey PA, Whitt SA, Tobin JB (1994) A low-barrier hydrogen-bond in the catalytic
triad of serine proteases. Science 264(5167):1927–1930

455. Cleland WW, Frey PA, Gerlt JA (1998) The low barrier hydrogen bond in enzymatic
catalysis. J Biol Chem 273(40):25529–25532

456. Pan YP, McAllister MA (1997) Characterization of low-barrier hydrogen bonds.
1. Microsolvation effects. An ab initio and DFT investigation. J Am Chem Soc
119(32):7561–7566

457. Pan YP, McAllister MA (1997) Characterization of low-barrier hydrogen bonds.
5. Microsolvation of enol-enolate. An ab initio and DFT investigation. J Org Chem
62(23):8171–8176

458. Pan YP, McAllister MA (1998) Characterization of low-barrier hydrogen bonds.
6. Cavity polarity effects on the formic acid formate anion model system. An ab
initio and DFT investigation. J Am Chem Soc 120(1):166–169

459. Careri G, Fasella P, Gratton E (1979) Enzyme dynamics: the statistical physics ap-
proach. Annu Rev Biophys Bioeng 8:69–97

460. Karplus M, McCammon JA (1983) Dynamics of proteins: elements and function.
Annu Rev Biochem 52:263–300

461. Berendsen HJC, Hayward S (2000) Collective protein dynamics in relation to func-
tion. Curr Opin Struct Biol 10:165–169

462. Eisenmesser EZ, Bosco DA, Akke M, Kern D (2002) Enzyme dynamics during catal-
ysis. Science 295(5559):1520–1523

463. Olsson MHM, Parson WW, Warshel A (2006) Dynamical contributions to enzyme
catalysis: critical tests of a popular hypothesis. Chem Rev 106:1737–1756

464. Hwang JK, Chu ZT, Yadav A, Warshel A (1991) Simulations of quantum-mechanical
corrections for rate constants of hydride-transfer reactions in enzymes and solu-
tions. J Phys Chem 95(22):8445–8448

465. Kohen A, Klinman JP (1999) Hydrogen tunneling in biology. Chem Biol 6(7):R191–
R198

466. Sutcliffe MJ, Scrutton NS (2000) Enzyme catalysis: over-the-barrier or through-the-
barrier? Trends Biochem Sci 25(9):405–408

467. Truhlar DG, Gao J, Garcia-Viloca M, Alhambra C, Corchado J, Sanchez ML,
Poulsen TD (2004) Ensemble-averaged variational transition state theory with opti-
mized multidimensional tunneling for enzyme kinetics and other condensed-phase
reactions. Int J Quant Chem 100(6):1136–1152

468. Zhang X, Houk KN (2005) Why enzymes are proficient catalysts: beyond the Pauling
paradigm. Acc Chem Res 38(5):379–385



QM/MM Methods for Biological Systems 275

469. Bash PA, Field MJ, Davenport RC, Petsko GA, Ringe D, and Karplus M (1991)
Computer-simulation and analysis of the reaction pathway of triosephosphate iso-
merase. Biochemistry 30:5826–5832

470. Mulholland AJ, Richards WG (1997) Acetyl-CoA enolization in citrate synthase:
a quantum mechanical/molecular mechanical (QM/MM) study. Proteins Struct
Funct Genet 27(1):9–25

471. Liu H, Zhang Y, Yang W (2000) How is the active site of enolase organized to catalyze
two different reaction steps? J Am Chem Soc 122(28):6560–6570

472. Cui Q, Elstner M, Karplus M (2002) A theoretical analysis of the proton and hy-
dride transfer in liver alcohol dehydrogenase (LADH). J Phys Chem B 106(10):2721–
2740

473. Hermann JC, Hensen C, Ridder L, Mulholland AJ, Höltje HD (2005) Mechanisms
of antibiotic resistance: QM/MM modeling of the acylation reaction of a class A
β-lactamase with benzylpenicillin. J Am Chem Soc 127(12):4454–4465

474. Cheng Y, Zhang Y, McCammon JA (2005) How does the cAMP-dependent protein ki-
nase catalyze the phosphorylation reaction: an ab initio QM/MM study. J Am Chem
Soc 127(5):1553–1562

475. Garcia-Viloca M, Truhlar DG, Gao J (2003) Importance of substrate and cofactor
polarization in the active site of dihydrofolate reductase. J Mol Biol 327(2):549–560

476. Sokalski WA (1985) The physical nature of catalytic activity due to the molecular
environment in terms of intermolecular interaction theory: derivation of simplified
models. J Mol Catal 30(3):395–410

477. Szefczyk B, Mulholland AJ, Ranaghan KE, Sokalski WA (2004) Differential
transition-state stabilization in enzyme catalysis: quantum chemical analysis of in-
teractions in the chorismate mutase reaction and prediction of the optimal catalytic
field. J Am Chem Soc 126(49):16148–16159

478. Roca M, Martí S, Andrés J, Moliner V, Tuñón I, Bertrán J, Williams IH (2003) The-
oretical modeling of enzyme catalytic power: analysis of “cratic” and electrostatic
factors in catechol O-methyltransferase. J Am Chem Soc 125(25):7726–7737

479. Ridder L, Palfey BA, Vervoort JIM, Rietjens CM (2000) Modeling flavin and sub-
strate substituent effects on the activation barrier and rate of oxygen transfer by
p-hydroxybenzoate hydroxylase. FEBS Lett 478(1–2):197–201

480. Ridder L, Harvey JN, Rietjens IMCM, Vervoort J, Mulholland AJ (2003) Ab ini-
tio QM/MM modeling of the hydroxylation step in p-hydroxybenzoate hydroxylase.
J Phys Chem B 107(9):2118–2126

481. Billeter SR, Hanser CFW, Mordasini TZ, Scholten M, Thiel W, van Gunsteren WF
(2001) Molecular dynamics study of oxygenation reactions catalysed by the enzyme
p-hydroxybenzoate hydroxylase. Phys Chem Chem Phys 3:688–695

482. Ridder L, Mulholland AJ, Rietjens IMCM, Vervoort J (2000) A quantum mechan-
ical/molecular mechanical study of the hydroxylation of phenol and halogenated
derivatives by phenol hydroxylase. J Am Chem Soc 122(36):8728–8738

483. Poulsen TD, Garcia-Viloca M, Gao J, Truhlar DG (2003) Free energy surface, reac-
tion paths, and kinetic isotope effect of short-chain acyl-CoA dehydrogenase. J Phys
Chem B 107(35):9567–9578

484. Alhambra C, Corchado J, Sánchez ML, Garcia-Viloca M, Gao J, Truhlar DG (2001)
Canonical variational theory for enzyme kinetics with the protein mean force and
multidimensional quantum mechanical tunneling dynamics. Theory and application
to liver alcohol dehydrogenase. J Phys Chem B 105:11326–11340

485. Tresadern G, Faulder PF, Gleeson MP, Tai Z, MacKenzie G, Burton NA, Hillier IH
(2003) Recent advances in quantum mechanical/molecular mechanical calculations



276 H.M. Senn · W. Thiel

of enzyme catalysis: hydrogen tunnelling in liver alcohol dehydrogenase and inhibi-
tion of elastase by α-ketoheterocycles. Theor Chem Acc 109(3):108–117

486. Walker RC, de Souza MM, Mercer IP, Gould IR, Klug DR (2002) Large and fast re-
laxations inside a protein: calculation and measurement of reorganization energies
in alcohol dehydrogenase. J Phys Chem B 106(44):11658–11665

487. Formaneck MS, Li G, Zhang X, Cui Q (2002) Calculating accurate redox potentials
in enzymes with a combined QM/MM free energy perturbation approach. J Theor
Comput Chem 1(1):53–67

488. Wymore T, Hempel J, Cho SS, MacKerell AD Jr, Nicholas HB Jr, Deerfield DW II
(2004) Molecular recognition of aldehydes by aldehyde dehydrogenase and mechan-
ism of nucleophile activation. Proteins Struct Funct Bioinf 57(4):758–771

489. Wymore T, Deerfield DW II, Field MJ, Hempel J, Nicholas HB Jr (2003) Initial
catalytic events in class 3 aldehyde dehydrogenase: MM and QM/MM simulations.
Chem-Biol Interact 143–144:75–84

490. Moliner V, Williams IH (2000) Flexible QM/MM modelling embraces alternative
mechanisms for lactate dehydrogenase. Chem Commun (19):1843–1844

491. Ferrer S, Silla E, Tuñón I, Oliva M, Moliner V, Williams IH (2005) Dependence of
enzyme reaction mechanism on protonation state of titratable residues and QM level
description: lactate dehydrogenase. Chem Commun (47):5873–5875

492. Ferrer S, Ruiz-Pernía JJ, Tuñón I, Moliner V, Garcia-Viloca M, González-Lafont A,
Lluch JM (2005) A QM/MM exploration of the potential energy surface of pyruvate
to lactate transformation catalyzed by LDH. Improving the accuracy of semiempiri-
cal descriptions. J Chem Theory Comput 1(4):750–761

493. Cummins PL, Gready JE (2000) QM/MM and SCRF studies of the ionization state
of 8-methylpterin substrate bound to dihydrofolate reductase: existence of a low-
barrier hydrogen bond. J Mol Graphics Model 18(1):42–49

494. Cummins PL, Gready JE (2000) Combined quantum and molecular mechanics
(QM/MM) study of the ionization state of 8-methylpterin substrate bound to dihy-
drofolate reductase. J Phys Chem B 104(18):4503–4510

495. Beierlein F, Lanig H, Schürer G, Horn AHC, Clark T (2003) Quantum mechani-
cal/molecular mechanical (QM/MM) docking: an evaluation for known test systems.
Mol Phys 101(15):2469–2480

496. Titmuss SJ, Cummins PL, Bliznyuk AA, Rendell AP, Gready JE (2000) Compar-
ison of linear-scaling semiempirical methods and combined quantum mechani-
cal/molecular mechanical methods applied to enzyme reactions. Chem Phys Lett
320(1–2):169–176

497. Cummins PL, Greatbanks SP, Rendell AP, Gready JE (2002) Computational methods
for the study of enzymic reaction mechanisms. 1. Application to the hydride trans-
fer step in the catalysis of dihydrofolate reductase. J Phys Chem B 106(38):9934–
9944

498. Titmuss SJ, Cummins PL, Rendell AP, Bliznyuk AA, Gready JE (2002) Compar-
ison of linear-scaling semiempirical methods and combined quantum mechani-
cal/molecular mechanical methods for enzymic reactions. II. An energy decompos-
ition analysis. J Comput Chem 23(14):1314–1322

499. Cummins PL, Gready JE (2003) Computational methods for the study of enzymic re-
action mechanisms. II. An overlapping mechanically embedded method for hybrid
semi-empirical-QM/MM calculations. THEOCHEM 632(1–3):247–257

500. Garcia-Viloca M, Truhlar DG, Gao J (2003) Reaction-path energetics and kinetics
of the hydride transfer reaction catalyzed by dihydrofolate reductase. Biochemistry
42(46):13558–13575



QM/MM Methods for Biological Systems 277

501. Thorpe IF, Brooks CL III (2003) Barriers to hydride transfer in wild type and mutant
dihydrofolate reductase from E. coli. J Phys Chem B 107(50):14042–14051

502. Cummins PL, Gready JE (2005) Computational methods for the study of enzymic
reaction mechanisms III: a perturbation plus QM/MM approach for calculating rela-
tive free energies of protonation. J Comput Chem 26(6):561–568

503. Ferrer S, Silla E, Tuñón I, Martí S, Moliner V (2003) Catalytic mechanism of dihydro-
folate reductase enzyme. A combined quantum-mechanical/molecular-mechanical
characterization of the N5 protonation step. J Phys Chem B 107(50):14036–14041

504. Proust-De Martin F, Dumas R, Field MJ (2000) A hybrid-potential free-energy study
of the isomerization step of the acetohydroxy acid isomeroreductase reaction. J Am
Chem Soc 122(32):7688–7697

505. Alhambra C, Sánchez ML, Corchado J, Gao J, Truhlar DG (2001) Quantum mechan-
ical tunneling in methylamine dehydrogenase. Chem Phys Lett 347:512–518

506. Faulder PF, Tresadern G, Chohan KK, Scrutton NS, Sutcliffe MJ, Hillier IH, Bur-
ton NA (2001) QM/MM studies show substantial tunneling for the hydrogen-transfer
reaction in methylamine dehydrogenase. J Am Chem Soc 123(35):8604–8605

507. Tresadern G, Nunez S, Faulder PF, Wang H, Hillier IH, Burton NA (2003) Direct dy-
namics calculations of reaction rate and kinetic isotope effects in enzyme catalysed
reactions. Faraday Discuss 122:223–242

508. Tresadern G, Wang H, Faulder PF, Burton NA, Hillier IH (2003) Extreme tunnelling
in methylamine dehydrogenase revealed by hybrid QM/MM calculations: potential
energy surface profile for methylamine and ethanolamine substrates and kinetic
isotope effect values. Mol Phys 101(17):2775–2784

509. Torrent M, Vreven T, Musaev DG, Morokuma K, Farkas Ö, Schlegel HB (2002) Ef-
fects of the protein environment on the structure and energetics of active sites of
metalloenzymes. ONIOM study of methane monooxygenase and ribonucleotide re-
ductase. J Am Chem Soc 124(2):192–193

510. Hoffmann M, Khavrutskii IV, Musaev DG, Morokuma K (2004) Protein effects on the
O2 binding to the active site of the methane monooxygenase: ONIOM studies. Int
J Quant Chem 99(6):972–980

511. Friesner RA, Baik M-H, Gherman BF, Guallar V, Wirstam M, Murphy RB, Lip-
pard SJ (2003) How iron-containing proteins control dioxygen chemistry: a detailed
atomic level description via accurate quantum chemical and mixed quantum me-
chanics/molecular mechanics calculations. Coord Chem Rev 238–239:267–290

512. Gherman BF, Lippard SJ, Friesner RA (2005) Substrate hydroxylation in methane
monooxygenase: quantitative modeling via mixed quantum mechanics/molecular
mechanics techniques. J Am Chem Soc 127:1025–1037

513. Shiota Y, Yoshizawa K (2004) QM/MM study of the mononuclear non-heme iron
active site of phenylalanine hydroxylase. J Phys Chem B 108(44):17226–17237

514. Nemukhin AV, Grigorenko BL, Topol IA, Burt SK (2006) Modeling dioxygen binding
to the non-heme iron-containing enzymes. Int J Quant Chem 106(10):2184–2190

515. Bathelt CM, Mulholland AJ, Harvey JN (2005) QM/MM studies of the electronic
structure of the compound I intermediate in cytochrome c peroxidase and ascorbate
peroxidase. Dalton Trans (21):3470–3476

516. Schöneboom JC, Thiel W (2004) The resting state of P450cam: a QM/MM study.
J Phys Chem B 108(22):7468–7478

517. Swart M, Groenhof AR, Ehlers AW, Lammertsma K (2005) Substrate binding in the
active site of cytochrome P450CAM. Chem Phys Lett 403(1–3):35–41

518. Schöneboom JC, Lin H, Reuter N, Thiel W, Cohen S, Ogliaro F, Shaik S (2002) The
elusive oxidant species of cytochrome P450 enzymes: characterization by combined



278 H.M. Senn · W. Thiel

quantum mechanical/molecular mechanical (QM/MM) calculations. J Am Chem Soc
124(27):8142–8151

519. Bathelt CM, Zurek J, Mulholland AJ, Harvey JN (2005) Electronic structure of com-
pound I in human isoforms of cytochrome P450 from QM/MM modeling. J Am
Chem Soc 127:12900–12908

520. Cohen S, Kumar D, Shaik S (2006) In silico design of a mutant of cytochrome P450
containing selenocysteine. J Am Chem Soc 128:2649–2653

521. Schöneboom JC, Neese F, Thiel W (2005) Toward identification of the compound I
reactive intermediate in cytochrome P450 chemistry: a QM/MM study of its EPR and
Mössbauer parameters. J Am Chem Soc 127(16):5840–5853

522. Schöneboom JC, Cohen S, Lin H, Shaik S, Thiel W (2004) Quantum mechani-
cal/molecular mechanical investigation of the mechanism of C–H hydroxylation of
camphor by cytochrome P450cam: theory supports a two-state rebound mechanism.
J Am Chem Soc 126(12):4017–4034

523. Altun A, Guallar V, Friesner RA, Shaik S, Thiel W (2006) The effect of heme en-
vironment on the hydrogen abstraction reaction of camphor in P450cam catalysis:
a QM/MM study. J Am Chem Soc 128:3924–3925

524. Lin H, Schöneboom JC, Cohen S, Shaik S, Thiel W (2004) QM/MM study of
the product-enzyme complex in P450cam catalysis. J Phys Chem B 108(28):10083–
10088

525. Guallar V, Friesner RA (2004) Cytochrome P450CAM enzymatic catalysis cycle:
a quantum mechanics/molecular mechanics study. J Am Chem Soc 126(27):8501–
8508

526. Shaik S, Kumar D, de Visser SP, Altun A, Thiel W (2005) Theoretical perspective on
the structure and mechanism of cytochrome P450 enzymes. Chem Rev 105(6):2279–
2328

527. Derat E, Cohen S, Shaik S, Altun A, Thiel W (2005) Principal active species of
horseradish peroxidase, compound I: a hybrid quantum mechanical/molecular me-
chanical study. J Am Chem Soc 127(39):13611–13621

528. Kamachi T, Yoshizawa K (2005) Water-assisted oxo mechanism for heme metabolism.
J Am Chem Soc 127(30):10686–10692

529. Martí MA, Crespo A, Bari SE, Doctorovich FA, Estrin DA (2004) QM–MM study of
nitrite reduction by nitrite reductase of Pseudomonas aeruginosa. J Phys Chem B
108(46):18073–18080

530. Källrot N, Nilsson K, Rasmussen T, Ryde U (2005) Theoretical study of structure of
catalytic copper site in nitrite reductase. Int J Quant Chem 102:520–541

531. Morao I, Tai Z, Hillier IH, Burton NA (2003) What form of Ng-hydroxy-L-arginine is
the intermediate in the mechanism of NO synthase? QM and QM/MM calculations of
substrate-active site interactions. THEOCHEM 632(1–3):277–285

532. Fernández ML, Martí MA, Crespo A, Estrin DA (2005) Proximal effects in the mod-
ulation of nitric oxide synthase reactivity: a QM-MM study. J Biol Inorg Chem
10:595–604

533. Crespo A, Martí MA, Kalko SG, Morreale A, Orozco M, Gelpi JL, Luque FJ, Estrin DA
(2005) Theoretical study of the truncated hemoglobin HbN: exploring the molecular
basis of the NO detoxification mechanism. J Am Chem Soc 127(12):4433–4444

534. Marti MA, Crespo A, Capece L, Boechi L, Bikiel DE, Scherlis DA, Estrin DA (2006)
Dioxygen affinity in heme proteins investigated by computer simulation. J Inorg
Biochem 100(4):761–770

535. Wirstam M, Lippard SJ, Friesner RA (2003) Reversible dioxygen binding to hemery-
thrin. J Am Chem Soc 125(13):3980–3987



QM/MM Methods for Biological Systems 279

536. Rovira C, Schulze B, Eichinger M, Evanseck JD, Parrinello M (2001) Influence of the
heme pocket conformation on the structure and vibrations of the Fe-CO bond in
myoglobin: a QM/MM density functional study. Biophys J 81(1):435–445

537. Freindorf M, Shao Y, Brown ST, Kong J, Furlani TR (2006) A combined density
functional theory and molecular mechanics (QM/MM) study of FeCO vibrations in
carbonmonoxy myoglobin. Chem Phys Lett 419(4–6):563–566

538. Rovira C (2003) Applications of Car-Parrinello molecular dynamics in biochemistry
– binding of ligands in myoglobin. In: Carloni P, Alber F (eds) Quantum medicinal
chemistry. Methods and principles in medicinal chemistry, vol 17. Wiley, Weinheim,
pp 73–112

539. Harvey JN (2004) Spin-forbidden CO ligand recombination in myoglobin. Faraday
Discuss 127:165–177

540. Guallar V, Jarzecki AA, Friesner RA, Spiro TG (2006) Modeling of ligation-induced
helix/loop displacements in myoglobin: toward an understanding of hemoglobin
allostery. J Am Chem Soc 128(16):5427–5435

541. Strickland N, Mulholland AJ, Harvey JN (2006) The Fe–CO bond energy in myo-
globin: a QM/MM study of the effect of tertiary structure. Biophys J 90(4):L27–L29

542. Kravitz JY, Pecoraro VL, Carlson HA (2005) Quantum mechanics/molecular me-
chanics calculations of the vanadium dependent chloroperoxidase. J Chem Theory
Comput 1(6):1265–1274

543. Rulí̌sek L, Solomon EI, Ryde U (2005) A combined quantum and molecular mechan-
ical study of the O2 reductive cleavage in the catalytic cycle of multicopper oxidases.
Inorg Chem 44(16):5612–5628

544. Rothlisberger U, Carloni P, Doclo K, Parrinello M (2000) A comparative study of
galactose oxidase and active site analogs based on QM/MM Car-Parrinello simula-
tions. J Biol Inorg Chem 5(2):236–250

545. Kamachi T, Kihara N, Shiota Y, Yoshizawa K (2005) Computational exploration of the
catalytic mechanism of dopamine β-monooxygenase: modeling of its mononuclear
copper active sites. Inorg Chem 44(12):4226–4236

546. Yoshizawa K, Kihara N, Kamachi T, Shiota Y (2006) Catalytic mechanism of
dopamine β-monooxygenase mediated by Cu(III)–Oxo. Inorg Chem 45(7):3034–
3041

547. Sundararajan M, Hillier IH, Burton NA (2006) Structure and redox properties of
the protein, rubredoxin, and its ligand and metal mutants studied by electronic
structure calculation. J Phys Chem A 110(2):785–790

548. Magistrato A, DeGrado WF, Laio A, Rothlisberger U, VandeVondele J, Klein ML
(2003) Characterization of the dizinc analogue of the synthetic diiron protein
DF1 using ab initio and hybrid quantum/classical molecular dynamics simulations.
J Phys Chem B 107(17):4182–4188

549. Ryde U, Olsson MHM (2001) Structure, strain, and reorganization energy of blue
copper models in the protein. Int J Quant Chem 81(5):335–347

550. Moon S, Patchkovskii S, Salahub DR (2003) QM/MM calculations of EPR hyperfine
coupling constants in blue copper proteins. THEOCHEM 632:287–295

551. Datta SN, Sudhamsu J, Pandey A (2004) Theoretical determination of the standard
reduction potential of plastocyanin in vitro. J Phys Chem B 108(23):8007–8016

552. Prabhakar R, Musaev DG, Khavrutskii IV, Morokuma K (2004) Does the active site
of mammalian glutathione peroxidase (GPx) contain water molecules? An ONIOM
study. J Phys Chem B 108(34):12643–12645

553. Bergès J, Rickards G, Rauk A, Houée-Levin C (2006) QM/MM study of electron
addition on protein disulfide bonds. Chem Phys Lett 421:63–67



280 H.M. Senn · W. Thiel

554. Chu J-W, Brooks BR, Trout BL (2004) Oxidation of methionine residues in aqueous
solutions: free methionine and methionine in granulocyte colony-stimulating factor.
J Am Chem Soc 126(50):16601–16607

555. Ridder L, Rietjens IMCM, Vervoort J, Mulholland AJ (2002) Quantum mechani-
cal/molecular mechanical free energy simulations of the glutathione S-transferase
(M1-1) reaction with phenanthrene 9,10-oxide. J Am Chem Soc 124(33):9926–9936

556. Ruggiero GD, Williams IH, Roca M, Moliner V, Tuñón I (2004) QM/MM determin-
ation of kinetic isotope effects for COMT-catalyzed methyl transfer does not support
compression hypothesis. J Am Chem Soc 126(28):8634–8635

557. Roca M, Moliner V, Ruiz-Pernía JJ, Silla E, Tuñón I (2006) Activation free energy
of catechol O-methyltransferase. Corrections to the potential of mean force. J Phys
Chem A 110(2):503–509

558. Roca M, Andrés J, Moliner V, Tuñón I, Bertrán J (2005) On the nature of the
transition state in catechol O-methyltransferase. A complementary study based on
molecular dynamics and potential energy surface explorations. J Am Chem Soc
127(30):10648–10655

559. Hu P, Zhang Y (2006) Catalytic mechanism and product specifity of the histone
lysin methyltransferase SET7/9: an ab initio QM/MM-FE study with multiple initial
structures. J Am Chem Soc 128(4):1272–1278

560. Núñez S, Antoniou D, Schramm VL, Schwartz SD (2004) Promoting vibrations in hu-
man purine nucleoside phosphorylase. A molecular dynamics and hybrid quantum
mechanical/molecular mechanical study. J Am Chem Soc 126(48):15720–15729

561. Sheppard DW, Burton NA, Hillier IH (2000) Ab initio hybrid quantum mechani-
cal/molecular mechanical studies of the mechanisms of the enzymes protein kinase
and thymidine phosphorylase. THEOCHEM 506:35–44

562. Gao X-F, Huang X-R, Sun C-C (2006) Role of each residue in catalysis in the active
site of pyrimidine nucleoside phosphorylase from Bacillus subtilis: a hybrid QM/MM
study. J Struct Biol 154(1):20–26

563. Cheng Y, Zhang Y, McCammon JA (2006) How does activation loop phosphoryla-
tion modulate catalytic activity in the cAMP-dependent protein kinase: a theoretical
study. Protein Sci 15(4):672–683

564. Rungrotmongkol T, Hannongbua S, Mulholland A (2004) Mechanistic study of
HIV-1 reverse transcriptase at the active site based on QM/MM method. J Theor
Comput Chem 3(4):491–500

565. Thomas A, Field MJ (2002) Reaction mechanism of the HGXPRTase from Plas-
modium falciparum: a hybrid potential quantum mechanical/molecular mechanical
study. J Am Chem Soc 124(42):12432–12438,

566. Mulholland AJ, Lyne PD, Karplus M (2000) Ab initio QM/MM study of the citrate
synthase mechanism. A low-barrier hydrogen bond is not involved. J Am Chem Soc
122(3):534–535

567. Kurz LC, Fite B, Jean J, Park J, Erpelding T, Callis P (2005). Photophysics of tryp-
tophan fluorescence: link with the catalytic strategy of the citrate synthase from
Thermoplasma acidophilum. Biochemistry 44(5):1394–1413

568. Senn HM, O’Hagan D, Thiel W (2005) Insight into enzymatic C–F bond formation
from QM and QM/MM calculations. J Am Chem Soc 127:13643–13655

569. Schürer G, Lanig H, Clark T (2004) Aeromonas proteolytica aminopeptidase: an
investigation of the mode of action using a quantum mechanical/molecular mechan-
ical approach. Biochemistry 43(18):5414–5427

570. Schürer G, Horn AHC, Gedeck P, Clark T (2002) The reaction mechanism of bovine
lens leucine aminopeptidase. J Phys Chem B 106(34):8815–8830



QM/MM Methods for Biological Systems 281

571. Klein CDP, Schiffmann R, Folkers G, Piana S, Röthlisberger U (2003) Protonation
states of methionine aminopeptidase and their relevance for inhibitor binding and
catalytic activity. J Biol Chem 278(48):47862–47867

572. Cross JB, Vreven T, Meroueh SO, Mobashery S, Schlegel HB (2005) Computational
investigation of irreversible inactivation of the zinc-dependent protease carboxypep-
tidase A. J Phys Chem B 109(10):4761–4769

573. Phoon L, Burton NA (2005) Assessment of a mechanism for reactive inhibition of
carboxypeptidase A with QM/MM methods. J Mol Graphics Model 24(2):94–101

574. Molina PA, Sikorski RS, Jensen JH (2003) NMR chemical shifts in the low-pH form of
α-chymotrypsin. A QM/MM and ONIOM-NMR study. Theor Chem Acc 109(3):100–
107

575. Molina PA, Jensen JH (2003) A predictive model of strong hydrogen bonding in pro-
teins: the Nδ1-H-Oδ1 hydrogen bond in low-pH α-chymotrypsin and α-lytic protease.
J Phys Chem B 107(25):6226–6233

576. Pieraccini S, Sironi M, Colombo G (2006) Modeling enzymatic processes: a molecu-
lar simulation analysis of the origins of regioselectivity. Chem Phys Lett 418:373–
376

577. Antonczak S, Monard G, Ruiz-López M, Rivail JL (2000) Insights in the peptide
hydrolysis mechanism by thermolysin: a theoretical QM/MM study. J Mol Model
6:527–538

578. Nemukhin AV, Grigorenko BL, Rogov AV, Topol IA, Burt SK (2004) Modeling
of serine protease prototype reactions with the flexible effective fragment poten-
tial quantum mechanical/molecular mechanical method. Theor Chem Acc 111(1):
36–48

579. Ishida T, Kato S (2003) Theoretical perspectives on the reaction mechanism of serine
proteases: the reaction free energy profiles of the acylation process. J Am Chem Soc
125(39):12035–12048

580. Ishida T, Kato S (2004) Role of Asp102 in the catalytic relay system of serine pro-
teases: a theoretical study. J Am Chem Soc 126(22):7111–7118

581. Ishida T (2006) Low-barrier hydrogen bond hypothesis in the catalytic triad residue
of serine proteases: correlation between structural rearrangement and chemical
shifts in the acylation process. Biochemistry 45(17):5413–5420

582. Gräter F, Schwarzl SM, Dejaegere A, Fischer S, Smith JC (2005) Protein/ligand bind-
ing free energies calculated with quantum mechanics/molecular mechanics. J Phys
Chem B 109:10474–10483

583. Topf M, Várnai P, Richards WG (2002) Ab initio QM/MM dynamics simulation of the
tetrahedral intermediate of serine proteases: insights into the active site hydrogen-
bonding network. J Am Chem Soc 124(49):14780–14788

584. Topf M, Richards WG (2004) Theoretical studies on the deacylation step of serine
protease catalysis in the gas phase, in solution, and in elastase. J Am Chem Soc
126(44):14631–14641

585. Gleeson MP, Hillier IH, Burton NA (2004) Theoretical analysis of peptidyl α-keto-
heterocyclic inhibitors of human neutrophil elastase: insight into the mechanism
of inhibition and the application of QM/MM calculations in structure-based drug
design. Org Biomol Chem 2(16):2275–2280

586. Guo H, Wlodawer A, Guo H (2005) A general acid-base mechanism for the stabiliza-
tion of a tetrahedral adduct in a serine-carboxyl peptidase: a computational study.
J Am Chem Soc 127:15662–15663

587. Xu Q, Guo H, Wlodawer A, Guo H (2006) The importance of dynamics in substrate-
assisted catalysis and specificity. J Am Chem Soc 128(18):5994–5995



282 H.M. Senn · W. Thiel

588. Hensen C, Hermann JC, Nam K, Ma S, Gao J, Höltje H-D (2004) A combined
QM/MM approach to protein-ligand interactions: polarization effects of the HIV-1
protease on selected high affinity inhibitors. J Med Chem 47(27):6673–6680

589. Sulpizi M, Laio A, VandeVondele J, Cattaneo A, Rothlisberger U, Carloni P (2003)
Reaction mechanism of caspases: insights from QM/MM Car–Parrinello simulations.
Proteins Struct Funct Genet 52(2):212–224

590. Corminboeuf C, Hu P, Tuckerman ME, Zhang Y (2006) Unexpected deacetylation
mechanism suggested by a density functional theory QM/MM study of histone-
deacetylase-like protein. J Am Chem Soc 128(14):4530–4531

591. Madison V, Duca J, Bennett F, Bohanon S, Cooper A, Chu M, Desai J, Girijavallab-
han V, Hare R, Hruza A, Hendrata S, Huang Y, Kravec C, Malcolm B, McCormick J,
Miesel L, Ramanathan L, Reichert P, Saksena A, Wang J, Weber PC, Zhu H, Fis-
chmann T (2002) Binding affinities and geometries of various metal ligands in
peptide deformylase inhibitors. Biophys Chem 101–102:239–247

592. Khandelwal A, Lukacova V, Comez D, Kroll DM, Raha S, Balaz S (2005) A com-
bination of docking, QM/MM methods, and MD simulation for binding affinity
estimation of metalloprotein ligands. J Med Chem 48(17):5437–5447

593. Pitarch J, Pascual-Ahuir J-L, Silla E, Tuñón I (2000) A quantum mechanics/molecular
mechanics study of the acylation reaction of TEM1 β-lactamase and penicillanate.
J Chem Soc, Perkin Trans 2 (4):761–767

594. Díaz N, Suárez D, Sordo TL, Merz KM Jr (2001) Acylation of class A β-lactamases
by penicillins: a theoretical examination of the role of serine 130 and the β-lactam
carboxylate group. J Phys Chem B 105(45):11302–11313

595. Hermann JC, Ridder L, Mulholland AJ, Höltje H-D (2003) Identification of Glu166 as
the general base in the acylation reaction of class A β-lactamases through QM/MM
modeling. J Am Chem Soc 125(32):9590–9591

596. Castillo R, Silla E, Tuñón I (2002) Role of protein flexibility in enzymatic cataly-
sis: quantum mechanical-molecular mechanical study of the deacylation reaction in
class A β-lactamases. J Am Chem Soc 124(8):1809–1816

597. Meroueh SO, Fisher JF, Schlegel HB, Mobashery S (2005) Ab initio QM/MM study of
class A β-lactamase acylation: dual participation of Glu166 and Lys73 in a concerted
base promotion of Ser70. J Am Chem Soc 127:15397–15407

598. Hermann JC, Ridder L, Höltje H-D, Mulholland AJ (2006) Molecular mechanisms of
antibiotic resistance: QM/MM modelling of deacylation in a class A β-lactamase. Org
Biomol Chem 4:206–210

599. Gherman BF, Goldberg SD, Cornish VW, Friesner RA (2004) Mixed quantum
mechanical/molecular mechanical (QM/MM) study of the deacylation reaction in
a penicillin binding protein (PBP) versus in a class C β-lactamase. J Am Chem Soc
126(24):7652–7664

600. Olsen L, Rasmussen T, Hemmingsen L, Ryde U (2004) Binding of benzylpenicillin to
metallo-β-lactamase: a QM/MM study. J Phys Chem B 108(45):17639–17648

601. Gu W, Zhu J, Liu H (2002) Different protonation states of the Bacillus cereus binu-
clear zinc metallo-β-lactamase active site studied by combined quantum mechanical
and molecular mechanical simulations. J Theor Comput Chem 1(1):69–80

602. Dal Peraro M, Llarrull LI, Rothlisberger U, Vila AJ, Carloni P (2004) Water-assisted
reaction mechanism of monozinc β-lactamases. J Am Chem Soc 126(39):12661–
12668

603. Xu D, Zhou Y, Xie D, Guo H (2005) Antibiotic binding to monozinc CphA β-lac-
tamase from Aeromonas hydropila: quantum mechanical/molecular mechanical and
density functional theory studies. J Med Chem 48(21):6679–6689



QM/MM Methods for Biological Systems 283

604. Park H, Brothers EN, Merz KM Jr (2005) Hybrid QM/MM and DFT investigations
of the catalytic mechanism and inhibition of the dinuclear zinc metallo-β-lactamase
CcrA from Bacteroides fragilis. J Am Chem Soc 127(12):4232–4241

605. Li J, Cross JB, Vreven T, Meroueh SO, Mobashery S, Schlegel HB (2005) Lysine car-
boxylation in proteins: OXA-10 β-lactamase. Proteins Struct Funct Bioinf 61(2):246–
257

606. Oliva M, Dideberg O, Field MJ (2003) Understanding the acylation mechanisms of
active-site serine penicillin-recognizing proteins: a molecular dynamics simulation
study. Proteins Struct Funct Bioinf 53(1):88–100

607. Díaz N, Suárez D, Sordo TL, Merz KM Jr (2001) A theoretical study of the aminolysis
reaction of lysine 199 of human serum albumin with benzylpenicillin: consequences
for immunochemistry of penicillins. J Am Chem Soc 123(31):7574–7583

608. Lodola A, Mor M, Hermann JC, Tarzia G, Piomelli D, Mulholland AJ (2005) QM/MM
modelling of oleamide hydrolysis in fatty acid amide hydrolase (FAAH) reveals
a new mechanism of nucleophile activation. Chem Commun (35):4399–4401

609. Zhang Y, Kua J, McCammon JA (2002) Role of the catalytic triad and oxyanion
hole in acetylcholinesterase catalysis: an ab initio QM/MM study. J Am Chem Soc
124(35):10572–10577

610. Hurley MM, Wright JB, Lushington GH, White WE (2003) Quantum mechanics and
mixed quantum mechanics/molecular mechanics simulations of model nerve agents
with acetylcholinesterase. Theor Chem Acc 109(3):160–168

611. Gao D, Zhan C-G (2005) Modeling evolution of hydrogen bonding and stabiliza-
tion of transition states in the process of cocaine hydrolysis catalyzed by human
butyrylcholinesterase. Proteins Struct Funct Bioinf 62:99–110

612. Zhan C-G, Gao D (2005) Catalytic mechanism and energy barriers for butyrylcholin-
esterase-catalyzed hydrolysis of cocaine. Biophys J 89:3863–3872

613. Funke SA, Otte N, Eggert T, Bocola M, Jaeger K-E, Thiel W (2005) Combination
of computational prescreening and experimental library construction can accelerate
enzyme optimization by directed evolution. Protein Eng Des Sel 18(11):509–514

614. Dinner AR, Blackburn GM, Karplus M (2001) Uracil-DNA glycosylase acts by sub-
strate autocatalysis. Nature 413(6857):752–755

615. Banerjee A, Yang W, Karplus M, Verdine GL (2005) Structure of a repair enzyme
interrogating undamaged DNA elucidates recognition of damaged DNA. Nature
434:612–618

616. Biarnés X, Nieto J, Planas A, Rovira C (2006) Substrate distortion in the Michaelis
complex of bacillus 1,3–1,4-β-glucanase: insight from first principles molecular dy-
namics simulations. J Biol Chem 281:1432–1441

617. Dittrich M, Hayashi S, Schulten K (2003) On the mechanism of ATP hydrolysis in
F1-ATPase. Biophys J 85(4):2253–2266

618. Dittrich M, Hayashi S, Schulten K (2004) ATP hydrolysis in the βTP and βDP catalytic
sites of F1-ATPase. Biophys J 87(5):2954–2967

619. Li G, Cui Q (2004) Mechanochemical coupling in myosin: a theoretical analysis with
molecular dynamics and combined QM/MM reaction path calculations. J Phys Chem
B 108(10):3342–3357

620. Lopez X, York DM, Dejaegere A, Karplus M (2002) Theoretical studies on the hydro-
lysis of phosphate diesters in the gas phase, solution, and RNase A. Int J Quant Chem
86(1):10–26

621. Topol IA, Cachau RE, Nemukhin AV, Grigorenko BL, Burt SK (2004) Quantum chem-
ical modeling of the GTP hydrolysis by the RAS–GAP protein complex. Biochim
Biophys Acta 1700(1):125–136



284 H.M. Senn · W. Thiel

622. Grigorenko BL, Nemukhin AV, Topol IA, Cachau RE, Burt SK (2005) QM/MM mod-
eling the Ras–GAP catalyzed hydrolysis of guanosine triphosphate. Proteins Struct
Funct Bioinf 60(3):495–503

623. Klähn M, Schlitter J, Gerwert K (2005) Theoretical IR spectroscopy based on QM/MM
calculations provides changes in charge distribution, bond lengths, and bond angles of
the GTP ligand induced by the Ras-protein. Biophys J 88(6):3829–3844

624. De Vivo M, Ensing B, Klein ML (2005) Computational study of phosphatase activity
in soluble epoxide hydrolase: high efficiency through a water bridge mediated proton
shuttle. J Am Chem Soc 127(32):11226–11227

625. Gleeson MP, Burton NA, Hillier IH (2003) Prediction of the potency of inhibitors of
adenosine deaminase by QM/MM calculations. Chem Commun (17):2180–2181

626. Gleeson MP, Burton NA, Hillier IH (2003) The mechanism of adenosine deaminase
catalysis studied by QM/MM calculations: the role of histidine 238 and the activity
of the alanine 238 mutant. Phys Chem Chem Phys 5(19):4272–4278

627. Xu Q, Guo H (2004) Quantum mechanical/molecular mechanical molecular dy-
namics simulations of cytidine deaminase: from stabilization of transition state
analogues to catalytic mechanisms. J Phys Chem B 108(7):2477–2483

628. Guo H, Rao N, Xu Q, Guo H (2005) Origin of tight binding of a near-perfect
transition-state analogue by cytidine deaminase: implications for enzyme catalysis.
J Am Chem Soc 127(9):3191–3197

629. Xu D, Guo H, Gao J, Cui Q (2004) A QM/MM study of a nucleophilic aromatic sub-
stitution reaction catalyzed by 4-chlorobenzoyl-CoA dehalogenase. Chem Commun
(7):892–893

630. Xu D, Wei Y, Wu J, Dunaway-Mariano D, Guo H, Cui Q, Gao J (2004) QM/MM studies
of the enzyme-catalyzed dechlorination of 4-chlorobenzoyl-CoA provide insight into
reaction energetics. J Am Chem Soc 126(42):13649–13658

631. Wu J, Xu D, Lu X, Wang C, Guo H, Dunaway-Mariano D (2006) Contributions of
long-range electrostatic interactions to 4-chlorobenzoyl-CoA dehalogenase catalysis:
a combined theoretical and experimental study. Biochemistry 45:102–112

632. Soriano A, Silla E, Tuñón I, Martí S, Moliner V, Bertrán J (2004) Electrostatic ef-
fects in enzyme catalysis: a quantum mechanics/molecular mechanics study of the
nucleophilic substitution reaction in haloalkane dehalogenase. Theor Chem Acc
112(4):327–334

633. Nam K, Prat-Resina X, Garcia-Viloca M, Devi-Kesavan LS, Gao J (2004) Dynamics
of an enzymatic substitution reaction in haloalkane dehalogenase. J Am Chem Soc
126(5):1369–1376

634. Zhang X, Harrison DHT, Cui Q (2002) Functional specificities of methylglyoxal syn-
thase and triosephosphate isomerase: a combined QM/MM analysis. J Am Chem Soc
124(50):14871–14878

635. Guimarães CRW, Udier-Blagović M, Jorgensen WL (2005) Macrophomate synthase:
QM/MM simulations address the Diels–Alder versus Michael–aldol reaction mech-
anism. J Am Chem Soc 127(10):3577–3588

636. Sicinska D, Truhlar DG, Paneth P (2005) Dependence of transition state structure
on substrate: the intrinsic C-13 kinetic isotope effect is different for physiological
and slow substrates of the ornithine decarboxylase reaction because of different
hydrogen bonding structures. J Am Chem Soc 127(15):5414–5422

637. Lundberg M, Blomberg MRA, Siegbahn PEM (2004) Developing active site models
of ODCase – from large quantum models to a QM/MM approach. In: Lee JK (ed)
Orotidine monophosphate decarboxylase: a mechanistic dialogue. Topics in current
chemistry, vol 238. Springer, Berlin Heidelberg New York, pp 79–112



QM/MM Methods for Biological Systems 285

638. Loferer MJ, Tautermann CS, Loeffler HH, Liedl KR (2003) Influence of backbone
conformations of human carbonic anhydrase II on carbon dioxide hydration: hydra-
tion pathways and binding of bicarbonate. J Am Chem Soc 125(29):8921–8927

639. Garcia-Viloca M, Nam K, Alhambra C, Gao J (2004) Solvent and Protein effects on
the vibrational frequency shift and energy relaxation of the azide ligand in carbonic
anhydrase. J Phys Chem B 108(35):13501–13512

640. Tautermann CS, Loferer MJ, Voegele AF, Liedl KR (2003) About the kinetic feasi-
bility of the Lipscomb mechanism in human carbonic anhydrase II. J Phys Chem B
107(43):12013–12020

641. Kamachi T, Toraya T, Yoshizawa K (2004) Catalytic roles of active-site amino acid
residues of coenzyme B12-dependent diol dehydratase: protonation state of histidine
and pull effect of glutamate. J Am Chem Soc 126(49):16207–16216

642. Cisneros GA, Liu H, Zhang Y, Yang W (2003) Ab initio QM/MM study shows there
is no general acid in the reaction catalyzed by 4-oxalocrotonate tautomerase. J Am
Chem Soc 125(34):10384–10393

643. Cisneros GA, Wang M, Silinski P, Fitzgerald MC, Yang W (2004) The protein back-
bone makes important contributions to 4-oxalocrotonate tautomerase enzyme catal-
ysis: understanding from theory and experiment. Biochemistry 43(22):6885–6892

644. Cisneros GA, Wang M, Silinski P, Fitzgerald MC, Yang W (2006) Theoretical and
experimental determination on two substrates turned over by 4-oxalocrotonate tau-
tomerase. J Phys Chem A 110(2):700–708

645. Garcia-Viloca M, González-Lafont À, Lluch JM (2001) A QM/MM study of the
racemization of vinylglycolate catalyzed by mandelate racemase enzyme. J Am Chem
Soc 123(4):709–721

646. Prat-Resina X, Garcia-Viloca M, González-Lafont A, Lluch JM (2002) On the modu-
lation of the substrate activity for the racemization catalyzed by mandelate racemase
enzyme: a QM/MM study. Phys Chem Chem Phys 4(21):5365–5371

647. Prat-Resina X, González-Lafont À, Lluch JM (2005) Reaction mechanism of the man-
delate anion racemization catalyzed by mandelate racemase enzyme: a QM/MM
molecular dynamics free energy study. J Phys Chem B 109:21089–21101

648. Puig E, Garcia-Viloca M, González-Lafont À, Lluch JM (2006) On the ionization state
of the substrate in the active site of glutamate racemase. A QM/MM study about the
importance of being zwitterionic. J Phys Chem A 110:717–725

649. Guallar V, Jacobson M, McDermott A, Friesner RA (2004) Computational modeling
of the catalytic reaction in triosephosphate isomerase. J Mol Biol 337(1):227–239

650. Cui Q, Karplus M (2002) Promoting modes and demoting modes in enzyme-
catalyzed proton transfer reactions: a study of models and realistic systems. J Phys
Chem B 106(32):7927–7947

651. Cui Q, Karplus M (2002) Quantum mechanics/molecular mechanics studies of
triosephosphate isomerase-catalyzed reactions: effect of geometry and tunneling on
proton-transfer rate constants. J Am Chem Soc 124:3093–3124

652. Wang M, Lu Z, Yang W (2002) Transmission coefficient calculation for proton trans-
fer in triosephosphate isomerase based on the reaction path potential method.
J Chem Phys 121(1):101–107

653. Konuklar FAS, Aviyente V, Monard G, Lopez RMF (2004) Theoretical approach to
the wear and tear mechanism in triosephoshate isomerase: a QM/MM study. J Phys
Chem B 108(12):3925–3934

654. Garcia-Viloca M, Alhambra C, Truhlar DG, Gao J (2003) Hydride transfer catalyzed
by xylose isomerase: mechanism and quantum effects. J Comput Chem 24(2):177–
190



286 H.M. Senn · W. Thiel

655. Li G, Cui Q (2003) What is so special about Arg 55 in the catalysis of cyclophilin A?
Insights from hybrid QM/MM simulations. J Am Chem Soc 125(49):15028–15038

656. Martí S, Andrés J, Moliner V, Silla E, Tuñón I, Bertrán J (2001) Transition structure
selectivity in enzyme catalysis: a QM/MM study of chorismate mutase. Theor Chem
Acc 105(3):207–212

657. Martí S, Andrés J, Moliner V, Silla E, Tuñón I, Bertrán J, Field MJ (2001) A hybrid po-
tential reaction path and free energy study of the chorismate mutase reaction. J Am
Chem Soc 123(8):1709–1712

658. Lee YS, Worthington SE, Krauss M, Brooks BR (2002) Reaction mechanism of cho-
rismate mutase studied by the combined potentials of quantum mechanics and
molecular mechanics. J Phys Chem B 106(46):12059–12065

659. Crespo A, Scherlis DA, Martí MA, Ordejón P, Roitberg AE, Estrin DA (2003) A DFT-
based QM–MM approach designed for the treatment of large molecular systems:
application to chorismate mutase. J Phys Chem B 107(49):13728–13736

660. Guo H, Cui Q, Lipscomb WN, Karplus M (2003) Understanding the role of active-
site residues in chorismate mutase catalysis from molecular-dynamics simulations.
Angew Chem Int Ed 42(13):1508–1511

661. Martí S, Moliner V, Tuñón I, Williams IH (2003) QM/MM calculations of kinetic
isotope effects in the chorismate mutase active site. Org Biomol Chem 1(3):483–487

662. Ranaghan KE, Ridder L, Szefczyk B, Sokalski WA, Hermann JC, Mulholland AJ
(2003) Insights into enzyme catalysis from QM/MM modelling: transition state sta-
bilization in chorismate mutase. Mol Phys 101(17):2695–2714

663. Ranaghan KE, Ridder L, Szefczyk B, Sokalski WA, Hermann JC, Mulholland AJ
(2004) Transition state stabilization and substrate strain in enzyme catalysis: ab
initio QM/MM modelling of the chorismate mutase reaction. Org Biomol Chem
2(7):968–80

664. Ruggiero GD, Guy SJ, Martí S, Moliner V, Williams IH (2004) Vibrational analysis of
the chorismate rearrangement: relaxed force constants, isotope effects and activation
entropies calculated for reaction in vacuum, water and the active site of chorismate
mutase. J Phys Org Chem 17(6–7):592–601

665. Claeyssens F, Ranaghan KE, Manby FR, Harvey JN, Mulholland AJ (2005) Multi-
ple high-level QM/MM reaction paths demonstrate transition-state stabilization in
chorismate mutase: correlation of barrier height with transition-state stabilization.
Chem Commun (40):5068–5070
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Abstract Transition path sampling is a computational method for the simulation of rare
but important events occurring in complex systems. Based on a statistical mechanics in
trajectory space, transition path sampling can be applied to identify mechanisms and de-
termine rate constants. Here we review the basic ideas and algorithms of transition path
sampling and discuss some recent applications of this methodology to problems in mo-
lecular biology including protein folding, enzyme catalysis, and processes occurring in
lipid bilayers.
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MD Molecular dynamics
TIS Transition interface sampling
TPS Transition path sampling
TS Transition state
TSE Transition state ensemble
TST Transition state theory

1
Introduction

Molecular biology strives to describe the structures and processes occur-
ring in the living cell on the molecular level [1]. Molecular processes can
involve proteins, nucleic acids, lipid molecules, or other molecules. Protein-
specific processes include enzyme catalyzed reactions, protein folding, bind-
ing and regulation, signaling pathways, and transport by molecular motors
(trafficking, muscles). Nucleic acids are involved in RNA folding, ribozy-
matic reactions, DNA replication, transcription, chromatin formation, nucle-
osomes transitions, and translocation. Lipid molecules are of course crucial
for understanding membranes, and are required in the description of pro-
tein/nucleic acid translocation, the functioning of ion and water channels,
membrane ion permeation, and membrane protein association. To under-
stand such processes it is of crucial importance to obtain detailed knowledge
of the involved mechanisms on a molecular level.

Computer simulations have been very successful in providing insight into
the structure and dynamics of biomolecules. In particular, the advent of mo-
lecular dynamics simulation and the development of appropriate interaction
potentials, a.k.a. force fields, for biomolecules has had an enormous impact
(see, for instance [2]; see also the paper by Schulten et al. in this volume).
However, one of the crucial problems one encounters in the simulation of
many of the above-mentioned processes is that they are rare and occur on
timescales not accessible to molecular dynamics simulations even on today’s
fastest computers. For instance, times required by proteins to assemble into
their native structure typically range from milliseconds to even hours. On
the other hand, the timescale of molecular vibrations sets the basic molecu-
lar dynamics time step to about one femtosecond. This large separation of
timescales results in a huge number of molecular dynamics steps required for
the observation of just one folding event. Investigating such rare processes
by means of straightforward molecular dynamics simulation is therefore im-
practical on current computers.

Rare events are related to the existence of high energy barriers or entropic
bottlenecks partitioning the configuration space of the system in different
metastable basins (for instance the folded and unfolded state of a protein). In
equilibrium, the system fluctuates in these long-lived states most of the time
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and the barriers separating them are crossed only rarely. While the time in-
tervals between such transitions may be very long, often the barrier-crossing
event is swift when it occurs. An early approach to solve this timescale prob-
lem dates back to the 1930s when Eyring [3] and Wigner [4] introduced
transition state theory (TST). TST is based on the concept of a transition state,
a saddle point in the potential energy surface that the system must cross on
its way from reactants to products. Under the assumption that trajectories
that have crossed the transition state coming from the product region never
recross the transition state, TST yields the reaction rate constant.

Algorithms for the calculations of dynamical corrections to TST were later
introduced by Keck, Bennett, and Chandler [5–7] providing an, in principle
exact, route to the calculation of reaction rate constants. In the Bennett–
Chandler approach, rate constants are computed in a two-step procedure.
First, the free energy profile along a postulated reaction coordinate is calcu-
lated and used to determine the transition state theory approximation of the
reaction rate constant. As the transition state region corresponding to the free
energy maximum involves unlikely configurations that are rarely sampled in
equilibrium, advanced methods such as umbrella sampling [8] or thermody-
namic integration [9, 10] are required in such a free energy calculation. The
TST rate constants corresponds to the instantaneous flux through a dividing
surface defined by the value of the reaction coordinate at the top of the free
energy barrier. In a second step, a dynamical correction factor taking into
account correlated recrossings of the dividing surface, the so called transmis-
sion coefficient, is determined from molecular dynamics trajectories initiated
at the dividing surface. These trajectories can also be analyzed to study the
details of the transition mechanism. In the context of biomolecular simula-
tions, transition state theory, with and without dynamical corrections, was
mainly used to calculate reaction rate constants of enzymatic reactions [11]
but also of conformational changes [12] and trans-membrane transport in
pores [13], to name just a few examples.

The applicability of TST and its more sophisticated variants such as vari-
ational TST [14] or the above-mentioned Bennett–Chandler approach, relies
on the knowledge of an appropriate reaction coordinate. A reaction coordi-
nate is a function of the configurational degrees of freedom of the system
that should be capable of characterizing the progress of a transition through
the dynamical bottleneck region. If the reaction coordinates are chosen in
a way that does not capture the essential mechanisms involved in the transi-
tion, the methods discussed in the previous section fail. However, identifying
the right coordinates can be exceedingly difficult in a complex phase space.
The generic reaction coordinates for protein folding, for instance, are still
unknown.

In some cases, relevant transition states may be located by searching for
saddle points in the potential energy surface [15–17]. The direction of the un-
stable mode then serves as a reaction coordinate permitting a transition state



294 C. Dellago · P.G. Bolhuis

theory calculation of the reaction rate constant. From databases of stationary
points in the potential energy surface it is then possible to obtain the kinetics
of processes involving transitions between many stable states [18, 19]. While
this approach can yield valuable insights into the properties of biomolecu-
lar systems [20, 21], it is limited in its applicability due to the exponential
growth of the number of stationary points with system size. Stochastic tran-
sitions between metastable states consisting of almost invariant subsets of
conformations, rather than single potential energy minima, are considered in
Markovian state models [22, 23].

A similar viewpoint, in which the dynamics is regarded as consist-
ing of jumps between long-lived states, is adopted in the parallel replica
method [24, 25], which exploits the availability of highly parallel computer
systems. In this method, independent simulations initiated with different ini-
tial conditions are performed in parallel on many processors. Each replica is
periodically tested for transitions from a stable state to a new one. As soon
as a transition is detected on one processor, all simulations are stopped and
then restarted in the new state. Provided that transitions are uncorrelated
with each other, the correct distribution of escape times can be reconstructed
and in the optimum case a speed-up proportional to the number of proces-
sors can be achieved. However, the number of needed replicas required to
observe a transition event in a given time increases exponentially with the
barrier height. In the realm of biomolecular simulation, this approach has
been mainly used to determine the folding pathways of small proteins on
thousands of computers running the simulation in parallel [26].

Other rare event approaches that have been applied in biomolecular sys-
tems, such as the hyperdynamics method [27, 28] or the flooding method [29,
30] (see also the local elevation method [31]), increase the likelihood of
visiting rare transition state conformations by modification of the poten-
tial energy surfaces. The modified energy landscape destabilizes the long-
lived (meta)stable states and thus accelerates transitions between them. Al-
though the artificial potential energy surface alters the dynamics of the
system, certain aspects of the time evolution are conserved on a coarse
grained level.

Modifications of the potential energy surface favoring the sampling of rare
transition state configurations can also be implemented by introducing time-
dependent perturbations that drive the system away from those regions of
configuration space that have been already visited. This idea is the basis of
the metadynamics method that can be used to map out the free energy of
the system as a function of a small set of preselected collective variables [32].
Although, due to the time-dependent bias, the dynamics differs from the
true dynamics of the system, metadynamics is a powerful tool for the iden-
tification of possible transition mechanisms. The method, hinging on an
appropriate definition of the collective variables, has been applied to study
various processes ranging from chemical reactions in solution [33] to trans-
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membrane transport [34]. Such a reduced description is also the basis of
the coarse grained molecular dynamics method, in which short trajectories
in the full phase space are used to estimate effective forces acting in a low-
dimensional space spanned by some preselected coarse variables [35]. As
illustrated by simulating conformational changes of alanine dipeptide in wa-
ter, this method can considerably accelerate the simulation, albeit at the cost
of a detailed description of the dynamics.

In many processes involving rare transitions between long-lived stable
states, not only the initial but also the final state is known. For instance,
in the case of membrane translocation, enzymatic reactions, or isomer-
izations detailed information is available both for reactants and products.
This additional knowledge is exploited in several approaches based on path-
ways that start and end in particular regions of configuration space. These
methods differ in the particular type of dynamics considered. In early work,
Pratt [36] suggested using a Monte Carlo approach to sample the probabil-
ity distribution of stochastic pathways connecting reactants with products.
Other methods are based on a minimization of the classical mechanical
action [37, 38]. The advantage of these latter methods is that they can be
used with very large time-steps, thus speeding up the simulation consid-
erably. However, the dynamical meaning of such long-timestep trajectories
remains unclear and results obtained with these methods should be veri-
fied with other approaches. Paths connecting reactant with products regions
were also considered by Elber and Karplus, who devised a method to de-
termine transition pathways by minimizing an artificial path “energy”, or
action [39]. Other methods follow a similar approach but differ in the par-
ticular form of action that is minimized [40–42]. Within this class of algo-
rithms the nudged elastic band method [43] permits a particularly efficient
localization of the transition state, which can subsequently be used to es-
timate reaction rate constants from transition state theory. In this method,
forces perpendicular and tangential to the pathway “nudge” the trajectory
towards a minimum energy pathway passing through the transition state.
In a biological context the nudged elastic band method has, for instance,
been used to determine pathways for conformational changes in RNA [44].
The same forces used in the nudged elastic band method are also applied
in the so-called string method and its extension, the finite temperature
string method [45, 46]. Applicable to stochastic dynamics, the latter algo-
rithm is based on a constrained sampling of the equilibrium distribution
in a sequence of hyperplanes along a string that connects reactants with
products. These hyperplanes are adapted iteratively such that they are tan-
gential to the isoprobability surfaces consisting of all points that have the
same probability to relax into one stable state rather than the other. As
a result of a string method calculation one obtains a transition tube, in
which the transition occurs with high probability, and also the correspond-
ing free energy profile and transition rate constant. The applicability of the



296 C. Dellago · P.G. Bolhuis

finite temperature string method to biomolecular systems has been demon-
strated in an analysis of the isomerization of alanine dipeptide in vacuum and
explicit solvent [47].

A more widely applicable approach, the transition path sampling method
(TPS) [48, 49], consists in first defining the ensemble of all pathways connect-
ing reactants with products and then sampling this ensemble of dynamical
pathways with Monte Carlo techniques. The TPS method is valid for a wide
range of dynamics ranging from Monte Carlo dynamics to Langevin dy-
namics and Newtonian dynamics. The method permits the identification of
reaction mechanisms and the calculation of reaction rate constants in com-
plex systems with rough free energy barriers. We will focus on TPS and its
application to biomolecular problems in the remaining part of this article,
which is structured as follows. In Sect. 2 we give a brief overview the ba-
sic techniques involved in path sampling, followed by a description of how
to calculate the rate constants. In Sect. 3 we review several papers apply-
ing TPS to biologically relevant systems. We end with an outlook on future
possibilities.

2
Transition Path Sampling Techniques

2.1
The Path Ensemble

We are interested in rare event processes that occur in complex systems be-
tween two (meta)stable long-lived states, denoted A and B, separated by an
unknown and, in general, rough and high free energy barrier. The system
is (meta)stable in states A and B in the sense that if the system is put there
it will remain there for a long time, and only rarely undergoes transitions
between the stable states A and B. We assume that no long-lived metastable
states exist between states A and B. Further, we assume that states A and B can
be characterized using a small set of order parameters.

The goal of a TPS simulation is to collect all likely transition pathways be-
tween these states A and B. The basic idea behind TPS is a generalization of
the standard Monte Carlo importance sampling procedures [50–52] to trajec-
tory space. When we consider, for instance, the ensemble of all trajectories
with a given time length that is small compared to the reaction time, most of
these will be localized in or near either stable state A or B. Rare transitions
between A and B will comprise only a small subset of these short trajectories.
For example, if the process of interest occurs roughly once every millisecond,
then only one out of a million 1 ns trajectories will exemplify that process.
TPS provides an efficient means to sample such sub-ensembles of rare trajec-
tories. Subsequent analysis of the path ensemble enables the elucidation of the
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transition mechanism, i.e., the degrees of freedom that capture the physics of
the transition and how these change during the transition. Since the pathways
collected with TPS are fully dynamical trajectories rather than artificial path-
ways, such as minimum energy pathways or elastic bands, it is also possible
to extract kinetic information from TPS simulations.

In this section we describe very briefly the basic concepts of TPS in the
context of biomolecular simulations. For a more detailed description of this
methodology we refer the reader to recent review articles [49, 53–56]. To de-
fine the path ensemble we discretize the continuous time evolution of the
system as an ordered sequence of L “time slices”:

X = {x0, x1, x2, ., xi, ..., xL} . (1)

Consecutive time slices are separated by a small time increment ∆t and so
xi denotes the complete system at time i∆t. For a Hamiltonian system, for
instance, x = {r, p} includes the positions r and momenta p of all particles.
The probability (density) of observing a given path X depends on the prob-
ability of its initial condition x0 and the specific dynamics of the system. For
Markovian processes, the total path probability is:

P [X] = ρ(x0)
L–1∏

i=0

p
(
xi → xi+1

)
, (2)

where ρ(x0) is the probability distribution of the initial conditions. For in-
stance, if the system obeys a canonical Boltzmann distribution, ρ(x0) = exp
(– βH(x0))/Z, where H is the Hamiltonian, β = 1/kBT the inverse tempera-
ture, and Z =

∫
dx exp[– βH(x)] the canonical partition function.

The particular form of the transition probability p(xi → xi+1) depends
on the exact type of deterministic and stochastic dynamics. For determin-
istic dynamics (for stochastic transition probabilities see [49, 57]), the state
of the system x at time t = i∆t is completely determined by the state x0 at
time t = 0 : xi = φt(x0). The time-dependent function φt(x0) is the propaga-
tor of the system. For such deterministic dynamics, the short time transition
probability can be written in terms of a Dirac delta function: p(xi → xi+1) =
δ[xi+1 – φ∆t(xi)]. Accordingly, the path probability for a Newtonian trajectory
is:

P [X] = ρ
(
x0
) L–1∏

i=0

δ
[
xi+1 – φ∆t

(
xi
)]

. (3)

Other examples of deterministic dynamics include the extended Lagrangian
dynamics of Car and Parrinello [59] and various dynamics with thermostats
such as the Nose–Hoover thermostat [60–62] or the Gaussian isokinetic ther-
mostat [63, 64]. The above definition of path ensembles also applies for these
types of dynamics.
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To constrain the path ensemble to those rare paths that connect stable
state A with state B, we multiply the path probability P[X] with characteristic
functions:

PAB [X] = hA
(
x0
)
P [X] hB

(
xL

)
/ZAB , (4)

where hA(x) and hA(x) are the characteristic functions of region A and B,
respectively, hA,B(x) = 1 if x ∈ A, B and zero otherwise, and ZAB is a normal-
ization factor corresponding to a partition function in trajectory space. Thus,
a path that does not start in A and end in B has a zero weight whereas a path
connecting A and B, may have a non-zero weight depending on the unre-
stricted path probability P [X]. The transition path ensemble PAB[X] selects
only the reactive trajectories from the ensemble of all possible pathways while
leaving the relative probabilities of the reactive trajectories among each other
unchanged.

2.2
Defining the Stable States

The main advantage of TPS is that it does not require precise knowledge
of the reaction coordinate. Instead, a careful characterization of the initial
region A and the final region B is important. Often, such characterization
involves finding one or more convenient low dimensional order parameters
q, which have to meet several criteria. First and most importantly, the order
parameters should discriminate A from B, i.e., region A should not overlap
with the basin of attraction of B and vice versa1. In other words, region A
spanned by hA(x) and region B spanned by hB(x) should be located entirely
within the corresponding basins of attraction. If this criterion is not met, the
TPS algorithm will eventually collect mostly non-reactive trajectories. Cor-
rect definitions of regions A and B can be based on straightforward MD
trajectories in both states, but in our experience, identifying discriminating
order parameters can involve considerable trial and error experimentation.
Fortunately, it is easy to detect problems associated with an inappropriate
choice of order parameter. When problems are caused by non-discriminating
regions A and B, the order parameter has to be refined until correct sampling
can be achieved.

A second criterion for the order parameters is that the regions should be
representative: A and B have to be large enough to accommodate typical equi-
librium fluctuations. This is sometimes difficult to achieve, and therefore this
criterion can be relaxed and the stable states only have to be visited frequently
enough within the path length. If this criterion is not met, important transi-
tion pathways might be missing from the transition path ensemble.

1 The basin of attraction of a specific stable state consists of all configurations from which trajecto-
ries relax into that stable state.
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2.3
Sampling the Path Ensemble with Monte Carlo

As mentioned above, the goal of a TPS simulation is to collect reactive trajec-
tories according to their weight in the transition path ensemble. This can be
achieved with a Monte Carlo importance sampling procedure similar to a mo-
lecular simulation [51]. A molecular MC algorithm samples configurational
space by generating a new trial configuration from an old one by randomly
selecting a particle and moving it by a random distance. This trial configura-
tion is accepted or rejected according to an acceptance probability satisfying
the detailed balance condition, usually, the Metropolis rule. This basic step is
then iterated. Provided it is ergodic, this algorithm guarantees the sampling
of the desired distribution of configurations. Since this procedure generates
a random walk that visits configurations according to their statistical weight,
it is also called importance sampling. Monte Carlo procedures can sample
arbitrary probability distributions including the path ensemble (Eq. 4), in
which case the random walk is in the space of trajectories. The basic step of
this MC procedure consists of generating a new path, X(n), from an old one,
X(o). The Metropolis rule for accepting such a new path is given by:

Pacc

[
X(o) → X(n)

]
= min

[

1,
PAB

[
X(n)

]
Pgen

[
X(n) → X(o)

]

PAB
[
X(o)

]
Pgen

[
X(o) → X(n)

]

]

, (5)

where Pgen[X(o) → X(n)] is the probability of creating a new path X(n) from
an existing path X(o). A variety of schemes to generate new trial paths
exist [49], but so far the shooting algorithm has proved to be the most ef-
ficient one. (See [49] for other path-generating procedures.) The shooting
algorithm generates new pathways by (a) randomly selecting a time slice x(o)

i

along the old path, (b) perturbing it to yield x(n)
i (this step is necessary for de-

terministic dynamics), and (c) generating from this time slice two new path
segments forward and backward in time according to the propagation rules
of the underlying dynamics. Together, these two new segments form the new
pathway. Using this path generation scheme and assuming microscopic re-
versibility holds for the underlying dynamics, the acceptance rule simplifies
enormously [49]:

Pacc

[
X(o) → X(n)

]
= hA

(
x(n)

0

)
hB

(
x(n)

L

)
min

[

1,
ρ
[
x(n)

i
]

ρ
[
x(o)

i
]

]

. (6)

Hence, any new trial path connecting the stable states A and B is accepted
with a probability depending only on the shooting points of the old and the
new pathway. This simple acceptance rule also suggests the following algo-
rithm. First, select a shooting point x(o)

i at random and modify it to x(n)
i . Then,

accept this shooting point when a random number selected from a uniform
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distribution in the interval [0, 1] is smaller than ρ[x(n)
i ]/ρ[x(o)

i ]. If the shoot-
ing point is accepted, grow either one of the path segments. If this segment
reaches the appropriate stable region, grow the other segment. The whole
path is finally accepted if the boundary condition for that segment is also
satisfied. Rejection of any of these steps results in rejecting the entire trial
path. This procedure is then repeated to harvest an ensemble of transition
paths. The acceptance rule (Eq. 6) is very general and is valid for any proced-
ure that is microscopically reversible. Cases in which it is applicable include
Langevin dynamics, Monte Carlo dynamics, and Newtonian dynamics. We re-
fer the reader to [56] for variants of the shooting algorithm specific to the
various types of dynamics.

For biomolecular processes the pathways can become very long. From
a computational viewpoint it might therefore be useful to minimize the path
length to its absolute minimum: the transition time. This is the part of the
trajectory from exiting A until entering B, thus leaving out the uninteresting
parts of the trajectories that are inside the stables states. This is allowed, as
long as the probability of leaving stable state B again, after coming directly
from A, is as likely as an independent transition. In other words, once B (or
A) has been reached, no recrossings are allowed. It can be shown that the
shooting procedure allows for such a variable path length [65]. The shooting
algorithm remains the same, but the integration of the equations of mo-
tion from the shooting point continues only until one of the stable states
is reached. As the path length varies, the probability 1/L to pick a random
shooting point is not symmetric anymore with respect to the reverse move.
The acceptance rule thus now becomes,

Pacc

[
X(o) → X(n)

]
= hA

(
x(n)

0

)
hB

(
x(n)

L

)
min

[

1,
L(o)ρ

[
x(n)

i
]

L(n)ρ
[
x(o)

i
]

]

, (7)

where L(o) and L(n) denote the length of the old and the new path, respec-
tively. This procedure has the advantage that the path length is restricted to
the minimum number of time steps needed to cross the barrier and is hence
automatically always optimal.

2.4
The Initial Path

Initiating a TPS simulation with the algorithms described above requires
an existing pathway connecting A with B. Hence, the generation of an ini-
tial transition pathway is an essential step in the application of TPS. The
simplest way to obtain an initial trajectory connecting A and B is by run-
ning a long molecular dynamics (or stochastic dynamics) simulation. For
most applications, however, the rarity of the process of interest renders this
straightforward approach impractical. More efficient ways to create an ini-
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tial trajectory exist, but, in general, produce an atypical trajectory with a very
low weight in the transition path ensemble PAB[X]. Therefore, the first part
of a TPS simulation starting from such artificial trajectory consists of equili-
brating the pathway towards the more important regions of trajectory space.
This situation is analogous to that encountered in a conventional MC simu-
lation of a molecular fluid. The initial configuration is often a regular lattice,
which subsequently relaxes to the more probable fluid regions of configura-
tion space. Similarly, a TPS simulation can start from an artificial pathway
which does not even need to be a true dynamical trajectory. Then, repeated
application of the MC steps described above move the pathways towards more
typical regions of pathways and the actual TPS simulation can begin.

Now, how does one create this artificial initial pathway? In some situa-
tions, high-temperature pathways can be used to initiate a TPS simulation.
Consider, for example, the folding/unfolding of a protein. At physiologi-
cal temperatures, a protein in its native states unfolds only very rarely on
a molecular timescale. At higher temperatures, however, unfolding occurs
sufficiently quickly so that it can be simulated with ordinary molecular dy-
namics simulations. Such a high temperature trajectory acts then as an initial
pathway to start a TPS simulation at the temperature of interest. If high tem-
perature transition pathways are qualitatively very different from those at
lower temperatures it might be necessary to carry out an annealing proced-
ure, in which the ensemble of pathways if brought to a lower temperature in
small steps. In other cases, one may have some, possibly incomplete, notion
of a reaction coordinate. Controlling this presumed reaction coordinate one
might be able to drive (bias) the system from A to B obtaining a chain of states
from which shooting and shifting moves can be initiated.

A more systematic way to create a new transition pathway is to change the
ensemble PAB[X] gradually from one which includes all trajectories starting
in A (without restrictions on the end point) to one which consists only of tra-
jectories starting in A and ending in B. Conversion of one path ensemble into
another is computationally demanding and in most cases more efficient ways
to generate an initial trajectory exist.

In our experience, no general recipe is available for the generation of an
initial trajectory. Rather, specific procedures have to be developed for this
purpose for each application of the TPS method to a new problem.

2.5
Computational Issues

The computational effort in carrying out a TPS calculation scales linearly
with the number of trajectories harvested. In particular, to obtain N statis-
tically independent trajectories of length t requires the same order of effort
as that required to perform N trajectories. In practice, shooting moves are
accepted with probabilities between 0.1 and 0.7, with an optimal acceptance
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ratio of about 40% [49]. Further, the correlations in that random walk persist
typically for only two or three accepted moves. For the stochastic algorithms
this number can be much larger. Thus, for instance, 1000 statistically inde-
pendent 1 ps trajectories are obtained with roughly the same computational
resources required for a single straightforward trajectory of length 10–100 ns.
If the rare event occurs with a rate constant of 1 µs–1, a straightforward trajec-
tory will probably not show a single transition, while the 1000 transition path
trajectories each will exhibit an independent example of the event.

As explained in the previous section the efficiency can be improved by
roughly a factor of two using a flexible path length, in order to reduce the
computational effort to a minimum.

Rare events in biomolecular systems often require pathways considerably
longer than a few picoseconds. For instance, a folding protein can take several
nanoseconds to diffuse over the folding free energy barrier, even when there
is no intermediate long-lived (meta)stable state. The deterministic shooting
algorithm runs into problems for such “long” diffusive folding trajectories.
While a randomly chosen shooting point might seem to lie in the barrier
region (i.e., outside of the stable state definitions) it can in fact already be
completely committed to one of the stable states. In that case, the accept-
ance ratio will be extremely low. Only when shooting from points around
the true transition state region, can we expect a reasonable acceptance. Un-
fortunately there is no way to recognize these points a priori. To alleviate
this problem one can employ the stochastic shooting algorithm [66], allow-
ing shooting in one direction, either forward or backwards. To still be able
to use deterministic MD in combination with the stochastic algorithm re-
quires the introduction of a small amount of stochasticity in the trajectories,
for instance by application of the Andersen thermostat. The Andersen coup-
ling constant can be made sufficiently small so that there is no noticeable
difference from completely deterministic dynamics [51]. In this case, the ac-
ceptance ratio will improve dramatically, in fact to about 50%. The downside
is that the correlation between paths increases. Several tools have been de-
veloped to keep track of this correlation [73].

2.6
Analysis of the Reaction Mechanism

As mentioned before, the main advantage of TPS is that it does not require
a priori knowledge of the reaction coordinate. Instead one can analyze the
path ensemble to obtain transition state ensembles and test proposed reaction
coordinates by computing committor distributions.

In a typical complex biomolecular case the order parameters used to de-
fine the stable states are bad reaction coordinates. Driving the system from
A to B along such wrong coordinates neglects important barriers that exist
in orthogonal directions and leads to large hysteresis effects. A good reaction
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coordinate should capture the essence of the dynamics and should allow the
prediction of where a trajectory initiated from a given configuration will most
likely head. The commitment probability pB or committor enables precisely
that, as it is defined as the probability to relax into stable state B. The commit-
tor is a statistical measure for how committed a given configuration is to the
product state. A value of pB = 0 indicates no commitment at all while a value
of pB = 1 indicates that the configuration is fully committed to B. Fractional
values like 0.5 denote that the configuration is equally committed to A and B.
The committor (a.k.a p-fold, or splitting probability [67–70]) is a direct sta-
tistical indicator of the progress of the reaction. In this sense it is an ideal
reaction coordinate. Thus, if a good reaction coordinate is available, the com-
mittor can be parametrized in terms of this coordinate [46]. Parameterizing
the committor in terms of a small number of atomic variables to gain insight
into the reaction mechanism, however, is a highly non-trivial task.

A practical way to compute the committor for an arbitrary configuration
r is to start N independent trajectories and compute the fraction of paths pB
that reach stable state B after time t. For deterministic dynamics an average
fraction is obtained by drawing the initial momenta for r from a Maxwell–
Boltzmann distribution. For stochastic dynamics, the average extends also
over noise histories. Assuming that the N trajectories are statistically in-
dependent, the standard deviation in pB calculated from N trajectories is
σ =

√
pB(1 – pB)/N . This expression can be used to terminate a committor

calculation after a certain desired accuracy has been reached. As pB(1 – pB)
has its maximum at pB = 1/2 the largest number of trajectories is needed for
configurations with a committor pB = 0.5. Note that the committor depends
on the time-length of the trajectories used. This time should be larger than
the molecular timescale needed to commit to one of the stable states. A time-
independent form of the committor can be defined by counting all trajectories
originating from a given configuration r that reach state B before they reach
state A.

A configuration r with a committor value pB = pA = 0.5 marks a transition
state. Both stable states A and B are equally accessible from that configura-
tion. Transition states defined in this statistical way often do not coincide
with particular features of the potential energy surface, because in general
entropic contributions play an important role in determining the location of
statistically defined transition states in configuration space. The high dimen-
sional surface with committor value 0.5 divides or separates the basins of
attraction of the stable states. Hence, this dividing surface is also called the
separatrix [68].

In principle, it is possible to find this separatrix by calculating the com-
mittor values for all possible configurations, but this is rather impractical.
Moreover, a pB = 0.5 configuration does not hold information on what the
probability of the TS itself is [70, 71]. The path ensemble, however, provides
a weighted ensemble of transition paths, all by necessity crossing the sep-
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aratrix. Locating configurations with pA = pB on the ensemble of transition
pathways results in the transition state ensemble(TSE). All configurations on
transition pathways that have a committor of pB = 0.5 are members of the
TSE. Each transition path contributes at least one configuration, but possibly
more, to the TSE. Subsequent analysis of the TSE can yield important infor-
mation about the reaction mechanism.

One can also use the committors to test a proposed parameter q as a re-
action coordinate. When q is a good reaction coordinate it should be able
to capture the separatrix, and provide a description of the TSE. Calculating
distributions of committors for constraint ensembles can be used to test the
correctness of the proposed reaction coordinate. This diagnostic tool is not
restricted to TPS but can be applied to any case requiring a test of whether or
not the proposed order parameter describes the transition, or is only partially
correlated (if at all) with the reaction coordinate.

The first step in this procedure is the calculation of the free energy pro-
file as a function of a variable q. Most likely this profile will show a barrier
with a maximum at q = q∗. Next, configurations with q = q∗ are generated, for
instance by imposing constraints in a molecular dynamics simulation. Subse-
quently, commitment probabilities are computed for a representative number
of configurations in this ensemble. If each of these configurations is truly in
the transition state region, all committors will be around pB = 0.5. In this case,
q is a good reaction coordinate. If, in contrast, they are far from one half, say 0
or 1, the configurations are clearly not part of the separatrix, but already com-
mitted to A or B. In that case, q is not a good reaction coordinate. Analysis
of the distributions of committors in this way allows location of the correct
reaction coordinates, at least in the neighborhood of the separatrix. The com-
mittor distribution can thus be used to estimate how far a postulated reaction
coordinate is removed from the correct reaction coordinate.

2.7
Calculation of Rate Constants

The pathways collected with TPS are true dynamical trajectories and hence
can capture the kinetics of the reaction. If the barrier between A and B is
high enough to cause a separation of timescales, the phenomenological rate
constant kAB for the unimolecular (first order) reaction A ↔ B can be related
to a microscopic time correlation function C(t) of the characteristic func-
tions hA and hB that is linear for times τmol < t � τrxn (τmol is the molecular
timescale and τrxn the reaction time):

C(t) =

〈
hA

(
x0
)

hB
(
xt/∆t

)〉

〈hA〉 ≈ kABt . (8)

Here, the brackets denote an ensemble average over the initial condition x0. In
words, C(t) is the conditional probability that if the system is in A at time 0 it
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will be in B at time t. To evaluate the time correlation function C(t) in the TPS
framework we can relate it to an order parameter λ(x) that distinguishes be-
tween the reactant region A and product region B and for which the range of
values λ takes when the system is in A (λA

min < λ < λA
max) does not overlap with

the range of values λ takes in B (λB
min < λ < λB

max). The normalized probabil-
ity density for finding a particular value of the parameter λ at the endpoints
of pathways starting in A is given by:

PA
(
λ′, L

)
=
〈
δ
(
λ′ – λ(xL)

)〉
A , (9)

where the average is taken over all pathways starting from A. The function
C(t) and hence the rate constant follows from the integrated probability to
reach B:

C(t) =

λB
max∫

λB
min

dλPA
(
λ, L

)
. (10)

This probability is extremely low for high barriers, and the calculation has to
be done using biasing techniques such as umbrella sampling (US), in which
C(t) is obtained by matching the results of TPS simulations carried out for
different λ-windows (see [49] for a detailed description of this procedure).

Transition Interface Sampling. The efficiency of the rate constant procedure
can be improved using a slightly different path sampling approach named
transition interface sampling (TIS) [65]. The TIS method has in common with
the umbrella sampling method that it uses an order parameter to bridge the
barrier region between A and B. However, instead of windows, TIS maps the
configuration space onto a foliation of interfaces characterized by λ(x). The
TIS method comprises the computation of the flux to leave a stable initial
state and, subsequently, the conditional probability for trajectories leaving the
initial state to reach the final state The forward rate constant kAB then follows
from:

kAB = fA P
(
λB|λA

)
, (11)

where the first factor is the flux fA to leave region A (defined by λ(x) < λA)
and the second factor is the conditional probability P(λB|λA) to reach region
B (defined by order parameter λ(x) > λB) once the surface λA defining region
A is passed. The flux factor can be measured by starting an MD simulation in
stable state A. The interface λA will be crossed often, resulting in a statistically
accurate value for fA. In contrast, the value of P(λB|λA) is very low for a high
barrier and cannot be measured directly. The statistics can again be consid-
erably improved by employing a biased path sampling scheme. By sampling
paths with the constraint that they come from region A, cross an interface
λi, and then either go to B or return to A, we can measure the probability
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P(λ|λA) to reach values of λ larger than λi. These probabilities are binned in
a histogram, and after having performed several simulations for different in-
terfaces λi, these histograms are joined into a master curve, from which the
value of P(λB|λA) can be extracted. A more detailed description of TIS can
be found in [65]. TIS allows the variable path length description, thereby lim-
iting the required time steps to a minimum. The TIS rate equation is based
on an effective positive flux formalism and is less sensitive to recrossings.
The shifting moves used in TPS to enhance statistics are unnecessary in the
TIS algorithm. Also, multidimensional or discrete order parameters can eas-
ily be implemented in TIS. Up to now TIS has only been applied to relatively
small biomolecular systems [72, 73]. The forward flux sampling method (FFS)
put forward by ten Wolde and collaborators [74] also makes use of the same
formalism but differs in the particular way of generating trajectories for the
calculation of the probabilities. For a comparison of TIS and FFS see [80].

Partial Path TIS. Some recently developed methods make use of the diffusive
nature of paths and the corresponding loss of correlation. For instance, the
partial path TIS technique (PPTIS) takes advantage of this loss of correlation
by describing the rare event as a Markovian hopping process between the in-
terfaces, with corresponding hopping probabilities. If the loss of correlation
between three consecutive interfaces is justified, this method exactly gives the
kinetics [81]. The milestoning approach of Elber and collaborators is based
on similar ideas [82].

Discrete Path Sampling. An entirely different approach for the calculation
of rate constants is followed in the discrete path sampling scheme (DPS) of
Wales [18]. Here, pathways between long-lived stable states are viewed as
consisting of many transitions between local energy minima. Overall rate
constants are then computed from the rate constants for these transitions
between minima.

3
Applications

3.1
Biomolecular Isomerization

Conformational changes of biomolecules play a crucial role in biological
function, for instance in protein folding, but also in signal transduction,
and the mechanics of molecular motors. The complexity of such processes
and the timescales involved render a straightforward approach impractical.
Moreover, the dynamical variables for biomolecular isomerization processes
are not known a priori and are most likely multidimensional. In principle,
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these variables can be revealed using TPS methodology. In one of the ear-
liest attempts to apply TPS on a biomolecular system [83] we tried to find
the reaction coordinates involved in isomerization of the simplest of peptides:
alanine dipeptide. The common peptide dihedral angles φ and ψ are satis-
factory order parameters for describing the stables states. However, this does
not imply that they also provide an accurate description for the dynamics of
the transition. We established, by analysis of the transition path ensembles
for isomerization of alanine dipeptide in both water and vacuum, that other
variables in addition to φ and ψ are important. In these simulations we em-
ployed the AMBER 94 force field, with TIP3P water as a solvent. For alanine
dipeptide isomerization in vacuum (from C7eq to Cax) we found by thorough
committor distribution analysis that there is at least a third angle involved
in the dynamical transition. We identified this angle to be the O – C – N – Cα

torsion angle. When this angle was constrained, the committor distribution
turned out to be peaked at around pB = 0.5. More recent work by Maragliano
et al. [84] using the finite temperature string method suggests that including
the Cα – C – N – H torsion angle, besides the above three, is required to make
the committor peaked.

For alanine dipeptide isomerization in TIP3P water (from Ceq to αR) it
was found that the solvent degrees of freedom play a role and should be
incorporated in a dynamical treatment of the process [83]. Ma and Dinner
performed an exhausting search of many possible reaction coordinates and
concluded that a complex coordinate involving the electrostatic torque on
a particular hydrogen atom arising from the solvent is the best candidate
for a description of the reaction coordinate for alanine dipeptide isomer-
ization [85]. In particular, solvent fluctuations in the second solvation shell
contributed to this torque. It is therefore not surprising that previous at-
tempts to find these contributions by investigating solvent flux correlations
did not succeed [86].

A general conclusion following from the above work is that the influence
of the solvent on the reaction coordinate can be subtle. Furthermore, com-
mitment times might be long on a molecular scale. Such issues will render
the study of isomerization difficult with deterministic TPS, in particular for
larger molecules. A solution to this problem could be to abandon a determin-
istic approach and describe the transition as a stochastic process, as is done in
PPTIS [81], milestoning [82], and the finite temperature string method [84].

3.2
Binding and Unbinding of DNA Base Pairs

Hagan et al. [87] investigated the room temperature binding and unbinding
pathways of a base pair in a CGC DNA oligomer. The aim was to understand
the microscopic details of DNA hybridization and melting to validate exist-
ing coarse-grained models of DNA. Employing TPS with the CHARMM force
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field and TIP3P water they found several possible pathways for the unbind-
ing process. The first path involved hydrogen bond breaking via twisting of
the base pairs followed by unstacking of the C-base. In the second path the C-
base simultaneously breaks the stacking interaction and hydrogen bonds with
the G-base. The authors found, by combining free energy calculations with
path sampling, that four parameters/coordinates are important for the un-
binding transition. Two monitor the interaction energy between the flipping
base and its nearest neighbors in the native structure. The other two describe
the distance between the centers of mass of the base and its neighbors. The
first pair or coordinates describes the first part of the transition well, where
the twisting changes the interaction energies significantly. The second pair of
parameters describes the final region well, where the bases are far apart.

The transition states were located in a flat region in the free energy land-
scape as a function of the distances. The TSE is not determined by the
breaking of DNA–DNA hydrogen bonds or subsequent formation of DNA–
water hydrogen bonds. It is also not the penetration or disappearance of water
between stacking bases, as would be the case for hydrophobic interaction.
Rather the unbinding transition requires the base to diffuse away so far that
re-formation of hydrogen bonds is unlikely. The unbound state is hence sta-
bilized by entropic forces. However, this entropic stabilization is not as strong
as in the case of protein unfolding.

3.3
Protein Folding

Folding lies at the heart of the stability and functioning of each protein in the
living cell. The theoretical understanding of protein folding, although much
improved over the past decades, is still far from complete. What exactly de-
termines how a protein folds into a single native state? What is the ensemble
of reactive pathways? Can we predict the final structure? These are questions
of crucial impact for molecular biology. In this section, we summarize briefly
the current understanding of two-state folding, which most single domain
proteins obey [88–95], and describe some recent TPS work applied to this
problem [96].

Two-state proteins have only two stable states, native and unfolded, and
therefore show exponential relaxation behavior. The folding process is con-
ceptually explained in terms of energy funnel landscapes. The unfolded state
has abundant conformational entropy but a high potential energy as well. The
hydrophobic effect drives the collapse of the protein into a molten globule,
a compact solvated state, where the protein still can explore many confor-
mations. Before the transition to the native state can occur via formation of
all native contacts in combination with water expulsion, the protein first has
to find a transition state. This is a state topologically similar to the native
state in which a nucleus of tertiary contacts is formed. Some proteins form
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the secondary structure elements first, before they form the tertiary structure
(the so-called diffusion collision mechanism). Others can only stabilize their
secondary structures after the nucleation event, (the so-called nucleation-
condensation mechanism).

Simulation has contributed much to the understanding of folding but it
is notoriously hard to simulate folding events using accurate atomistic force
fields, first of all because of the long time scales involved. A protein folds
in microseconds or more, practically prohibiting the use of straightforward
implementation of simulating techniques. Second, the reaction coordinate is
very complex. This prevents the use of biased sampling (see Sect. 1).

Many simulation methods have been developed since the 1980s to cir-
cumvent this problem. One way to speed up the simulations is by coarse
graining, e.g., using implicit solvents [75, 76], Go-like models [77–79], and
lattice models [92]. An alternative approach is path sampling, for which the
initial and final states have to be known. Several groups have used two-ended
path sampling methods to study folding events [97, 98]. These studies re-
vealed details about the specific folding transitions but, because of the large
time step between the time slices, do not represent the kinetics accurately.
Here, we will focus only on applications employing transition path sampling
or TPS related methods.

TPS of hydrophobic collapse. The first step in protein folding is the hy-
drophobic collapse. Ten Wolde and Chandler [99] studied the collapse of
a hydrophobic homopolymer in solvent. The polymer was described with
a bead-string model, while the solvent was modeled on an Ising-like lattice,
capable of showing a liquid–gas phase transition. Using path sampling they
observed a significant cooperative drying effect around the polymer due to
hydrophobic interactions. One of the main conclusions following from this
work was that the collapse pathways did not follow the free energy land-
scape saddle point because the solvent coordinate changed on a much faster
timescale than the polymer was able to diffuse.

TPS of GB1 beta hairpin. The 16 residue C-terminal hairpin of protein G-B1 is
a model system to investigate β sheet formation. Straightforward MD shows
that at 300 K there is a large barrier to unfolding, preventing the system to
unfold or fold spontaneously in an accessible simulation timescale [100–103].
Previous work established that the folding occurs via an intermediate com-
pact state in which the hydrophobic core is formed but no backbone hydrogen
bonds yet. The formation of these hydrogen bonds towards the folded state
seems to be the rate-determining step in the folding process. Application of
TPS techniques to this transition, using the CHARMM22 force field with an
explicit TIP3P solvent at room temperature with an aggregate simulation time
of several µs, elucidated the precise kinetic pathways and obtained the folding
rates [72, 73].
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The general picture of this process is that folding starts from a state in
which the hydrophobic core holds the two strands together but no hydrogen
bonds are present. The hairpin then has to find the transition state con-
formation in which specific backbone hydrogen bonds are bridged by water.
They form a lubricating strip of water between the strands that help to form
the final hydrogen bonds. The conformational entropy of the backbone is
reduced in this transition state, as is the entropy of the water. When this tran-
sition state has been reached the folding can complete by expulsion of this
water.

TIS enabled the calculation of the rate constant, which turned out to be in
agreement with experiments (0.17 µs–1). The TIS results indicate that there
is a folding free energy barrier of more than 10 kBT. However, the computed
free energy barrier is only approximately 3–4 kBT. The large discrepancy be-
tween the rate constant and FE results is caused by an overlap between the
folded and unfolded states, thus apparently lowering the barriers in the pro-
jection on the used representations. It follows that free energy landscapes
cannot always be trusted to give correct barrier heights. The low barrier also
shows that TST-based methods [104, 105] cannot be used to calculate rates, as
they will result in extremely low transmission coefficients.

DPS of GB1 beta hairpin. Evans and Wales investigated the same GB1 hair-
pin with a discrete path sampling method [106]. Inspired by TPS, the DPS
method samples kinetically important pathways from a previously assem-
bled database of metastable states and transition rates between these states
obtained via harmonic TST. The authors employed the CHARMM19 force-
field with the EEF1 implicit solvent. The resulting folding rate was predicted
only an order of magnitude lower than the experimental value. However,
there were some discrepancies with previous work, in particular on the sta-
ble states. Whether the discrepancies were due to differences in force fields,
undersampling of configuration space or to difficulties in comparing the
structures is yet to be determined.

TPS of Trp-cage. Juraszek and Bolhuis [107] studied the Trp-cage mini-protein
in explicit solvent with TPS. They employed the OPLSAA force field, with SPC
water, and obtained the path ensemble in an aggregate simulation time of sev-
eral µs. They observed very different folding pathways; one folding according
to the the diffusion-collision mechanism and one following the nucleation-
condensation mechanism. The average path length was about 3 ns, indicating
that the transition was extremely diffuse. A committor analysis showed that
the water dynamics was not part of the reaction coordinate, something that
was already suggested for other small proteins by Pande et al. [108]. This
study shows that TPS is indeed capable of finding entire different pathways in
a complex system.
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3.4
Enzyme Catalysis

Enzymatic reactions are extremely important in molecular biology. The diffi-
culty in studying them by computer simulation lies, besides in the quantum
nature of the reaction, in describing the reaction coordinate. In a few stud-
ies so far, TPS has enable researchers to test proposed reaction coordinates,
which in most cases led to new insights.

TPS of DNA polymerase β. Radhankrishnan and Schlick [109–111] performed
path sampling simulations to investigate the mechanism and fidelity of the
DNA repair process by polymerase. To that end they compared the kinetic
pathways of the incorporation of a correct nucleotide versus that of a in-
correct base pair. Because this process consists of many sequential reactions
they split the problem into a series of transitions, a reaction network. Em-
ploying QM/MM (Gamess-UK with B3LYP in combination with CHARMM)
simulation for the trajectory generation they obtained path ensembles for
each of the transitions, requiring an aggregate amount of about 100 ns of
QM/MM simulation. The conclusion is that the mismatched base pair in the
polymerase indeed leads to a higher barrier, and hence enables a selection
criterion. (The method used in this work to estimate the free energy barrier
is in our view slightly biased. See, e.g., [112] for an correct treatment).

TPS of Lactate Dehydrogenase. Basner and Schwartz [113] have applied TPS
to the enzymatic reaction of lactate dehydrogenase (LDH). LDH catalyzes the
interconversion of the hydrogen acid acetate and the keto-acid pyruvate with
the coenzyme NADH (nicotinamide adenine dinucleotide). The reaction in-
volves a proton transfer between the histidine of the active site and the oxygen
of the lactate, in addition to a hydride transfer between the NADH coenzyme.
Previous work revealed that the residues close to the active site have influ-
ence on the coenzyme binding, substrate binding and orientation, and on the
reaction event. The order of the proton and hydride transfer was still contro-
versial.

Using the QM/MM methodology (AM1 with CHARMM27) Basner and
Schwartz performed TPS of the proton transfer and hydride transfer. Due
to the demanding calculation, the aggregate simulation time was only a few
ps. The authors argue that the mechanism for the LDH-catalyzed reaction
from pyruvate to lactate involves both sequential and concerted proton and
hydride transfers. They base this conclusion on the fact that both possibili-
ties are found in the transition path ensemble. Large scale residue motions
are paramount to the success of the reaction. The important residues behind
the hydride donor, the coenzyme NADH, move toward the active site, while
the residues located behind the substrate move away from it. Examination
of unreactive trajectories helped in revealing this mechanism. Fluctuations
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and compression of the residues in the binding pocket turned out to be im-
portant. An enzyme-wide collective motion was observed as a contributing
factor of the enzyme rate acceleration. Whereas previous studies always had
to assume the reaction coordinate in advance, this work is the first to success-
fully employ TPS for an enzymatic reaction, for which this assumption is not
required.

3.5
Lipid Bilayers

Living cells and their intracellular organelles are protected from the envi-
ronment by membranes: lipid bilayers. These bilayers serve as compartment
boundaries, provide mechanical strength, host a wide variety of functional
proteins, and act as a capacitor to maintain ionic gradients between the inside
and outside of the cell. The computational study of lipid bilayers has taken an
enormous flight [114–117]. Many studies have been carried out using atom-
istic force fields, but to incorporate the bilayers’ flexibility, the system sizes
need to be large. Most simulation approaches therefore use simplified coarse
grained potentials.

Flip-flop of lipids in membranes. Marti and Csajka [118, 119] investigated the
so-called flip-flop transition where a lipid molecule with its head-group on
one side of the membrane migrates to the other side. Flip-flop has been ob-
served in naturally occurring as well in synthetic membranes. The difficulty
of studying such flip-flops lies in the fact that they are very rare. The hy-
drophilic head-group must go through the hydrophobic interior of the mem-
brane, something that is very unfavorable. The transition therefore happens
only on the order of seconds in a simulation with a reasonable system size.

Marti and Csajka employed a simplified lipid model, consisting of a bead
spring model with LJ interaction and soft core repulsions, for hydrophobic
interactions. They obtained an ensemble of 200 pathways of flip-flop by TPS
at different temperatures. The average transition path was found to take less
than a picosecond. This separation of timescales is caused by the height of the
barrier, which was shown to be of the order of 10 kJ/mol at ambient tempera-
ture. The transition state ensemble was also obtained and showed very clearly
that a flipping lipid molecule adopts a “rolled up” configuration in the middle
of the membrane (i.e., parallel to the membrane interface). Also the amount
of disorder/fluctuation was found to be higher in the transition state.

3.6
Switches in Biochemical Networks

Biochemical switches are networks of chemical reactions with more than one
steady state. The switches between those states can occur due to fluctuations
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in the system. Such networks are ubiquitous in living cells, e.g., the lac repres-
sor in E. Coli and cell cycle regulation. Simulating such networks has relied
heavily on stochastic simulation methods. However, the stability of the steady
states in these networks make straightforward simulations exceedingly long.
Transition path sampling would be able alleviate this problem, if it were not
for the problem that most biochemical networks are out of equilibrium and
hence lack detailed balance. Allen et al. introduced in [74] a novel method,
based on TIS, that allows one to evaluate the kinetics of such biochemical
switches. Named forward flux sampling (FFS), the method generates the tra-
jectories in a ratchet-like manner. It first requires the definition of a series of
interfaces in the same way as in TIS. Starting from state A, trajectories are
generated using stochastic dynamics, and the probability of reaching the first
interface is computed. The crossing points of the first interface are recorded
and used for the generation of the new trajectories. This procedure is iter-
ated until the last interface and the final state is reached. The difference from
TIS is that only forward trajectories are generated, hence allowing for time-
irreversible dynamics.

Allen et al. applied this method to a model genetic switch and found, al-
though the switch is symmetric on exchanging the final and initial states,
that the path ensemble (A → B) differs from (B → A). This implies that the
distribution of transition paths does not follow the steady state phase space
density.

4
Outlook

In this review article we have given an overview of the TPS methods in rela-
tion to biologically inspired problems. In biology most process are complex,
and mechanistic molecular insight is sometimes hard to achieve. Molecular
simulation techniques have advanced to the point that complex biological sys-
tems can be modeled in atomistic detail. This advancement complements the
experimental trend towards techniques resolving these systems at the mo-
lecular level. Characteristic of these biologically important systems are the
large differences in timescales that are relevant for functional activity. TPS
can bridge this difference in timescales.

In the past few years several groups have applied TPS to widely different bi-
ologically relevant processes. While the first applications were on rather mod-
est systems, in past few years it has become clear that even complex processes
such as protein folding can be treated with TPS. As available computer power
increases continuously, we can expect TPS studies on even more complex sys-
tems in the near future. In particular, the field of enzymatic reactions might
show a growth in TPS applications, as these reactions are notoriously hard
to study with straightforward MD (QM/MM). We also might expect applica-
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tion to other problems such as translocation, DNA condensation, transport
through ion channels, protein–DNA complexes, protein binding, and other
conformational changes. The work on biological networks emphasizes that
the TPS methods are not limited to molecular dynamics. It is even conceiv-
able that they can be used for outstanding problems in population biology
and evolution.

From the methodology point of view there is room for many improve-
ments. The problem of intermediate metastable states has not been solved
satisfactorily. The straightforward solution to this problem is to cut the over-
all reaction into several subprocess, as was for instance done in [109]. How-
ever, this approach requires a lot of knowledge about the process. The use of
Markovian state models or equilibrium kinetic networks might help in this
respect [23]. Also, the difficulty of sampling multiple pathways still exists. The
work on protein folding showed that it is sometimes possible to find quali-
tatively different pathways. Nevertheless it is very well possible that in other
cases finding different mechanisms requires alternative approaches such as
parallel tempering [49]. Besides the increased computational efficiency of-
fered by path sampling, much can be gained by the use of more accurate
coarse-grained force fields. Improvement in this area most certainly will en-
able the treatment of larger and more complex biological systems.

To summarize, we have shown that TPS has the potential to become a stan-
dard simulation tool in theoretical molecular biology studies. As rare events
play an important role in the life sciences it is very well possible that TPS
and its related techniques can make the connection from the single molecule
level all the way up to system biology, population biology, and maybe even
evolutionary biology.
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Abstract Molecular motors are adenosine tri-phosphate (ATP) hydrolysis-driven, cellu-
lar proteins responsible for a wide variety of different tasks, such as transport, energy
metabolism, and DNA processing. Their operation cycle spans a wide range of length and
time scales, from the localized and fast chemical reaction in the catalytic site(s) to the
large scale and much slower conformational motions involved in the motors’ physiolog-
ical function. From a computational point of view, this means that currently there exists
no single approach capable of capturing the whole spectrum of events during molecular
motor function. In the present review, we show for PcrA helicase, a molecular motor in-
volved in the unwinding of double-stranded DNA, how a combination of computational
approaches can be used to examine PcrA’s function in its entirety as well as in detail.
Combined quantum mechanical/molecular mechanical simulations are used to study the
catalytic ATP hydrolysis event and its coupling to protein conformational changes. Mo-
lecular dynamics simulations then provide a means of studying overall PcrA function
on a nanosecond time scale. Finally, to reach physiologically relevant time scales, i.e.,
milliseconds, stochastic simulations are employed. We show that by combining the three
stated approaches one can obtain insight into PcrA helicase function.

Keywords ATP hydrolysis · DNA helicase · Molecular dynamics simulations ·
Molecular motor · QM/MM · PcrA · Stochastic modeling
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ADP adenosine di-phosphate
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DNA deoxyribonucleic acid
MD molecular dynamics
MM molecular mechanics
nt nucleotide
Pi phosphate
QM quantum mechanics
QM/MM quantum mechanical/molecular mechanical
RESP restrained electrostatic potential
RNA ribonucleic acid
SMD steered molecular dynamics
ssDNA single-stranded DNA
vdW van der Waals

1
General Introduction

Molecular motors are proteins essential for cellular transport, metabolism,
and signaling. They are powered by the energy stored in nucleotide tri-
phosphates, mostly adenosine tri-phosphate (ATP). At the heart of molecular
motor function is the conversion of the chemical energy stored in ATP into
a mechanical force which drives the physiological function of the system. The
chemo-mechanical coupling underlying the conversion of ATP’s energy is still
poorly understood. Indeed, even though several molecular motor proteins are
known at a structural level, e.g., myosin, kinesin, F1-ATPase, or helicase, and
even though for each of them a vast amount of biochemical data is available,
decades of study have not revealed how the chemo-mechanical coupling is
being achieved in microscopic detail by any of these systems.

However, the availability of structural information allows computational
studies to be conducted and a significant number have been reported over
the past decade for such diverse systems as myosin [1–5], kinesin [3, 6],
F1-ATPase [7–12], and helicase [13–17]. For F1-ATPase, e.g., molecular dy-
namics (MD) simulations provided insight into the inner workings of the
rotation of the central stalk inside the hexameric head-unit [8]; combined
quantum mechanical/molecular mechanical (QM/MM) simulations of the
ATP hydrolysis reaction in the catalytic sites [10–12] on the other hand re-
vealed a mechanism for efficient ATP catalysis and were able to identify
several residues involved in the coupling of the chemical reaction to larger
scale conformational changes of the protein. On the basis of these available
structures and biochemical data, Oster and coworkers [7] have developed
stochastic and kinetic models for F1-ATPase function.

Molecular motor proteins present a number of formidable challenges to
the computational researcher. First, their operation involves time scales cov-
ering several orders of magnitude, from the fast chemical reaction step which
occurs over the course of a few femtoseconds all the way to the mechani-
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cal motions responsible for the systems’ physiological function taking place
on a microsecond up to a millisecond time scale. Second, the events during
motor function span a wide range of spatial scales, from the localized and
electronic level changes accompanying the bond-breaking event in the cata-
lytic binding site(s) during ATP catalysis (∼ 1 Å) to the large scale structural
changes involved in physiological function (10 Å to 10 nm).

From a methodological point of view this means that there is presently no
single computational approach which is able to model the whole spatial and
temporal scale of events underlying molecular motor function. At least three
levels of computational methodology are necessary to capture the relevant de-
grees of freedom. A QM or QM/MM method is required to investigate the
electronic events underlying the ATP hydrolysis reaction and its interaction
with the protein environment. Typically, however, only localized structural
changes and/or relatively short time scales can be accessed using QM/MM
simulations and MD is needed to study the properties of the full protein
in a solvent environment on a multi nanosecond time scale at the expense
of neglecting electronic level processes such bond-breaking. In conjunction
with methods such as steered MD (SMD) [48, 49] this allows one to study the
larger scale motions underlying motor function, e.g., conformational changes
coupled to binding of reactant ATP or unbinding of hydrolysis products ADP
and Pi as well as protein movements relayed to the motors’ binding partners
such as actin in case of myosin. However, using even the most powerful com-
putational resources currently available, the time scales accessible to all-atom
MD simulations are still orders of magnitude away from the true physiolog-
ical ones. Hence, in order to reach the latter regime one has to resort to an
approach which focuses on a small number of essential degrees of freedom.
One might, for example, model the motor function via the center of mass mo-
tion of the relevant protein domains on a low-dimensional potential energy
surface governed by a Langevin-type stochastic equation.

The challenge from a modeling point of view, then, is to connect these
approaches to obtain a coherent picture of the overall process. Ideally, the in-
sight gained on each level is used to design and improve the methodology
of the other levels, possibly in an iterative fashion. As an example, the essen-
tial degrees of freedom and the potentials governing the stochastic equations
modeling the long time behavior of the system could be extracted from ap-
propriately designed MD simulations. Conversely, insight gained from the
stochastic modeling might then catalyze an improved setup of the MD sim-
ulations.

Here, we summarize progress on how such a comprehensive computa-
tional approach can be used to gain insight into the function of one par-
ticular molecular motor, the DNA helicase PcrA. This motor protein will
be introduced in the next section. We will then lay out the computational
approaches used and finally summarize and interpret recent computational
findings.



322 M. Dittrich et al.

2
PcrA Helicase, a Prototype Molecular Motor

DNA helicases are important participants in DNA metabolism, which involves
processes such as replication, transcription, and repair. They catalyze the sep-
aration of double-stranded DNA (dsDNA) into its single-stranded DNA (ss-
DNA) components. Helicases are typically found to exist in a monomeric [18,
19], dimeric [20], or hexameric form [21] and unwind DNA either in a 3′ → 5′
or 5′ → 3′ direction.

PcrA is a monomeric 3′ → 5′ helicase, and due to its relatively small size
(80 kDa) constitutes an ideal candidate for computational study. Indeed, PcrA
is one of the smallest molecular motors known to date. Several atomic reso-
lution X-ray structures of PcrA have been reported [18, 19]. The present dis-
cussion will focus on two PcrA structures from Bacillus stearothermophillus
that were determined by Velankar et al. [19] in a substrate (with bound ATP
analogue AMP-PNP) and product (without ATP/ADP bound) state at 3.3 Å
and 2.9 Å resolution, respectively. Figure 1 shows a molecular view of PcrA
which consists of four major domains called 1A, 1B, 2A, and 2B. Also visible
is a strand of ssDNA threading through the protein at the interface formed
by the A and B domains and which is connected to a short piece of dsDNA
bound to the 2B domain. ATP binds to the catalytic binding pocket located at
the interface between the 1A and 2A domains.

Fig. 1 Molecular view of PcrA helicase. a Depicted is the protein in cartoon representa-
tion. Also shown is a strand of ssDNA in licorice representation threading through the
center of PcrA at the interface of the 1A (green) and 2A domains (red) and which is at-
tached to a short piece of dsDNA adjacent to the 2B domain (blue); also shown is the 1B
domain (yellow) and a single molecule of ATP (orange) bound to the catalytic site at the
interface between the 1A and 2A domains (depicted in vdW representation). b Shown is
a schematic view of PcrA translocating along ssDNA toward the dsDNA fork; domains 1A,
2A, 1B, and 2B are shown in green, red, yellow, and blue, respectively
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In the following, we will focus on the mechanism of PcrA movement along
ssDNA. On the basis of their crystal structure data and on the intuitive idea
of alternating affinities, Velankar et al. [19] proposed an “inchworm” model
for the translocation of PcrA along ssDNA that involves concerted movements
of ssDNA bases across the interface with PcrA. This model does not, however,
address how ATP hydrolysis is coupled to domain motion, what residues are
most crucial during this process, how the proposed alternating affinities can
be justified microscopically and finally, how uni-directionality is achieved.
These are the questions that will be discussed in the following sections. We
will start by looking at the ATP hydrolysis reaction in the catalytic site and
then work our way up toward longer time and larger length scales.

3
Zooming in on ATP Hydrolysis in the Catalytic Site

The catalysis of ATP lies at the heart of PcrA function and takes place in
a single catalytic site at the interface between the 1A and 2A domain (Fig. 1).
Several important questions arise when considering the role of ATP cataly-
sis during the overall translocation process of PcrA along ssDNA. First and
from a purely enzymatic point of view, one would like to know how effi-
cient ATP catalysis is being achieved by the protein. Second, one would like to
investigate how the actual catalytic step is coupled to larger scale protein con-
formational changes eventually leading to PcrA translocation along ssDNA.

An investigation of both questions requires a proper treatment of the
electronic degrees of freedom during the catalytic reaction in the biologi-
cal context provided by the protein environment. QM/MM methods present
a powerful and versatile way of addressing these issues, since they allow one
to conduct high level electronic structure calculations of a particular region of
interest in the presence of a classically treated protein environment. The fol-
lowing paragraph provides a brief outline of the principles behind QM/MM
calculations, before we describe some of the insights into PcrA function that
have emerged using this approach.

QM/MM Calculations

The underlying theme of QM/MM simulations [22–29] is a quantum mechan-
ical treatment of a certain molecular core region that is undergoing electronic
level changes in the presence of a (large) biomolecular environment given
by, for example, protein, solvent, or DNA/RNA. The environment itself is as-
sumed to be electronically inert and is, therefore, treated classically, typically
with a molecular mechanics method. The main motivation for this separa-
tion into a quantum mechanically and a classically treated region is the fact
that quantum mechanical calculations are computationally very expensive
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and can only be applied to relatively small systems of at most a few hundred
atoms. Hence, QM/MM simulations provide a compromise between the need
to treat certain parts of the system at an electronic level and the requirement
for the presence of the sizeable host biomolecule or biomolecular complex.

Depending on the particular QM/MM method chosen, it is sometimes ne-
cessary to limit the number of classically treated MM atoms. In the case of
PcrA which contains more than 110 000 atoms in its solvated state (Sect. 4),
the conducted QM/MM calculations described below were restricted to a re-
duced sub-system containing only 20 000 atoms that was centered around the
nucleotide ATP bound to the catalytic site. This is depicted schematically in
Fig. 2, which shows the full QM/MM system indicating the quantum mechan-
ically (QM) and classically treated regions (MM), respectively.

The remainder of this section will provide a brief overview of QM/MM
simulations in general and the implementation used in the studies summa-
rized in the present manuscript in particular. In all of the following it is
assumed that the Born–Oppenheimer approximation is valid, i.e., electronic
and nuclear degrees of freedom can be separated. In this case, the QM/MM
Hamiltonian describing the quantum mechanically modeled core region and
the classically treated protein environment can formally be expressed as

H = HQM + HMM + HQM/MM , (1)

Fig. 2 QM/MM simulation system for PcrA. Shown is the complete model which is cen-
tered around the catalytic binding site located at the interface between the 1A and 2A
domains and contains about 20 000 atoms. The protein is shown in cartoon represen-
tation, a piece of bound ssDNA is depicted in licorice representation, and bound ATP
in vdW representation. The classically (MM) and quantum mechanically (QM) treated
regions are indicated by circles and labeled accordingly
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where HQM can be identified with the Hamiltonian of the time-independent
Schrödinger equation

HQM |ψ({r})〉 = E |ψ({r})〉 (2)

and the classical contribution HMM is given by Eq. 14 below.
The main challenge for achieving a proper QM/MM description lies in

the treatment of the interface between the quantum and classical regions,
described by HQM/MM. QM/MM studies of chemical reactions in solution al-
low for a straightforward separation of both regions, e.g., the solvent being
treated using a classical description and the chemically active solute being
modeled by a QM method. QM/MM simulations of biomolecular systems like,
for example, enzymes, on the other hand, often lead to interfaces separating
the quantum and classical regions that cut through covalent bonds, thereby,
complicating the description significantly.

Broadly, one can distinguish three types of QM/MM coupling schemes.
These are listed below in the order of increasing complexity:

• Mechanical Embedding. This represents the crudest level of description.
The QM and MM regions are not connected by any covalent bonds and in-
teract only via steric constraints, typically implemented in terms of a van
der Waals (vdW) type interaction:

HQM/MM =
∑

a∈MM

∑

i∈QM

Hai
vdW . (3)

The two sums extend over all nuclei in the classically (MM) and quan-
tum mechanically (QM) treated region, respectively. The choice of vdW
parameters is not straightforward. Often, the parameters provided by the
classical forcefield are employed, but QM/MM studies with specifically pa-
rameterized vdW interactions have also been reported.

• Electrostatic Embedding. At this level of QM/MM coupling, in addition to
steric constraints between the QM and MM regions, one also takes into ac-
count their electrostatic interaction, leading to a QM/MM Hamiltonian of
the form:

HQM/MM =
∑

a∈MM

∑

i∈QM

(
Hai

vdW + Hai
ele

)
. (4)

Here, Hele describes the electrostatic interaction between the QM and MM
regions. As will be discussed in more detail below, this term can be evalu-
ated in several different ways.

• Covalent Embedding. This most sophisticated level of QM/MM scheme in-
volves, in addition to steric and electrostatic interactions, covalent bonds
between QM and MM atoms. Typically, this is the description necessary
for simulations of biomolecular systems, and was used in our QM/MM
approach.
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The next section is devoted to a more in depth exposition of the particular
covalent embedding scheme used in our calculations.

RESP Charge-Based Covalent Embedding

A number of different covalent embedding schemes have been proposed since
the early QM/MM studies of Warshel [30]. Here, rather than trying to be
comprehensive, we focus on the particular method employed in the QM/MM
implementation on which the reported results are based and refer to the liter-
ature for additional information. See also the review on QM/MM methods by
Senn and Thiel in this volume.

When describing quantum mechanical events inside biomolecules one fre-
quently encounters covalent bonds across the QM/MM boundary connecting
classically and quantum mechanically treated atoms. This is problematic for
several reasons. First and foremost, “cutting” these bonds creates an open
valence in the QM region. Several schemes have been devised to deal with
this problem. The probably most straightforward method is the so-called link
atom approach [23] that is also used in our QM/MM method. Here, the dan-
gling bond is simply terminated by a “dummy” hydrogen atom. More sophis-
ticated schemes have been proposed, for example, the local self-consistent
field method by Théry et al. [31] in which a frozen hybrid orbital with a pre-
determined density is used to satisfy the valence at the boundary. However,
even though the introduction of an additional (hydrogen) atom in the link
atom approach can in principle cause artificial behavior at the boundary, it
is currently not clear that alternative, more sophisticated methods provide
a much improved description.

A second problematic issue arising from a QM/MM boundary that dissects
covalent bonds is the difficulty of achieving a proper separation of the QM
and MM interaction terms in order to avoid the double counting of certain
interactions. This will be discussed in more detail below.

The QM/MM interface Hamiltonian of the covalent embedding scheme de-
scribing the quantum-classical interaction can be written as

HQM/MM =
∑

a∈MM

∑

i∈QM

(
Hai

vdW + Hai
ele

)
+ HQM/MM

covalent . (5)

The HQM/MM
covalent contribution maintains the proper conformation across the

covalent quantum-classical boundary and is provided by the molecular me-
chanics force field. Quantum mechanically treated atoms in the boundary
region experience all classical bonded force contributions that involve at least
one classical atom.

In most conventional QM/MM approaches the electronic contribution
to the electrostatic interaction Hai

ele in Eq. 5 is given via the one electron
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operator

Hai
ele,e =

qa

|Ra – ri| , (6)

where i indexes the electron coordinates and qa is the partial charge on
the classical atom a at position Ra. Unfortunately, as indicated above, this
approach leads to problems at the covalent QM/MM boundary where electro-
static interactions between quantum and classical atoms are already implicitly
accounted for via the classical bond, angle, and dihedral energies. Sub-
tracting these interactions from the expression Eq. 6 is difficult since the
electronic charge is de-localized over the whole QM segment and, there-
fore, can not be easily partitioned among atoms. In other words, there is
no quantum mechanical charge operator that would allow the assignment of
partial atomic charges. To address this shortcoming, our QM/MM approach
introduces an effective charge operator ξ̂p for each atomic site in the QM
segment, that is evaluated via the restrained electrostatic potential (RESP)
charge method [32]. This leads to the following expression for the electro-
static potential

Hele = Hele,e + Hele,n (7)

= γ
∑

a∈MM

∑

p∈QM

κap
ξ̂pqa∣∣Ra – Rp

∣∣ +
∑

a∈MM

∑

p∈QM

κap
Zpqa∣∣Ra – Rp

∣∣ ,

where Hele,e and Hele,n are the electronic and nuclear contribution, respec-
tively. Here qa and Zp are the partial charges on the classical atoms and
nuclear charges of the quantum mechanically modeled atoms, respectively.
The κap mediate the proper exclusion of the classical non-bonded interactions
at the QM/MM boundary, and γ is a scaling factor to ensure the proper total
charge of the QM/MM system.

Using the Hamiltonian Eq. 1 together with the QM/MM interaction energy
Eq. 5, one obtains the following expression for the total energy E

E = 〈Ψ |H|Ψ 〉 (8)

= EQM(P) + γ
∑

a∈MM

∑

p∈QM

κap
ξp(P)qa∣
∣Ra – Rp

∣
∣ + EMM .

Here, |Ψ 〉 is the electronic wave function and P the corresponding electronic
density matrix. The term EQM is the expression for the gas phase energy of
the QM part, and EMM includes all remaining non-electronic energy contri-
butions. In the second term, ξp(P) is the effective charge for atoms in the QM
segment, which is evaluated via the RESP method by minimizing the follow-
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ing expression

I =
∑

α

ωα

⎡

⎣
∑

p∈QM

ξp(P)
∣∣Rα – Rp

∣∣ – Vα(P)

⎤

⎦

2

+ 2λe

⎡

⎣
∑

p∈QM

ξp(P) – Ne

⎤

⎦ (9)

+
∑

p∈QM

gp
(
ξp(P) + Zp

)2 .

The first term on the right-hand side attempts to find effective charges ξp(P)
that best reproduce the exact electronic electrostatic potential Vα(P) subject
to the constraints expressed in the second and third term. Here, α sums over
the points of a grid located at positions Rα surrounding the QM segment
at which the electrostatic potential is evaluated. The ωα are weight factors
whose value depends on the particular choice for the computational grid. The
second term enforces charge conservation and constrains the overall effect-
ive charge to be equal to the total number of electrons Ne via a Lagrange
multiplier λe. Both Vα(P) and Ne have to take into account the presence of
the dummy hydrogen atoms. Finally, the third term represents a harmonic
penalty function that can be adjusted by the parameter gp to prevent the ap-
pearance of unreasonably large effective charges [32].

The minimization of the expression given by Eq. 9 can be cast into a matrix
equation for ξp(P) which can then be used to formulate a new Fock operator

FQM/MM = F + Fsolv , (10)

where F is the gas-phase Fock operator and Fsolv the so-called solvated
Fock operator mediating the electrostatic interaction between the QM and
MM segment of the QM/MM system [33]. The self-consistent solution of the
Roothaan-Hall equations with the Fock operator given by Eq. 10 is the math-
ematical basis of the QM/MM approach used in the studies described in the
remainder of this section.

Finally, we would like to point out that due to the computational cost in-
volved, the energetics derived from ab initio QM/MM calculations typically
are enthalphies rather than free energies. The latter are required, to, for ex-
ample, derive true reaction free energies or equilibrium constants. Hence, for
each particular system it is necessary to take into account possible entropic
effects when arguing based on calculated enthalpies. There exist, however,
semi-empirical QM/MM approaches that are capable of computing true free
energy surfaces, at the possible expense of reduced accuracy and transferabil-
ity [34, 35].

QM/MM Study of the Chemo-Mechanical Coupling in PcrA Helicase

The QM/MM approach just described was employed to investigate the ATP
hydrolysis reaction in the catalytic site of PcrA helicase and its coupling to
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protein conformational changes, i.e., the chemo-mechanical coupling [36].
The reactant state conformation of the quantum mechanically treated region
is shown in the upper left-hand side panel of Fig. 3 which also depicts import-
ant distances between atoms.

Figure 3 reveals that all binding pocket residues immediately adjacent to
the tri-phosphate part of ATP are either charged or polar, with several water
molecules surrounding the γ -phosphate group. A magnesium ion is located
between two oxygen atoms of the β and γ -phosphate groups and is hydrogen-
bonded to additional water molecules and binding pocket residues. Most of
the residues forming the catalytic binding sites are located in the 1A domain
of PcrA with the exception of two arginine residues, R287 and R610, which are
contributed by the neighboring 2A domain (c.f. bottom panel of Fig. 3).

Using QM/MM calculations, the ATP hydrolysis reaction pathway can be
calculated [36] and the conformations of the reactant, transition, and product
state are shown in the upper panel of Fig. 3 with the corresponding energies
depicted in Fig. 4.

The center column of Fig. 3 shows the transition state conformation during
ATP hydrolysis. It features a hydronium ion that evolved via proton transfer
from the nucleophilic water, W1, toward W2. During the conversion from the

Fig. 3 Conformation of the quantum mechanically treated core region in the catalytic site
of PcrA. Shown in the top panel are molecular views of the structures of the reactant (top
left), transition (top middle), and final (top right) state along the ATP hydrolysis reac-
tion pathway. Important distances between atoms are indicated and given in units of Å.
The bottom panel depicts schematic views of the catalytic site in each of the three states
and shows which of the residues belong to domain 1A or 2A. The bold arrows sketch the
proton relay mechanism discussed in the text. The color coding is as follows: white - hy-
drogen; light blue – carbon; dark blue – nitrogen; red – oxygen; gold – phosphorus; green
– magnesium ion (adapted from [36])
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Fig. 4 Energetics of ATP hydrolysis in PcrA. Shown are the energies in kcal/mol of the
reactant, transition, and product state during ATP hydrolysis in the catalytic sites of PcrA.
For the product state, the energies for the wild type and two mutants, Q254N and Q254G,
are provided (adapted from [36])

transition state toward the product conformation, the hydronium ion trans-
fers a second proton to the γ -phosphate group to yield products ADP and Pi.
This mechanism of proton transfer from the nucleophilic water toward the
γ -phosphate group of ATP is sketched by the bold arrows in the bottom panel
of Fig. 3 and was termed a proton relay mechanism [10], since it involves two
water molecules, W1 and W2. Until recently, it was thought that direct proton
transfer from the nucleophilic water, W1, toward one of the γ -phosphate oxy-
gen atoms of ATP is the physiologically relevant pathway. However, QM/MM
studies have shown that the proton relay mechanism is energetically more
favorable by up to 20 kcal/mol [36]. Such a mechanism had also been pro-
posed based on theoretical studies of other ATP-driven molecular motors,
such as F1-ATPase [10, 12] and myosin [1], and had been proposed also based
on structural and biochemical evidence for ras [37] and F1-ATPase [38]. All
combined, this evidence suggests that such a proton relay mechanism is re-
sponsible for efficient hydrolysis in a wider class of ATP-driven molecular
motors. Since the proton relay mechanism relies on the proper arrangement
of water molecules in the binding pocket, which is in turn facilitated by the
protein environment, it represents a genuinely enzymatic pathway.

Figure 4 gives the energies of important states along the ATP hydro-
lysis pathway in PcrA. Several features are noteworthy: First, the QM/MM
calculations [36] reveal the presence of a modest transition state barrier
of ∼ 20 kcal/mol in good agreement with experimentally measured rates
(∼ 102 s–1). This moderate barrier is due to the proton relay mechanism as
shown by comparison with calculations of direct proton transfer pathways. In
addition, there are several binding pocket residues that contribute to a low-
ering of the transition state barrier. This is shown in Fig. 5 which depicts
the change in electrostatic interaction between ATP and the protein envi-
ronment upon going from the reactant to the transition state. Clearly, K37,
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Fig. 5 Electrostatic interactions between catalytic core and protein environment. Shown
are the changes in electrostatic interaction between the nucleotide and the protein envi-
ronment upon going from the reactant to the transition state (adapted from [36])

E224, and R287 stabilize the transition state, whereas K568 leads to a slight
de-stabilization. Somewhat surprisingly, even though R287 provides a large
contribution, its immediate structural neighbor, R610, does not.

The second important feature to notice in Fig. 4 is the endothermicity of
the reaction energy profile in the wild type system, implying that the catalytic
site in the conformation studied has the ability to tightly bind ATP, but not
yet to hydrolyze it. To investigate this in more detail and to identify means by
which the protein could achieve a lowering of the product state energy, in sil-
ico mutation studies can be used [36]. Here, selected residues are mutated in
the model system and the reaction energy profile is recalculated either fully
or for selected points along the reaction pathway. In the present case, such
an analysis shows, for example, that the mutations Q254N and Q254G exert
a significant influence on the product state energy. This, in turn, allows one
to hypothesize that motion of Q254 with respect to Pγ leads to the lowering
of the product state energy to enable efficient ATP hydrolysis. Q254 links to
a protein pocket known to be involved in ssDNA base flipping [19] during
translocation via the inchworm mechanism. This suggests a direct connection
between translocation along ssDNA and the actual catalytic step in the ATP
binding pocket of PcrA via Q254.

Finally, based on the ATP hydrolysis reaction energy profile in PcrA shown
in Fig. 4, the in silico mutation studies, and the findings from QM/MM simu-
lations of ATP hydrolysis in F1-ATPase [10, 12], the overall ATP catalysis reac-
tion energy profile can be assumed to have an equilibrium constant of K ∼ 1,
corresponding to an iso-energetic reaction energy profile [36]. This has im-
portant implications, since it means that the actual chemical bond-breaking
step in the catalytic sites of PcrA does not release any net free energy and is
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hence not coupled to force generation. Similar to F1-ATPase [7, 12, 39], it is
likely that the binding of reactant ATP to the initially open catalytic cleft at
the interface between the 1A and 2A domains leads to a closing motion which
provides the actual power stroke propagating PcrA along ssDNA. This picture
fits nicely with the above observation that insertion of R287 from domain 2A
into the catalytic site located in the 1A domain is required for efficient ATP
hydrolysis to take place. Such a coupling of large-scale protein conformation
and the chemical reaction assures that ATP hydrolysis does not occur prema-
turely, which could destroy the directed motion of PcrA along ssDNA [36].

However, due to the static nature of the employed QM/MM method and the
limited spatial extent of the QM/MM system, one is limited in one’s ability to
test the domain motion hypothesis and the coupling of Q254 to ssDNA base
flipping on realistic time and length scales. This is where all-atom MD simu-
lations and coarser-grained descriptions come into play. These methods will
be the topic of the following sections.

4
Molecular Dynamics Simulations of PcrA Function

Continuing our study of molecular motor function in PcrA, we turn to MD
simulations to investigate PcrA’s larger scale conformational motions leading
to translocation along ssDNA and to study the coupling of ATP hydrolysis
to unidirectional translocation. Figure 6 shows a molecular view of an all-
atom simulation system of PcrA, containing the protein, DNA, TIP3P water
molecules, and a number of ions adding up to a total of more than 110 000
atoms. Before discussing some of the findings for PcrA function obtained via
MD simulations we will give a brief exposition of MD simulation methods.

MD Simulations—A Brief Introduction

Classical simulations are based on the solution of the differential equation
posed by Newton’s second law for a system of N interacting particles

ẍi =
1

mi
Fi (i = 1, ..., N) . (11)

Here ẍi is the second time derivative of the position of particle i, mi its mass,
and Fi the total force acting on it. Fi depends on the positions of all other
particles. The calculation of the forces Fi is the step requiring the most com-
putational effort.

A number of algorithms have been developed to numerically integrate
Eq. 11 and, thereby, obtain the particles’ trajectories xi(t). Many integration
schemes use the Leap frog algorithm for updating coordinates and velocities
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Fig. 6 PcrA all-atom simulation system. Shown is the protein in a blue cartoon represen-
tation with bound dsDNA and ssDNA shown in red vdW representation. The nucleotide
ATP bound to the catalytic site at the interface between the 1A and 2A domains is shown
as gold-colored vdW spheres. The protein-DNA complex is immersed in a large box
of TIP3P water molecules containing Cl– (cyan), Na+ (yellow), and Mg2+ (green) ions
(adapted from [51])

of particle i:

ri
(
t + ∆t

)
= ri(t) + ∆t vi

(
t + ∆t/2

)
(12)

vi
(
t + ∆t/2

)
= vi

(
t – ∆t/2

)
+ ∆t

1
mi

Fi , (13)

with ∆t being the value of the discrete time-step. In biomolecular simula-
tions, the value of ∆t has to be a fraction of the fastest vibrational period in
the system and, therefore, is in the 1–2 fs range.

All classical simulations are based on a classical approximation to the
Hamilton operator in the Schrödinger Eq. 2. With this classical Hamiltonian
one can then proceed to calculate energies, forces, and higher derivatives and
use them to, for example, compute the minimum energy conformation or
simulate the dynamical behavior via solving Eq. 11.

In the following we will focus on the classical Hamiltonians that are com-
monly used for simulations of biomolecular systems. They are referred to
as force fields and are known under names such as CHARMM [40], GRO-
MACS [41], and AMBER [42]. They all have in common a relatively simple
mathematical structure to allow for a computationally efficient force evalu-
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ation. Furthermore, these force fields are empirical, i.e., they contain fitting
parameters, that are either determined by comparison to experiments, via
quantum mechanical calculations, or both.

A typical force field is described by the following Hamiltonian

HMM = Hbnd + Hang + Hdih + HvdW + Hele . (14)

Here, the first three terms represent the bonded contributions, namely the
bond

Hbnd =
bonds∑

a

1
2

kbnd
a

(
xa – x0a

)2 , (15)

and angle terms

Hang =
angles∑

a

1
2

kang
a

(
θa – θ0a

)2 , (16)

that are both simple harmonic functions of the bond lengths xa and angles
θa, respectively. The parameters x0a and θ0a denote the corresponding equi-
librium values and the kbnd/ang

a are the interaction strengths.
The contributions of the dihedral angles φa are periodic, typically of small

magnitude, and are given by

Hdih =
dihed∑

a

kdih
a

(
1 + cos (nφa – φ0)

)
. (17)

Again, φ0 is the equilibrium value of the dihedral angle, kdih
a the interaction

strength, and n determines the periodicity. The last two terms in Eq. 14 are
the non-bonded contributions to the force field. The short range part is rep-
resented by a Lennard-Jones potential

HvdW =
N∑

a�=b

4εab

[(
σab

rab

)12

–
(

σab

rab

)6
]

, (18)

where rab is the distance between particles a and b, and the quantities εab and
σab correspond to the depth of the Lennard-Jones potential and to the inter-
particle distance where the potential is equal to zero, respectively.

Finally, the last term represents the Coulomb interaction between pairs of
atoms with partial charges qa and qb

Hele =
N∑

a�=b

qaqb

rab
. (19)

Because of the 1/r dependence, the Coulomb interaction is long-range and,
therefore, a straightforward calculation requires a computational effort of
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order O(N2) in the number of particles N. Computationally, it is, therefore,
the most expensive part in evaluating Eq. 14 and several numerical approxi-
mations, for example the Particle Mesh Ewald method, have been devised to
reduce the computational cost of this term to O(N log N).

Using efficient parallelization schemes, such as that employed by the mo-
lecular dynamics program NAMD [43], it is presently possible to calculate
the time evolution of a biomolecular system using Newton’s equation of mo-
tion combined with an expression for the force field similar to the one given
in Eq. 14 for a million atoms over a time of tens of ns [44]. MD calcu-
lations were traditionally performed in the micro-canonical (NVE) ensem-
ble; currently, most MD simulations are conducted in the canonical (NVT)
and grand-canonical (NPT) ensemble, i.e., under conditions of constant vol-
ume/pressure. The temperature of the system can be kept constant by coup-
ling the system to an external heat bath at the desired temperature [45]; the
pressure can be controlled by using, for example, the Nose-Hoover Langevin
piston method [46, 47]. A rather comprehensive introduction into concepts
and algorithms underlying classical MD simulations can be found in [43].

Molecular Dynamics Simulations of PcrA

Having said this, it becomes apparent that the main difficulty in applying
MD methods to the study of molecular motors is the vast gap between the
time-scales available to equilibrium MD simulations (∼ 100 ns) and the ones
relevant physiologically (µs to ms). Since the translocation of PcrA by a sin-
gle nucleotide takes about 20 ms, the accompanying protein motions, among
them, for example, the closing of the catalytic cleft between domains 1A and
2A or the motion of bound ssDNA bases, take place on a similar length time-
scale. Hence, investigating PcrA function with equilibrium MD simulations is
hampered by this gap in time-scale and different strategies are needed.

One possible approach to elucidate the coupling of ATP binding and hydro-
lysis to changes in PcrA conformation consists of the analysis of equilibrium
MD trajectories of PcrA in the ATP and ADP+Pi bound states. Figure 7 shows
the per residue RMSD averaged over several ns for both states, clearly il-
lustrating that at least on a ns time scale, there is no significant difference
between the two, rendering this approach futile.

The time-scale gap can be partially overcome by applying an external
biasing potential, enforcing a certain change in conformation, via, for ex-
ample steered molecular dynamics simulations (SMD) [48, 49] or umbrella
sampling [50]. The application of these approaches to molecular motors,
however, suffers from several limitations. First, it requires a certain insight
into what the physiologically relevant motions are, in order to bias the sim-
ulations properly. Second, biasing can be difficult for all but the simplest
motions. Finally, enforcing ms time-scale protein motions on a ns computa-
tional time-scale can lead to artifacts or, in the worst case, destroy the protein.
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Fig. 7 Trajectory averaged per-residue RMSD in PcrA. Shown are the RMSD values based
on ∼3.5 ns of MD simulations for the ATP (a) and ADP/Pi (b) bound PcrA systems. The
color scale ranges from blue to red and indicates increasing RMSD values. The most mo-
bile part of the structure is a flexible loop connecting the 2A and 2B domains colored in
red

Nevertheless, despite all these drawbacks, significant insight into the system
can be gained if the approach is applied properly and can be used, for ex-
ample, to calculate potentials of mean force or force-extension curves.

In the case of PcrA, such a biasing method can be employed to investi-
gate the mechanism behind the directionality of ssDNA motion in the 3′ → 5′
direction. As proposed in the inchworm translocation model [19] derived
from structural data, the 1A and 2A domains each have different affinities
for ssDNA, and both alternate their affinities between the substrate (with
ATP bound, s) and product (without ATP/ADP bound, p) state. The model,
however, does not provide any microscopic evidence to support such a mech-
anism. To test this idea further, SMD simulations have been used by attaching
ten harmonic springs (force constants of 2 kcal/mol Å2) to ten phosphorous
atoms of the ssDNA bound to PcrA [51]. The ssDNA was then pulled one half
nucleotide (nt) distance forward and backward across the protein-ssDNA in-
terface. The direction of pulling in the s and p states was chosen according
to the anticipated domain motion in each state corresponding to separation
and closure of domains 1A and 2A, respectively. The required pulling forces
were monitored and are reproduced in Fig. 8. These results show that in the
s state, the average force needed to move nucleotides 15–18 to the right (cor-
responding to forward motion of 2A to the left) is smaller than that needed to
move nucleotides 18–21 to the left (corresponding to backward motion of 1A
to the right). Similarly, in the p state, the average force needed to move nu-
cleotides 15–18 to the left (corresponding to backward motion of 2A to the
right) is larger than the force to move nucleotides 17–20 to the right (corres-
ponding to forward motion of 1A to the left). This directly supports the idea
of alternating affinities between the protein domains and ssDNA in different
PcrA states and can explain the directionality of PcrA translocation.
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Fig. 8 Comparisons of SMD forces arising during ssDNA pulling simulations in PcrA.
Shown are the results with ATP bound (s state) (a) and without ATP bound (p state) (b).
The green/red curve represents the average force needed to move relevant nucleotides
in a direction opposite to the corresponding movement of domain 1A/2A (indicated by
green/red arrows). Numbers are used to label nucleotides on ssDNA. The thin curves were
measured directly from simulations, while the thick curves were smoothed over every ten
data points. The results show that in a, the average force needed to shift the relevant nu-
cleotides, corresponding to the domain movement of 2A, is smaller than the average force
needed to shift the relevant nucleotides corresponding to the domain movement of 1A;
the opposite is true in b (adapted from [51])

In order to further investigate the microscopic mechanism underlying the
alternating affinities between the 1A and 2A domains and the bound ssDNA,
all-atom ns time-scale MD simulations were used to derive an effective poten-
tial, Uiσ (xi), governing individual domain motion of PcrA. Here, σ is a state
index describing either s or p; i = 1,2 refers to domain 1A and 2A, respec-
tively, with xi being the position of each domain along the bound ssDNA.
The effective potential Uiσ (xi) is then used to formulate a coarse-grained
Langevin dynamics description of PcrA that will be described in the next sec-
tion. This approach [51] allows one to describe the ATP hydrolysis coupled
uni-directional ssDNA translocation of PcrA on the physiologically relevant
ms time-scale.

Since the translocation of helicase along ssDNA arises through the sequen-
tial binding and unbinding of ssDNA units (nucleotides) to the PcrA domain
surfaces, one possible strategy for determining Uiσ is to calculate the bind-
ing free energies of individual ssDNA units with the protein, and then use an
appropriate combination of these energies to obtain Uiσ . The calculation of
the binding free energy from MD simulations is not straightforward, but can
be accomplished by a semi-empirical method [52]. Here, the binding energy
Eb is approximated as a weighted sum of electrostatic and vdW interactions
between the protein and each individual nucleotide as extracted from equi-
librium MD simulations. In the present case, only relative but not absolute
energies are needed. Hence, the solvent (water and ion) contribution to the
energy can be neglected by assuming a homogeneous solvent-nucleotide in-
teraction along the bound ssDNA region (consisting of poly-thymine in the
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simulation model) [51]. From the discrete set of nucleotide-protein inter-
action energies derived from MD, a continuous site-energy function Eb(x)
for each state (s and p) was constructed by polynomial interpolation [51].
Figure 9 shows the continuous site energies Eb(x) as well as the resulting po-
tential energy functions Uiσ in both the s and p states.

Now we give an example of how to derive Uiσ from the binding energies
Eb(x) [51]. Starting from the s state, as domain 2A moves forward (to the left)
by a distance ∆x (∆x ≤ 0.5, in unit of a single nt distance), nucleotides 15
to 18 move backward (to the right) by ∆x, while the other nucleotides re-
main stationary. This scenario can be inferred from the available X-ray crystal
structures. Hence, the potential U2s, for example, can be expressed as

U2s
(
∆x

)
=

18∑

j=15

[
Eb

(
xj + ∆x

)
– Eb

(
xj
)]

∆x ∈ [0, 0.5] . (20)

The other Uiσ can be computed in a similar fashion. In the derivation, we as-
sume a symmetric form of Uiσ with a barrier at the center at ∆x = 0.5, where
Aiσ = Uiσ (0.5) is defined as the barrier height. According to Eq. 20, Aiσ in-

Fig. 9 Site energies of ssDNA nucleotides and individual domain potentials for PcrA.
Shown are the result for the substrate (a) and the product state (b). Filled dark diamonds
represent the relative binding free energies of nucleotide i at position xi, i.e., the weighted
sum of electrostatic and vdW energies between protein and individual nucleotides. The
separate electrostatic and vdW contributions are indicated through non-filled triangles
and non-filled pentagons, respectively. A smooth site energy function Eb(x) is drawn
through the filled dark diamonds using a third-order polynomial interpolation. The in-
set shows the potential Uiσ (∆x) as derived from Eb(x) that is experienced by domain 2A
(red solid curve) and 1A (green solid curve) as the domains move along ssDNA; the length
scale is in units of one nt distance (6.5 Å) (adapted from [51])
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cludes a sum of site energy terms Eb(xj + 0.5) – Eb(xj). Following [51] one can
write this as

Aiσ = Σiσ + ∆ , (21)

where Σiσ are sums of the differences of binding energies Eb(xj). ∆ is a sin-
gle tunable parameter that accounts for the effect of additional friction due
to ssDNA-protein interactions and is assumed to be independent of i and σ .
The value of ∆ is adjusted so that the translocation speed of PcrA is consistent
with that measured from experiment, i.e., about one nt distance every 20 ms.

It is important to point out that the difference between amplitudes, |A1σ –
A2σ |, is independent of ∆. The calculations show that A1s – A2s ∼ 9 kcal/mol
in the s state and A1p – A2p ∼ -12 kcal/mol in the p state [51]. This result, i.e.,
A1s > A2s and A1p < A2p, derived solely on the basis of ns time-scale MD sim-
ulations, confirms the idea of alternating affinities between the domains and
ssDNA in different states, first proposed by Velankar et al. [19]: in the ATP-
bound (s) state domain 2A moves more easily than 1A while in the empty
binding site case (state p) the opposite is true. As a result, when ATP binds
and the domains 1A and 2A are being pulled together, only 1A moves. When
the domains separate again, domain 2A moves. This scenario of alternating
1A and 2A mobilities along DNA results in a unidirectional translocation as
one can readily realize by grasping with ones hands (representing domains
1A and 2A) a rope (representing ssDNA) and alternatingly making a tight and
a loose fist with the left and right hand while pulling the rope with the tight
fist (c.f. Fig. 6b in [19]). The derived potential energy functions Uiσ (Fig. 9)
will be utilized in a Langevin dynamics description presented below, demon-
strating indeed uni-directional translocation along ssDNA.

5
Langevin Simulations of PcrA Function

From experimental studies it is known that PcrA translocates along ssDNA
uni-directionally at a speed of about 50 nt/s, presumably consuming one ATP
per single nucleotide step which, therefore, takes about 20 ms [53]. To de-
scribe PcrA function on this time-scale, a computational modeling approach
different from QM/MM or MD is required for two major reasons. First, due
to the explicit treatment of electronic and/or atomistic details, the time-scales
accessible to QM/MM and MD simulations do not reach the long time-scales
needed to model physiological PcrA function. Second, on larger length- and
longer time-scales, the essential degrees of freedom governing the dynam-
ics of the system are likely quite different and, therefore, largely inaccessible
from simulations of smaller scale models. Therefore, in order to properly in-
vestigate the relevant mechanism on this functional level one needs to adopt
a different approach.
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One possible description of the PcrA ssDNA stepping motor replaces the
two translocating domains 1A and 2A by two featureless beads [51], which
move along ssDNA during each ATP hydrolysis cycle (Fig. 1). This simple
view is based on the two basic conformations of the PcrA-DNA complex
found in the available X-ray crystal structures [19].

A straightforward approach to characterize the bead movement along ss-
DNA is by means of a Langevin equation describing Brownian motion in
a potential. Let us first suppose that the interaction between the bead and ss-
DNA is purely associative, i.e., the attachment of the bead to the DNA strand
does not interfere with its movement along ssDNA. Under these conditions,
the bead motion can be described by a 1-D Langevin equation,

mẍ = – γ ẋ + f̃ (t) . (22)

Here γ is the friction coefficient. The term f̃ (t) represents white noise and
obeys the fluctuation–dissipation theorem [54]

〈 f̃ (t)〉 = 0 ; 〈 f̃ (t) f̃ (t′)〉 = 2γkBTδ(t – t′) . (23)

Since a particle the size of a protein in solution has a very low mass to viscos-
ity ratio (the Reynolds number) one can work in the strong friction limit in
which the acceleration term mẍ in Eq. 22 vanishes.

Next, we take into account the interactions between the protein and ssDNA
which prevent the beads from sliding freely along ssDNA. The interactions
can be modeled by additional potentials in Eq. 22 which govern the move-
ment of individual beads. These additional potentials are just the Uiσ in Eq. 20
that were derived from MD simulation and originate from the imbalance in
binding energy of individual ssDNA nucleotides to PcrA [51]. Since the two
beads, corresponding to domain 1A and 2A, move in a concerted fashion, it
may be advantageous to introduce an extra interaction term acting between
the two domains facilitating the movement of domains. This interaction po-
tential, when non-vanishing, is modeled by a harmonic spring

Vσ ′ =
1
2

k(x1 – x2 – lσ ′)2 . (24)

Here, σ ′ (s or p) is a state index varying independently from the σ in Uiσ .
The force constant of the spring, k, adopts a value of 1kBT/Å2, a value em-
pirically estimated from MD simulations [51]. lσ ′ is the equilibrium length of
the spring, with lp > ls, since the two domains 1A and 2A are separated far-
ther in the p state than in the s state. For the sake of simplicity, we use lp = l0
and ls = l0/3 with l0 corresponding to the nucleotide separation in ssDNA
(∼ 6.5 Å).

Putting all of this together, the Langevin equation in the strong friction
limit reads

γ ẋi = –
∂Wσσ ′(x1, x2)

∂xi
+ f̃ (t) , (25)
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where Wσσ ′(x1, x2) = U1σ (x1) + U2σ (x2) + Vσ ′(x1, x2), with xi, i = 1,2, being
the position of the beads tracking domains 1A and 2A along ssDNA. Equa-
tion 25 can be solved numerically assuming discrete time steps of size ∆t,

xi(t + ∆t) = xi(t) –
1
γ

∂Wσσ ′(x1, x2)
∂xi

∆t +
√

2D ∆tZ . (26)

Here, Z is a standard normal random variable (with mean 0 and variance 1)
and D is the diffusion coefficient, according to the fluctuation-dissipation
theorem related to the friction coefficient through D = kBT/γ . D is cho-
sen to assume a value of 104 Å2/µs, typical for a 3 nm-radius protein in
solution [55]. It is important to keep in mind, however, that D can vary sig-
nificantly in different physiological environments.

Note that Eq. 25 holds in a particular state σ , denoted by s or p when Vσ ′
is absent. Transitions between states are either triggered once some geomet-
rical criterion is satisfied, or are simulated through a Poisson process with
a specific rate constant. In the latter scenario one generates uniformly dis-
tributed random numbers Y (with Y ∈ [0, 1]) and transitions are accepted if
Y ≤ ω∆t (ω∆t � 1), where ω is the rate constant for the transition and ∆t is
the discrete time step in Eq. 26. The rate constants are estimated [51] based on
the rate limiting steps assumed in each scenario and the translocation speed
observed experimentally [53].

In the following, we will assume two limiting scenarios [51], the weak
and strong coupling scenario, expecting that the most realistic model will
lie somewhere between the two. We envision that the translocation of PcrA
along ssDNA comes about through an inchworm motion involving separate,
but coupled translocations of its 1A and 2A domains (described by beads)
that are governed by three factors: (1) There exist geometrical constraints that
prohibit the domains to pass each other as well as to separate too far. (2) Bind-
ing of ATP favors a narrower separation between domains 1A and 2A while
unbinding of ADP and Pi favors a wider separation between the domains.
(3) Depending on the state (s or p) of PcrA, the domains experience different
effective potentials such that in the ATP bound state (s), 2A can move easily
(low energy barrier A2s) and 1A can hardly move (high energy barrier A1s)
and in the absence of ATP/ADP (p), 1A can move easily (low energy barrier
A1p) and 2A can hardly move (high energy barrier A2p). Below we investi-
gate PcrA translocation in the two scenarios, the weak and strong coupling
scenario, and demonstrate how (1)–(3) can endow PcrA with unidirectional
motion in the 3′ → 5′ direction.

Weak Coupling Scenario

Here, domain 2A and 1A move with vanishing mutual interaction potential,
i.e. Vσ ′(x1, x2) = 0. However, the two domains are still coupled by geometrical
constrains. We furthermore assume that the rate limiting steps are indi-
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vidual domain movements, i.e., thermally activated barrier-crossing events
governed by potentials Uiσ . The barrier-crossing time can be estimated by the
mean first-passage time [55, 56], which in turn is mostly determined by Aiσ
given in Eq. 21. In order to obtain a translocation speed of about 6.5 Å/20 ms
a value for the parameter ∆ of –2.5 kcal/mol was used. The correspond-
ing results of Langevin dynamics simulations are shown in Fig. 10a. The left
panel depicts the stochastic trajectories describing the motion of 1A and 2A
along ssDNA over a period of 10 hydrolysis cycles. The right-side panel shows

Fig. 10 Langevin simulations of ssDNA translocation in PcrA. Depicted are the trajecto-
ries for the weak (a) and the strong coupling scenario (b). Left Shown are trajectories of
the two translocating domains, 1A (green) and 2A (red), moving along ssDNA in each sce-
nario; the time is given in units of ATP hydrolysis cycles (one cycle lasts about 20 ms).
Right Illustrated are the individual potentials Uiσ experienced by domain 1A (green)
and domain 2A (red) moving along ssDNA in different states (p, s in the weak coupling
scenario or pp, ps, ss, and sp in the strong coupling scenario, defined in [51]) in each
scenario. In the weak coupling scenario, two domains are shown as being connected by
a rod, corresponding to the geometric constraint; in the strong coupling scenario (b), the
domains are shown as being connected by an elastic spring with variable equilibrium
lengths, corresponding to the non-vanishing interaction potential Vσ ′ (adapted from [51])
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schematically the sequence of configurations corresponding to the motion. In
the p state, the two domains separate first; domain 1A experiences a low bar-
rier (A1p) and can move readily, while 2A experiences a high barrier (A2p) and
is essentially “stuck”. When 1A has moved forward close to 2A, ATP binds
into the cleft between 1A and 2A and the system transits to the s state. In the
s state, the potentials Uis differ qualitatively from Uip, in that now 2A is ready
to move (low barrier A2s) and 1A becomes “stuck” (high barrier A1s). When
2A moves forward far enough, ADP and Pi quickly dissociate and the system
transits back to the p state. Overall, after one cycle, PcrA has shifted one nt
distance compared to the starting state on the ssDNA.

Strong Coupling Scenario

In this scenario, domain 1A and 2A move under the influence of a non-
vanishing interaction potential Vσ ′(x1, x2), modeled by a harmonic spring.
Hence, the barrier-crossing events of each domain happen under the com-
bined potential of Uiσ and Vσ ′ . The states in the strong coupling scenario,
accordingly, can be defined through two labels, σ and σ ′. This leads to four
possible states, namely, (σσ ′) = (ss), (sp), (ps), and (pp) as shown in Fig. 10b.
Since A1p < A2p as well as A1s > A2s still holds, the barrier experienced by
1A/2A is lower than that experienced by 2A/1A during ATP binding/ADP +
Pi dissociation. Therefore, the unidirectional translocation of PcrA is main-
tained, as demonstrated in Fig. 10b. The domain movement itself, however,
can happen fast in this scenario and we assume that the rate limiting steps are
waiting for ATP arrival and ATP hydrolysis; the rate constants of these events
can also be fitted to yield a translocation speed of about 6.5 Å/20 ms.

From our analysis, it is not clear which of the two limiting scenarios is the
physiologically relevant one for PcrA. Experimental evidence suggests that
PcrA may actually work in a mixed scenario, in which ATP binding serves
as a power-stroke [57, 58], facilitating the forward movement of domain 1A
and assisting PcrA conformational change so that 1A can not move back-
ward, while ATP hydrolysis or ADP + Pi dissociation triggers the thermally
activated forward movement of domain 2A (Myong et al., 2006, personal
communication), assisting PcrA conformational change to prevent 2A from
moving backward.

No matter what the exact scenario is, one can recognize that the unidi-
rectional translocation of PcrA stems from the fact that in the state without
ATP bound, domain 1A experiences a lower energy barrier than 2A; while in
the ATP-bound state, domain 2A experiences a lower energy barrier than 1A,
that is A1p < A2p and A1s > A2s. One can imagine that the opposite relation-
ship A1p > A2p and A1s < A2s will lead to helicase translocation in the reversed
direction.

Since the above Langevin dynamics simulations of PcrA translocation were
conducted with the potentials Uiσ derived from atomic-scale simulations, and
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recognizing that it is the difference in barrier height |A1σ – A2σ | that directs
the unidirectional movement, it is interesting to evaluate the contributions of
individual residues to this difference term. This reveals that two key amino
acids, R260 and K385, contribute prominently to A1s – A2s and A2p – A1p, re-
spectively [51], and are therefore proposed to be most important in affecting
the unidirectional translocation of PcrA.

6
Summary

Combining QM/MM calculation, nanosecond MD simulation, and millisec-
ond stochastic modeling, the ATP hydrolysis coupled ssDNA translocation of
a monomeric PcrA helicase has been investigated.

Figure 11 summarizes the combined results and depicts a single PcrA
translocation cycle involving five steps. In configuration 1, domains 1A and
2A are separated without ATP or ADP bound. The arrangement of the bases
of the ssDNA are shown in the insert to the left, revealing a single base in-
tercalated between side groups of Y257 and F64. Initially, domain 1A can
move more easily along ssDNA than domain 2A. At this point ATP arrives at
the binding site and initiates binding. The binding of ATP causes an attrac-
tive force between the domains which consequently start approaching each
other through motion of domain 1A, leading to configuration 3. The close ap-
proach of domains 1A and 2A pushes Y257 and F64 together and, thereby,
squeezes the ssDNA base out, it moving from its former position to a new
position as indicated by the arrows in the inserted figures. The close approach
of 2A and 1A brings R610 and R287 into contact with the γ -phosphate of
ATP; the movement of Y257 is transmitted to Q254. QM/MM calculations
have shown that the three mentioned side groups, R610, R287, and Q254 con-
trol the hydrolysis of ATP in PcrA [36]. In configuration 3 the juxtaposition of
the three side groups is optimal for hydrolysis of ATP to ADP + Pi, leading to
configuration 4. At this point the mobility of domains 2A and 1A has reversed,
2A now being able to move more easily. Thermal fluctuations lead to the sep-
aration of 2A from 1A giving rise to configuration 5, and permitting release of
ADP and Pi, reaching configuration 1′. PcrA has advanced by one step and is
ready for the next cycle.

In summary, we have presented a comprehensive study of PcrA helicase
function covering length scales ranging from the electronic domain using
QM/MM simulations to the molecular level via MD and long time stochas-
tic simulations. The time scales covered span several orders of magnitude
from fast femtosecond time scale bond-breaking events to physiological pro-
tein motions on the millisecond time scale. The combination of methods
employed in our computational modeling revealed a detailed picture of PcrA
function, for example, a proton relay mechanism responsible for efficient ATP
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Fig. 11 Five-step PcrA translocation cycle. The figure shows schematically a transloca-
tion cycle for a mixed (see text) scenario involving five configurations 1, 2, 3, 4, 5 as well
as configuration 1′ that is equivalent to configuration 1, except that the system has ad-
vanced by one base. The mixed scenario involves both a loaded spring (non-zero potential
Vσ (x1, x2), configuration 2 → 3) and a step with a random thermal motion (vanishing
potential Vσ (x1, x2), configuration 4 → 5). In configurations 1, 2, 1′ domain 1A (green)
moves more readily than domain 2A (red), while it is the opposite for configurations 3,
4, 5. The insert figures show how the domain and ssDNA base motions are coupled to
the chemistry at the ATP binding site: upon the approach of domains 2A and 1A, R287
and R610 move close to the γ -phosphate of ATP; Q254 is linked closely to Y257 that
forms a key binding pocket for an ssDNA base, which is squeezed out when the do-
mains approach each other in binding ATP; Q254 was identified as a key participant in
ATP hydrolysis along with the mentioned arginines [36]. The suggested mechanism in-
volves the binding of ATP that pulls domain 1A towards domain 2A; insertion of R287 and
R610 into an optimal (for hydrolysis) position in the ATP binding pocket along with Q254
linked to a key ssDNA interaction site; rapid hydrolysis of ATP that initiates separation of
domains 2A and 1A through movement of 2A alone (adapted from [51])

hydrolysis in the catalytic site and the means by which uni-directional mo-
tion along ssDNA is achieved, namely by a ratchet mechanism. Employing
a similar strategy to investigate other molecular motors can be expected to
reveal more about the mechanism by which these remarkable nano-machines
perform their physiological function.
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