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This chapter presents a toolchain including image segmentation, rigid registration and a voxel based
non-rigid registration as well as 3D visualization, that allows a time series analysis based on DICOM
CT images. Time series analysis stands for comparing image data sets from the same person or speci-
men taken at different times to show the changes. The registration methods used are explained and
the methods are validated using a landmark based validation method to estimate the accuracy of the
registration algorithms which is an substantial part of registration process. Without quantitative evalu-
ation, no registration method can be accepted for practical utilization. The authors used the toolchain
for time series analysis of CT data of patients treated via maxillary distraction. Two analysis examples
are given. In dentistry the scope of further application ranges from pre- and postoperative oral surgery
images (orthognathic surgery, trauma surgery) to endodontic and orthodontic treatment. Therefore the
authors hope that the presented toolchain leads to further development of similar software and their
usage in different fields.

Chapter I

Relationship Between Shrinkage and SEIESS .......cc.cciiiiieiiiiiiee et sra e e 45
Antheunis Versluis, University of Minnesota, USA
Daranee Tantbirojn, University of Minnesota, USA

Residual stress due to polymerization shrinkage of restorative materials has been associated with a number
of clinical symptoms, ranging from post-operative sensitivity to secondary caries to fracture. Although
the concept of shrinkage stress is intuitive, its assessment is complex. Shrinkage stress is the outcome of
multiple factors. To study how they interact requires an integrating model. Finite element models have
been invaluable for shrinkage stress research because they provide an integration environment to study
shrinkage concepts. By retracing the advancements in shrinkage stress concepts, this chapter illustrates
the vital role that finite element modeling plays in evaluating the essence of shrinkage stress and its
controlling factors. The shrinkage concepts discussed in this chapter will improve clinical understanding
for management of shrinkage stress, and help design and assess polymerization shrinkage research.
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An Objective Registration Method for Mandible AgNMent ..o 65
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Between 1980 and 1992 long-term studies about the performance of jaw muscles as well as temporo-
mandibular joints were made at the Leipzig University, in Saxony, Germany. Until today, other studies
of similar scale or approach can not be found in international literature. The subjects—miniature pigs—
were exposed to stress under unilateral disturbance of occlusion. Based on these cases morphological,
histochemical and biochemical proceedings and some other functions were then analyzed. The results
clearly indicate that all of the jaw muscles show reactions, but the lateral Pterygoideus turned out to be
remarkably more disturbed. Maintaining reactions for a long time, it displayed irritation even until after
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dentistry. Combining these findings with his knowledge about support pin registration (Gysi, McGrane),
Dr. Andreas Vogel developed a computer-controlled method for registering the position of the mandible.



These results prompted Vogel to conduct the registration and fixation of the mandible position under
defined pressure (10 to 30 N), creating a final method of measurement which gives objective, reproduc-
ible and documentable results. The existent system—DIR®System—is on the market, consisting of:
Measuring sensor, WIN DIR software, digital multichannel measuring amplifier, plan table with step
motor, carrier system and laptop.
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types of image data are shown, then the operations needed to handle the data sets. Metric analysis is
covered in-depth as it forms the basis of orthodontic and surgery planning. Finally typical examples of
different fields of dentistry are given.

Chapter VI

Denoising and Contrast Enhancement in Dental Radiography..........cccccovvivcieicieieciccc e, 90
N. A. Borghese, University of Milano, Italy
I. Frosio, University of Milano, Italy
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filtered using adequate statistical models. In particular, it shows that impulsive noise, which appears
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ing median filter is used to this aim: failed pixels are identified first and then corrected through local
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a great improvement can be obtained considering an adequate sensor model and a principled noise
model, constituted of a mixture of photon counting and impulsive noise with uniform distribution. It is
then shown that contrast in cephalometric images can be largely increased using different grey levels
stretching for bone and soft tissues. The two tissues are identified through an adequate mixture derived
from histogram analysis, composed of two Gaussians and one inverted log-normal. Results show that
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(laser scanning of topography and various surface reconstruction techniques). Direct visualization of
anatomy during surgery revives wider use of active navigation. This article summarizes latest results on
developing software tools for improving imaging and graphical modelling techniques in computerized
dental implantology.

Chapter XII

Finite Element Analysis and its Application in Dental Implant Research ............cccoocevvviiiiieiicinnas 170
Antonios Zampelis, School of Applied Mathematics and Physical Sciences, Greece
George Tsamasphyros, School of Applied Mathematics and Physical Sciences, Greece

Finite element analysis (FEA) is a computer simulation technique used in engineering analysis. It uses
a numerical technique called the finite element method (FEM). There are many finite element software
packages, both free and proprietary. The main concern with the application of FEA in implant research
is to which extent a mathematical model can represent a biological system. Published studies show a
notable trend towards optimization of mathematical models. Improved software and a dramatic increase
in easily available computational power have assisted in this trend. This chapter will cover published
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properties of prosthetic reconstructions, implant placement configurations, discussion on the limitations
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offered to universities and scientific community. They can enter into collaboration by contributing to the
Dental Digital Library knowledge base. In return, access would be granted for educational and research
purposes, thus stimulating knowledge and information exchange. In the future, similar benefits may be
mutually exchanged with regulatory bodies and Standards Development Organizations (SDOSs).
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In this chapter, we report the minimal set of characters from the Unicode Standard that is sufficient
for the notation of human dentition in Zsigmondy-Palmer style. For domestic reasons, the Japanese
Ministry of International Trade and Industry expanded and revised the Japan Industrial Standard (JIS)
character code set in 2004 (JIS X 0213). More than 11,000 characters that seemed to be necessary for
denoting and exchanging information about personal names and toponyms were added to this revision,
which also contained the characters needed for denoting human dentition (dental notation). The Unicode
Standard has been adopted for these characters as part of the double-byte character standard, which en-
abled, mainly in eastern Asian countries, the retrieval of human dentition directly on paper or displays
of computers running Unicode-compliant OS. These countries have been using the Zsigmondy-Palmer
style of denoting dental records on paper forms for a long time. We describe the background and the
application of the characters for human dentition to the exchange, storage and reuse of the history of
dental diseases via e-mail and other means of electronic communication.
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The availability of datasets comprising of digitized images of human body cross sections (as well as
images acquired with other modalities such as CT and MRI) along with the recent advances in fields
like graphics, 3D visualization, virtual reality, 2D and 3D image processing and analysis (segmentation,
registration, filtering, etc.) have given rise to a broad range of educational, diagnostic and treatment plan-
ning applications, such as virtual anatomy and digital atlases, virtual endoscopy, intervention planning
etc. This chapter describes efforts towards the creation of the Virtual Dental Patient (VDP) i.e. a 3D face
and oral cavity model constructed using human anatomical data that is accompanied by detailed teeth
models obtained from digitized cross sections of extracted teeth. VDP can be animated and adapted to
the characteristics of a specific patient. Numerous dentistry-related applications can be envisioned for
the created VDP model. Here the authors focus on its use in a virtual tooth drilling system whose aim
is to aid dentists, dental students and researchers in getting acquainted with the handling of drilling
instruments and the skills and challenges associated with cavity preparation procedures in endodontic
therapy. Virtual drilling can be performed within the VDP oral cavity, on 3D volumetric and surface
models (meshes) of virtual teeth. The drilling procedure is controlled by the Phantom Desktop (Sens-
able Technologies Inc., Woburn, MA) force feedback haptic device. The application is a very promising
educational and research tool that allows the user to practice in a realistic manner virtual tooth drilling
for endodontic treatment cavity preparation and other related tasks.
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XVi

Foreword

Dental Science, like much of the evolution of human civilization, progresses in steps that are often the
result of the complex relationship between science, empirical knowledge, and advances in technology.
Over the years some of these have been peculiar to dentistry, but most of the time they have been part
of wider movements, associated with the driving impact of discoveries and technological development.
In the history of science there have been leaps forward linked to improvements in observation, such as
the telescope and the microscope, or in measurement with the invention of accurate time pieces. Perhaps
no development (since Aristotle laid the foundations of modern science nearly two and a half millennia
ago) has had such a far reaching and in-depth impact on scientific thinking, research and practice as the
advent of the computer. Computing has modified our perception, the sense and use and interpretation
of time and enabled scientists to perform existing procedures far faster and more accurately than ever;
it has allowed them to make a reality of things they had only dreamed of before; and perhaps of greater
consequence and more excitingly, it has often stimulated them to perceive and focus on their subject
with new eyes; to see it on a different scale from a completely different perspective.

The almost meteoric speed of improvements in hardware following Moore’s Law and the parallel
developments in software have meant that previously unimaginable amounts of computing power are
now available to scientists and practitioners in a form that can be carried around in a briefcase. The
burgeoning development of “cloud computing” currently underway means that the individual at their
practice, in the laboratory, in office or at home, will soon have the power of a mainframe computer at
their fingertips. Thus, quantitative and qualitative information can be gathered via constantly developing
resources, tools and support to create a much more realistic and detailed picture of health and disease.

Dentistry is a particularly complex and sophisticated applied science; every problem to be solved is
as unique as the individual, no two faces, two mouths or even two teeth are identical. To navigate from
observation to diagnosis and then to the most appropriate therapeutic solution in a situation with multiple
variables and degrees of freedom, the dentist has to draw on scientific knowledge from a wide range
of specialist disciplines. This knowledge has to be combined with experience and judgement and the
resulting diagnosis and treatment planning implemented in the form of therapy by means of the clinical
wisdom and manual dexterity accrued through years of training and practice. Furthermore, in many cases
the success of the final result will also depend on the dentist’s sense of colour and aesthetics.

This book amply illustrates how the use of computing related technology in dentistry has expanded
beyond statistical number crunching and information retrieval to make an imaginative and creative
contribution to almost every aspect of dental science. In some of these areas, digital technology may go
much further than enhancing current approaches and technologies and fundamentally change many of
the factors that make up the way the subject is conceived. Scientific knowledge from other areas such as
engineering and mathematics and biology can now be more easily applied to dental and oral and maxil-
lofacial problems. Computers will not only transform the way dentists will work in the near future, they
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also have the potential to reformulate the ways that we think about many aspects of our continuously
broadening and deepening medical discipline.

It is a privilege and a pleasure to write a foreword to a book that makes a significant contribution to
the shape of things to come in dentistry. Contributions in this book illustrate the progress that has been
made in applying computing to such diverse areas and topics as chephalometric, 3D-time, finite element
and image analyses, 3-D reconstruction and guided surgery, modelling and shrinkage and stress of ma-
terials, intraoral registration, tissue engineering of teeth, clonogenic assays, health records, a library for
dental biomaterials, rapid prototyping , unicode characters for human dentition and even virtual dental
practices and environments. All of these document the creativity and persistence of dedicated scientists
pursuing the goal of unravelling the dynamics of living structures and functions and supporting problem
solving processes and management in oral and maxillofacial surgery, oral radiology, restorative and
prosthetic dentistry, orthodontics, endodontics, dental implantology and practically every field of dental
practice, research and education.

The dentist of the future will have new and powerful tools to help in the processes of diagnosis,
analysis, calculation, prediction and treatment. Computing and its related technologies will help dentists
to work faster, with greater knowledge and awareness of the situation they are dealing with to implement
solutions that are more effective and have amore certain prognosis. With such acomplex and multifaceted
science however, the role of the individual practitioner in selecting, orchestrating and implementing this
array of exciting new possibilities will be enhanced, but remain unchallenged.

Petros Koidis
December 2008
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Preface

Computer and Information Technology have transformed society and will continue to do so in the future.
An increasing number of dentists use a variety of computer technologies, including digital intraoral
cameras and paperless patient records.

The topic of dental computing is related to the application of computer and information science in
dentistry. Dental computing produces an increasing number of applications and tools for clinical prac-
tice. Dental computing support research and education, and improvements in these areas translate into
improved patientcare. Dentists must keep up with these developments to make informed choices. Dental
computing present possible solutions to many longstanding problems in dental practice, research, and
program administration, but it also faces significant obstacles and challenges. The dental computing
experts in this book conducted literature reviews and presented issues surrounding dental computing
and its applications.

The aim of the book is to gain insight into technological advances for dental practice, research, and
education. We aimed this book at the general dental clinician, the researcher, and the computer scien-
tist.

ORGANIZATION OF THE BOOK

The book is roughly divided into five sections:

Section I: Software Support in Clinical Dentistry, introduces the basic concepts in the use of computa-
tional toolsin clinical dentistry. Chapter I starts with a briefintroduction of geometric morphometric (GM)
methods, including procrustes superimposition, principal component analysis. This chapter discusses the
principles and guidelines of CT technology used in dentistry. Finally, the Viewbox software is described,
atool that enables practical application of sophisticated diagnostic and research methods in Orthodontics.
Chapter Il presents a toolchain including image segementation, registration and 3D visualization that
allows a time series analysis based on DICOM CT images. Chapter 111 describes the shrinkage concepts
that will improve clinical understanding for management of shrinkage stress, and help design and assess
polymerization shrinkage research. Chapter IV describes a computer-controlled systems for registration
the position of the mandible.

Section I1: Software Support in Oral Surgery, serves as a comprehensive introduction to computa-
tional methods supporting oral surgery. Chapter V discusses the requirement of an image analysis tool
designed for dentistry and oral and maxillofacial surgery focussing on 3D-image data. Chapter VI shows
how large improvements in image quality can be obtained when radiographs are filtered using adequate
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statistical models. Chapter V11 provides information related to 3D reconstructions from few projections
in Oral Radiology.

Section I11: Software Support in Tissue Regeneration Proceeders in Dentistry, provides examples
of application supporting research in regeneration dentistry. Chapter V11l deals with overcoming the
drawbacks of the currently available tooth replacement techniques by tissue engineering, the success
achieved in it at this stage and suggestions on the focus for future research. Chapter IX introduces a
cost-effective and fully automatic bacterial colony counter which accepts digital images as its input.

Section 1V: Software Support in Dental Implantology, describes informatic tools and techniques
which can serve as a valuable aide to implantology procedures. In Chapter X the author describes a new
system for guided surgery in implantology. Chapter X1 summarizes latest results on developing software
tools for improving imaging and graphical modelling techniques in computerized dental implatology.
Chapter XI1 covers published Finite Elements Analysis (FEA) literature on dental implant research in
the material properties, simulation of bone properties and anatomy, mechanical behaviour of dental im-
plant components, implant dimensions and shape, design and properties of prosthetic reconstructions,
implant placement configurations, discussion on the limitations of FEA in the study of biological systems
—recommendations for further research.

Section V: Software Support in Clinical Dental Management and Education, includes five chapters.
Chapter X111 presents a systematic review about EDRs (Electronic Dental Records), describes the cur-
rent status of availability of EDR systems, implementation and usage and establish a research agenda
for EDR to pave the way for their rapid deployment. Chapter X1V describes the haptic dental simulator
developed at the University of Illinois at Chicago. Chapter XV describes a digital Library for dental
biomaterials. Chapter XV1 provides insight into the implementation of rapid prototyping technologies
in medical and dental field. Chapter XVII describes the background and the application of the charac-
ters for human dentition to the exchange, storage and reuse of the history of dental diseases via e-mail
and other means of electronic communication. In Chapter XVIII, the authors focus on a virtual tooth
drilling system whose aim is to aid dentists, dental students and researchers in getting acquainted with
the handling of drilling instruments and the skills and challenges associated with cavity preparation
procedures in endodontic therapy.

The book “Dental Computing and Applications: Advanced Techniques for Clinical Dentistry” contains
text information, but also a glossary of terms and definitions, contributions from more than 36 interna-
tional experts, in-depth analysis of issues, concepts, new trends, and advanced technologies in dentistry.
While providing the information that is critical to an understanding of the basic of dental informatics,
this edition focuses more directly and extensively than ever on applications of dental computing.

The diverse and comprehensive coverage of multiple disciplines in the field of dental computing in
this book will contribute to a better understanding all topics, research, and discoveries in this evolving,
significant field of study. This book provides information for both informatic researchers and also medi-
cal doctors in obtaining a greater understanding of the concepts, issues, problems, trends, challenges
and opportunities related to this field of study.

In shaping this book, I committed myself to making the textbook as useful as possible to students
and advanced researchers coping with the demands of modern medical research. I hope will make this
book a helpful tool-not only for the student who needs an expert source of basic knowledge in dental
informatics, but also for the advanced researcher who needs clear, concise, and balanced information
on which to conduct his research

Thanks to a very hard-working editorial advisory board of scientists, excellent authors who fulfilled
our invitations, and a very efficient publisher providing clear procedures and practices for a quality
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production, readers may now enjoy chapters on some of the major ideas that have concerned computing
and its applications in dentistry.

Andriani Daskalaki
Max Planck Institute for Molecular Genetics, Germany
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ABSTRACT

Cephalometric analysis has been a routine diagnostic procedure in Orthodontics for more than 60
years, traditionally employing the measurement of angles and distances on lateral cephalometric radio-
graphs. Recently, advances in geometric morphometric (GM) methods and computed tomography (CT)
hardware, together with increased power of personal computers, have created a synergic effect that is
revolutionizing the cephalometric field. This chapter starts with a brief introduction of GM methods,
including Procrustes superimposition, Principal Component Analysis, and semilandmarks. CT technol-
ogy is discussed next, with a more detailed explanation of how the CT data are manipulated in order to
visualize the patient’s anatomy. Direct and indirect volume rendering methods are explained and their
application is shown with clinical cases. Finally, the Viewbox software is described, a tool that enables
practical application of sophisticated diagnostic and research methods in Orthodontics.

INTRODUCTION change, as advances in two scientific fields and

dissemination of knowledge and techniques to
Diagnostic procedures in Orthodontics have the Orthodontic community are already making
remained relatively unaltered since the advent a discernible impact. One field is the theoretical
of cephalometrics in the early 30’s and 40’s. domain of geometric morphometrics (GM), which
Recently, however, the picture is beginning to provides new mathematical tools for the study of

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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shape, and the other is the technological field of
computed tomography (CT), which provides data
for three-dimensional visualization of craniofacial
structures.

This chapter is divided into three main parts.
The first part gives an overview of basic math-
ematical tools of GM, such as Procrustes super-
imposition, Principal Component Analysis, and
sliding semilandmarks, as they apply to cepha-
lometric analysis. The second part discusses the
principles of CT, giving particular emphasis to
the recent development of cone-beam computed
tomography (CBCT). The final part reports on
the Viewbox software that enables visualization
and measurement of 2D and 3D data, particularly
those related to cephalometrics and orthodontic
diagnosis.

GEOMETRIC MORPHOMETRICS

Geometric morphometrics uses mathematical
and statistical tools to quantify and study shape
(Bookstein, 1991; Dryden & Mardia, 1998; Slice,
2005). In the domain of GM, shape is defined as
the geometric properties of an object that are in-
variantto location, orientation and scale (Dryden
& Mardia, 1998). Thus, the concept of shape is
restricted to the geometric properties of an ob-
ject, without regard to other characteristics such
as, for example, material or colour. Relating this
definition to cephalometrics, one could consider
the conventional cephalometric measurements of
angles, distances and ratios as shape variables.
Anglesand ratios have the advantage that they are
location- and scale-invariant, whereas distances,
although not scale-invariant, can be adjusted to a
common size. Unfortunately, such variables pose
significant limitations, amajor one being that they
need to be of sufficient number and carefully cho-
sen in order to describe the shape of the object in
acomprehensive, unambiguous manner. Consider,
for example, a typical cephalometric analysis,
which may consist of 15 angles, defined between

some 20 landmarks. Itis obvious that the position
of the landmarks cannot be recreated from the 15
measurements, even if these have been carefully
selected. The information inherent in these shape
variablesis limited and biased; multiple landmark
configurations exist that give the same set of
measurements. A solution to this problem (not
without its own difficulties) is touse the Cartesian
(X, y) coordinates of the landmarks as the shape
variables. Notice that these coordinates are also
distance data (the distance of each landmark to
a set of reference axes), so they include location
and orientation information, in addition to shape.
However, the removal of this ‘nuisance’ informa-
tionis now more easily accomplished, using what
is known as Procrustes superimposition.

Procrustes Superimposition

Procrustes superimposition is one of the most
widely used methods in GM (Dryden & Mardia,
1998; O’Higgins, 1999; Slice, 2005). It aims to
superimpose two or more sets of landmarks so
that the difference between them achieves a
minimum. There are various metrics to measure
the difference between two sets of landmarks,
but the most widely used is the sum of squared
distances between corresponding points, also
known as the Procrustes distance. Therefore,
Procrustes superimposition scales the objects
to a common size (various metrics can be used
here as well, but centroid size (Dryden & Mardia,
1998) is the most common) and orientates them to
minimize the Procrustes distance. The remaining
difference between the landmark sets represents
shape discrepancy, as the nuisance parameters of
orientation and scaling have been factored out.
In Orthodontics, superimposition methods
are widely used for assessment of growth and
treatment effects. When comparing a patient
between two time points, the most biologically
valid superimposition is based on internal osseous
structuresthatare considered stable, or on metallic
implants (Bjork & Skieller, 1983). However, this
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is not possible when comparing one patient to
another. Although such a comparison may, at first
sight, be considered arare event, or even pointless,
it is essentially the basis of every cephalometric
analysis performed for diagnostic evaluation at
the start of treatment. Measuring angles and dis-
tances and comparing these to average values of
the population isequivalent to superimposing our
patient to the average tracing of the population
and noting the areas of discrepancy. The problem
of finding the most appropriate superimposition
is not easy and GM can offer a new perspective
(Halazonetis, 2004). Figure 1 shows cephalometric
tracings of 4 patients superimposed by the tradi-
tional cranial base Sella-Nasion superimposition
and the Procrustes superimposition. The cranial
base method makes it very difficult to arrive at a
valid interpretation of shape differences between
these patients, because the location of points Sand
N within the structure is the only factor driving
the superimposition. Apparent differences in the
position of other points may be due more to the

variability of points S and N within the shape
than to variability of the other points.

The Procrustes distance of a patient to the
average of the population is an overall measure
of the distinctiveness of the patient’s shape. It
can be used to judge the extent of craniofacial
abnormality and it can give a measure of treat-
ment success; if the Procrustes distance after
treatment is smaller than before, then the patient
has approached the population average (assum-
ing this is our target). Similarly, it can be used
in treatment planning to evaluate various treat-
ment alternatives by creating shape predictions
and comparing their Procrustes distances. The
prediction with the smallest Procrustes distance
relative to the average of the population may be
selected asthe best treatment choice. This method
of treatment planning is not diagnosis-driven but
prediction-driven and could be a solution in those
cases where diagnostic results are conflicting or
difficult to interpret.

Figure 1. Cephalometric tracings of 4 patients. Left: superimposed on Sella-Nasion line. Right: super-

imposed by Procrustes superimposition.
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Shape Variables and Principal
Component Analysis

Assume thatwe use Procrustes superimposition to
superimpose a cephalometric tracing of a patient
on the average of the population. Each cephalo-
metric point will not coincide exactly with the
corresponding point of the average tracing but will
be adistance away in the x and y direction. These
small discrepancies constitute the shape variables
and are used for calculation of the Procrustes dis-
tance, as explained above. For each point of the
shape we will have two such variables (dx and dy),
giving a rather large total number of variables to
deal with instatistical tests, but, mostimportantly,
to get a feeling of the underlying patterns in our
data. However, since all the points belong to the
same biological entity, it is expected that there
will be correlations between the positions of the
points, due to structural and functional factors.
Using the statistical tool of Principal Component
Analysis (PCA) we can use these correlations to
transform our original shape variables into new
variables that reveal the underlying correlations
and their biological patterns (O’Higgins, 1999;
Halazonetis, 2004; Slice, 2005). The variables
produced by PCA (Principal Components, PC)
can be used for describing the shape of our patient
in a compact and quantitative manner. A few
principal components are usually sufficient to
describe most of the shape variability of asample,
thus constituting a compact and comprehensive
system of shape description that could be used
for classification and diagnosis.

Semilandmarks

The discussion on shape assessment has thus far
made the implicit assumption that the landmarks
used for defining the shape of the patients are
homologous, i.e. each landmark corresponds to
a specific biological structure, common between
patients. Although we define most landmarks to

follow this rule, sometimes landmarks are placed
along curves (or surfaces) that do not have any dis-
cerning characteristics to ensure homology. The
landmarks merely serve the purpose of defining
the curveandtheirexactplacementalong the curve
is not important. In such cases, the landmarks are
considered to represent less information and are
called semilandmarks (Bookstein, 1997). Since
the exact placement of semilandmarksisarbitrary
to some extent, differences in shape between
patients may appear larger than actual. In such
cases, the semilandmarks can be adjusted by
sliding them on the curve or the surface they lie
on, until differences are minimized (Bookstein,
1997; Gunz et al., 2005).

COMPUTED TOMOGRAPHY

Computed tomography was invented in the early
1970’s by Godfrey Hounsfield, who later shared
the Nobel Prize in Medicine with Allan Cormack,
developer of the mathematical algorithms for
reconstruction of the data. The development of
computed tomography (CT), whichrevolutionized
medical diagnosisinthe 70’sand 80’s, had abarely
noticeable effect in Dentistry, mainly because of
the cost of the procedure and the high amount of
radiation. However, the recent development of
cone-beam computed tomography (CBCT) and
the manufacturing of ‘dental” CBCT machines
is beginning to make a large impact in all areas
of dental practice, including implant place-
ment and orthodontic diagnosis (Sukovic, 2003;
Halazonetis, 2005). Orthodontic practices and
university clinics in the US and other countries
are phasing out the conventional radiographic
records, consisting of a lateral cephalogram and
a panoramic radiograph, and substituting CBCT
images. Althoughradiationtothe patientis higher,
many believe that the higher diagnostic informa-
tion more than compensates.
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Data

The data from a CT examination can be though
of as many 2-dimensional digital images stacked
one ontop of the other, to produce a 3-dimensional
image, or ‘volume’. Each image has pixels that
extend in 3-dimensions and are called ‘voxels’.
The whole “volume’ is typically 512x512 in the
x- and y-directions and can extend to 300 or more
slices in the z-direction, giving a total count of
more than 80 million voxels.

Because each voxel represents x-ray attenua-
tion, the voxels do not have colour information;
data are represented by an 8-bit or 12-bit number,
so a voxel value ranges from 0 to 255 or from 0
to 4095. The higher the value, the more dense the
tissue represented by the voxel. Voxel values are
sometimes converted to Hounsfield units (HU).
In this scale, air is assigned a value of -1000
HU and water a value of 0 HU. Values of other
materials are assigned by linear transformation
of their attenuation coefficients. Bone has a HU
value of 400 and above.

Cone-Beam Computed Tomography in
Orthodontics

Advantages and Limitations

There are two main questions to consider when
assessing CBCT imagining in Orthodontics. One
iswhether CBCT is preferable to the conventional
records of a lateral cephalogram and a panoramic
radiograph, and second, whether CBCT isadvan-
tageous relative to a medical CT examination.
Various factors come into mind for both of these
questions, including quantity and quality of
diagnostic information, radiation hazard, cost,
acquisition time, ease of access to the machine
and ease of assessment of data. Although some of
these factors may be determinative in some cir-
cumstances (e.g. no CT machine available in area
of practice), the most important ones are related
todiagnostic information, radiation concernsand
data evaluation.

Diagnostic Information

Three-dimensional information is undoubtedly
better than the 2-D images of the conventional
cephalogram and panoramic radiographs. There
is no superposition of anatomical structures and
the relationship of each entity to the others is
apparent in all three planes of space. The supe-
riority of 3D images has been demonstrated in
cases of impacted teeth, surgical placement of
implants and surgical or orthodontic planning of
patients with craniofacial problems, including
clefts, syndromes and asymmetries (Schmuth
et al., 1992; Elefteriadis & Athanasiou, 1996;
Walker et al., 2005; Cevidanes et al., 2007; Cha
et al., 2007; Van Assche et al., 2007; Hwang et
al., 2006; Maeda et al., 2006). However, the fact
that 3D images are superior does not imply that
they should substitute 2D images in every case
(Farman & Scarfe, 2006). The clinician should
evaluate whether the enhanced information is
relevant and important on a case-by-case basis,
just as the need for a cephalometric or panoramic
radiograph is evaluated.

One factor that may be limiting in some cases
is the restricted field of view of CBCT machines.
The first models could image a severely limited
field, just enough to show the mandible and part of
the maxilla, up to the inferior orbital rims. Newer
models allow large fields, butitis still not possible
to image the entire head (Figure 2 and Figure 8).
Additionally, the time taken to complete the scan
may be more than 30 seconds, a factor that could
introduce blurring and motion artifacts.

Another limiting factor is the resolution of
the images. A periapical radiograph can give a
very clear view of the fine bony trabeculae in
the alveolar process. Panoramic radiographs and
cephalograms can also show such details, but
CBCT data have a voxel size of approximately 0.4
mm ineach direction resulting inacomparatively
blurred picture, not to mention a multitude of
artifacts that reduce image quality severely.



Software Support for Advanced Cephalometric Analysis in Orthodontics

Figure 2. Restricted field of view in CBCT image, even though machine was set to widest possible. In
this instance, the extent towards the back of the head barely includes the mandibular condyles. Data

rendered in Viewbox.

Radiation Exposure

Numerous investigations have been conducted
to measure radiation exposure to CT examina-
tions. One of the most widely used measures is
the equivalent dose (or effective dose), which
measures the biological effect of radiation. The
equivalent dose is calculated by multiplying the
absorbed dose by two factors, one representing
thetype ofionizing radiation and the other mainly
representing the susceptibility of the biological
tissue to the radiation. The unit of measurement
is the sievert (Sv). Natural background radiation
incurs about 2400 pSv per year. According to
the United Nations Scientific Committee on the
Effects of Atomic Radiation (UNSCEAR) 2000
Report to the General Assembly, “the average
levels of radiation exposure due to the medical
uses of radiation in developed countries isequiva-
lent to approximately 50% of the global average

level of natural exposure. In those countries,
computed tomography accounts for only a few
per cent of the procedures but for almost half
of the exposure involved in medical diagnosis.”
(UNSCEAR, 2000) Table 1 reportsthe equivalent
dose from various medical examinations, includ-
ing conventional CT, CBCT and cephalometric
and panoramic radiography.

Data Evaluation

An aspect that is seldom discussed in relation to
the advent of CBCT in orthodontic diagnosis is
data evaluation. The assessment of the data ob-
tained by a CBCT examination represents some
difficulties compared to conventional examina-
tions. These difficulties arise because the dentist
or orthodontist may not be trained for this task
and because extrafacilitiesare needed (computers
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Table 1. Effective dose from various sources and time equivalent to natural background radiation. Data
compiled from Shrimpton et al. (2003), Ngan et al. (2003), Ludlow et al. (2003, 2006), Tsiklakis et al.

(2005) and Mah et al. (2003).

Source Effective dose Time equivalent
Natural background radiation 2400 pSv 12 months
Medical CT (head examination) 1500 puSv 7.5 months
CBCT 50-500 uSv 1-10 weeks
Panoramic radiograph 10-20 pSv 1.5-3 days
Cephalometric radiograph 3-5uSv 12-20 hours

and software). Furthermore, normative data may
notbe available, making it difficultto differentiate
the normal from the pathological, or, to assess
the degree of discrepancy from the average of
the population.

3D Cephalometrics

The rather fast introduction of CBCT imaging
in Orthodontics seems to have taken the field
unprepared. The more than 70 years of 2D con-
ventional cephalometrics seems so ingrained
that recent papers in the literature concentrate on
evaluating methods that create simulations of 2D
cephalograms from the 3D CBCT data (Moshiri
et al., 2007; Kumar et al., 2008), thus trying to
retain compatibility with old diagnostic methods
instead of seeking to develop something new. Very
little thought seems to have been invested into
recognizing and assessing the capabilities of this
new medium as well as the significant differences
between it and 2D cephalometrics. Consider, for
example, the ANB measurement, which aims to
assess anteroposterior discrepancy between the
maxilla and mandible. A direct transfer of this
measurement to 3D seemswithout problems until
one realizes that an asymmetry of the mandible
will move point B laterally, thus increasing the
ANB angle, without there being any change in
anteroposterior mandibular position in relation
to the maxilla. Similar problems crop up with
other measurements. A 3D cephalometricanalysis
should be developed starting from a complete

overhaul of current practices and should probably
incorporate geometric morphometric methods for
assessment of shape. Currently no such analysis
exists, although efforts have been made, mostly
in the lines described previously (Swennen et al.,
2006). Thus, whereas CBCT imaging is increas-
ingly used, most of the available information
remains unexploited; evaluated either inaqualita-
tive manner, or by regressing to 2D.

A major difficulty hindering progress, besides
the conceptual problems of the third dimension,
is the lack of normative data. The standards of
the historical growth studies are of little use and
ethical considerations do not allow such studies
to be carried out with the ease there were done
in the early years of cephalometrics. However,
the large number of CT examinations done all
over the world for other medical and diagnostic
reasons constitute a pool of data that could provide
invaluable information if they could be gathered
and systematically analysed.

Image Interpretation and Artifacts in CBCT
A significant difficulty in the clinical application
of CBCT images is the lack of training in their
interpretation. Dental Schools and Orthodontic
Departments are starting to add courses in com-
puted tomography but it will be many years until
the knowledge and skills permeate to faculty
members and practicing clinicians. Some of the
most common methods of viewing CT data are
described inthe nextsection of this chapter. Below
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we mention a few of the most important artifacts
that occur inall forms of CT imaging but are most
apparent in CBCT (Barrett & Keat, 2004). The
difference in artifact level between medical CTs
and dental CBCTs is large and image quality is
considerably lower in CBCTs.

Noise

Noise can be produced by many factors including
stray and scatter radiation and electromagnetic
interference. The lower the radiation level, the
higher the noise will be. Thus, CBCT images
usually have more noise than medical CTs. Noise
can be reduced by the application of various
smoothing filters, but at the expense of loss of
image detail.

Streaking Artifacts

Streaking artifacts are caused by very dense
materials, usually dental amalgams, restorations
or metal crowns and bridges (Figure 3). They are
due to a complete absorption of x-ray radiation,

thus allowing no signal to reach the detectors.
Various algorithms exist to reduce such artifacts
but it is very difficult to abolish them.

Ringing Artifacts

These appear as concentric circles centred at
the centre of the image (Figure 4). They are due
to differences in detector sensitivity and can be
reduced by calibration of the machine.

Beam Hardening - Cupping Artifacts

X-ray beams are composed of photons of a wide
range of energies. Asan x-ray beamtravelsthrough
the patient, its intensity is reduced due to absorp-
tion, but this reduction is not uniform over the
energy range, because lower energy photons are
absorbed more rapidly than high energy photons.
Theresultisachange inenergy distribution of the
beam (also known asbeam hardening). Therefore,
a beam that passes through a thick portion of the
patient’s body will have proportionately more
of its low energy photons absorbed and will ap-

Figure 3. Streaking artifacts due to highly radiopaque metal prosthesis. Notice that streaks radiate from
the metal source and extend to the edges of the image (arrows).
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Figure 4. Ringing artifacts. Image from a micro-CT machine showing rat tooth embedded in fixing mate-
rial. Note concentric rings due to detector mis-calibration.
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Figure 5. An axial slice of a CBCT image. The profile of voxel values along the line shows the charac-
teristic cupping artifact due to beam hardening. The profile is not smooth due to noise.
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pear to the detectors to be more energetic than a characteristic ‘cupping’ profile of voxel values
expected. A more energetic beam is interpreted along the line of the beam (Figure 5). Cupping
by the machine as a beam having passed through artifacts widen the range of voxel values that cor-
less dense material. Thus, the internal portion of respond to the same tissue type and make volume
the patient’s body will appear darker, producing segmentation and rendering more difficult.
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Partial Volume Averaging

Voxels are not of infinitesimal size but extend in
spatial dimensions, usually having a size of 0.3
to 0.6 mm in each direction. If a voxel happens
to be located at the interface between two (or
more) different tissues, then its value will be the
average of those tissue densities. Depending on
the relative proportion of each tissue, the voxel
could have any value between the values of the
two tissues. The partial volume averaging effect
(PVAE) is thus a problem of resolution; the larger
the voxel size the more the effect. The voxel size
commonly used in CT imaging is large enough to
create artifacts in numerous areas of the cranio-
facial complex. The paper-thin bone septa of the
ethmoid bone may completely disappear, leaving
an image of soft tissue surrounding empty spaces
with no osseous support. Similarly, the cortical
bone covering the roots of teeth may be too thin
and be confused with soft-tissue, thus giving the
impression of dehiscence. Pseudo-foramina are
sometimes seen on calvarial bones, especially in
infants, whose bones are very thin.

PVAE is especially significant when taking
measurements, because measurements entail the
placement of landmarks on the interface between
anatomical structures, the area that PVAE affects
most.

The Partial Volume Averaging effect should
not be confused with the Partial Volume Effect
(PVE). This artifact occurs when the field of view
is smaller than the object being imaged, so it is
seen predominantly in CBCTs. The parts of the
object outside the field of view absorb radiation
and through shadows on the detectors, but this
happens only for part of the image acquisition
(otherwise the whole object would be visible).
This extraneous information cannot be removed
by the reconstruction algorithm and shows as
artifacts, usually manifesting as streaks or in-
consistent voxel densities. PVE artifacts are also
known as projection data discontinuity—related
artifacts (Katsumata, 2007) and are particularly
troublesome in limited field of view CBCT im-
ages (Figure 6).

Artifact Effect on Voxel Value Distributions

As explained above, each voxel represents the
density of the tissue at the voxel’s position. The
voxel value is used for a multitude of purposes,
from rendering (explained below) to segmenta-
tion and measurements. Volume segmentation is
the process of subdividing the volume into tissue
types so that anatomical structures can be identi-
fied and measurements taken. Depending on its

Figure 6. Axial slice of anterior part of the maxilla showing impacted canine. PVE artifacts are evi-

dent.

10



Software Support for Advanced Cephalometric Analysis in Orthodontics

value, a voxel can be classified as belonging to a
particular tissue type such as bone, muscle, skin,
etc. However, tissues are not completely homoge-
neous, ‘noise’ may be present and artifacts (e.g.
PVE and cupping) may shift voxel densities from
their true value. Thus, each tissue type does not
contain voxels that have exactly the same value.
Instead, voxels of a particular tissue span a range
of values. Volume segmentation requires that the
density ranges of the various tissue types do not
overlap, so that cut-off points (thresholds) can be
established that will divide the voxels without
misclassification. This requirement is frequently
violated and the distribution of bone density val-
ues and soft-tissue values overlap each other. As
Figure 7 shows, there is no threshold value that
can separate the two tissues without any misclas-
sifications. This problem is especially apparent

in CBCT imaging compared to medical CT and
affects volume rendering as well (see below).

VOLUME RENDERING

Volumerendering isthe process of visualizing the
volume data as an image on the computer screen
(Halazonetis, 2005). The volume data constitutes
arectangularthree-dimensional grid of voxels, the
value of each voxel representing the radiographic
density of the tissue at the corresponding position.
For this discussion, it helps to consider the whole
volume as an objectin 3-dimensional space, float-
ing behind the computer screen, the screen being
a window into this space. We know the density
of the object at specific coordinates and we wish
to reconstruct an image of the object from this

Figure 7. A CBCT axial slice showing a section of the mandible. Due to artifacts, the soft-tissues on the
buccal side of the mandible have comparable densities to the bone on the lingual side. The green line is
the iso-line for a threshold value that is appropriate for segmenting the lingual part of the mandible but
not for the labial part. Conversely, the red line represents a higher threshold, appropriate for the denser
bone of the outer mandibular surface, but not for the lingual. Voxel size is 0.42 x 0.42 x 0.60 mm.

11



Software Support for Advanced Cephalometric Analysis in Orthodontics

information. There are two main methods to do
this, direct volume rendering, where the values
of the voxels are directly converted into colour
values for the pixels of the computer screen,
and indirect volume rendering, where the voxel
values are first converted into data describing a
geometrical object, which is then rendered on
the screen, usually with the help of dedicated
graphics hardware.

Direct Rendering: Transfer Function

Direct volume rendering can be accomplished
in a multitude of ways (Marmitt, 2006) but the
easiest to describe and understand is ray-casting.
Ray-casting uses the analogy of an object float-
ing behind the computer screen. Since the screen
is our window to the 3-dimensional world, the
colour of each pixel will depend on the objects
that lie behind it. A straightforward approach
assumes that from each screen pixel starts a ray
that shoots towards the object. As the ray pierces
the object and traverses through it, it takes up a
colour that depends on the tissues it encounters
along its way. The colours are arbitrary and are
usually assigned according to the voxel values. For
example, to show bone in white and soft tissue in
red we could assign white to the pixels whose ray
encounter voxels of a high value and red to the
pixels whose ray encounter voxels of a low value.
To show bone behind soft tissue we additionally
assign opacity according to voxel value. VVoxels of
low value could have a low opacity, so that the ray
continues through them until it encounters high-
value voxels. In this way, the final colour assigned
to the pixel will be a blend of red and white. This
method of ray casting can produce high quality
renderings of CT data (Figure 8A).

There are a few details that need to be men-
tioned. First, the value of a voxel represents the
value at a specific pointin space. Mathematically,
this point has no spatial extent, so the rays that are
spawn from the screen pixels may penetrate the
volume withoutencountering avoxel. The solution
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tothis problemisthatthe ray issampled at regular
intervals along it. At each sampling point on the
ray, the required value is interpolated from the
neighbouring voxel points. There are numerous
ways of interpolating a voxel value. The fastest
is tri-linear interpolation, where only the 8 im-
mediate neighbours are taken into account, but
other methods, using alarger neighbourhood, may
produce better results. In any case, the calculated
value is only an approximation of the true value.
Another factor that may lead to artifacts in the
rendered image is the frequency of sampling
along the ray. Too large a sampling distance may
result in skipping of details and loss of smooth
gradients (Figure 9).

As was mentioned above, the colour and
opacity at each sampling point along the ray is
arbitrarily set, usually dependenton the calculated
voxel value or tissue density. In general, the map-
ping of the voxel values to colour and opacity is
calledthe transfer function. Mostcommonly thisis
aone-dimensional transfer function, meaning that
colour and opacity are a function of one variable
only, voxel value. However, more complex trans-
fer functions are possible (Kniss et al., 2002). A
two-dimensional transfer function can map tissue
density and gradient of tissue density (difference
of density between neighbouring voxels), making
it possible to differentiate areas at the interface
between tissues (Figure 10).

Direct Iso-Surface Rendering

This method also uses ray casting, but instead
of accumulating colours and opacities as the ray
traverses through the volume, it detects the posi-
tion where the ray crosses a specific threshold of
voxel density (Parker et al., 1998). The threshold
has been set by the user and corresponds to the
boundary between two tissues (e.g. soft-tissue
and bone, or air and soft-tissue). Such boundaries
that represent a specific voxel density are called
iso-surfaces. Figure 8B shows two iso-surfaces
rendered by ray casting. The skin iso-surface has
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Figure 8. Rendering of a CBCT dataset. (a) Ray casting using a transfer function. (b) Iso-surface ren-
dering of two iso-surfaces (soft-tissues transparent). (c) Average intensity ray casting (simulation of
conventional radiograph). (d) MIP (maximum intensity projection). Data from NewTom 3G, rendered
in Viewbox.

Figure 9. Artifacts produced from too large a sampling step during ray casting. Left: large sampling
step leading to slicing artifacts. Right: high-quality rendering using 4 times smaller step size. Medical
CT data.
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Figure 10. (a) Two-dimensional histogram of CT volume data. Horizontal axis is voxel density, increas-
ing from left to right. Vertical axis is voxel gradient. Arches are characteristic of low-noise data and
represent voxels that lie on tissue boundaries. (b) and (c) Transfer functions mapping voxel densities and
gradients to colours and opacities. The transfer function of (c) was used for rendering of Figure 9.

(b)
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been rendered semi-transparent, in order to show
the skeletal structures underneath.

Average Intensity Ray Casting

This method calculates the average density of the
voxels that each ray passes through and creates an
image that approximates the image that would be
produced by conventional radiographictechniques
(Figure 8C). In Orthodontics, average intensity
rendering can create simulated cephalograms
from CBCT data, to be used for conventional
cephalometric analysis.

Maximum Intensity Projection

Maximum Intensity Projection (MIP) is a ray-
casting technique that shows the densest structures
that each ray encounters as it travels through the
CT volume (Figure 8D). MIP rendering can be
useful to locate and visualize dense objects, such
asmetal foreign objects or blood vessels infiltrated
withradio-dense enhancing material, orto identify
areas of bone perforation and fractures.

Indirect Rendering

Indirect rendering uses the CT data to create
a geometric object that is then rendered on the
screen. The object is, most commonly, an iso-
surface, i.e. a surface that represents the inter-
face between areas of a higher density value and

areas of a lower density value. The points that
lie on the iso-surface have all a density equal to
a specified threshold, called the iso-value. It can
be shown mathematically that an iso-surface is
continuous (except at the edges of the volume)
and closes upon itself. Such a surface can be
approximated by a large number of triangles,
usually calculated from the voxel data using the
Marching Cubes algorithm or one of its variants
(Lorensen & Cline, 1987; Ho et al., 2005). The
resulting triangular mesh can be rendered very
quickly using the graphics hardware of modern
personal computers (Figure 11).

Advantages of indirect rendering include the
speed of rendering and the capability to easily
place points on the mesh for measurements or
to compute volume and area, and to splice and
manipulate the mesh in order to simulate surgical
procedures. Meshes can also be used for com-
puter-aided manufacturing of 3D objects, either
biological structures for treatment planning, or
prostheses and implants. However, meshes do
not represent the biological structures as well as
direct rendering because the iso-surface that is
used to construct them does not necessarily rep-
resent the boundary of a tissue, due to artifacts
of CT imaging.

Figure 11. Indirect rendering of volume by creation of triangular mesh. Left: Mesh rendered as a wire-
frame object. Middle: Mesh rendered as a faceted triangular surface. Right: Smooth rendering.
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THE VIEWBOX SOFTWARE

The Viewbox software (www.dhal.com) (Figure
12) started as conventional 2-dimensional cepha-
lometric analysis software for orthodontists inthe
early 1990°s (Halazonetis, 1994). Recently it has
been updated for 3-D visualization and analy-
sis, including volume rendering and geometric
morphometric procedures. Viewbox has been
designed as a flexible system that can work with
various kinds of 2D and 3D data, such as images,
computed tomography data, surface data and
point clouds. The software is built upon a patient-
centric architecture and can handle various types
of virtual objects, as detailed below.

Initially, when Viewbox development started,
the only way to get cephalometric dataintoacom-
puterwasthroughan external digitizer tablet. The
datawere xandy pointcoordinates that were used
for calculating the cephalometric measurements.
Scanners and digital cameras were not widely

Figure 12. The viewbox software
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available, nor did they have the specifications
required for precise measurements. Therefore,
objects such as digital images and CT data were
not even considered. The focus was placed on
developing a flexible user-defined system that
could handle almost any type of measurements
that might be required, either in conventional
cephalometric analysis or any 2D measurement
of diagnostic or experimental data (e.g. data from
animal photographs or radiographs, measurement
of dental casts, panoramic radiographs etc.). This
system was based on the definition of Templates
thatincorporated all the data structuresand infor-
mation necessary to carry out the measurements
and analyses specified by the user. A Template
would include information on the points that
were digitized, the measurements based on these
points, the analyses (groups of measurements),
types of superimpositions available, and so on.
When analyzing anew cephalometric radiograph
(or any other diagnostic record), the user would

AT w0 n 8T
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create a new Dataset based on a selected Tem-
plate. The Dataset would consist of a collection
of x and y coordinate data, mapped to the points
of the Template. The coordinate data would be
filled by the user by digitizing the radiograph
and the measurements would be calculated using
the functions specified in the Template’s defini-
tion. This architecture enabled a system that was
completely user-definable with no rigid built-in
restrictions. The user could specify measurement
types, normal values, types of superimpositions,
names and number of digitized points and other
such data, making it possible to build completely
customized solutions to any 2D analysis task.
Datasets contained nothing more than the coor-
dinates of the digitized points, making it easy and
fast to store and retrieve data, as the main bulk of
information was in the Template structure, which
needed to be loaded only once.

With the progress in imaging devices and the
fallinprice of transparency scanners, digitization
of radiographs on-screen soon became an attrac-
tive alternative. Viewbox was updated to be able to
load digital images and communicate with scan-
ners. Digitization could be performed by clicking
on the points of the digital image on screen. Thus,
anew object, the Image, was added to the Viewbox
inventory. Images were accompanied by functions
for image enhancement and manipulation. Soon
afterwards, functions that would aid the user in
locating the landmarks on the images were added
(Kazandjian et al., 2006), as it was evident in the
literature that landmark identification errors were
probably the largest source of numerical errors
in cephalometric analysis (Baumrind & Frantz,
1971; Houston et al., 1986).

The latest step in Viewbox development came
with the increasing use of CBCT machines in
the orthodontic practice and the realization that
3D data will dominate clinical diagnosis and
treatment planning in the future. This is now
evident by the steady penetration of 3D models
in orthodontic practices, the increasing use of 3D
facial photographs and the use of 3D CT data and

stereolithography models for diagnosis and treat-
ment planning of challenging cases (Halazonetis,
2001). Thus, Viewbox has been redesigned by
adding more internal objects, such as meshes, and
volumes, and a 3D viewer for the visualization of
these objects. The 2D viewer has been retained for
backward compatibility, but it may be removed
in the future when the 3D viewer inherits all its
capabilities, as it will serve no real use. Viewbox
is now a patient-centric system and includes the
types of ‘objects’ described inthe part “key terms
and definitions”.

Images can be viewed both ina 2D viewer and
a 3D viewer. Images can be adjusted to enhance
perception of difficultto see structures. In addition
tobasic capabilities such asimage inverse, bright-
ness, contrast and gamma adjustment, Viewbox
includes more sophisticated histogramtechniques,
such as adaptive histogram stretching, adaptive
histogram equalization and contrast limited
adaptive equalization (Figure 13). Furthermore,
using a combination of such techniques, together
with transparent blending of two images, it is
possible to do structural superimposition of two
radiographs, as proposed by Bjork & Skieller
(2983), in order to assess growth and treatment
effects (Figure 14).

When digitizing points on images, Viewbox
can detect brightness levels and assist in accurate
landmark placement by locking on abrupt bright-
ness changes, which usually correspond to bony
or soft-tissue outlines (Kazandjian et al., 2006),
(Figure 15).

Mesh

A mesh is a surface composed of triangular ele-
ments, each element consisting of 3 verticesand a
face. A mesh has connectivity information so it is
possible to determine if the surface is composed
of separate detached objects.

Meshes can be loaded from files (common file
typesare supported, including OBJ, PLY and STL)
or can be created from volumes using a variant
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Figure 13. Image enhancement. (a) Original image. (b) Gamma adjustment. (c) Adaptive histogram
equalization. (d) Contrast limited adaptive histogram equalization (CLAHE)

Figure 14. Structural superimpositioning using blending of transparent images. Left: Before superimpo-
sition, one radiograph is rendered in red and the other in green, after a CLAHE filter has been applied

to both. Right: After manual registration most of the cranial base structures are yellow, signifying a
good fit.
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Figure 15. Edge detection feature in Viewbox. Red circle is the mouse position. Green line is the direc-
tion along which edge detection is attempted. Blue line shows the detected edge. This corresponds to a
zero-crossing of the second derivative of brightness, as shown in the inset graph.

of the marching cubes algorithm (Lorensen &
Cline, 1987). In orthodontics, meshes are used
for rendering digital dental models, 3D digital
photographs of the face and objects created from
CT scans (Figure 16, Figure 17, Figure 11).

Meshes are drawn using OpenGL routines
and they can be rendered as a faceted surface, a
wireframe object (showing only the outlines of
the triangles) or a smooth surface (Figure 11).
Viewbox contains basic mesh manipulation rou-
tinessuch as cropping, smoothing and decimation
(reducing the number of triangles). Additionally,
meshes can be registered on each other by using
best fit methods.

Digitizing Points and Curves

The multiple objects supported by Viewbox
make it a flexible system for digitizing patient
records as well as data from other sources such
as scanned bones, fossils, animal specimens,
individual teeth, etc. Points can be digitized by
clicking on the object on-screen; this method is
supported for images, meshes, points clouds,
slices and volumes rendered with iso-surface

" ""f)'

rendering. Additionally, curves can be placed on
objects. Curves are smooth lines (cubic splines),
usually located on edges of images or ridges of
a 3D object, whose shape is controlled by points
placed along them.

Curves can be used for measuring the length
of a structure or the surface area, in cases of a
closed flat curve. However, the main usage is for
automatic location of landmarks. Forexample, ifa
curve isdrawn along the outline of the symphysis
on a lateral cephalogram, Viewbox can locate
points Menton, Gnathion, Pogonion, B point and
other such landmarks, by using the definitions
of these points. For instance, Menton will be
automatically located on the most inferior point
of the curve, ‘inferior’ being a direction speci-
fied either absolutely (i.e. along the y-axis of the
coordinate system) or relative to another cephalo-
metric plane of the patient (e.g. perpendicular to
Frankfurt horizontal, as defined by points Porion
and Orbitale). Automatic point location can be
helpful for reducing error in point identification,
especially for points that are defined relative to
a particular reference direction, such as points
defined by phrases like ‘the most anterior’, ‘the
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Figure 16. A laser-scanned plaster model imported as a triangular mesh. The holes in the model are
areas that were not visible to the laser light.
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Figure 17. 3D photograph imported as a mesh, rendered as a wireframe model, a smooth surface and
a textured surface.

Figure 18. Left: Aslice cutting through a CBCT volume. The slice can be moved along a user-adjustable
path, shown here by the green line. Right: The slice image.
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most superior’, etc. Also, points defined relative
to the curvature of a structure can be located in
the same way. An example of this type is point
Protuberance Menti (Ricketts, 1960), defined
as lying on the inflection point (point of zero
curvature) of the outline of the alveolar process
between B point and Pogonion.
Curvesarealsoused for placingsemilandmarks
and letting them slide. As described previously,
semilandmarks do notencode biological informa-
tion by their position along the curve, because
thereare nodiscernable featuresonthe curve. The
biological information is inthe shape of the curve;
aslongas this shapereflects the underlying biologi-
cal structure, the semilandmarks’ precise location
is irrelevant. However, since the semilandmarks
will be used for shape comparison, we need to
ensurethatdiscrepanciesintheir position between
patients or specimens does not affect our results.
This can be accomplished by first automatically
distributing them along the length of a curve, at
predefined intervals, and then sliding them on the
curve, until the Procrustes distance, or some other
metric of shape similarity relative to a reference
template, is reduced to a minimum. This ensures
that no extraneous shape variability is introduced

by incorrect semilandmark placement. Viewbox
supports sliding semilandmarks on both curves
and surfaces (meshes) in 3D (Figure 19).

In addition to digitized points and curves,
Viewbox provides for geometrically derived land-
marks such as midpoints, projections of points on
lines, extensions of lines, centroids, etc.

Measurements

There are more than 40 measurement types avail-
able. These include direct measurements based
on the position of points (e.g. various distances
and angles), compound measurements (e.g. sum,
difference, product of other measurements),
measurements between datasets (e.g. the distance
between one point of one dataset to a point of
another dataset, useful for measuring changes due
to growth or treatment) and basic morphometric
measurements (e.g. Procrustes distance).

For each measurement the user can define
normal values (average and standard deviation)
for arbitrary age ranges. This enables Viewbox
to show measurements colour-coded, so that it
is immediately apparent which measurements
are outside the normal range of the population
(Figure 20).

Figure 19. Points placed on mesh created from CT data. Most of the points are sliding semiland-

marks.
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Figure 20. Cephalometric analysis on radiograph using colour-coded measurements to signify devia-

tions from average.

Figure 21. Impacted canine as seen from three different views of a 3D rendering of a CBCT scan

Research Tools and Clinical Use

Viewbox is a comprehensive system incorporat-
ing features useful for research projects but also
for clinical applications. For research, the most
significant is the ability to define points and
measurements to suite almost any 2D or 3D task.
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Measurements and raw point coordinates can be
exported to a text file for statistical evaluation in
any statistics software. The average of a popula-
tion can be computed, using any conventional
superimposition or Procrustes. Morphometric
functions give accesstobasic GM tools, including
sliding semilandmarks on curves and surfaces in
2D and 3D.
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Inaddition to the commonly found features of
conventional cephalometric software, clinically
valuable are the 3D rendering capabilities for CT
data. These allow CT visualization on personal
computers at a quality equal to that attainable on
dedicated hardware of CT machines (although at
a significantly lower speed). Such visualization
can be very valuable for treatment planning of
patients with craniofacial anomalies, for locating
impacted teeth or for assessing the position of
teeth within the jaws and to each other (Figure
21). For quantitative assessment, landmarks can
be placed on such data and measurements taken,
thus enabling 3D analyses. Surface data from
laser-scanners or other devices can be imported,
allowing the simultaneous visualization of dental
casts, facial scans and CT images. The combined
data can be used for virtual surgical treatment
planning. Because the data are 3D, this method
produces more accurate and representative pre-
dictions, both of the bony relationships and of the
soft-tissue shape.

Other Software and Hardware

Software for 3D cephalometric analysis are in
rapid development. Dolphin Imaging (www.
dolphinimaging.com) has extended its cephalo-
metric software to import CBCT data, produce
various visualizations, including renderings
simulating conventional cephalograms and pan-
oramic radiographs, and take measurements in
3D. Medicim (www.medicim.com) have a 3D
cephalometric module and a surgical treatment
planning module that enables prediction of soft-
tissue response to surgical procedures using a
mathematical model.

Digital dental models have established them-
selves as an alternative to plaster. The three main
companies that provide the service of converting
impressions or plaster casts to digital data are
Geo-Digm Corp. (www.dentalemodels.com),
OrthoCAD (www.orthocad.com) and OrthoProof

(www.orthoproof.nl). Each company provides
its own software that enables viewing, measure-
ments, and virtual setups.

Facial scans are the third data type that com-
pletes the picture. Various technologies are used,
including laser scanning and stereophotogram-
metry (Halazonetis, 2001). Companies actively
working in this field include Breuckmann (www.
breuckmann.com), Dimensional Imaging (www.
di3d.com), Canfield Scientific (www.canfieldsci.
com) and 3dMD (www.3dmd.com).

CONCLUSION

As computed tomography and sophisticated shape
measuring tools permeate the fields of Orthodontic
diagnosis and treatment, software support will
become more and more important in everyday
clinical practice. Development of such software
is slow and difficult. Efforts should be applied to
produce user-friendly systems so that our patients
can benefit. However, software development may
not be the critical factor in dissemination of these
methods. Postgraduate Orthodontic programmes
should place more emphasis on teaching geometric
morphometrics and the techniques of computed
tomography and research needs to be conducted
for gathering normative 3D data as well as for
developing new 3D cephalometric analyses.
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KEY TERMS

Dataset: A datasetisa collection of pointsand
curves that have been placed on an object. The
dataset contains the coordinates of the digitized
pointsand the coordinates of the controlling points
of the curves (cubic splines).

Image: Digital images have become the most
common method of entering diagnostic data for
digitization and measurement. The most prevalent
file formats in dentistry include JPEG, TIFF and
DICOM. Viewbox can communicate directly with
scanners using the TWAIN interface.

Patient: This is the fundamental object,
representing a patient or specimen. It holds the
name, gender and date of birth of the patient as
well as the ‘child’ objects, such as datasets, im-
ages or CT data.

Point Cloud: Point clouds are collections of
3D points. Point clouds can be acquired from a
surface digitizer or can be created from meshes.
Point clouds contain no information regarding
the shape of the surface from which they were
collected and for this reason their usefulness is
limited.

Slice: A slice is used to create a 2D image
by taking an arbitrary cross-section through a
volume or a mesh (Figure 18).

Template: Datasets are based on Templates.
A template can be thought of as an exemplary
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dataset, containing all the information required
to measure and analyze the object. The most
common dataset in orthodontics is related to
analysis of a lateral cephalogram and contains
the conventional cephalometric points and mea-
surements. However, templates are completely
user-definable, so they can be created for whatever
purpose is desired. Examples include templates

for measuring dental casts, facial photographs,
osseous structures from CTs, etc.

Volume: Volumes contain data from CTs or
MRIs. They are regular rectangular 3D arrays
of voxels. Each voxel holds a single value repre-
senting the density of the tissue at that location.
Volumes can be rendered in various ways, as
previously described.
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ABSTRACT

This chapter presents a toolchain including image segmentation, rigid registration and a voxel based
non-rigid registration as well as 3D visualization, that allows a time series analysis based on DICOM
CT images. Time series analysis stands for comparing image data sets from the same person or speci-
men taken at different times to show the changes. The registration methods used are explained and
the methods are validated using a landmark based validation method to estimate the accuracy of the
registration algorithms which is an substantial part of registration process. Without quantitative evalu-
ation, no registration method can be accepted for practical utilization. The authors used the toolchain
for time series analysis of CT data of patients treated via maxillary distraction. Two analysis examples
are given. In dentistry the scope of further application ranges from pre- and postoperative oral surgery
images (orthognathic surgery, trauma surgery) to endodontic and orthodontic treatment. Therefore the
authors hope that the presented toolchain leads to further development of similar software and their
usage in different fields.
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INTRODUCTION

In this chapter, the authors present and validate a
toolchain that allows the analysis of changes in a
patient or specimen based on a series of DICOM
CT images taken at different times by using im-
age segmentation, voxel based rigid and non-rigid
registration, as well as 3D visualization. This
time series analysis of medical images enables
the full three-dimensional comparison of two or
more data sets of the same person or specimen,
e.g., the comparison of pre- and post treatment
CT images. Such analysis helps to understand
the underlying processes, that arise, for instance,
from treatment.

One prominentexample of treatmentinducing
changes of shape in patients is distraction osteo-
genesis (@ method to correct severe maxillary
hypoplasia or retrusion). In clinical practice, this
planning is often based on computer tomography
(CT) scans and the surgeon’s experience. Plan-
ning these procedures can be difficult if complex
three-dimensional changes are to be performed
(Berti et al., 2004), and as a first step towards an
improved treatment planning, a thorough under-
standing of what is achieved and how the differ-
ent structures have been moved is needed. Here
a better understanding of the structural changes
induced by the surgical therapy is desirable as
a first step. Given a thorough understand of the
procedure, a superior treatment planning and
outcome could be achieved.

In dentistry, the scope of the presented tool-
chain generally ranges from pre- and postopera-
tive oral surgery images (orthognathic surgery,
trauma surgery) to endodontic and orthodontic
treatment as well as the analysis of growth. The
new tool is already part of our operation planning
and visualization software. We concentrated on
the time series analysis of routinely acquired
pre-and postoperative CT-images of patients who
were treated via maxillary distraction osteogen-
esis as no studies regarding the analysis of the
complexthree-dimensional mid-facial movements

are available (Hierl et al., 2005). Furthermore,
incorrect treatment planning may lead to a mal-
positioned midface and may necessitate further
surgical intervention. At the end of this chapter
we give some examples of the results of the time
series analysis performed. Finally validation of
the registration methodsis performed. Thismeans
showing that our registration algorithm applied
consistently succeeds with an average error ac-
ceptable for theapplication. In the near future the
toolchain will be improved and integrated into a
multifunctional planning tool. Furthermore, the
range of data files will be enlarged. By now only
DICOM files from CT or CBT (cone beam tomog-
raphy) can be loaded. Inthe future polygon-based
surfaces should be included, too.

A Short Review of Time Series
Medical Image Analysis

The time series analysis of medical images has a
long history and its importance in medical treat-
ment is undisputed. Most of the time series analy-
ses have to be done manually and therefore they
are dependent on the expertise and objectiveness
of the observer. In the last years the tools for im-
age registration have been improved and methods
were developed to analyze images automatically.
Historically, image-registration has been classi-
fied as being “rigid” (where images are assumed
to be of objects that simply need to be rotated and
translated with respect to one anotherto achieve
correspondence) or “non-rigid” (where either
through biological differences or image acquisi-
tion or both, correspondence between structures
in two images cannot be achieved without some
localized stretching of the images). Usually the
firststep in an automatic analysis of serial medical
images includes rigid registration, to eliminate
positional differences of the patientsduring image
acquisition. As mentioned above the transforma-
tionsappliedtothe imagesare restricted to rotation
andtranslation by rigid registration. Consequently
these transformations are not able to deal with lo-

29



A New Software Environment for 3D-Time Series Analysis

cal variations between the images, but only with
global ones. A high number of methods based
on rigid registration were introduced in recent
years. Most investigations focused on neurological
patients and therefore on the registration of MR
images to detect and assess lesions or volumetric
changes of brains. For example Lemieux et al.
investigated epilepsy patients or Fox etal. patients
suffering from Alzheimer’s disease.

The next step to quantify deformations usu-
ally is the non-rigid registration. Therefore non
rigid registration adds local variability to the
registration process and the structural change
over time can be described by a non-rigid regis-
tration transformation. An overview of the large
variety of registration approaches has been given
by many authors. For more aspects of image reg-
istration, the reader is referred to other reviews;
there isgoodtechnical coveragein Lemieuxetal.,
(1998), Fox et al., (2000), Crum et al. (2004), Hill
et al. (2001), Brown (1992), Lester and Arridge
(1999), Maintz and Viergever (1998) and Zitova
and Flusser (2003), reviews of cardiac applica-
tions in Makelaet al. (2002), nuclear medicine in
Hutton et al. (2002), radiotherapy in Rosenman
etal. (1998), digital subtraction angiographies in
Meijering et al. (2003) and brain applications in
Toga and Thompson (2001) and Thompson et al.
(2000). In summary, the analysis of medical im-
ages is an active research area and they are used
in many medical fields.

A Short Review of Validation
Methods

Estimation of accuracy of registration algorithms
is a substantial part of the registration process.
Without quantitative evaluation, no registration
method can be accepted for practical utiliza-
tion. Therefore validation of the methods used
is necessary. It usually means that a registration
algorithm applied to typical data in a given ap-
plication consistently succeeds with a maximum
(or average) error acceptable for the application.
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For feature based approaches in which the infor-
mation of structure, such as landmarks, curves
and surfaces, is used a real-world error can be
calculated, which for landmark methods expresses
the distance between corresponding landmarks
post-registration. For rigid-registration this form
of validation has been studied intensively and it
has been found that an average registration er-
ror for the whole volume can be estimated from
knowledge of the landmark positions (Fitzpatrick
etal., 2003). The most comprehensive case-study
forthe validation of rigid-body registration is prob-
ably the Vanderbilt University project (Westetal.,
1997). Validation of non-rigid, local and elastic
registration methods is still at the beginning.
That is because such an analysis is not generally
possible for non-rigid techniques so although the
error at landmarks can be established, the error
in other parts of the volume isdependent on the
transformation model and must be estimated us-
ing other means. In voxel-based approaches the
registration itself usually cannot inform the user
of success or failure, as the image similarity mea-
sure is not related to real-world error in a simple
way. For these problems, validation is usually
performed by making additional measurements
post-registration or showing that an algorithm
performs as desired on pairs of test images for
whichthe transformation is known. One common
approach is to identify corresponding landmarks
orregionsindependentlyof the registration process
and establish howwell the registrationbringsthem
into alignment (Collins et al., 1997. Woods et al.,
1998). In summary, the validation of registration,
especially non-rigid registration is a nontrivial
problem, partially because the errors can occur in
eachstage of the registration process and partially
because itis hard to distinguish between registra-
tion inaccuracies and actual physical differences
in the image contents. Important is to choose a
validation method that gives an average error
that can account for the calculation of values of
interest in the investigation performed with the
respective application.
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Description of Tools and CT
Scanning

This chapter deals with workflow and explains the
tools used for time series analysis. All pre- and
postoperative CT scans were taken with a spiral
CT (Siemens volume zoom plus) with contiguous
slices, thickness 1mm, no overlapping, without
gantrytilting, collimation 1 mm, 512 x 512 matrix.
All CT data were stored in DICOM file format
andtransferredtoahard drive witha Linux-based
personal computer running the new software. The
following stepswere then conducted: The CT data
were converted to Vistafile formatand the images
were segmented, that is, toassign material labelsto
the image voxel. Thatway soft tissue was separated
frombony structure with the function of grayscale
thresholding. Metallic implants and orthodontic

Image 1.

Reference image

—

devices may cause artifacts, which might result
in spikes in after visualization. These implants or
deviceswere removed manually inthe segmented
geometry. The segmented inputimages were then
rigidly registered to correct differences in posi-
tion and orientation. Then non rigid-registration
was conducted to quantify differences between
the pre- and postoperative images describing the
structural change. An overview in given in the
graphic below.

Before describing our registration method
the terminology used is explained. When two
images are beingregistered one is conventionally
regarded as static and defining a frame of refer-
ence and the other is transformed (i.e. translated,
rotated, scaled, sheared, warped) to bring cor-
responding features into alignment. The static
image is variously known as the target, reference
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or baseline image. We use reference image. The
image undergoing transformation is then known
as the source, floating, repeat or study image. We
use study image the criterionused to register two
images can be known as the similarity measureor
the objective or cost function. The term cost func-
tion is used. The geometrical transformation that
maps features in one image to features in another
isknownas the transformation, deformation field,
displacement field or warp.

The registration aims at transforming a study
image S with respect to a reference image R by
means of a transformation T ( ® ( ® is the set of
possible transformations), so that structuresatthe
same coordinates in both images finally represent
the same object. In practice, this is achieved by
finding a transformation T,__ which minimises a
cost function F__, while constraining the trans-
formation through the joint minimisation of an
energy term E(T):

T .= arg min (F

rel

S R) + (E(T)) @
Te®

cost

The cost function F__ accounts for the mapping
of similar structures. E(T) ensures topology
preservation, which is necessary to maintain
structural integrity in the study image, and it
thus introduces a smoothness constraint on the
transformation T .- The parameter K is a weight-
ing factor that balances registration accuracy and
transformation smoothness. By restricting the set
of possible transformation ® to rigid transforma-
tions, i.e. to rotation and translation, topology
is preserved per se, we may set K = 0 and rigid
registration is obtained by minimizing the cost
function F__. CT images are normalised by the
Hounsfield scale, mapping similar materials to
similar intensities. Therefore, we obtain rigid
registration by minimising the Sum of Squared
Differences (SSD)

Fo (S.R) = [o(S () - R (X))2dx (2
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usingamodified Marquardt-Levenbergalgorithm
(Thevenaz et al., 1995). If @ is not restricted, we
require K > 0 and we target for non-rigid regis-
tration. In voxel based approaches for non rigid
registration, as we used, the cost function F_
is derived from local or global image intensity
similarity measures. The advantage of these
methods lies in the independence of human in-
teraction which makes voxel based approaches
the tool of choice when it comes to the automatic
analysis of large sets of data. Like proposed by
Christensen (1994), we employ fluid dynamics as
energy constraint E(T) - since it allows for large
deformations - and we minimize SSD (2).Surface
based rendering was used to visualize the shape
changes of the skull. By using the marching tet-
rahedraalgorithm the skull surface was extracted
from the segmented and rigidly registered data
sets (Ning and Bloomenthal, 2001). The shape
change described by the non-rigid registration
is displayed as arrows or by a colouring scheme.
The arrows ending at the surface display at each
point the corresponding deformation vector. For
the colouring scheme outward-pointing normals
were coded inblue, inward pointing inred. Colour
intensity reflected its magnitude and the colour
scale is given in mm (see Figure 1). For further
information about the registration method see
Wollny (2004).

Description of Validation

Landmarks were picked manually for validation
purposes using a volume rendering visualization
method. 36 anatomical soft and hard tissue land-
marks on the patients faces had been predefined
which showed mostly a high reproducibility
(landmark pick error = 1 mm). Exceptions were
mouth angle, gnathion, medial kanthus, upper
lip (philtrum edge) and glabella. These points
showed deviations up to 3mm when selected by
differentobserversorindifferentimages. Inorder
to pick the landmarks on bone and skin we used
a self-developed 3D-texture based iso-surface
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Figure 1. Visualization of maxillary advancement in a modified quadrangular manner. Colour-coded
display, the colour depth resembles the distance. Displacement vectors are shown, too. By clicking on
any point of the surface, the amount of the appropriate displacement is shown in mm scale.

Figure 2. I1so-surface browser tool to pick landmarks on bone and skin. By moving the lever on the far
left, the surface can be changed according to Hounsfield units.
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browser thatallows an intuitive interactive change
between soft tissue and bone (see Figure 2). The
landmarks are listed in Table 1.

Patients and Skulls Used for
Validation

For the validation of the rigid registration we
used one human skull, one porcine skull and

two rabbit skulls and for the registration of the
non-rigid registration the pre- and postoperative
CT-images of 19 patients suffering from cleft
lip and palate which were treated via maxillary
distraction osteogenesis (RED system, Martin
Co. Tuttlingen, Germany). We chose 4 cadaver
heads of different size in order to prove whether
or not the CT-data size influences the accuracy
of the method.
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Table 1. Landmark definition list

Midface:

Anterior nasal spine most anterior point
(= Nasospinale)
Bregma

intersection of sagittal and coronar sutures
Ear lobule
most caudal contact point of the lobulus and the adjacent skin
Exokanthion
(=lateral kanthus)
soft tissue lateral kanthal border
Endokanthion soft tissue medial kanthal border
(=medial kanthus)
Glabella
most anterior point between superciliar arches in midsagittal
plane
Orbitale
lowest point on infraorbital rim
(= Infraorbital rim)

Lambda
intersection of sutura lambdoidea and sutura sagittalis in
midsagittal plane
Nasion (bone) midpoint of suture between frontal and nasal bones
Nasion (skin) deepest point of the concavity overlying the frontonasal
suture
Nasal Tip

most anterior point of nasal skin
(= Pronasale)
Nostril (Piriforme aperture) most inferior-lateral point of piriforme aperture
Opisthion

most posterior point of Foramen magnum in midsagittal

plane

Prostion

transition point of the alveolar process and the dental

crowns between (= intradentale superior / Alveolare) the two
upper incisors

Supraorbitale most anterior-superior border of superior orbital rim

(=supraorbitale rim)

Fronto-zygomatic most lateral point of frontozygomatic suture

suture point

(= frontomalare temporale)

Mandible
Lower lip (Angulus oris) most lateral point
Mental foramen
most caudal point
(= Mentale)
Gnathion Bone most anterior-inferior point of chin symphysis
(~ Menton)

Gonion
mandibular angle point (postero-inferior)
Upper Lip Philtrum
upper lip vermillion border at the philtrum lines
Coronoid process most superior point
(= Coronion)
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20 micro titanium screws (1.5 mm &; Martin
Co. Tuttlingen, Germany) were implanted into
the porcine skull, 9 micro titanium screws into
each rabbit skull and 24 micro titanium screws
in the human skull. The distances between the
center of all screw heads were measured with a
precision slide gauge (see Figure 3). The number
of screws implanted depended on the skulls size
and the screws were placed on areas of the skulls
that cover the whole skull surface and should

therefore allow all over examination. The skulls
were CT-scanned in th eaboce mentioned man-
ner and maxillary osteotomies of the skulls were
performed. Then the advanced maxillae were fixed
withtitanium miniplates. The pigand humanskull
were displaced in two steps each followed by CT-
scanning and the rabbit skulls once (see Figure
4). After the displacements the distances between
the screw heads were measured again.

Figure 3. Manual measurement of the distance between the screw heads of the human skull

Jf"l:
o f

Figure 4. Processed and visualized CT scan of pig cadaver with titanium micro scews, osteotomy an for-
ward displacement of the anterior maxilla. The screws and miniplates are framed in red and yellow.
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Error Calculation

The visualization and rigid registration method
were validated by comparing the values of the
manually measured distances between the screws
heads in the cadavers and the values of the cal-
culated distances between the screw heads in
the visualized segmented and rigidly registered
images. The distances were calculated in this
manner:

V(@) (Y, 22,9

X, X, Y, Y, Z, z,are the coordinates of the screw
heads in the three-dimensional images. In the
same manner the deviations betweenthe distances
of the coordinates of the anatomical landmarks
found in the non-rigidly registered images and
the coordinates of the correspondent landmarks
found in the reference images with the distances
of the coordinates of the anatomical landmarks
in the study image and the coordinates of the
correspondent landmarks found in the reference

images were quantified to validate the voxel based
non-rigid registration.

RESULTS

Validation of Rigid Registration and
Visualization Method

The validation of the rigid registration and visu-
alization method showed very good results. The
calculated distances between the screw heads and
the manually measured distances between the
screw heads showed no statistically significant dif-
ference (P>0.05, t-test). The measurements on the
pig skull showed an average deviation of 1.31 mm
(with a range between 0.1 mm and 2.9 mm) after
the first displacement and an average deviation of
0.88 mm (with arange from 0.1 mm and 2.3 mm)
afterthe second displacement. The standard error
was 1.56 % and 0.98 % (344 measurements) (see
Table 2). The average deviation of the distances
between the screw heads of the human skull was

Table2. Comparison of measured and calculated distances for the pig skull. Distances are given in

mm.
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0.68 mm (with a range between 0.1 mm and 1.6
mm) after the first displacement and 0.64 mm (
with a range between 0.1 mm and 1.5 mm) after
the second displacement. The standard error was
0.6 % and 0.5 %) (456 measurements). The rabbit
skulls showed average deviations of 0.5 mm (with
a range between 0.1 mm and 1.2 mm) and 0.33
mm (with a range between 0.1 mm and 1.1 mm).
The standard error was 1.52 % and 1.17 % (144
measurements). These derivations correspond
with errors that may be implied because of the
given image resolution of 1 mm?and some errors
that occur with the measurement via slide gauge
that can explain the outlier.

Validation of Non-Rigid Registration

The landmark based validation of the non-rigid
registration showed an average deviation of 2.13
mm. The median was 1.6 mm (range between
0.1 mm and 6.8 mm). 70 distances between the
anatomical landmarks of the 545 distances col-

lected showed derivations above 4 mm which
means that < 13 % of the results were outlying
the accuracy of the method of measurement. In
average the non-rigid registration error for each
distance at the selected landmarks was far below
4 mm. This error range corresponds again to er-
rors that may be introduced because of the image
resolution of 1 mm3and a landmark pick error of
~ 1 mm per data set. As mentioned above some
landmarks showed higher deviation, when selected
by different persons and in different images like
mouth angle, gnathion, medial kanthus, upper
lip (philtrum edge) and glabella. The landmark
pick error for these landmarks was up to 3 mm.
The percentage error i is not given because of the
falsification caused by the landmark pick error as
well. But there was no error dependency from
the length of the distance moved noticeable. The
average error, standard deviation and landmark
pick error for each landmark is given in Table 3.
It is important to note that valid and invalid dis-
placementvectors can be discerned easily, because

Figure 5. The displacement vectors for the for. mentale and tub. mentale are starting and ending on
the appropriate surface mesh whereas the displacement vector for the spina nasalis ant. displays an
registration error, the arrow protrudes over the surface of the study image that is shown transparent in

this example
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Table 3. Average error, standard deviation and corresponding landmark pick error of the distances
between the anatomical landmarks considered for validation of the non-rigid registration (mm). (I)=left
side, (r)=right side

average error in L landmark
Landmark name mm standard deviation pick error
Bregma 2.04 1.50 1
Mouth angle (1) 3.55 1.59. 3
Mouth angle (r) 3.40 1.66 3
Earlobe (I) 2.13 1.27 1
Earlobe (r) 1.65 0.99 1
Foramen mentale (l) 2.15 1.74 1
Foramen mentale (r) 1.70 1.10 1
Fronto-zygomatico suture (1) 1.21 0.77 1
Fronto-zygomatico suture (r) 1.23 0.85 1
Glabella 2.19 1.62 3
Gnathion 3.30 0.14 1
Gonion (1) 1.75 1.27 1
Gonion (r) 2.70 1.62 1
Lower lip (1) 2.27 0.91 2
Lower lip (r) 2.26 1.39 2
Infraorbital rim most caudal point (1) 1.75 0.92 1
Infraorbital rim most caudal point (r) 1.66 0.76 1
Lambda 3.05 171 3
Lateral kanthus (1) 1.70 1.50 1
Lateral kanthus (r) 1.65 1.57 1
Medial kanthus (I) 3.55 0.77 3
Medial kanthus (r) 3.40 0.98 3
Nasal tip 1.68 1.03 1
Nasion (bone) 2.26 1.42 1
Nasion (skin) 1.88 1.09 1
Nose tip 1.60 1.27 1
Nostril (1) 2.43 1.42 1
Nostril (r) 2.54 1.67 1
Opisthion 0.75 0.38 1
Coronoid process (1) 0.89 0.36 1
Coronoid process(r) 1.24 1.04 1
Prostion 2.92 1.66 1
Anterior nasal spine 2.71 1.75 1
Supraorbital rim (1) 1.84 1.47 1

continued on following page
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Table 3. continued

Supraorbital rim (r) 1.95 0.88
Upper lip (1) (philtrum edge) 2.55 1.68
Upper lip (r) (philtrum edge) 2.55 1.38

all starting and ending points of the vectors are
located on the appropriate pre- and postoperative
mesh surface. So erroneous vectors of anatomical
landmarks can be easily recognized and be taken
out of the analysis (see Figure 5).

CLINCAL EXAMPLE FOR TIME
SERIES ANALYSIS OF PATIENTS
WHO WERE TREATED VIA
MAXILLARY DISTRACTION

Analysis of Soft Tissue Changes
Following Maxillary Distraction
Osteogenesis

In one study the soft tissue changes following
maxillary distraction osteogenesis were investi-
gated (Hierl et al., 2007). Therefore with the aid
of the novel toolchain, the relation between soft
and hard tissue changes was analyzed in a group
of patients treated at the Leipzig University De-
partment of Oral and Maxillofacial surgery. The
patient group consisted of 20 patients, who were
treated via maxillary distraction osteogenesis
from 2002 to 2004. 18 suffered from cleft lip and
palate, age ranged from 10to 63 years, the average
age was 24 years. The same system (RED Il and
Leipzig retention plate; Martin Medizintechnik,
Tutlingen, Germany) was used for all patients. The
RED Il System includes an external, halo frame
based distractor and a miniplate system for bony
anchorage. Afterasubtotal modified quadrangular
osteotomy, the distraction procedure started on
the 4'"-5 day after surgery. Advancement was
Imm/day until an overcorrection of 15-20 % was

achieved. The distraction period was followed by
a consolidation period, which lasted 4-8 weeks
depending on age and dentition. The preoperative
CT scans for the time series analysis were taken
3-5 weeks before surgery. The postoperative
scans 2-4 weeks after removal of the distraction
device. Scanning was performed with the same
scanner used for the data of validation (Siemens
volume zoom plus scanner). Slice thickness was
the same (Immwithout overlapping). The pre-and
postoperative CT scans were then processed with
the toolchain. A limited number of easy to locate
landmarks was chosen. Those landmarks were
anterior nasal spine, columellabase, nasion (bone
and soft tissue), piriforme aperture right and left,
alar base right and left, zygomatic prominence
right and left (bone and soft tissue). The interde-
pendence of hard and soft tissue was evaluated by
way of Wilcoxon test. Furthermore the distance
between the coordinates of corresponding softand
hard tissue landmarks was computed. This data
served as a control measurement for the displace-
ment vectors as again pre- and postoperative data
were statistically compared with Wilcoxon test.
The analysis showed an average bony displace-
ment in the piriforme aperture region of 8.1 mm
with a soft tissue displacement of 8.1 mmwith a
soft tissue displacement of 8.0 mm. Regarding
zygomatic prominence displacement distances
lay at 8.6 mm (bone) and 8.3 mm (soft tissue).
No statistical significant difference could be
noted. The average soft tissue depth over bony
landmarks ranged between 13-16 mm. There was
no statistical significant difference between pre-
and postoperative data seen.
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Analysis of a Trauma Patient

In this chapter we give a short overview of the
time series analysis of the data of a patient who
had a posttraumatic malposition of the zygomatic
bone that needed to be corrected and a defect of
the frontal bone which led to the opening of the
frontal sinus and had to be closed. The operation
included a bone augmentation from the parietal
to the frontal bone as well as a lift of the right
zygomatic bone. The operation was done via a
coronal incision and three miniplates were used
for osteosynthesis. Furthermore the patients right
eye was lost due to the accident and the eye pros-
thesis was displaced inferiorly due to the malpo-
sitioned zygoma. Reposition of the zygoma led to
a correct position of the prosthesis. The pictures
below show the computed and visualized data of
that patient (Figure 6 -8). A description of what
is seen is given below each picture.

DISCUSSION

In this study we presented a novel tool chain that
allows time series analysis to assess soft and hard
tissue changes by mid-facial distractiontreatment.
To our knowledge this is the first software that
allows a three-dimensional time series analysis
of pre- and postoperative CT data sets in this
manner. At first there is to say, that both valida-
tion methods show some problems caused by the
image resolution of 1 mm?3per data set, but higher
resolution also means higher radiation exposure
and for our purposes this accuracy is adequate. If
thetool chainisused for other surgical procedures
that require higher accuracy a new validation
might be required. For example cone beam x-ray
CT data may be used. The validation of the rigid
registration and visualization method showed no
statistically significant difference between the
manually measured distances and the calculated
distances in the visualized and rigidly registered
images of the four cadaver heads (P > 0.05). In

40

total 944 measurements were made. The standard
error was found between 0.5 % and 1.56 %. These
results demonstrate high accuracy for the visual-
ization and rigid registration method. The sample
size for the validation of the rigid registration was
small with four cadaver heads or even with ten
when counting the skullsagainafter displacement,
but because of the very small deviations between
the skulls there may be no other results expected
by higher sample sizes. Minor limitations of the
analysis method can be found in the limitation
of voxel based non-rigid registration. Not all
reasons for that are now known. On the one hand,
especially landmark based validation is difficult,
because in some cases the disease pattern (e. g.
cleft lip and palate) makes the identification of
important landmarks of the mid-facial area (like,
e. g., the corners of the mouth, the upper lip, the
prostion or the spina nasalis anterior) difficult or
even impossible. Therefore it might be necessary
to optimize the landmark based visualization,
especially when using data of patients suffering
from diseases, that influence the structure and
shape of the face. A similar problemthatstructures
are present in one image which are not present
in the other definitely causes that the non-rigid
registration based on fluid dynamics tends to
misregister. These specific geometry problems of
the intricate bony structure of the human midface
occur because some bony parts of the midface
get thinner during the distraction and therewith
their intensity in the CT-data, this might lead
to a loss of these parts in the study image and
consequently these parts are not incorporated in
the non-rigid registration process so that some
structures are registered to wrong parts of the
skull. To overcome such limitations, it might be
useful to combine voxel based approaches with
landmarksto restrictthe transformation at certain
points. We hope to improve the registration results
by adding sparse landmark information to the
registration criterion. By now outlier can be easily
recognized when regarding displacement vectors
of anatomical landmarks and can then be taken
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Figure 6. Preoperative CT. The yellow coloured bone displays the bone deficiency of the frontal bone
and the descent of the zygomatic bone left. Furthermore the eye-prosthesis is visible in the right orbit.

Figure 7. This image shows the computed and visualized postoperative patient data. Good to see is the
donor site of the parietal bone right (dark blue) and the augmented bone on the frontal bone where the
defect was before. Furthermore the successful upward movement of the zygomatic bone is indicated by
the red colour. Furthermore the miniplates can be seen.

o,
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Figure 8. The arrows clarify the structural movements. The bone graft donor site at the parietal bone
and the frontal bone augmentation are clearly noticeable. The upward movement of the zygomatic bone
is again demonstrated by the red colored parts of the zygomaticarch and bone. The arrows in the left

orbit show the movement of the eye prosthesis.

out of the analysis. In near future the toolchain
will be used for time series analysis of other pa-
tient data. Especially orthodontic and endodontic
treatment of patients will be analysed with cone
beam tomography dataand the surgical treatment
of more trauma patients will be assessed.

REFERENCES

Berti, G., Fingberg, J., Hierl, T., & Schmidt, J. G.
(2004). An interactive planning and simulation
tool for maxillo-facial surgery. In T. M. Buzug
& T. C. Lueth (Eds.), Perspectives in image-
guided surgery (pp. 872-879). World Scientific
Publishing.

Brown, L. G. (1992). A survey of image reg-
istration techniques. Computing Surveys, 24,
325-76.

42

Christensen, G. E. (1994). Deformable shape
models for neuroanatomy. DSc.-thesis, Server
Institute of Technology, Washington University,
Saint Louis.

Collins, D. L., Evans, A. C. (1997). Animal:
validation and applications of nonlinear registra-
tion-based segmentation. Int J Pattern Recogn
Artificial Intelligence, 11, 1271-94.

Fitzpatrick, J. M., & West, J. B. (2001). The
distribution of target registration error in rigid-
body point-based registration. IEEE Trans Med
Imaging, 20, 917-27.

Fox, N.C., Cousens, R., Scahill, R. J., Harvay, R.
J., Rossor, M. N. (2000). Using serial registered
brain magnetic resonance imaging to measure
disease progression in Alzheimer disease. Archive
of Neurology, 57(3), 339-344.

Hierl, T., Wollny, G, Hendricks, J., Berti, G.,
Schmidt, J. G., Fingberg, J., & Hemprich, A.



A New Software Environment for 3D-Time Series Analysis

(2005). 3D-Analysis of soft tissue changes fol-
lowing maxillary distraction osteogenesis. In T.
M. Buzug, K. Prifer, K. Sigl, J. Bongarz, P. Her-
ing, & G. Willems (Eds.), Reconstruction of Soft
Facial Parts. Police and Research. Luchterhand
Publishers. BKA Series 31-2.

Hill, D. L. G, Batchelor, P. G., Holden, M., &
Hawkes, D. J. (2001). Medical image registration.
Physics in Medicine and Biology, 46, R1-R45.

Kak, A. C., & Slaney, M. (2001). Principles of
Computerized Tomographic Imaging. Phila-
delphia, PA: Society of Industrial and Applied
Mathematics.

Lemieux, L., Wiehmann, U.C., Moran, N. FI.,
Fish, D. R., Shorvon, S. D. (1998). The detec-
tion and significance of subtle changes in mixed
brain lesions by serial MRI scan matching and
spaitial normalisation. Medical Image Analysis,
3(2), 227-242.

Lester, H., & Arridge, S. R. (1999). A survey of
hierarchical non-linear medical image registra-
tion. Pattern Recognition, 32,129-49.

Maintz, J. B. A., & Viergever, M. A. (1998). A
survey of medical image registration. Med Image
Anal, 2, 1-36.

Makela, T., Clarysse, P., Sipila, O., Pauna, N.,
Pham, Q. C., Katila, T., et al. (2002). A review of
cardiac image registration methods. IEEE Trans
Med Imaging, 21, 1011-21.

Ning, P., & Bloomenthal, J. (1991). An evaluation
of implicit surface tilers. Computer Graphics,
13(6), 33-41.

Pluim, J. P., Maintz, J. B., & Viergever, M. A.
(2003). Mutual-information-based registration
of medical images: a survey. IEEE Trans Med
Imaging, 22(8), 986-1004. Review.

Thevenaz, P., Ruttimann, U. E., & Unser, M.
(1995). Iterative multi-scale registration without
landmarks. In B. Werner (Ed.), Proceedings of

the 1995 IEEE International Conference on Image
Processing (ICIP"95), 111, 228-231. Los Alamitos,
CA, 23-26.

Wollny, G. (2004). Analysis of changes in tem-
poral series of medical images. MPI Series for
Human Cognitive and Brain Sciences, 43. Leipzig,
Germany.

Zitova, B., & Flusser, J. (2003). Image registra-
tion methods: a survey. Image Vision Comput,
21, 977-1000.

KEY TERMS

Maxillary Distraction Osteogenesis: Method
to correct severe mid-facial hypoplasia and ret-
rognathia

Non-Rigid Registration: Method to quantify
deformations between images

Rigid Registration: Method to eliminate
positional differences of the patients during im-
age acquisition

Time Series Analysis: Analysis of data sets
taken at different times

E: Energy term

F.. - Cost function

K: Weighting factor

R: Registration image

S: Study image

Tieg Transformation (for registration)
O: Set of possible transformations

Q: Continous image domain

CBT: Cone beam tomography

CT: Computer tomography
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DICOM: Digital Imaging and Communica- RED: Rigid external device

tions in Medicine SSD: Sum of squared differences

MR(T): Magnetic resonance (tomography)
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ABSTRACT

Residual stress due to polymerization shrinkage of restorative dental materials has been associated with
a number of clinical symptoms, ranging from post-operative sensitivity to secondary caries to fracture.
Although the concept of shrinkage stress is intuitive, its assessment is complex. Shrinkage stress is the
outcome of multiple factors. To study how they interact requires an integrating model. Finite element
models have been invaluable for shrinkage stress research because they provide an integration envi-
ronment to study shrinkage concepts. By retracing the advancements in shrinkage stress concepts, this
chapter illustrates the vital role that finite element modeling plays in evaluating the essence of shrink-
age stress and its controlling factors. The shrinkage concepts discussed in this chapter will improve
clinical understanding for management of shrinkage stress, and help design and assess polymerization

shrinkage research.

WHAT IS SHRINKAGE STRESS?

The concept of shrinkage stress is intuitive. The
notion that stresses arise if a composite filling
shrinks inside a tooth is not difficult to convey.
The actual assessment of shrinkage and its ef-
fects, however, has turned out to be complex and

is often a source of confusion. Shrinkage became
anissue in dentistry when resin-based composites
were introduced as restorative materials (Bowen,
1963), and has remained a persistent concern
since. The main difference between resin-based
composite and the classic amalgam restorations
was adhesion to the tooth structure. Bonding of
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composite restorations enabled more conservative
cavity designs that no longer relied on undercuts
for retention and thus preserved more tooth tissue.
Unlike unbonded amalgam fillings, an adhesive
composite restoration becomes an integral part
of the tooth structure. This allows recovery of
the original distribution of masticatory loads ina
treated tooth. Hence, acomposite “filling” actually
restores structural integrity lost by decayed tooth
tissue and during the process of cavity prepara-
tion (Versluis & Tantbirojn, 2006). However, by
becoming amore integral part of the load-bearing
tooth structure, changes in the composite, such as
shrinkage, will also be transferred into the tooth
structure causing so-called residual stresses.

The origin of shrinkage is the formation of
a polymer network during the polymerization
reaction. This process results in a denser mate-
rial, where the density change is manifested in
volumetric contraction or shrinkage. Where the
composite is bonded to the tooth, the tooth struc-
ture will confine the dimensional changes. This
leadstothe generation of shrinkage stressesinboth
the restoration and tooth. Under normal clinical
conditions, shrinkage movementis so small that it
is practically imperceptible. However, the effects
of shrinkage may show up indirectly in clinical
symptoms. Shrinkage stress has been associated
with enamel crack propagation, microleakage
and secondary caries, voids in the restoration,
marginal loss, marginal discrepancy, and post-
operative sensitivity (Jensen & Chan, 1985; Eick
& Welch, 1986; Unterbrink & Muessner, 1995). It
should be pointed out that none of these clinical
symptoms are actually stresses, and their correla-
tion with shrinkage stresses, if any, is not obvi-
ous. Furthermore, clinical symptoms are seldom
caused by only one factor. Therefore, the precise
correlation of these symptoms with polymeriza-
tion shrinkage is debatable and remains an area
of investigation.

To understand the contributions of polym-
erization shrinkage under clinical conditions,
the nature of shrinkage stress has to be studied.
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The scientific method for studying any subject is
creating a theoretical “model” of reality that ex-
presses the current understanding. Subsequently,
such models are tested with precise observations
and measurements, and if needed, amended or
replaced based on new insights. In this chapter,
a progression of shrinkage models will be used
to discuss advances in dental shrinkage stress
research.

SHRINKAGE STRESS MODEL:
CORRELATION WITH SHRINKAGE

The most simple model for shrinkage stress is
that the residual stress is related to shrinkage.
This intuitive model is based on the observation
that without shrinkage there will be no shrink-
age stress. The observation is subsequently
extrapolated into a positive correlation between
shrinkage and stress, because it appears credible
that when shrinkage increases, shrinkage stress
increases too. This intuitive model is probably
the most common and practical expression of our
understanding of the nature of polymerization
shrinkage stress. Manufacturers, clinicians, and
researchers alike have the same initial response
when confronted with shrinkage data: “acompos-
ite with higher shrinkage values must cause higher
stresses”. To validate this model, the relationship
between shrinkage and stress will be considered
more closely.

It is important to clearly distinguish between
shrinkage and stress. A shrinkage value o is a
dimensional change which is defined as the amount
of change divided by the original dimension:

o= (dy -dg) /dy=Ad/d, )

where d0 is the original dimension, d1 the dimen-
sion after shrinkage, and Ad is the dimensional
change. Note that o is dimensionless, and often
reported as percentage. The amount of shrink-
age can be determined in a physical experiment
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in which a material dimension before and after
polymerization are measured. If it were true that
shrinkage stressisdirectly correlated with shrink-
age, shrinkage stress can be assessed by ranking
the shrinkage values. In effect, this assumption
implies that shrinkage stress would be a material
property independent of the restoration environ-
ment or geometry.

Unlike shrinkage, stress cannot be measured
directly in an experiment. Stress is a calculated
engineering factor that expresses how a force is
distributed inside a material. However, stress is
related to physical deformation or strain, which
can be measured experimentally. The mostsimple
relationship between stress ¢ and strain ¢ is a
uniaxial (i.e., one-dimensional) linear elastic
correlation with the elastic modulus E:

5 =E ¢ [N/m?] 2

An elastic modulus is a material property,
which means that it has a constant value for each
material, and expresses the inherent stiffness of
a material. Since shrinkage can be considered
as a form of strain, this relationship illustrates
that shrinkage stress is not only a function of
the shrinkage but also depends on the elastic
modulus.

Applying the insight that shrinkage stress
depends on both shrinkage and elastic modulus
is not intuitive anymore. It requires a calculation
that involves another mechanical property. Still,
in a new shrinkage stress model based on Eq
(2), residual stress may seem to remain a simple
expression, thatis easily calculated by the product
with the elastic modulus and again can be ranked
as if it were a material property. Unfortunately,
simple Eq (2) is only valid for one-dimensional
conditions. In reality, shrinkage and shrinkage
stress are three-dimensional. Hence, the defini-
tion of stress requires a set of six equations (three
normal stresses c and three shear stresses t), which
under isotropic conditions becomes:

Oyy = E/(1+v)(1-2v)) ((1-v)sxx+v(8yy+szz))
(3a)
Oyy = E /((1+v)(1-2v)) ((1-v)8yy+v(8XX+szz))
(3b)

o,,=E [ (1+v)(1-2v)) ((1-v)sZZ+v(8XX+syy))

(3¢)
Ty =B/ @ (V) 1, (3d)
v, ZE/ Q1) vy, (36)
T, =E/Q21+V) 1, (3f)

where the x-y-z indices denote x-y-z directions, y
are the shear strains, and v is the Poisson's ratio
representing the lateral-axial strain ratio. Note
that isotropic conditions mean that the mechani-
cal properties (i.e., E and v) are the same in all
directions, which is a reasonable assumption for
a particle-filled resin-based composite. Clearly,
the three-dimensional reality makes predicting
shrinkage stresses much more difficult. Taking
intoaccountsix stresscomponents simultaneously
cannot be considered intuitive anymore. Solving
these expressions to obtain the shrinkage stress
will require considerably more effort.

The most comprehensive solution to calculate
these complex stress conditions is by using finite
element analysis. This engineering tool provides
a system to solve the necessary constitutive
equations and continuity requirements. Finite
element analysis solves stress and strain patterns
in a complex structure by dividing it into smaller
"elements" that are much simpler to calculate. By
calculating those elements all together simul-
taneously, the whole structure is solved. This
simultaneous solution of many elements requires
considerable computing power. With the availabil-
ity of powerful computer systems and improve-
ments in user friendly graphical interfaces, finite
element analysis has become widely accessible
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to dental researchers (Korioth & Versluis, 1997).
Finite element analysis has played a driving role
in the current state of polymerization shrinkage
research and thinking. This chapter will use finite
element analysis to test and discuss shrinkage
stress models, and show the powerful and unique
insight a finite element analysis approach offers
when trying to resolve the effects of polymeriza-
tion shrinkage stress in dentistry.

Using finite element analysis, the original
intuitive shrinkage stress model can be easily
tested. Figure 1 shows a finite element model of a
buccal-lingual cross-section in a premolar with a
deep Class I1 MOD (mesio-occluso-distal) resto-
ration. The tooth is restored with a composite for
which the shrinkage and elastic modulus values

Figure 1. Residual shrinkage stress distributions
incomposite restorations with different shrinkage
(o) and elastic modulus (E) values. Colors show
stress levels (modified von Mises equivalent stress)
according to a linear scale.
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were varied. Figure 1A was filled with a typical
restorative composite with a shrinkage value of
1.8%. The resulting residual shrinkage stresses
in the restoration are shown according to a linear
color scale. Yellow and orange colors are high
stresses, purple and blue are low stresses. In Fig-
ure 1D the cavity was restored with a composite
with only half the amount of shrinkage (1.0%).
Such impressive improvement in shrinkage can,
for example, be achieved by increasing the filler
content and thus reducing resin volume. Since
fillers do not shrink during polymerization, a
lower resin content generally decreases shrinkage
values. A practical analogy of this example is the
comparison between aconventional and packable
composite, where the increased filler content in
a packable composite reduces shrinkage values.
The intuitive shrinkage stress model would an-
ticipate lower shrinkage stresses for the composite
that shrinks less. However, comparison between
Figures 1A and 1D shows that the shrinkage
stresses are virtually the same because, along
with a reduction in shrinkage, the elastic modu-
lus increased. Increasing filler content generally
increases elastic modulus. Therefore, the benefit
of decreased shrinkage may be cancelled out by
the increase in elastic modulus. Figures 1B and
1C show the effect on shrinkage stresses when
one property at the time is varied. This example
illustratesthat shrinkage stress cannotbe assessed
based only on shrinkage, but must include other
composite properties as well in the evaluation. It
also shows that even a very simple finite element
model cantestcommon shrinkage stress behavior,
and can integrate different material properties in
a multi-dimensional condition to determine the
relationship between shrinkage and stress.

SHRINKAGE STRESS MODEL:
C-FACTOR

Finite element analysis has only relatively re-
cently become an integral part of shrinkage stress
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research. The acceptance of numerical analysis
has been slow in a dental materials research
environment that has traditionally been the do-
main of laboratory methods. Moreover, clinical
relevance has also been an important quality
for dental research. It is therefore not surprising
if there is a strong desire for simple shrinkage
stressmodels that can be assessed experimentally
and are easily applied to clinical conditions. One
of the models that has become very popular in
dentistry is the so-called C-factor (Feilzer et al.,
1987). A C-factor or “configuration” factor is the
ratio of bonded to free surface area. This model
states that a composite restoration with a high C-
factor (e.g., Class | or Class V) will have higher
shrinkage stresses than a restoration with a lower
C-factor (e.g., Class Il or Class V). The model
is based on experimental observations in which
cylindrical composite samples were attached to
a load-cell and cured. Given a constant diam-
eter, increasingly higher shrinkage forces will
be recorded when the cylinder length is reduced
(Figure 2A). This observation was explained by
the relative increase of bonded to free surface
area, which was subsequently extrapolated to
cavity configurations where a higher ratio of
bonded surfaces should also increase shrinkage
stresses. Itistrue that shrinkage stress is affected
by the amount of shrinkage constraints, as was
predicted by Bowen who stated that restorations
with large free surfaceswere likely to develop less
shrinkage stress (Bowen, 1967). The simplicity
and practicality of the C-factor model is certainly
attractive. Firstly, because it implies that stress
can be measured experimentally, basically using
the relationship:

c=F/A @

where F is the load measured by the load-cell and
Alisthe cross-sectional area of the cylindrical test
sample. Note that a load-cell does not measure
shrinkage stress, but rather a reaction force in
axial direction. Secondly, because the C-factor

model assumes that stress measured in simple
shaped test specimens (cylinders) can be applied
to more complex restorations, merely using the
ratio between the bonded and unbonded surface
areas.

Using finite element analysis the C-factor
model is easily tested. The graph in Figure 2A
shows the axial reaction forces that a load-cell
measures for different lengths of cylindrical
shaped composite samples. The graph shows an
increasing reaction force with decreasing cylinder
length (i.e., increasing C-factor). The graph also
shows the nominal stress, calculated using Eq
(4). However, the finite element analysis offers
a more comprehensive three-dimensional stress
solution. The graph in Figure 2A shows the
average stress determined as the average of all
axial stress components in the whole cylindrical
specimen. The average stress level turns out to be
about twice as high as the nominal stress value.
Although the nominal and average axial stress
values are significantly different, they follow the
same trend as the axial force output of the load-
cell, which increases when the cylinder length
is reduced. This appears to validate the C-factor
model, at least qualitatively.

However, the assumption of uniaxial stress is
only valid if a cylinder is infinitely long and if the
shrinkage would take place only in axial direc-
tion (i.e., along the longitudinal cylinder axis). In
reality, stress conditions are not one-dimensional
due to the finite cylinder length and the three-di-
mensional nature of shrinkage itself. According to
Eq (3), there are six stress components that should
be considered. These six stress components are
calculated by the finite element analysis, but it
is not convenient to plot all indivually for each
cylinder length. Since it is the combined effect of
these six components that determine the overall
stress state in the composite, they are often inte-
grated into one value using a specific criterion.
A popular criterion is the von Mises criterion.
Figure 2B shows the stress distribution in the
cylinders using a modified von Mises criterion. It
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Figure 2. C-factor model and shrinkage stress prediction. (a) Cylindrical test specimens to measure axial
forces. (b) Shrinkage and stress distribution in cylindrical specimens. (c) Analogy of C-factors in stylized
cavities. (d) Shrinkage and stress distribution in cavities assuming rigid walls. (¢) Shrinkage and stress
distributions in cavities assuming non-rigid walls. Dashed curves in graphs are stress distributions of
the cylindrical specimens for comparison. Shrinkage deformation shown 100-times enlarged.
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modifies the original von Mises criterion to take
into account the difference between compressive
andtensile strength (de Grootetal., 1987; Versluis
etal., 1997). The figure shows a gradient of stress
values in the composite cylinders rather than
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one nominal “shrinkage stress”. The yellow and
orange colors indicate that there are high stress
concentrations close to the bonded areas and the
blue and purple colors indicate lower stress values
along the free surfaces. Clearly, shrinkage stress



Relationship Between Shrinkage and Stress

inthe composite isnotasingle or nominal value as
implied by a C-factor shrinkage stress model.

To further test the validity of the C-factor
shrinkage stress model, shrinkage stresses were
simulated in cubical cavity shapes, where an
increasing number of bonded walls represent
different clinical preparation types (Figure 2C).
Since the bonding conditions and shapes are
different, direct comparison of stress patterns
between the cavity configurations and between
the cavitiesand cylindersis problematic. However,
stress values themselves can be compared since
in this case the objective is to test the validity of
the C-factor model for extrapolation of shrinkage
stresses between different configurations. Stress
values are compared by collecting all stress values
from the cylindrical and simulated restoration
configurations, and plotting them in ascending
order in the graphs of Figures 2B and 2D. The
graphs show that for exactly the same composite
properties, the cylindrical and cubical composite
geometries generate different shrinkage stresses
for identical C-factors. Apparently, stress is not
only determined by mechanical properties and
bonded surface area, but geometry also affects
shrinkage stresses. Stresses calculated with one
geometry can therefore not be simply extrapolated
to another geometry.

Additionally, the C-factor model only distin-
guishesbetween “bonded” and “unbonded” areas.
Since itdoes not identify the substrate to which the
composite is bonded, an infinitely stiff substrate
or undeformable cavity wall is implied. Figure
2E shows the stress curves if the simulated res-
toration would have been bonded to a deformable
cavity wall, such as enamel and dentin. The figure
shows that the stresses again change substantially
when the bonding substrate changes. Stress thus
not only depends on the composite attributes, but
also on the properties of the substrate.

Again, using a simple finite element analy-
sis, a very popular shrinkage stress model that
extrapolates one physical aspect of shrinkage
stress generation to predict stress values, could

be easily tested. The finite element model dem-
onstrated some crucial shrinkage stress insights.
First, shrinkage stress is not a single nominal
value, but a location dependent distribution
consisting of a whole range of values. Secondly,
this location dependent distribution of shrinkage
stresses depends on geometry. Thus, changing
the geometry changes the shrinkage stresses.
Thirdly, even if one could determine every qual-
ity of a composite restoration, such as composite
properties and restoration configuration, it would
still not provide all necessary information to de-
termine the shrinkage stresses in a restoration.
Shrinkage stress cannot be determined without
consideration of the response of the structure
to which a composite is bonded. To understand
shrinkage stresses, it is imperative to consider
the whole restored tooth structure.

SHRINKAGE STRESS MODEL:
RESTORATION SIZE

Athirdshrinkage stressmodel to be discussed here
is the assumption that large restorations shrink
more than small restorations, implying that large
restorationswill generate more shrinkage stresses.
This shrinkage stress model has often crept into
shrinkage stressdiscussions. Itisanother example
of a mostly intuitive shrinkage concept, which is
usually incorrectly rationalized by the perception
that large restorations “shrink more”. Unlike the
first intuitive concept that correlated shrinkage
and stress, and the second C-factor model that
based shrinkage stresses on one configuration
measure, discussion of this model requires con-
sideration of multiple facets. Because the size of
a restoration affects multiple factors concerning
the whole tooth structure, the implication of this
model is more complex than the former simple
deduction models.

The first facet to examine is the definition of
shrinkage. Shrinkage is a dimensionless ratio
(Eqg. 1), often reported as a percentage. Shrinkage
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is thus per definition independent of size. Given
the same geometry and boundary conditions,
5% shrinkage in a large restoration causes the
same shrinkage stresses as 5% shrinkage in a
small restoration. This can be simply illustrated
using finite element analysis by scaling a stylized
tooth-restoration model up ordownin Figure 3A.
The figure shows no change in shrinkage stress
values and distribution. Although this example
decisively demonstrates that shrinkage and thus
shrinkage stress is not higher in larger restora-
tions, what happensto the shrinkage stresseswhen
a small and large restoration are compared in a
same sized tooth? In such case the mechanical
response of to the restoration shrinkage will be
different. Cutting a large cavity means a larger
loss of tooth tissue, and hence more weakening
of the tooth crown than from a small cavity. As
a result, the larger restoration is bonded to a less
rigid structure compared to a smaller restoration.
A weakened tooth structure will be less capable
of constraining composite shrinkage and thus
the restoration will experience lower shrinkage
stressesthan ifthe tooth would have retained more
rigidity, like with a smaller restoration (Figure
3C). Contrary to the popular notion, it can thus
be concluded that, given the same shrinkage
properties, a larger restoration will have lower
shrinkage stresses in the restoration itself than a
smaller restoration.

But this is not the final word about this shrink-
age stress model, because there is another facet
to shrinkage stresses in a restoration. Observing
the stress distributions in Figure 3C shows that
shrinkage stresses are not confined to the restora-
tion and its interface with the tooth, there are also
shrinkage stresses generated inside the restored
tooth. Compared to the smaller restoration, the
tooth with the larger restoration has lost more
of its rigidity, i.e., its resistance to deformation.
Therefore, the tooth with the larger restoration
will deform more easily and consequently will
be higher stressed than it would have been with
a smaller restoration. Shrinkage stress is thus
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not only in the restoration, but also applies to
the tooth. It cannot be emphasized enough that
when shrinkage stresses are evaluated, both sides
of the tooth-restoration complex should be taken
into consideration, because lower stresses in the
restoration may go along with higher stresses in
the tooth.

The example above assumed the same shrink-
age properties in the large and small restorations.
Thisisareasonable approximation forauto-curing
systems. Such systems could be assumed to be
independent of restoration size if temperature
effectsare neglected. Shrinkage behavior for light-
activated composites, on the other hand, may not
be independent of restoration size. Due to light
attenuation effects that cause diminishing light
intensities deeper inside alight-cured material, the
polymerization reaction at the restoration surface
will develop more rapidly and result in a higher
degree of cure compared to composite deeper
inside a restoration. The consequences of this
effect will be more pronounced in large restora-
tions than in small ones. As a result, compared to
a large restoration, a small restoration will cure
faster and more thoroughly, resulting in a higher
overall shrinkage (Figure 3B). Therefore, again
contrary to the popular notion, a large restora-
tion of light-activated composite material may
shrink less under the same conditions and thus
generate less shrinkage stresses rather than more.
Not because large restorations “shrink less” but
because a large restorations may not be cured as
thoroughly as smaller ones. This example dem-
ostrates that determination of accurate shrinkage
valuesisaprerequisite foraccurate residual stress
calculations.

SHRINKAGE VALUE

Until now, a generic shrinkage term has been
used to describe the amount of polymerization
contraction. Although shrinkage stress may not
be linearly correlated to shrinkage, the shrink-
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Figure 3. Effect of restoration size on residual shrinkage stresses. (a) Auto-curing composite. (b) Light-
activated composite. (c) Quarter view of molar restored with small and large Class I restoration. Von

Mises equivalent stress is shown.
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age value is still the most important factor for
polymerization shrinkage stress because without
shrinkage there would be no shrinkage stress.
Assessing shrinkage stresses thus requires deter-
mination of shrinkage values. This section will
examine shrinkage values and how they relate to
shrinkage stresses.

According to Eq (1), shrinkage can be mea-
sured as the change in dimensions. Shrinkage
can be determined in both volume and distance
measurements. These provide volumetric and
linear shrinkage, respectively. Given the reason-
able assumption that composites shrinkage is
isotropic, linear shrinkage L can be converted
into volumetric shrinkage V:

large restoration

v=3L-3L%+L3 (5a)
Ifthe shrinkage value is low, the higher order terms
become small enough to be neglected, resulting
in the convenient expression:

v=3L (5b)

Consequently, linear shrinkage can be converted
into volumetric shrinkage:

L=V/3 (5¢)
For 9% volumetric shrinkage, 3% linear shrink-

age is obtained with Eq (5c), where the correct
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value isabout 3.1%. Since most composites shrink
considerably less, the simple conversion is agood
approximation for dental applications.
Shrinkage values have been measured in
many ways. One common technique is to mea-
sure displaced volume, in which a composite
sample is immersed in a liquid and cured (Penn,
1986). The shrinkage volume can be calculated
by measuring the displaced liquid. A shrinkage
value obtained with such method can be called
the total shrinkage, because it measuresthe entire
amount of dimensional change of the composite
during polymerization. It should be noted that
any technique that restricts free contraction can-
not be considered a pure measurements of total
shrinkage, because some of its shrinkage move-
ment was prevented. The origin of shrinkage is
the formation of a polymer network. Therefore,
total shrinkage is primarily a function of degree
of cure. Furthermore, effective density can also
be affected by network organization. It has been
suggested that curing regimens can affect the net-
work distribution, and thus network structuresare
not necessarily comparable at the same degree of
cure. However, the effects on the total dimensional
change seem to be small. Therefore, good rule
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of thumb remains that the same composite with
the same degree of cure should produce similar
values for total shrinkage.

While the shrinkage value is the origin of
shrinkage stresses, calculation of the stress us-
ing this factor has to be carried out with caution.
Figure 4A shows a premolar with a composite
restoration where stress and deformation been
calculated using atypical 3% total shrinkage value.
The figure shows how the composite shrinkage
withinthe cavity has deformed the tooth structure,
pulling the buccal and lingual cusps together by
about 200 um. Such a large deformation, which
exceeds the thickness of a human hair, is unlikely
toberealisticsince itshould be visible by the naked
eye and there would have been many sightings
in clinical practice. A shrinkage model in which
shrinkage stresses are calculated using the total
shrinkage value is thus likely incorrect.

Bowen has pointed outthat notall polymeriza-
tionshrinkage causes shrinkage stresses (Bowen,
1963). When a composite cures, it is transformed
from a viscous paste to an essentially solid mate-
rial. In the viscous state, flow of the composite
can relax shrinkage stresses without a buildup of
residual shrinkage stresses (Bausch et al., 1982).

Figure 4. Residual polymerization stress distributions and deformation calculated with three different
shrinkage models: (a) elastic, (b) viscoelastic, and (c) pre/post-gel. Green outline is the original contour

before polymerization shrinkage.
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Residual stresses will only be generated when the
composite material cannot timely relax anymore,
which happenswhenamore rigid polymer network
structure has developed. Inotherwords, shrinkage
stress is generated when the composite material
behaves solid enough to transfer stresses. The
problem with the calculation used in Figure 4A
was that the material was considered elastic (i.e.,
no plastic flow) throughout the polymerization
reaction, completely disregarding viscous and
viscoelastic effects. Figure 4B shows the stress
and deformation calculated with a viscoelastic
composite model. It shows the same amount
of total shrinkage but significantly lower stress
and a tooth deformation (approximately 40 um
intercuspal distance change) that is within a re-
alistic range of cusp-flexure values (Pearson &
Hegarty, 1989; Suliman et al., 1993; Panitvisai &
Messer, 1995; Meredith & Setchell, 1997; Alomari
et al., 2001; Tantbirojn et al., 2004). Calculating
the shrinkage stress is thus not a linear elastic
calculation, where the end result is determined
independently of the polymerization process by
the final shrinkage and modulus values. The
unrealistic assumption of an elastic model is
easily exposed by finite element analysis, which
demonstrates that shrinkage stress assessment
must include the time-dependent shrinkage and
modulus development as they evolve during a
polymerization process.

The dynamic processis a significant complica-
tion for studying polymerization shrinkage. Most
test methods for material property determination
are designed for steady-state materials. How-
ever, properties of composite that describe their
mechanical response change rapidly during the
polymerization reaction. To record such changes
requires methods that can capture complete mate-
rial behavior instantaneously and continuously.
Viscoelastic behavior goes through fundamental
changes during polymerization. Simply said, its
response shows initially a Maxwell type behavior
(spring and dashpot in series) and transforms to
a predominantly Kelvin-Voight type behavior

(spring and dashpot parallel) behavior during
polymerization (Dauvillier et al., 2001, 2003).
Since there is often not sufficient experimental
dataavailabletoaccurately calculate thiscomplex
transformation, alternative methods that measure
effective shrinkage values have been proposed for
shrinkage stress assessment.

SHRINKAGE STRESS MODEL:
EFFECTIVE SHRINKAGE

The concept of an effective shrinkage value di-
vides the total shrinkage into a pre- and post-gel
contribution (Bausch et al., 1982; Davidson &
de Gee, 1984):

Yotal = O‘pre—gel * O‘post-gel (®)

The pre-gel shrinkage o re-gel €@N be considered
the amount of shrinkage during polymerization
when the composite is still viscous, and thus
represents the shrinkage that does not generate
shrinkage stresses. Post-gel shrinkage %ost-gel is
the shrinkage componentafter acomposite has be-
come solid enoughto generate shrinkage stresses.
Shrinkage stress therefore originates only from
the post-gel shrinkage portion. Post-gel shrinkage
can thus be considered the effective shrinkage
with regard to the shrinkage stress. The transition
point between the pre- and post-gel shrinkage has
been called the gel-point. Note that this gel-point
termis defined to describe amechanical response,
and does not necessarily coincide with similar
terms used in polymer science. The formulation
of the pre-and post-gel shrinkage model has led
to a search for the gel-point. However, the accu-
rate determination of the gel-point has remained
elusive. It should be noted that the pre- and post-
gel model is a simplification of the viscoelastic
process. It is unlikely that the development of
viscoelastic properties will show a well-defined
point, as has been discussed in detail by Versluis
et al., (2004a). Nevertheless, the general concept
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of an effective shrinkage value has turned out to
be very illustrative and practical.

Effective shrinkage has been measured using
a strain gauge method (Sakaguchi et al., 1997).
In this method, a composite sample is attached to
a strain gauge and cured. Strain gauges are sen-
sors consisting of a very thin metallic wire-frame
encapsulated in a glass-fiber reinforced epoxy-
phenolic resin film. Strain gauges are based on
the principle that the electrical resistance of the
metal wire increases with increasing strain (de-
formation). Whenthe attached composite shrinks,
it deforms the embedded wire-frame in the strain
gauge. The resulting change in resistance can be
measured and shrinkage strain is obtained. Since
the composite can only deform the strain gauge
when it is solid enough to generate stresses, a
strain gauge measures per definition the effective
shrinkage or post-gel shrinkage.

Application of the pre- and post-gel shrinkage
model in a finite element analysis (Figure 4C)
shows that, while the total shrinkage is the same
as in Figure 4A, the calculated shrinkage stress
and resulting tooth deformation is similar to the
viscoelastic model (Figure 4B). The post-gel
shrinkage value thusincludesthe viscoelastic his-
tory during polymerization. Ithas been shown that
using post-gel shrinkage values, tooth deformation
and thus likely shrinkage stress can be closely ap-
proximated (Versluisetal.,2004b). The advantage
of using this method is that the analysis becomes
quasi-linear, simplifying the measurement and
solution of an otherwise fully nonlinear analyses
of viscoelastic composite properties.

Another advantage of the pre- and post-gel
shrinkage model is that it makes it easier to
conceptualize effects of reaction Kinetics on the
shrinkage stress. An example is the discussion in
the dental literature about the question if shrinkage
stressis affected by the curing lightintensity. The
reason that this issue has not been resolved may
be due in part to experimental data that show no
effect of curing light intensity on the shrinkage
value, fromwhich some have concluded that there
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will also be no effect on the shrinkage stress. As
discussedabove, light curing to the same degree of
curewill cause asimilar polymer network density
and thus total shrinkage value, irrespective of
the used light intensity. However, total shrinkage
does not predict the shrinkage stress, because it
is the amount of effective or post-gel shrinkage
that generates the residual stresses. The amount
of viscous flow, and thus the pre- and post-gel
shrinkage, is determined by the kinetics of the
polymerization process. It is conceivable that a
high light intensity increases the rate at which a
rigid network is formed, and thus accelerates the
occurrence of the “gel-point”. Because the total
shrinkage for a particular composite is constant
atthe same degree of cure, a gel-point that occurs
earlier inthe polymerization process reduces pre-
gel shrinkage and increases post-gel shrinkage.
Higher curing light intensities, especially dur-
ing the early polymerization reaction, increases
the effective shrinkage and therefore shrinkage
stresses. Using the strain gauge method ithas been
confirmed that curing light-intensity affects the
value of the effective shrinkage (Versluis et al.,
1998, 2004a; Sakaguchi & Berge, 1998). Light-
curing to a similar degree of cure at different
light-intensities resulted in different effective
shrinkage values. Curing at lower light-intensities
decreased the effective shrinkage values, which
will reduce shrinkage stresses if other conditions
are comparable, while higher light-intensities
increase the effective shrinkage. Note that ex-
perimental observations like these have led to the
introduction of ramp-cure or step-cure regimens
oncommercial curing lightsources (Kanca & Suh,
1999; Suh et al., 1999; Bouschlicher & Ruegge-
berg, 2000). The post-gel shrinkage concept has
turned out to be a useful factor to develop an
understanding of the developmentand calculation
of shrinkage stresses.

From the examination of shrinkage values, it
can be concluded that (a) not all shrinkage gen-
erates stresses and (b) not all curing regimens
generate the same amount of residual stresses. The
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calculation of shrinkage stresses has become more
complexsincethe evolving viscoelastic effect must
be taken into account. While the final shrinkage
may be a constant value in a thoroughly cured
restoration, the effective or post-gel shrinkage
can vary depending on local reaction Kinetics.
While the consequences of this complexity may
be overwhelming for an intuitive approach, finite
element analysis is perfectly suited to integrate
and apply comprehensive local, time-dependent,
and nonlinear behavior into one shrinkage stress
analysis. This section about the shrinkage value
showed that finite element analysis is not only for
calculating stresses, but its use also advances un-
derstanding of the shrinkage value itself. Although
total shrinkage remains the most commonly
reported property to characterize a composite’s
shrinkage stress quality, finite element analysis
has clearly demonstrated its limitations. Total
shrinkage does not reflect shrinkage stress be-
havior, which is much better characterized by
the effective or post-gel shrinkage.

AFTER THE SHRINKAGE:
RELAXATION

Most of a polymerization reaction in a light-
activated composite typically takes place within
the first 10 seconds, after which it continues at
a decreasing rate. Shrinkage strain development
has been shown to continue for more than 24
hours. Although elastic behavior dominates in a
cured composite resin, the material still exhibits
some viscoelastic behavior after it has been fully
cured. Viscoelastic effects in cured composites are
thoughttorelax residual stresses over an extended
period of time. This process is enhanced by vis-
coelastic properties of the tooth tissues, which in
effectalsoreduce residual shrinkage stresses over
time (Kinney etal., 2003). Furthermore, environ-
mental conditions may cause stress relaxation due
to water sorption and consequently hygroscopic
expansion, while the composite modulus may

undergo a slow deterioration due to solubility
and matrix softening effects (Momoi & McCabe,
1994; Oysaed & Ruyter, 1986). It is not known
to which extend such stress relaxation happens
under clinical conditions. Figure 5 shows cuspal
deformation in an in vitro experiment for amolar
with a Filtek Supreme (3M ESPE, St Paul, MN)
Class Il MOD restoration after polymerization,
and after 4 and 8 weeks in water. The initial cus-
pal deformation due to polymerization shrinkage
stresses substantially decreased after 4 weeks in
water, and had continued the decrease 8 weeks
later for this composite material. Shrinkage
stresses calculated for composite restorations are
therefore probably most acute immediately after
curing. The fact that any harmful stresses may
relax over time does notdiminish the requirement
that the tooth-restoration complex must survive
the initial period, probably spanning more than a
week for restorative composites, because debond-
ing caused by initially high stressesis notrestored
when residual stresses relax. Consideration and
management of shrinkage stresses therefore re-
mains necessary.

THE ROLE OF SHRINKAGE
EXPERIMENTS

The previous sections discussed the relationship
between polymerizationshrinkage and shrinkage
stresses. Itwas demonstrated that shrinkage stress
is not a composite or restoration property, but is
a local value determined by a number of factors
involving both the composite and the surround-
ing environment. It was stated that stress cannot
be measured experimentally, but is a calculated
engineering factor. It was shown that when all
contributing factors are taken into account, the
calculation of shrinkage stress has become so
complex that the only comprehensive solution is
using finite element analysis. This brings up the
question if there is any role left for experimental
shrinkage research. Finite element analysis must
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be considered an integration system. It offers an
environment in which basic material properties
are integrated according to universal physical
laws. It cannot predict polymerization shrinkage,
but calculates shrinkage stress based on external
input of physical material behavior obtained from
experimental measurements using a shrinkage
model designed by the operator. The validity of
any finite element model of shrinkage must also
be checked against reality using experimental
measurements, because using finite element
analysis does not ensure validity of a shrink-
age model. Clearly, experiments remain a vital
component of any shrinkage research. To better
understand the role of experiments in research, it
is important to distinguish between two types of
experiments: basic experiments to provide input
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for the shrinkage model and simulation experi-
ments for validation of the shrinkage model.
Basic experiments must determine properties
independent of geometry. This allows their ap-
plication in other systems than the one in which
they were measured. For example, elastic modu-
lus is a basic property while cusp flexure is not.
Cusp flexure involves the overall stiffness of a
tooth, which includes various material properties,
geometry, boundary conditions, and even the lo-
cation where the flexure was measured. It is only
valid for that tooth under the exact same condi-
tions. However, elastic modulus can be applied
to calculate the flexure in any tooth shape, and is
thus considered a basic property. The measuring
of cuspal flexure is an example of a simulation
experiment. It can be used to test the shrinkage

Figure 5. Residual shrinkage stress relaxation due to hygroscopic expansion, shown as reduction in
tooth deformation. () Digital image of an Mesial-Occlusal-Distal slot preparation in an extracted up-
per molar. (b) Deformation pattern at buccal and lingual cusps due to residual shrinkage stresses from
the composite restoration immediately after curing. (c,d) Cuspal deformation decreased after 4 and 8
weeks immersion in water. Negative values represent inward movement of cuspal surface.
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model, because instead of isolating a single prop-
erty, flexure is the result of multiple interacting
properties. Ifthe shrinkage model recreates those
interactions correctly, it will replicate the flexure
in a similar tooth system. If that is the case, the
model is considered validated.

Based on the previous discussions, it is clear
that the ultimate value of these two categories of
shrinkage experiments isaccomplished if used in
conjunction with finite element analysis. Without
a system to integrate basic shrinkage properties,
such properties have little value beyond arbitrary
material ranking, because they cannot predict
shrinkage stress by themselves. Similarly, without
finite element analysis, simulation experiments
also have limited predictive value, because they
only apply to the one test condition and even in
those unique conditionsthey cannot provide actual
shrinkage stress values.

Still, the dental literature shows various ex-
amples of alleged shrinkage stress experiments.
Measuring techniques in those publications typi-
cally involve load cells, strain gauges, or cusp
flexure measurements. However, none of those
techniques actually measures stress but rather
an arbitrary deformation from which a nominal
load value can be derived at best. For example,
measuring shrinkage “stresses” using load cells
assumes a homogeneous uniaxial stress distribu-
tion. Such nominal stress value does not do justice
to the spectrum of actual stress values, and has
limited application because it cannot be associ-
ated with other shapes or conditions since stress
is not a material property.

Shrinkage measurement, on the other hand,
can be considered a basic property, that can be
determined independent of shape as a change in
density. One may notice that light-activated com-
posites do have asize dependency, simply because
they depend on curing light attenuation. However,
this means that shrinkage should be determined
locally as a function of curing conditions, such as
the applied light-intensity. Similarly, it can been
argued that shrinkage depends on strain rate,

where a heavily constrained composite results in
adifferentshrinkage development. Determination
of basic properties is obviously not synonymous
witha“simple” property or experiment. Shrinkage
behavior may require astrain rate dependent prop-
erty determination, where the transient properties
must be determined as a function of the strain
rate. Clearly, any meaningful utilization of such
increasingly complex material model reconfirms
the necessity of using numerical methods such
as finite element analysis, which in return are
completely dependenton experimental shrinkage
research for input and validation.

HOW CAN POLYMERIZATION
SHRINKAGE BE MODELED?

Finite elementanalysis of polymerization shrink-
age can be achieved at different levels of com-
plexity. Finite element modeling of shrinkage
can be as accurate and complex as the available
input data allows. The limitations for modeling
shrinkage and its effects are determined by the
abilities of the modeler, the details of the sup-
porting experimental data, and the access to
computational and software resources. It is not
the intention of this chapter to teach finite element
analysis. However, a few comments will be made
regarding the modeling of shrinkage.
Polymerization shrinkage is basically densifi-
cation, which results in a volumetric change. Few
finite element programs offer specific polymer-
ization shrinkage options but all should support
an option for thermal expansion. Shrinkage can
be modeled using the thermal expansion option,
applying the linear shrinkage value as a coef-
ficient of thermal expansion. Material contrac-
tion is achieved by lowering the temperature
in the model. To accommodate time-dependent
shrinkage, temperature changes can be applied
as a function of time. During polymerization
not only a dimensional change takes place, but
there is also a change in viscoelastic properties.
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These can be applied simultaneously along with
the density changes.

Modeling the viscoelastic changes is nottrivial.
Ithasbeendiscussedin previoussectionsthatthere
is a fundamental transformation in viscoelastic
response. Since shrinkage stresses depend on the
history of shrinkage and viscoelastic develop-
ment, only a correctly modeled transformation
can accurately determine the shrinkage stress
outcome. Unfortunately, due to the complexity
of the experimental determination, there is still
little dataavailable to describe the complete time-
dependent constitutive behavior during polymer-
ization for all dental composites. Furthermore,
not all numerical software is easily adapted for
modeling the transformation, because it has not
been a common concern in general engineering
where the software is developed. However, it has
been shown that a pre- and post-gel shrinkage
model can serve as a simple method to estimate
polymerization shrinkage stresses. Using pre-
and post-gel shrinkage values approximates the
nonlinear behavior in a quasi-linear analysis with
a minimum of two time increments.

During pre-gel increments, a very low elastic
modulus and high Poisson’s ratio can simulate
the nearly stress-free mostly-plastic flow, while
the final elastic modulus and Poisson’s ratio in
combination with the post-gel shrinkage are ap-
plied to generate the effective residual shrinkage
stresses. Since the composite deformation during
the pre-gel increments is simulated in an elastic
model, itis imperative to ensure its viscous stress
relaxing effectwhen progressing to post-gel mod-
eling. There are various options to accomplish
this. For example, by using an element switch.
In this method, pre- and post-gel behavior is
modeled by two different but overlapping ele-
ments that share the same nodes. The elements
can be activated/deactivated accordingly. This
method ensures that the post-gel elements inherit
the pre-gel shrinkage deformation without their
elastic memory.
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Since the contribution of the pre-gel shrinkage
simulation on the shrinkage stresses calculated
using this method is negligible, it may sometimes
be unnecessary to model the pre-gel shrinkage for
the calculation of shrinkage stresses. However, this
assumes ahomogeneous polymerization reaction
inside the composite material, which occursinan
auto-curing composite system. For light-activated
composites, shrinkage development is not homo-
geneous. Time and location of pre- and post-gel
shrinkage development will affect the outcome
of the calculated shrinkage stresses. To simulate
those conditions, each location (i.e., each element,
or better yet, each element integration or gauss
point) should be given its own time-dependent
pre- and post-gel material response based on the
local light intensity.

The results of finite element analysis should
be validated, especially when shrinkage models
become more intricate. Validation is not to prove
the validity of the proven concept of numerical
analysis, but rather the modeling performance of
the operator. Results of a finite element analysis
should be critically tested against other models
(convergence and alternative condition testing to
ensure that final conclusions do not depend on the
mesh distribution or other anomalies) and other
data, preferably from simulation experiments, to
assurethatthe shrinkage model and consequently
the results are realistic. It should be noted that
validation is not based on exact duplication of
experimental values. Even experimental values
do not replicate exactly. However, it is the simi-
larity in behavior and magnitude that indicates
a positive validation.

SUMMARY: THE ROLE OF FINITE
ELEMENT ANALYSIS IN
SHRINKAGE RESEARCH

The role of finite element analysis in polymeriza-
tion shrinkage stress research was highlighted in
this Chapter. Tracing some of the most popular
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shrinkage models, it was shown that the use
of even very simple finite element models can
prevent simplistic and potentially misleading
shrinkage stress concepts that may hamper
progress. Application of finite element analysis
does not only facilitate better insightin shrinkage
stress concepts, it also helps designing research
experiments and provides a system in which the
experimental polymerization shrinkage data can
be integrated.

A finite element approach does not replace
experimental shrinkage research, but instead
completesit. Individual composite propertiessuch
asshrinkage ornominal stress values derived from
simulation experiments cannot be extrapolated
to shrinkage stresses. However, in combination
with finite element analysis, such experiments
contribute vital information for polymerization
shrinkage stress research.

It was demonstrated that the more is learned
about shrinkage stresses, the more complex its
assessmentbecomes. Starting fromasimple initial
concept in which shrinkage stress was simply
considered a property of the composite, it was
showninanumber of shrinkage model refinements
that stress depends on a large number of factors.
These factorsinclude the composite restoration as
well as the tooth structure to which it is attached
and the interfacial conditions.

Beyond the modeling of polymerization
shrinkage effects discussed in this chapter, the fi-
nite elementapproach can be seamlessly extended
to study how such residual stresses interact with
other clinical conditions, such as thermal and
masticatory load cycles, and to design and test
shrinkage stress managementactions suchas cav-
ity design and incremental filling techniques.

It is important for continued progress in
shrinkage research that shrinkage stress is not
considered by itself, but is applied within more
comprehensive systems. Actions undertaken to
control shrinkage stresses may impact other as-
pects. For example, liners have been advocated to
reduce shrinkage stresses. Bondingtoacompliant

(“soft™) liner material “absorbs” the shrinkage
deformation, reducing resistance encountered
by the shrinking composite and thus generating
less residual stresses. However, the long-term
success of a composite restoration is ultimately
determined by its ability to survive the oral func-
tion. Lining a cavity with compliant materials
may reduce shrinkage stresses, but it could also
prevent recovery of a tooth’s original stiffness
and thus mechanical performance. Finite element
analysis is perfectly suited to accommodate the
study of such aggregated conditions, integrating
the shrinkage model with other challenges that
are encountered in an oral environment.

The final chapter about polymerization
shrinkage stress has not been written. Ongoing
research continues to contribute corrections and
refinements of our current insight of the process
and clinical impact. Due to its versatility as
a powerful integration system, finite element
analysis is most likely to remain a vital analysis
tool that will continue to drive this progress and
apply new insights along the way that improve
clinical decisions.
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KEY TERMS

Elastic Modulus: A material property that
plays an important role in the amount of residual
shrinkage stress because it describes the relation-
ship between stress and strain (deformation).

Finite Element Analysis: Anumerical method
developedto compute physical responses, based on
subdivision of a (structural) system into smaller,
simple shaped, interconnected elements.

Polymerization Shrinkage: Material con-
traction that takes place during a polymerization
reaction. Resin-based composites shrink when
conversion of monomers results in a polymer
network with a more compact structure.

Shrinkage Model: A theoretical model that
expressesthe relationship between polymerization
shrinkage and shrinkage stress based on scientific
observations. Shrinkage models are used to assess
shrinkage stressesand develop clinical procedures
to minimize their effects.

Shrinkage Relaxation: The decrease in
initial residual shrinkage stresses over time due
to material and environmental effects such as
viscoelasticity and hygroscopic expansion.

Shrinkage Stress: Stresses thatare generated
as a result of polymerization shrinkage. These
can leave residual stresses in a restored tooth
structure, in the composite material, and/or at
the tooth-material interface.

Shrinkage Value: Quantification of polym-
erization shrinkage. The amount of shrinkage
can been expressed in various terms, such as
volumetric, linear, total, pre-gel, post-gel, and
effective shrinkage.
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Stress Concentration: A local area with
increased stress level, e.g., at sharp corners or
where materials with differentelastic moduli meet.
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Stress concentrations are areas of increased risk
for failure initiation because those stresses are
most likely to exceed material strength proper-
ties first.
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Chapter IV
An Objective Registration
Method for Mandible Alignment

Andreas Vogel
Institut fur Medizin- und Dentaltechnologie GmbH, Germany

ABSTRACT

This chapter introduces a computer-controlled method for mandible alignment. The exact positioning of
the mandible in relation to the maxilla is still one of the great daily challenges in restorative dentistry.
Between 1980 and 1991 long-term animal experimentation series about the performance of jaw muscles
as well as temporomandibular joints were made at the University of Leipzig, Germany. Until today other
studies of similar scale or approach can not be found in international literature. Miniature pigs were
exposed to stress under unilateral disturbance of occlusion. Based on that morphological, histochemi-
cal and biochemical processings and some other functions were then analyzed. The studies proved that
masticatory muscles play a vital role in the positioning of the mandible. Combining these findings with
knowledge about support pin registration and the influence of masticatory force on the results of this
method a computer-controlled registration method was developed. With the DIR®System exists a final
method of measurement which gives objective, reproducible and documentable results.

INTRODUCTION

The exact positioning of mandible is still one of
the common challenges in restorative dentistry.
There are many methods that are being taught
whenitcomesto bite registration, and is frequently
mentioned in international literature. Looking
closer one discoversthattruly objective guidelines

for a reproducible methodology are missing. It is
solely up to the manual and the individual vary-
ing skills of the dentist to determine the so called
centric position. This situation reflects the fact
that until now multiple definitions of the centric
position can be found across differentinternational
publications. Sources in the past decades note the
alignment of the temporomandibular joints (con-

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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dyles) was referred on the correlation to the teeth
row. Commendable works over the last years give
a detailed overview over the manifold literature.
The following brief compilation of attempts at a
definition over the last hundred years are mainly
based on the research of Von Schilcher (2004;
referencing 409 international publications). The
compilation covers all key stages of dentistry and
within these stages illustrates the level of knowl-
edge at a certain point in time. It does not lay to
claim to be a source of completeness.

THE HISTORY

Early methods include Gysi (around 1900) re-
ferring to the “Gothic arch” and McCollumn
(1921) adducting the hinge axis to determine the
jaw relations. After this early period different
definitions and ideas follow in ever accelerated
successions. Jacobson, Sheppard et al. (1959)
favor an intermediate (non-retral) position in
which temporomandibular joints, teeth and
muscles are in balance. Meanwhile Lauritzen et
al. (1964) reclaims the terminal hinge axis. This
continues 1966/67 (Muhlmannetal.), 1978 (Bauer
et al.; Stuart), and 1986 (Gerber). In all cases all
structural elements involved are being evaluated
differently and the focus keeps shifting between
temporomandibular joint and occlusion. In 1992
the Arbeitsgemeinschaft fiir Funktionsdiagnostik
(AFG) (i.g. Working pool for function diagnostics)
of the Deutsche Gesellschaft fiir Zahn-, Mund-
und Kieferheilkunde (DGZMK) defines the
condyles in centric position as “cranio-ventral,
non-sideways shifted position of both condyles
in physiological head-disc-positions as well as
physiological load of the participating tissue”. In
2006 Turp took on a critical review of over 80
worksacross the international literature, resulting
inacomprehensive article about bite registration.
He explicitly considers the horizontal and verti-
cal jaw relationships separately and concludes
that today’s centric position is the desirable one.
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At the same time he realizes that “the problem
within centric positioning of the condyles is not
knowing inwhich exact positionthe condyle-head
disc-complex is in relation to the temporal joint
structures.” All together he states that there is not
acommonly accepted method for the registration
of the position of the jaws. The overwriting com-
monality in all these attempts of pinpointing a
definition is the reoccurrence of the sagittal and
transverse alignment of the mandible as a central
focus. Much less insight is given about the ob-
jective facts of the third plane, the vertical axis.
The bottom line being that under exact scientific
aspects, the role of the musculature as well as the
nerval control are underrated.

BASIC RESEARCH OF THE
OROFACIAL SYSTEM

In the early 1980°’s Dr. med. Andreas Vogel
initiated an investigation by a work group at the
Poliklinik fur Prothetische Stomatologie at the
University of Leipzig (in cooperation with the
Anatomic Institutes of the Universities of Leipzig
und Rostock, especially noting Gert Horst Schu-
macher as well as the Institut fir Sportmedizin
of the Deutsche Hochschule fiir Korperkultur
—DHfK -, also Leipzig, all Germany). To gain
deeper insight into these complex processes the
group focused on the behavior of certain masti-
catory muscles and temproromandibular joints
structures in relation to the occlusal system.
The results of these investigations, which lasted
over ten years, were conducted under varying
statements of task and can be summarized as
following:

. Highest priority needs to be awarded to
the neuromuscular component within the
orofacial system.

. The efficiency (chewing) as well as the mat-
ters of sensitiveness (tactile perception and
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control) are being transmitted through the
neuromuscular system.

In 2003, based on these findings, Vogel set
parameters for a valid definition (speech at the 7.
Prosthetic-Symposium, Berlin, Germany):

. Comprehensive knowledge in regards to
physiology and morphology of all partici-
pating structures within a specific setting
(statics).

. Comprehensive knowledge in regards to
physiological reactions of all participating
structures within specific settings (func-
tion).

While obtaining a greater understanding of
the muscular elements’ behavior insight into the
behavior of the tempromandibular jointstructures
was gained as well. This is of considerable impor-
tance in regards to the diagnostic and therapeutic
approach of dentist and therapist alike. Thus a
concept could be developed in which, technical
measurements, clinical diagnostics as well as
therapy are based on an exact defined long-term
animal experimentation series, combined with
previously existing scientific findings. Until
the 1980’s the morphology of the temporoman-
dibular joints was relatively well researched. The
behavior of the masseter muscle was studied as
well. Applying exact methods of basic research
the team began an animal research series at the
University of Leipzig. The chosen testanimal was
Mini-LEWE (a miniature pig), an internationally
recognized breed for researching problems in
dentistry. Both, control groups and the number of
testanimals were selected to produce meaningful
results (statistics). The time span of the experi-
ments was selected with the same intentions. The
conduction of the experiments was standardized
aswell, so all subsequent research could be based
on the exact same approach.

THE MASSETER MUSCLE

The task at hand was to maintain a consistent
approach in order to properly analyze how a one-
sided occlusal interference would influence the
morphology of the masticatory muscles (interfer-
ence of the occlusion through an elevated cast
filling in the fourth and first premolar of the right
maxilla). Ulrici’s experiments on the masseter
muscle (Leipzig, 1982) became the starting point
of the series. Regular periodic measurements of the
masticatory force—conducted with load cells—as
well as muscle biopsies, which were run before
the experiment began and were repeated 20 weeks
after the start. The assayed tissue samples of the
leftand right masseter muscle were processed both
biochemically and histochemically. Within the
masseter muscle fast FT fibers (fast contraction,
easily fatigable) are dominant—physiologically
based on its function as elevator muscle—versus
the slow ST fibers (long-term tasks). The one-sided
occlusal interference leads to a significant muta-
tion of the amount of fiber in favor to the slow
ST fibers, in addition to a quantitative increase
on the disturbed side.

The cross-sectional size of the FT fibers were
measurably enlarged on the non-disturbed side,
also, the amount of capillaries increased. On the
disturbed side the enzyme activity decreased over
the test period more than onthe non-disturbedside.
On the non-disturbed side the masticatory force
increased significantly inrelation to the disturbed
side. The entire enzyme activity dropped sub-
stantially during the experiments, more so on the
disturbed side. EMG measurement showed raised
activity levels on the non-disturbed side. These
results—most of all concerning the spectrum of
fibers—are corresponding with the works of other
scientists and prove clearly the direct relationship
betweenthe morphological criteriaand functional
claims. This could affirm the assumption that
by pain in the orofacial system the masticatory
muscles are of high significance.
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THE TEMPOROMANDIBULAR JOINT

A particular research series (Handel, 1986)
examined the impact of the same one-sided oc-
clusal interference on the temporomandibular
joint. Due to the unstable conditions caused by
the different loads of pressure in the left and
righttemporomandibular joints, significant tissue
changes were occurring in the cartilage surface
area of the condyles, the discus articularis as well
as in the lining of the fossa articularis.

THE LATERAL PTERYGOID
MUSCLE

Encouraged by these results further animal ex-
periments were being prepared. The aim of these
research series was to expand on the previous ap-
proach with introduction of the areas temporalis
muscle, the medial and lateral pterygoid as well
as the temporomandibular joints (Ulrici, 1991).
Special attention was given to the lateral pterygoid
muscle since—as the literature indicated—no
long-term experiments had been conducted on
this subject yet. The unique quality of this deeply
embedded and but not secured palpatable muscle
lay in its origin within a single upper and lower
inferior head. The upper and lower heads unite
after an almost horizontally course and insert
directly at the temporomandibular articulation
capsule (over many years a subject of discussion
inthe anatomical field). These special anatomical
features in combination with its resultant func-
tions within the joint put the lateral pterygoid in
the center of interest.

The experiments conducted at the University
of Leipzig and its results are still of topic today.
In all literature no evidence of comparable and
equally fundamental research can be found,
merely statements in regards to the special func-
tional behavior of the upper or inferior head of
the lateral pterygoid muscle and of the muscle at
whole (Murray et al elsewhere this chapter).
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As is known in the physiology of the muscles,
the masseter muscle and the temporal muscle
consist about 75% out of fast FT fibers. Similar
values were found for the medial pterygoid muscle.
Within these FT fibers with glycolid metabolism
we at least have to differentiate betweentype I A,
type lIB and type I1 X. Type I1 A are aerobic fibers
thatallow foran increase ofthe portion of ST fibers
within itself. In contrast to the masseter, temporal
and medial pterygoid musclesahigher portion (up
to 70% in the literature) of the slow ST fibers is
assumed in the lateral pterygoid muscle. This low
amount of trainable FT fibers leads us to suspect
that muscles with such a fiber spectrum will dis-
play more difficulties in adaptation. The experi-
mentimplemented unilateral interference caused
morphological changes inthe masseter muscle, the
temporal muscle and pterygoid muscles as well
as metabolism change when shifting the mastica-
tory force to the opposite side. (Please note that
a consistent terminology for fiber types does not
exist, forexample another designation for ST fibers
is MyHC-1. Within this terminology MYHC-I1A
equals the FT fiber type IIA and so forth. But
most importantly we have to acknowledge that,
due to their extremely difficult and varying tasks,
masticatory musclesare completely differentfrom
all other skeletal muscles. At this point partially
referring to studies about fiber-type composition
of muscles conducted by Korfage, Koolstra, Van
Eijden, also Goldsprink et al.)

The lateral pterygoid muscle is that muscle of
mastication, reacting the most sensitive by dis-
playing a significant increase of ST fibers on the
disturbedside. Inaddition the cross-sectional size
ofboth fibertypes enlarged. Anincreased amount
of capillaries were recorded on the disturbed side,
meanwhileadecline ofenzymeactivity took place
on the contra-lateral. The metabolism did not
adjust according to the morphological processes.
Thismetabolicdisorder could be the possible cause
for a heightened algesia of this muscle, keeping in
mind that the reason of muscle pain in general is
not resolved yet. Different theories, most notably
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Figure 1.
m\ /,-\
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a. Accurate occlusion with joints and muscles in balance

)

c. Masseter, temporalis and medial pterygoid muscle
displaying a bigger alteration of the fiber spectrum at the
opposite side then on the disturbed side several weeks after
the implementation of a one-sided disturbance. Lateral
pterygoid musclebeing more disturbed on the side with the
elevated filling.

metabolism disorder and mini lesions on muscle
fibers are to be under consideration. After elimi-
nating the disturbance the lateral pterygoid muscle
continued to display further reactions in form of
work-related hypertrophy on the non-disturbed
side. This is a special reaction to the heavy load,
induced by evasion, abrasion and the search for
new habitual intercuspidation. The disturbance

()

b. Implementation of a one-sided disturbance

d. Lateral pterygoid muscle displaying aworking hypertrophy
on the opposite side after elimination of the disturbance,
the temporomandibular joint being affected as well and the
occlusion not being in the centric position. (All images ©
A.Vogel/imd)

of the arthro-muscular balance was most pro-
nounced after about 30 weeks. (The effects of
one-sided occlusal disturbance most notably on
the temporomandibular jointon the contra-lateral
as described by Hiandel was confirmed.)

These long-term, carefully planned test series
could prove thatthrough purely mechanical shifts
of the mandible reactions are being put in action.
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These reactions lead to a buildup of new, adaptive
reflex pattern of both, the chewing motion and
the so called centric position. In practice this can
be retrieved within the habitual intercuspidation,
the result being an alteration of the masticatory
muscles itself. Therefore the deepest impact was
recorded in the lateral pterygoid muscle which
corresponds with the fact that it is involved in
all movements of the mandible, mainly deter-
mined by horizontal tasks and restrain as well
as coordination. The insights of the 1980°s and
early 1990’s correspond with the results of long-
term EMG experiments on the lateral pterygoid
muscle conducted at the Westmead Centre for
Oral Health, University of Sydney. The tests on
patients (electrode placement trajectory on the
lateral pterygoid muscle under CT control) were
run under varying tasks over a time span of about
10years, focusing on both upper and inferior head
of the lateral pterygoid muscle.

Amongst other things the effects of one-sided
occlusal interference were verified by the Sydney
team (Huang, Whittle and Murray, 2006): “IHPL
(e.g. inferior head of lateral pterygoid) activity
was significantly (p < 0, 05) increased with the
occlusal alteration during the outgoing (movement
from intercuspal position to approximately 5mm
right) and return phases of laterotrusion. The other
muscles demonstrated no change or a significant
decrease activity. CONCLUSIONS: These find-
ings suggest that a change to the occlusion on the
working-side in the form of a steeper guidance
necessitates an increase in IHPL activity to move
the mandible down the steeper guidance.” In 2007
Murray et al drew the conclusion that the lateral
pterygoid is part of all masticatory movements
and should be functionally considered a homo-
geneous muscle: “These studies have defined the
detailed functional properties of, in particular,
the lateral pterygoid muscle, whose physiology
and function is not well understood. In summary,
the data are consistent with the hypothesis previ-
ously proposed that the lateral pterygoid should
be regarded as a system of fibers that acts as one
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muscle, with varying amounts of evenly graded
activity throughout its entire range, and with the
distribution of activity within the muscle be-
ing determined by the biomechanical demands
of the task.” The functional coherence of the
lateral pterygoid was a premise of the Leipzig
test series.

DEVELOPMENT OF A NEW
MEASURING TECHNIQUE

After the Leipzig test series it was necessary to
re-consider the value of the performance of the
mastycatory musceles and notably of the lateral
pterygoid muscle in dentistry based on the cogni-
tions about muscles within the orofacial system
in general, as well as the muscle-physiological
features of singular participating muscles and
their interactions. Hence grew an urgency to
implement objective methods of measurement in
the orofacial field, as applied decades before in
other fields of medicine, only which could truly
give justice to the complexity of this muscular
system. Most of all these insights immediately
impacted manual bite registration conducted in
restorative dentistry.

In the following years, combining his knowl-
edge of the results of the animal-based test series
with the scientific overview of the multiple forms
of the theme bite registration, VVogel began, within
the framework of an interdisciplinary research
complex, to develop an objective measurement
technique which was to fulfill the following
requirements: To develop a diagnostic method
which allows for objective insight into different
components of the masticatory system as well
as the evaluation of all functional processes.
To ensure that this method would deliver ap-
propriate findings, assuming adequate medical
capabilities, the actual state can be determined,
and simultaneously allow conclusions towardsthe
normal physiological behavior of the masticatory
system - the target state. With this method, bite
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registration was finally awarded the significance
in restorative dentistry that it deserves. It was
necessary to capture and show objective basic
biological and physiological parameters, so that a
diagnostic as well therapeutic approach could be
secured. Such a system also needed to objectively
display a functional pattern of the neuromuscular
system and evaluate further components of the
orofacial system like the temporomandibular joint
and occlusion, while also complying with the re-
quirements of modern day measuring techniques
in medicine. It also needed to produce easily
replicable results for the dentist, dental techni-
cian and not least the patients participating in the
recording processes.

As early as 1993 Vogel presented the proto-
type of a system which could comply with all
of these requirements at the 42. annual meeting
of the Deutsche Gesellschaft fir Prothetik und
Werkstoffkunde eV. in Libeck-Traveminde
(Germany). In 1993, after perfecting the sensor
technology and software as well as integrating a
conductor system to fixate the obtained param-
eters for the mandible position, the system was
introduced to the market (patent of the sensor:
Vogel/Heinze/Wiesinger). It should be pointed
out that the software contents were developed as
the result of the above mentioned animal tests and
their scientific findings. Besides these findings,
based on a complex overview of the application
of support pin registration, additional positions
of the pin, which were not given attention earlier,
were incorporated into the registration. At last a
new type of handling for the registration of the
mandible position was substantiated, including
an entirely new form of bite registration under a
defined masticatory force.

DIR® SYSTEM: DYNAMICS AND
INTRAORAL REGISTRATION

Based on the learnings of this measuring system
practice itbecame necessary to optimize essential

parameters. In the field of sensor, amplifier and
transition and fixation technology, new technical
developmentswere integrated. Anew additionwas
the capability not only to measure under defined
masticatory force, but also to enable fixing under
this force. Without modifications of the clinical
contents the software was adjusted according to
this optimized measurement technique and of-
ficially released under the name DIR® System
in the last quarter of 2006. It was certified after
MPG 93-42 EWG, Anhang 4, of the European
Union standards.

The system operates on the principle of sup-
port pin registration. Alongside the records of the
original pin position registration a combination
of additional positions is being utilized in the
readings. By doing this, a combination of two-
dimensional functions, under high resolution, is
made graphically transparent, visually rendering
the actual neuromuscular commitment as well as
the functional behavior of the structures of the
temporomandibular joints. Vogel, Jide, Jakstat
proved that not only the position of the support pin
butalso the applied force influences the measure-
ment results. In DIR® the integration of mastica-
tory force is being applied in the 10 to 30 newton
range, which corresponds to the performance
parameter of masticatory musculature. Because
of this strength-based muscle performance a
third dimension is being indirectly included in
the assessment. A positive side effect is that the
measurements are being displayed in real time on
a monitor. This allows for better self-control and
increases concentration of the patient.

With the employment of this system it is, in
particular in dentistry, intended to consolidate
the occlusal conditions. This allows the dental
practitioner to align the non-visible position
of the temporomandibular joints as well as the
force vectors of the adequate muscles in a physi-
ologically optimal state, a set point, which then
allows one to determine the correct occlusional
conditions, the key factor for all restorative work.
Subsequent necessary therapeutic measures, e.g.
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Figure 2. Diagram of the elements of the DIR®System
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Figure 3. Support pin and sensor placed in plaster casts

gnatho-orthopedic, and surgical concepts, can
then be debated and planned. The aspect of occlu-
sion in combination with reflex based occurrences
alone, creates a significance which has not been
achieved or demonstrated in any other field. The
critical discourse surrounding this problem makes
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it essential to intensively analyze occlusion and
also consider its relation to further aspects (e.g.
spine, pelves) withinthese functional occurrences.
This critical and all encompassing point of view
inevitably raises other issues such as the theory of
occlusion, programming of dental articulatorsand
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the calculation of specific planes. As it is the re-
sponsibility of the dentist to correctly positionand
occlusally fixate the mandible, Vogel is convinced
that first and foremost a physiologically correct
position of the mandible needs to be established
before further medical disciplines can be taken
into consideration. Once these procedures are
accepted interdisciplinary collaboration (otorhi-
nolaryngology, neurology, orthopedics, physical
therapy, osteopathy) can begin and a number
of new approaches for further assessment will
open up. As already mentioned, it is imperatively
necessary to continue the work in combination
with exact and objective measurement technique
from the already named areas of dentistry, so
that in the future scientifically secured results,
expressed by treatment strategies, can be handed
to the practitioner.

FUNCTIONALITY OF THE DIR®
SYSTEM

The preliminary concern when developing this
new objective measurement technique was to

consider varied parameters and to develop an
instrument which would be highly relevant to a
dental practice, most of all enabling the partici-
pating partners, dentist and dental technician, to
share a collective and comprehensible point of
view for necessary occlusal restoration.

The most integral technical components of
DIR®-System — measuring technique for identi-
fication of the mandible position, are a new type
of sensor, a new measurement amplifier, and new
software which has been adjusted to match the new
hardware as well as a highly precise transmission
system. This combination allows to record the
interference-free two-dimensional movements
of the mandible in an very high resolution. The
third aspect is that the under masticatory force
conducted measurementis becoming an essential
part of the assessment process.

The integration of the parameters movement
and masticatory force with an electronic measur-
ing processis new for bite registration indentistry.
Italso allows for conclusionsinregards to behavior
of structures under functional aspects which were
unknown until the present point in time.

Figure 4. Pin placed in the maxilla and sensor placed in the mandible of a patient’s mouth, both are

fixed on patterns

73



An Objective Registration Method for Mandible Alignment

Figure 5. A computer-simulated image of an DIR® measurement
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After approximately 15 years of deployment
of this measurement technique into the everyday
practice (in 2006 the former system was upgraded
tobecome the DIR® System) ithas become appar-
ent that the approach created by Vogel has been
validated, in multiple ways, in the clinical field
today. The latest results in research in regards to
support pin registration as well as in the area of
morphology of the muscles validate the system
approach:

In 2006 astudy about the precision of intraoral
supportpinregistration, presented inadissertation
by Natalie Weber, proved that this method can be
assumed as accurate, having been a reoccurring
topic of discussion in dentistry. In a group of
22 subjects of an average age of 22 and free of
complaints, 88 percent resulted in an aberration
of less than 0,5mm. The data reiterates the high
level of accuracy of this method. The methodical
specifications of this study—young test persons
free of complaints—as well as its results—variations
with each measurement in addition to a daily er-
ror rate, validate Vogel once more in one specific
aspectof hisapproach to develop anew process for
registering the position of the mandible: The pin
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registration is an acceptable method but has be to
synchronized with the existing modern technical
capabilities. Surprisingly Weber’s thesis does not
take the basic studies and subject-matter research
by Kleinrok into consideration.

Vogel’s second proposition, the significance of
the chewing muscles and the temporomandibular
joints has been recently affirmed. A study about
the effects of masticatory force training on the
masticatory musculature (dissertation, presented
in 2002 by Regber) showed that the lateral ptery-
goid muscle reacted very differently compared
to other masticatory muscles, a result which
was underestimated by Regber. At this point we
have to emphasize, once again, the results of the
manifold EMG recordings of the lateral pterygoid
muscle conducted at The University of Sydney,
Australia. A new detailed case study (Janke,
2007) reports successful treatments of patients
with TMD (temporomandibular disorder) based
on measurement results of the DIR® System.
After these measurements the habitual position
(actual state) of the mandible was corrected into
the physiological position (target state) with bite
splints.



An Objective Registration Method for Mandible Alignment

The main focus within the framework of den-
tistry should be to exactly determine position and
value of the orofacial system, and clearly define its
allotment within the human system. The aspect of
the occlusion in combination with reflex actions
create a level of significance which simply can
not be reached or demonstrated in other medical
disciplines. The critical dispute of this problem
makes itnecessary to research occlusion extremely
intensively and to consider its functionality in
relation to other aspects (e.g. spine, pelvis). This
critical point of view inescapably follows suit
—as mentioned above—with further problems
for the practice: occlusion concepts, calculation
of specific planes as well as the application of for
example face-bows.

In addition the practice with DIR® System
shows that, especially in the field of dentistry
and dental technique, very different basic ap-
proaches are being applied. Based on the author’s
insights it is imperatively necessary in the field
of physiotherapy to develop unified concepts and
to deploy these in the educational system. As it
is equally essential to further investigate certain
areas in basic research (muscles, neural control,
pain). It is desirable, through clearly defined
transparent positions, to reach a crucial leap in
quality (optimal function in terms of the patient)
for the restorative occurrences withinthe occlusal
system via integration of all involved structures
of the body

Itis highly positive that doctors from different
fields are opening up to the subject matter and that
successes of first interdisciplinary collaborations
are being reported. It remains up to the commit-
ment of further researchteamsto critically dispute
such acomplex subject matter and shed more light
into such problemsas TMD. Murray and histeam
came to the following results through yet another
series of experiments based on EMG recordings:
“Despite earlier reports to the contrary, both
heads of the lateral pterygoid muscle appear to
be electrically silent at the postural or resting jaw
position, and therefore appear to play no role in

the anteropersterior positioning ot the jaw at the
postural position. Animportantrole hasalso been
demonstrated electromyographically for progres-
sive changes in activity in the inferior head as the
direction of horinzontal jaw force shifts from one
side to the other. This suggests an important role
for the lateral pterygoid muscle in the generation
of side-to-side and protrusive jaw forces. The
lateral pterygoid muscle is likely therefore to play
animportantrole in parafunctional excursive jaw
movements and also possibly arole in influencing
jaw position in patients where the maxilloman-
dibular relationship records change from session
to session. The above data provide new insights
into the normal function of the lateral pterygoid
muscle. The proposal that the lateral pterygoid
muscle plays some role in the aetiologoy of TMD
needs now to be rigorously tested.” The afore
mentioned being in conjunction with Vogel.

FINAL REMARKS

From the perspective of dentistry and prosthetic
dentistry the introduction of the DIR® System
accounts for the permanently increasing need to
bring transparency into the “black box™ of bite
registration. It is the concern of the author to
bring security and improved capacity in regards
to diagnostic and therapy for the dental practitio-
ner before he or she decides on a certain therapy.
This point of view manifests that in the future the
results of restorative, gnatho-orthopedic and im-
plantological treatments call for evalution from a
differentpointof view (IAAID-Symposium 2006,
R. Slavicek, G. Risse about gnatho-orthopedic
treatment). Functions in the sense of physiologi-
cal target values of the patient should concede a
dominant role. It is no coincidence that in young
patientsrecurrence or TMD occurstime-displaced
after gnatho-orthopedic treatments. The results of
restorative dentistry can lead to occlusional altera-
tion or even non-physiological positioning of the
axis of the teeth in relation to the force vectors of
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the musculature, which then again can lead to the
already mentioned negative consequences.
Itistherefore advised to always keep the func-
tioninperspective - inthe interest ofall, the patient,
the dentist, therapist, and the dental technician.
The parameters movement and masticatory force
are being applied with the instantaneous goal to
bring the moving structures (actual state) into an
ideal physiological state (target state) for the object.
The many internationally conducted experiments
presented have created agood starting position for
bringing more clarity into the oriofacial system
and to begin solving many problems in dentistry.
In addition to TMD many other controversial
problems are being discussed. These issues will
require the dental field to research further.
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KEY TERMS

Bite Registration: Various methods to reg-
istrate the relationship of the maxilla and the
mandible

DIR®System: An obejctive method to re-
cord the mandible alignment to gain the centric
position

Intraoral Recording: Recording the mandible
position relating to the maxilla

Lateral Pterygoid Muscle: A masticatory
muscle, which lays in the depth and can not be
palpated properly

Mandible Alignment: Positioning of the
mandible in relation to the maxille

Masticatory Force: Force developed by clos-
ing the theeth rows under power

Masticatory Muscles: System of muscles for
opening and closing the mandiblel, for chewing,
swallowing and articulation
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This chapter discusses the requirements of an image analysis tool designed for dentistry and oral and
maxillofacial surgery focussing on 3D-image data. As software for the analysis of all the different types
of medical 3D-data is not available, a model software based on VTK (visualization toolkit) is presented.
VTK is a free modular software which can be tailored to individual demands. First, the most important
types of image data are shown, then the operations needed to handle the data sets. Metric analysis is
covered in-depth as it forms the basis of orthodontic and surgery planning. Finally typical examples of

different fields of dentistry are given.
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INTRODUCTION

Image analysis is routinely performed in all fields
of dentistry, ranging from 2D X-ray analysistothe
investigation of plaster model casts in orthodontics
or the planning of surgical procedures based on
CT data. Indaily practise, differentimage analysis
tools are used which have been designed for spe-
cialized needs, inmany instances one programme
for one single task. This is especially true for 3D
images where landmark based analysis methods
are often used. Ways to handle these data will be
shown in this chapter.

IMAGE DATA IN DENTISTRY

During the last decades, image analysis in den-
tistry was mostly confined to 2D bitmap images.
Typical examples have been:

*  Plain X-rays = cephalometric analysis in
orthodontics, caries diagnostics, endodon-
tics etc.

*  Photographs > facial analysis in oral and
maxillofacial surgery and orthodontics

The advent of 3D-scanning technologies
has brought a wealth of new image data to den-
tistry. CT-scanning, magnetic resonance imag-
ing (MRI), cone beam tomography, and optical
scanning (e. g. laser scanning, fringe projection
or stereophotogrammetry ) are now widely used.
A short and incomplete list of reasons why such
data is acquired includes:

. Optical scanning of dental crowns for
prosthodontic work (CAD-CAM designand
production of crowns and bridgework)

. CT and CBT for implant surgery (ranging
from planning ofimplant positionto surgical
navigation during implant placement)

. CT, MRI, and optical scanning for 3D
cephalometry
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. Optical scanning of dental plaster casts in
orthodontics

. CT, MRI, and optical scanning in epithet-
ics (i. e. generating artificial missing facial
parts after tumor surgery, accidents or due
to syndromic diseases)

A key issue of most 3D scanners is the use
of proprietary file formats with an inconsistent
export possibility into common file formats.
Most software functions of the programmes
which come alongside the scanners, however, are
confined to these proprietary file formats. This
implies that missing import filters are limiting
the use of these programmes in daily practise.
Commercially used software is free of such con-
straints but rarely adapted to the needs of dental
professionals, is rather expensive and requires
profound training.

REQUIREMENTS FOR A
“UNIVERSAL” IMAGE ANALYSIS
TOOL

An ideal image analysis tool should appeal to the
typical software used by medical professionals
(i.e. the look and feel of standard office software).
Functionsand drop down menus should be named
in plain words, mathematical terms should be
used sparsely. Regarding the data to be analysed,
import filters for typical 2D and 3D format files
should be available. These include:

. Bitmap formats (BMP, JPEG, ...)

. Rdiologic images (DICOM standard)

. Polygon based surface data derived from
optical scanners (STL, VRML, OBJ, ...)

Regarding the 3D image files export filters
are required for special tasks. This includes
production of rapid prototyping (RP) specimens
for implant templates, epithetics or alloplastic
implants (Ono et al. 2000). The most important
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format is STL, which is the standard language of
RP-machines. Other export formats like VRML
are useful in case of surgical planning if virtual
skulls or bone segments are created which will
undergosurgery. For DICOM dataexport formats
are needed if the data have to be processed as the
original DICOM data should not be changed (this
is a key point of this format to keep the inherent
medical information).

For 2D imagestypical pre-analysis procedures
include cropping, rotation, mirroring, colour
changesand correction of contrastand brightness.
Here a multitude of software solutions exists,
and most tasks can be performed with any of
them. In the majority, analysis of dental images
is concerned with metric measurements. After
calibration to the real distances landmarks are
used to define distances, angulations, proportions
to create new landmarks with new distances and
so on. Furthermore parallel and perpendicular
lines will have to be created. In the 2D world
special orthodontic software exists to solve these
requirements. Here a most important factor is
how intuitive the analysis can be done and the
time needed. Being able to perform an analysis
in the shortest possible time will be a key issue
in clinical practise and will define the use of any
software. Also the database should allow easy
access to the data for statistical analysis.

In the 3D world the situation is more compli-
cated. Asmentioned above many programmesare
confined to special formats. Converting formats
may lead to loss of information like an export
from OBJ to STL format looses facial texture
information. Programmes may read DICOM data
or polygon data. The key asset of 3D data is the
possibility to have a look from all sides. Thus
pre-analysis features have to include:

. Moving the object (pan)
. Rotating the object
. Zoom capability

CT, MRI and CBT data may be inspected
by way of image stacks, that means looking at
individual slices within the scanned specimen.
These planes may be parallel to the scanners
gantry or perpendicular forming orthogonal X,
y, z planes. Furthermore so-called oblique planes
may be created which may lie in any direction.
In case of 3D reconstruction, the image data
has to be segmented (i. e. using a threshold to
define which grey-scale values will be shown)
to confine the displayed image to the structures
to be analysed. This works easy with CT images
due to the wide range of the Hounsfield scale,
somewhat worse for CBT data and most compli-
cated for MRI data. Anatomical structures may
be displayed via volume or surface rendering.
Regarding metric analysis, 3D images are much
more difficult than 2D ones. As the object may
move, the chosen landmarks have to stick. As
the landmarks lie on the surface of the object,
thresholding becomes amajorissue analysing CT
or CBT images. Changing the threshold changes
the geometry und thus the landmark coordinates
(thatway the threshold boundaries should be stated
inscientific work using segmentation procedures).
A coordinate system has to be set up to attribute
X, ¥, and z values to calculate distances or define
lines, anglesand planes. More elaborate featuresin
processing 3D-data sets include clipping, adding
different aspects, loading different data-sets and
manipulate them independently, or performing
boolean operations (Hierl et al. 2006).

As mentioned above, image analysis can be
landmark-based. In dental and medical applica-
tions, the use of landmarks is widely accepted as
most areas of interest show distinct landmarks
which are routinely used in clinical language to
describe these specimens. As therapeutical ap-
proaches are orientated on these landmarks, too,
metrical information about these landmarks is
more or less self-explaining for the medical prac-
titioner. Using 3D cephalometric measurements
is the method of choice in cases of asymmetry
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or severe pathology (Kragskov et al. 1997). On
the contrary, using complex ways of analysis
like thin-spline-analysis (Bookstein 1996) or
landmark-free methods, which describe shape
changes may lead to a general understanding but
can rarely be utilized for therapy. Therefore the
focus of this chapter will lie on a conventional ap-
proach with stress on 3D datasets. Image analysis
of time series (for example comparing pre- and
posttherapeutical images) using registration pro-
cedures is an important feature, too, but is not
dealt within this chapter.

DESIGN OF A MODEL SOFTWARE

Asmentionedabove, anideal, low-priced software
for analysing medical 3D data is hard to find. On
the other hand, open projects to furnish the back-
ground for such software have been developed.
Mostfamousare VTK (visualization toolkit; www.
vtk.org, www.paraview.org for parallel comput-

ing) and ITK (NLM insight toolkit; www.itk.org)
which deliver modules for data processing and
visualization that are publicly available and can
be combined freely. Furthermore, modules not
available by now can be written by and shared
with the huge VTK community. Based on VTK,
asoftware designed for dental and medical image
analysisispresented. Schroederetal. (2006) serve
for further reading on VTK. A most important
feature is usability, therefore close contact be-
tween clinicians and software programmers is
suggested.

First step is choosing the image formats to
be read. For 2D and 3D images, the following
formats were selected: 2D: BMP, JPEG, PNG, for
3D: DICOM, STL, VRML, OBJ, 3ds.

Second stepisto integrate basic functions. This
implies 3D rendering of DICOM images as well
as functions like zooming, rotation or panning.
Independent clipping planes and thresholding
to segment DICOM images are needed, too. To
facilitate segmentation, buttons for typical pre-set

Figure 1. Four window display of a CT data set. The use of crosshairs allows landmark placement
anywhere. The sella landmark is shown in the midst of sella turcica.
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values for soft tissue surface display and bony
segmentation are integrated decreasing the need
for manual segmentation. Inmedical CT scanning
an often neglected problem is the orientation of
the scanner’s gantry. Tilting of the gantry plane is
done to avoid exposition of the lenses. During 3D
reconstruction most software programmes will
not correct the gantry which will lead to gross
distortion of the rendered object by displacement
of all axial slices in the z-plane. Automatic gantry
tilt correction can be implemented in VTK and
is a useful feature.

Formetrical analysis, ahierarchical procedure
was chosen. First step is to select the appropriate
landmarks. These may be anatomical ones in
case of cephalometry and orthodontics and here
an open, self-defined library to choose the ones
needed is helpful. Landmarks may be select by
way of different means. E. g. by direct placement
on the thresholded CT image, by way of using

crosshairs, or by using a maximum intensity pro-
jectiontoreduce a 3D image toa 2D one, inwhich
exact landmark placement can be easier. Figure
1 shows the use of crosshairs, which is important
for landmarks that do not lie on the surface of the
investigated object. Furthermore the coordinates
of the individual landmarks must be available for
further use (Figure 2). This allows processing
of the data. In case of cephalometry, Euclidian
distance matrix analysis (Lele and Richtsmeier
2001) or finite element methods (Lozanoff and
Diewert 1989) may be performed that way.
Having chosen the landmarks, the trigono-
metric operations follow. Figure 3 shows possible
operations, ranging from defining distances,
different ways to construct planes, proportions,
angulations, to perpendicular distances, lines or
planes. In addition these operations may define
new points etc, which can serve as a basis for
further measurements (Figure 4). So, an intricate

Figure 2. Facial scan taken by an optical scanner. Import format is VRML. Anatomic landmarks have
been placed on the surface. The individual coordinates are displayed instantly and may be used for fur-
ther processing. On the far left of the table the landmark is given, then a short definition follows. Below
right the location of the highlighted landmark is shown.
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Figure 3. Construction table for trigonometric operations. Any operations can be performed by inserting
the appropriate landmarks. Each result is shown and stored in a spreadsheet.
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Figure 4. Pathway for a landmark based analysis. Generated objects can be used for further analysis.
This way, complex metrical analysis is possible.

Placement of anatomical landmarks

|

Construction of 1. order objects out of
anatomical landmarks:
lines, planes, angulations

Jreentry” of 2. order
objects to be used
I for further analysis

Construction of 2. order objects:
lines, planes, angulations,
proportions with 1. order objects, —
definition of new , constructed”™
{non-anatomic) landmarks
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trigonometric analysis can be performed. In the
end a spreadsheet with all the information for that
individual specimen is given. The construction
table has to be self-explaining. In this example a
drag and drop function to allocate the landmarks
and picking from a table are possible. Finally
analyses are created which resemble batch pro-
grammes. In the end, an appropriate analysis is
selected for the data, the landmarks are loaded
automatically and the only work is to place the
landmarks in the correct order. After the last
landmark has been placed, the result of the full
analysisis giveninaspreadsheet ready for export
to a statistical software programme. In addition,
the landmark coordinate data can be saved, too.
Thus the correct position of the landmarks may
be re-evaluated or more landmarks may be added
for a new analysis.

By way of segmentation, objects can be cre-
ated. Adding multiple objects to a scene and
handling them independently allows planning
operations like surgery, orthodontic therapy or
prosthodontics (Figure 5).

Boolean operations with objects will be nec-
essary to construct CAD-CAM facial implants
(Figure 6), epithetic prostheses, or in prosth-
odontics .

Being able to inspect intersections of multiple
datasets will also allow the investigation of oc-
clusion using virtual model casts.

Export filters are necessary to allow further
work with the generated data. For practical rea-
sons VRML and STL seem reasonable. This way
objects can be created by way of rapid prototyping
or used for further work (Figure 7). If finite ele-
ment methods need to be applied, segmentation
andexportfunctions are needed for preprocessing
of the data, too (Remmler et al. 1998).

SOFTWARE VALIDATION

Any kind of software used for medical investi-
gations needs validation. Different ways have
been suggested. Human skulls have been used in

Figure 5. Virtual try-on of an internal mandibular distraction device on a patient’s skull. Virtual opera-
tions help in shortening operation room times and can improve surgical outcome.
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Figure 6. Planning of a CAD-CAM generated alloplastic implant by fusion of two objects. Pink: patient’s
situation with traumatic nasoethmoidal and frontal deficiency,; deep yellow: skull segment taken from
a skull library. Both objects are superpositioned and fused. Afterwards the patients” object will be sub-
tracted and the implant object will remain. Only minor work to correct the transition to the patient skull
will be necessary. Segmented VRML data is used for these operations.

Figure 7. Surgical template for implant placement generated via rapid prototyping. Here the STL export
filter has been used to create a FDM specimen.
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many instances as they resemble best the intricate
anatomy and the data set may show problems with
import functions, 3D-reconstruction, segmenta-
tion, andtrigonometric measurements. Acommon
way is measuring distances on the real skull and
compare the results with measurements on the
virtual object (Hildeboldt and Vannier 1988).
Distances on the real skull can be taken with a
3D-digitizer or with precision callipers. In our
validation study, a precision calliper was used.
To minimize errors due to landmark identifica-
tion, titanium micro-screws were inserted on
22 landmarks before CT-scanning of the skull.
Statistical analysis of 48 measurements showed
not significant difference (CT parameters: 1
mm slicing, contiguous slices, @ deviation real
skull —vs. virtual skull 1 % of the measurements
which equalled 0.24 mm. Studentsttest, p <0.01)
(Figure 8).

CLINCAL APPLICATION

A typical application of dental image analysis is
investigating adental arch. Plaster casts are taken
routinely and conventional analysis was done by
placing a Perspex plate with an etched metric
grid over the crowns. For precise measurements
reflection microscopes or callipers were used. Now
optical scanning will furnish a precise virtual
model with no risk of loosing information due
to fractures of the brittle plaster cast. Having set
up a metric analysis the file is loaded and the ap-
propriate landmarks are placed. Then the batch
programme will calculate all pre-defined measure-
ments automatically. As the virtual model can be
zoomed, moved, or rotated freely, an analysis can
be performed in short time (Figure 9).

Figure 8. Software validation. Measurements between titanium micro screw markers (red dots) are
performed on the real and virtual skull. Using micro screws diminishes landmark location errors.
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Figure 9. 3D-analysis of a dental plaster cast. Import format is STL. Note the high quality of the laser-
scanning process. On the left landmarks, a midsagittal symmetry plane, and distances from cuspids to
the reference plane are shown. Right a grid has been placed for quick visual reference.

ADDITIONAL FEATURES

Of course the above mentioned features cover
only parts of dental image analysis. Measuring
areas and volumes is important and will have to
be included. That way manual segmentation of
regions with little contrast difference is possible,
too. Registration procedures are also integrated
but will not be discussed within this chapter.

CONCLUSION

With the increase in image data in dentistry and
medicine analysis tools become more and more
important. Especially the possibility to scan ob-
jects three-dimensionally increases the need for
powerfulinstruments. Ascommercially available
software by now lacks special features or has
drawbacks in workflow, a solution to overcome
these problems is using free software. VTK is
presented as a possible solution. It offers a wealth
of modules which can be used for almost all tasks
in dental image analysis. Thus close cooperation
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between informatics and medical departments
is an ideal way to generate software up to the
clinicians need. As these features will be com-
municated freely, it sounds reasonable to expect
thatcommercial software will be developed, which
will incorporate these features.
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KEY TERMS

CAD-CAM: Computer-aided design and
computer-aided manufacturing. Describesthe use
of software tools for design activities. Afterwards
computer systems are used to control the tools
during product manufacturing.

CBT: Cone-beam tomography. Radiologic
method to acquire 3D data sets.

Cephalometry: The measurement of the hu-
man head. Standard procedure in orthodontics,
anthropology, forensic medicine and maxillofacial
surgery.

DICOM: Digital imaging and communica-
tions in medicine. Standard for the management
of medical imaging.

FDM: Fused deposition modelling. A rapid
prototyping procedure.

OBJ: An open geometry definition file for-
mat

RP: Rapid Prototyping. Automatic construc-
tion of physical objects using solid freeform
fabrication.

STL: Standard triangulation language or
surface tesselation language. Standard language
for rapid prototyping and CAD.

VRML.: Virtual reality modeling language. A
common language to describe 3D objects, widely
used in the internet.
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ABSTRACT

This chapter shows how large improvement in image quality can be obtained when radiographs are
filtered using adequate statistical models. In particular, it shows that impulsive noise, which appears
as random patterns of light and dark pixels on raw radiographs, can be efficiently removed. A switch-
ing median filter is used to this aim: failed pixels are identified first and then corrected through local
median filtering. The critical stage is the correct identification of the failed pixels. We show here that a
great improvement can be obtained considering an adequate sensor model and a principled noise dis-
tribution, constituted of a mixture of photon counting and impulsive noise with uniform distribution. It
is then shown that contrast in cephalometric images can be largely increased using different grey levels
stretching for bone and soft tissues. The two tissues are identified through an adequate mixture derived
from histogram analysis, composed of two Gaussians and one inverted log-normal. Results show that
both soft and bony tissues become clearly visible in the same image under a wider range of conditions.
Both filters work in quasi-real time for images larger than five Mega-pixels.

INTRODUCTION classical linear and non-linear filtering. The first

efficient statistical algorithms were first intro-
Principled statistical models have been introduced duced in the fields of astrophysics (Lucy 1974,
in the imaging field as an effective alternative to Richardson 1974) and PET imaging (Shepp and
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Vardi 1982). In these pioneering works the Poisson
nature of the noise was first taken into account
explicitly in the filtering stage. This leads to the for-
mulation of a non-linear problem, where the cost
functionisnamed Kullback-Liebler divergence or
Csizardivergence (Csizar 1991). Itsminimization
canbe carried out efficiently through the Expecta-
tion Maximization algorithm, that is an iterative
approach for estimating the parameters of a statis-
tical model. EM iterates between the computation
of an Expectation function, which describes the
expected value of the negative log-likelihood over
a set of latent variables, and the Maximization of
this function, which allows adjusting the values
of the parameters (Bishop 2006).

It was soon clear that considering an adequate
model of the noise, much better results could be
obtained. The priceto be paid wasalarge increase
in computational time. This was an obstacle to
extend more principled statistical approaches to
real problems and only few attempts were made
in this direction (Geman and Geman 1984) until
the last decade, in which computational power
has made feasible this approach.

Inthischapter, itisshownhow using principled
statistical models, two of the major problems in
radiographic imaging can be reliably solved:
impulsive noise removal, which is a common
problem for any digital radiograph, and contrast
enhancementin cephalometric radiography, where
the anatomical structures of both soft and bone
tissue have to be both clearly visible in the same
image (Figure 1).

The method described in the first part of this
chapter is based on the observation that two are
the main noise components on a radiograph. The
first one, called impulsive noise, shows up as a
random pattern of light and dark pixels, which
changes from image to image. It may be attrib-
uted to transient failures of the A/D converter or
communication over the bus of the sensor. The
second noise component is due to the emission
statistics of the X-ray photons, which is considered
typically Poisson (Webb 1988). Impulsive noise

badly affects both readability of images and fur-
ther processing. Therefore, before providing the
radiograph to the clinician, this noise component
has to be corrected, often in a transparent way,
at the driver level.

The classical approach to impulsive noise re-
moval is based on a two stages procedure: pulses
are detected first and then the image is filtered
onlyincorrespondence of the failed pixels; alocal
median filter is used to avoid the modification of
any pixel but the failed ones. This approach has
beennamed switching median filtering (Alparone
Baronti and Carla 1995).

However, asshown in Figure 2and Table I, the
number of false positives identified by traditional
switching median filters (consider for instance
the Rank Conditioned Filter (RCF) by Alparone
Baronti and Carla 1995) is quite large with a
consequent significant low-pass filtering effect
and loss of details. This has suggested developing
better schemes for pulse identification.

In particular, Gaussian models were intro-
duced in (Miller and Thomas 1976) to reliably
identify pulses in the image, and the model has
been extended to mixture of Gaussians in (Saeed,
Rabiee, Kar, Nguyen 1997) to model different
signal and noise distributions. However, none
of these approaches takes into account the true
statistics of the noise.

In the first part of this chapter we show how,
taking this into account along with an adequate
model of the sensor, a pulse detector can be de-
rived, which outperformsall the existing methods,
for digital radiography. Thefilter wasnamed RalN,
which stands for Radiographic Impulsive Noise
filter (Frosio and Borghese, 2009). It is based on
the definition of an adequate statistical model,
constituted of a mixture of impulsive and photon
counting noise. The corresponding likelihood
function is efficiently maximized through EM.

Mixture models can be used not only to build
a reliable pulse detector, but also to describe the
statistical distribution of the grey levels inside a
single radiograph, and a cephalometric image in
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Figure 1. In panel (a), a raw cephalometric image is shown. The same image is shown: in panel (b)
after the application of UM (mask size 26 x 26, gain 3); after GC (y = 0.5) + UM in panel (c); after
HE + UM in panel (d); after STF (y,,., = 0.25, y3 = 1.25, TP = 52) + UM in panel (e). The rectangle
highlighted in panel (e) is shown in panel (f) at a higher magnification rate (100 x 100 pixels are shown
here); notice the presence of impulsive noise in this area.
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particular. This imaging modality is widely used
by dentists, surgeons, and maxillofacial radiolo-
gists for diagnosis, surgical planning, and implant
evaluation (Moyers 1988). Because of the very dif-
ferent absorption coefficients of the soft and bone
tissues, underexposure of bone and overexposure
of soft-tissue often occur. A clear visualization of
both types of tissue is therefore hardly achieved
inthe same radiograph and contrastenhancement
becomes necessary to increase the visibility of
the interesting anatomical structures.

Inthe second part of this chapter, we show that
a mixture of two Gaussians and one Log-normal
can be used to reliably cluster such an image into
three main classes: background, soft tissue and
bone tissue. Background pixels are discarded
whereas a large contrast increase for both soft
and bone tissues can be achieved by applying a
gamma transform with different y values to the
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pixels belonging to the two classes. To speed-up
processing, a look-up table and multi-resolution
processing have been implemented which make
the filter operation fully compatible with the in-
teractive visualization rates required by clinical
use (Frosio, Ferrigno and Borghese 2006). The
filter, named Soft Tissue Filter (STF), has proven
very effective under for awide range of images; it
outperformsthetraditional contrastenhancement
algorithms like Gamma Correction (GC), Histo-
gram Equalization (HE) and Unsharp Masking
(UM). A typical result is shown in Figure 1.

IMPULSIVE NOISE REMOVAL

Impulsive noise is removed through a switching
median filter, whose efficiency is maximum ifthe
failed pixels only are identified. In the following
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we derive the theory and the methodology, which
lead to a very efficient pulse detector.

Sensor and Noise Model

Thetransfer function of aradiographic sensor can
be described by asimple, linear model (Yaffe and
Rowlands 1997):

Oni = G- Pn,i (1)

where G is the sensor gain, g, ; is the noisy grey
leveland p, ;isthe noisy number of photons reach-
ing the it" cell of the sensor. More refined models
could be used; these may incorporate for instance
non-linearity or hystheresis (Jaffe and Rowlands
1997). However, as sensors producers try to maxi-
mize linearity, sensors of the last generations can
be accurately described by (1).

Asp, .in (1) describesanX-ray photon counting
process,'it obeys Poisson statistics (Webb 1988).
Therefore g . can be considered a random vari-
able whose Probability Density Function (pdf),
Poc: IS given by:

e tf(a )

@)

where g, is the noise free grey level value of the i
pixel. We explicitly observe that photon counting
noise is characterized by the fact that its variance
increases linearly with the grey levels, while in
the Gaussian model the variance is constant over
the entire grey levels range. Adopting a Gaussian
noise model instead of the correct one produces
therefore an under/overestimate of the noise power
associated to the different grey levels.

On the sensor, impulsive noise adds to photon
counting noise. We assume that it destroys any
information about the original grey level of the
failed pixels. It is also assumed that it can be de-

scribed by a uniform distribution, but any other
pdf could beaccommodated into the model. Under
these hypotheses, the following mixture model is
derived (Frosio and Borghese, 2009):

P(9ni19i)="Poc * Pec (Gni 195 )+ Pinp - Py (91 191)
0<Py. <1, 0<P,, <1, Puy+P, =1

Imp mp =

©)

where plmp(gnvi|gi) isthe pdf of the impulsive noise;
P.c and P, are respectively the probability that
a pixel is corrupted by photon counting or im-
pulsive noise.

Other forms of noise could be considered in
equation. (3), like thermal, read-out, or quantiza-
tion noise. However, for a well constructed and
calibrated radiographic sensor, these components
should be much smaller than photon counting
and impulsive noise (Miller and Thomas 1976).
We also assume that the noise on each pixel is
not correlated with that on adjacent ones, that is
noise is white. Since the 40s (Fano G. 1947), it
was known that the power of the photon counting
noise measured on the sensor is usually smaller
than the theoretically expected value (the ratio
between the measured and the expected noise
power is known as Fano’s factor). This fact was
attributed to the finite width of the Point Spread
Function (PSF) of the sensor. Here, we suppose
that PSF width is sufficiently small to neglect
this effect. Experimental results demonstrate
that, at least for the identification of the pixels
corrupted by impulsive noise, this assumption
is not critical.

In equations (3) the independent unknowns
are the rate of photon counting noise, P,,., and the
sensor gain, G. The impulsive noise rate, lep, is
derived from P as the two probabilities add to
one. The noise free image g,, is also not known;
however such an image can be approximated by
filtering the noisy image with a median filter. For
the derivation and a more detailed analysis, see
(Frosio and Borghese, 2009).
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Figure 2. The same portion of radiograph depicted in Fig. 1f is shown here after treatment with: RalN
(G =0.1904, lep =0.135%) (a); RCF 3x3 (d); RCF 13x13 (g); CSAM (j); BEM (m). All these images
were filtered with STF+UM before visualization. Panels (b), (e), (h), (k) and (n) show the pulses cor-
rected by each filter in this area. In panels (c), (f), (i), (1) and (o), the pulses corrected on the entire
image of Figure 1 are plotted.
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Parameters Estimate

Considering thatthe grey level valuesassumed by
the pixelsareuncorrelated, the likelihood of G and

P, L(G, P,). is the product of the probabilities
of all the measured grey values, each computed
through equation (3). The unknown parameters
can be estimated by minimizing the negative log
likelihood function, f(G, P,,.) (Weiss 2002), which
is shown in Box 1 (Equation 4).

Using the Stirling’s approximation for the
factorial term, equation (4) becomes continuous
and it can be minimized through any standard
optimization technique for non linear functions.
In particular the EM approach was adopted (Fro-
sio Abati and Borghese 2008) to speed up the
optimization for this particular model.

This technique is based on splitting each
iteration of the optimization procedure into two
sub-steps: expectation and maximization. The
rationale is that the maximization would be
easier if one could know whether one sample

Box 1. Equation 4

derives from the impulsive or photon counting
component; this information is coded in EM
introducing a set of latent, unobservable random
variables, z, which code this information. In the
expectation step, the Expectation functionis built:
at the k™ iteration, this can then be written as the
expected value of the negative log likelihood with
respect to z, Q(z|G,P,.). For our model, it can be
written as shown in Box 2 (Equation 5) where
indicates the estimate of P, P . p..(9,,9;) and
Pimp(0,,;19,) obtained atthe (k-1)"iteration. Inthe k™
Maximization sub-step, Q(z|G,P,_) ismaximized
by setting its derivatives with respect to G and
P.. equal to zero. This leads to the EM updating
equations, which, for our model, are:

N\ Ppc (gn,i|9i)' Ki
2 b(aulo)

N ﬁPC(gnllgl)
le P(9nil9:)

\ I5Pc'p|>c(9ni|gi)
- ’ N
; ﬁ(gn,i|9i)

G=-2-

(6)

f(G,Poc)=-I[L(G,Pc)]=

—iln[p(gn,i 19)]=
= _iZ::In {PPC " Prc (gn,i | 9; )+ Pimp * Pimp (gn,i | 9i )}Z

9i

gn‘i
n ~  _Yi
= S|P 1 (gi)e oo
i-1 G |\G

(IR0

Box 2. Equation 5

Poc - Prc (gn,i |gi)

Q(Z|G'PPC):i{

i1 f’(gn,i |9i)

+ If;Imp ’ ﬁlmp (gn,i | gl)

P (9ni19:)

.|n[|3Imp * Pimp (gn,i | 9; )]}

'In|:PPC " Pec (gn,i | gi):|+
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where:

ﬁPC (gn,i | 0 )Z%eKi/G
Ki= On,i [In (g, )— In (gn,i )] +0n; — 0

H, = 1

| \ 2m - On,i

(7).

To reduce the computational burden of (6), K,
and H, canbe computed only once, before starting
optimization.

Iterative computation of (6) minimizes (4)
(Figure 3). It is assumed that convergence is
reached when the estimated parameters change
less than 10° between two consecutive itera-
tions. This requires on average 6 iterations of the
EM algorithm, for a total of 0.125s on a Mobile
Toshiba Intel Core Duo @ 2 GHz, 2G RAM. For
sake of comparison, using standard optimization
techniques (for instance steepest descent plus
line search), the same accuracy is obtained only
after 17 iterations, that require 0.61 seconds on
the same machine.

Switching Median Filtering

At the end of the minimization step, all the pixels
that satisfy:

|:PPC “Prc (gnvi | gi)] <[P'mp " Pimp (g”'i o )]
®

are recognized as pulses and substituted with the
median value of a 3x3 window centred in those
pixels; all the other pixels are left unaltered.

Time required to filter a Cephalometric and a
Panoramic radiograph is 2.21s and 1.92s respec-
tively. Time was measured on a Mobile Toshiba
Intel Core Duo @2GHz, 2G RAM. To reduce the
computational load of each iteration, a limited
number of pixels (one over sixteen) has been used
to evaluate equation (6). As the image contains
a very large number of pixels (>4M), this do not
bias the estimate of the parameters, but it does
reduce the computational time.

SOFT TISSUE FILTERING

Aim of Soft-tissue filtering is to increase the
contrast of the anatomical structures of both soft

Figure 3. The negative log likelihood function, f, is plotted versus the number of iterations, for the
RalN filter in panel (a) and for the STF in panel (b). The steep descent is clearly observable. Panel (c)
represents the histogram of the image shown in Figure 1 (black dashed line), matched by the mixture
model (red dotted line), the three components of the mixture models, each weighted by its probability,

are plotted using a blue, dash-dotted line.
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and bone tissues by applying a power law, called
gamma correction, with a coefficient adapted
to each single pixel. The power function can be
written, in its general form, as:

9, 1) = (Noy _1){30, iﬂ” 9
GL

where g(i,j) is the grey level of the pixel (i,j) in the
original image and g’(i,j) is its value transformed
by the power function with exponent y(,j). N, is
the number of grey levels of the original image. We
explicitly notice that such transformation leaves
unaltered the grey levels 0 and N -1

The core of STF is the fitting of the cepha-
lometric image histogram through an adequate
mixture model of three components: one for the
background, one for the soft tissue and one for
the bony tissue. This mixture model allows an
efficient and reliable separation of the three im-
age components.

Histogram Description

First, pixels which are not associated to the im-
age formation process are removed. These are
the pixels at the border and those associated to
possible logotypes. The histogram of the image,
h(g), is then computed on all the remaining pixels
and then low-pass filtered with a moving average
filter (the filter width is seven sampled for the
image of Figure 3c).

The shape of h(g) has been carefully analyzed,
by superimposing the histograms of many images
taken with different exposure conditions and dif-
ferent patients’ anatomical structures. This has
allowed us choosing the most adequate mixture
(Frosio, Ferrigno and Borghese 2006). Three
main grey-level distributions can be identified
in all the cephalometric images. The first one is
associated to the background and it presents two
small peaks, one close to the other (Figure 3c).
This double-peak can be ascribed to the AEC
control system, which generates a light band in

the right part of the radiographs; however, the
difference between these two distributions turns
out to be statistically not significant and a single
component can be used to model the background.
The other two peaks are associated to bone and
softtissue. Soft-tissue is distributed approximately
following a Gaussian distribution; bone tissue
presents usually an asymmetrical shape, with a
sharp descent in the right side of the peak. For
this reason an inverted log-normal distribution
seems more adequate to represent the bone tissue.
We explicitly remark that the position, the width
and the probability of the distributions associated
to each component largely vary with the patient
and with exposure conditions. Nevertheless the
three-peaks structure of the histogram can be
reliably fitted in all the images.

As can be appreciated in Figure 3c, mixture
models can estimate a probability density that
has a complex shape such that of the multimodal
histogram shown here, usingarestricted number of
parameters (nine in this case): the mean and stan-
dard deviation of the two Gaussian components,
two parameters for the inverted log-normal and
three mixing parameters (one for each component
of the mixture). More formally, we use the fol-
lowing pdf to describe the histogram:

(0)=3.p,(a11) P (i) W)

with the constraint the sum of the probabilities
of the each of the three components, P(j), adds
to one:

M
DY P()=1  0<P(j)<1 (12)
i-L

The pdf of the first two components is a Gauss-

ian, with mean equal to B and standard deviation
equal to o

2
g1
exp ( 2csj2]) (12)

. 1
pj(9|J)=m'
]
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The inverted log-normal distribution can be
written as:

p(X): \/E{)‘ '(NGL -X

262

(13)

and it is defined only for X < N . Its mean and
standard deviation are easily derived from the p
and o parameters (see Frosio, Ferrigno, Borghese
2006, for details).

For all the three pdfs, the following:

[p;(g1i)dx=1v] (14)

holds. The unknown parameters, that identify
the mixture, can be computed maximizing the
likelihood of the parameters for the given im-
age. Maximization is carried out more efficiently
minimizing the negative log-likelihood, whichin
this case is:

f=—InL==>"Inp;(g)=—> In{p;(x| )P(i)}
j=1 j=1
(15)

where N is the number of pixels. A closed-form
solution for computing the parameters in Eq. (15)
is not available, so iterative algorithms have to be
adopted. The most efficient machinery, also in this
case, is represented by EM. Maximum speed up
of the Maximization step is achieved consider-
ing that, for a digital radiography, the grey level
assumed by each pixel belongs to a limited set
(typically 256 grey levels for 8 bitimages, or 4096
grey levels for 12 bitimages). Since different pixels
with the same grey level give the same contribu-
tion to parameters update, they can be grouped
together. Following these observations we can
derive the following updating equations:
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1 o [In(Ng, —x)- u]z
) "{ }

Ng -1

D P (j19) g-Hie (9)
new _ g=0
M = Ng -1

Z pe (J | 9)'H1F (g)

(16a)
Z P (il9)-(9- u,—"e“”)2 Hi (9)

(G new )2 _ g=0
i - Ng -1

z pet (ilg)-Hie(9)

g=0
(16b)
for the two Gaussian components;
Ng -1
Z P (i19)-In(Ne. —9)-Hie (9)
new g=0
i = Ng 1
Z P (il9)-Hie (9)
g=0
(173)
Ng -1

Z pet (il g)-[ln (N —9)- H?EWT “Hie (9)

G?ew)2 __9=0

=

Ng -1

z pe¢ (i19) Hi (9)

g=0

(17h)

for the inverted lognormal component, and

Ng -1

P(j)new:% ZO pold (Jlg)HlF(g) (18)
9=

for the mixing parameters. Their full derivation s

reportedin (Frosio, Ferrigno, Borghese 2006). We
Ng -1

also notice that the term >~ P™ (j|g)-Hie (9)
g=0

is common to updating equations (16-18), and

therefore, it can be computed only once for each

iteration.
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To obtain a reliable estimate and maximize
convergence speed, the parametersare initialized
to their mean value, computed on a set of beta-
testimages. However, initialization isnotcritical:
positioning the three components equally spaced
in the grey level domain, and setting the variance
of the three componentsto N, /10, produces only
a slight increase in the optimization time.

Assuming as stopping criterion that the nega-
tive log-likelihood does not decrease by less than
10® % of its value between two consecutive
iterations, the final parameters are obtained in
about 50 iterations, with a computational time
of less than 50ms for the same machine used to
compute the parameters of the RalN filter. The
much shorter computational time here, is due to
the number of equations that should be evaluated
in each iteration: one for each pixel for RaIN (>
4M equations), and one for each grey level for
STF (= 256).

After minimization of equation (15), the
Gaussian component with the lowest mean value
corresponds to background, the one with the
intermediate mean value is associated to soft
tissue, and the inverted log-normal describes
bone tissue.

At this stage the threshold that separates soft
frombone structures, Th, _ canbesetso thatthe
following functionisminimizedinEq. 19 (see Box
J)that is the probability of wrongly classifying as
soft-tissue a pixel belonging to bony tissue and
vice-versa. Thisproducesavery robust separation
of bone and soft-tissue into two clusters.

Box 3. Equation 19

Gamma Map and Local Gamma
Correction

We can now apply gamma correction (Eqg. 9) to
each pixel in position (i.j): in particular, we chose
two different nominal values for y(,), one for the
soft and one for the bone tissue:

Y(0: )= Yoone iff g(i,j) < Th,, (208)
Y(I’J ): YSoft_Tissue iff g(l’-]) = ThBone (ZOb)

These values have to be set, having in mind
that a y value lower than one makes bone struc-
tures clearly visible, but soft tissue darkens and
tends to mix with the background, while values
greater than one are used to recover overexposed
soft tissue, but they compress the dynamic range
in bone regions.

If we apply such a gamma correction, that
adopts only two distinct y values, we would come
up with sharp edge artifacts as we do not take into
account that the transition between bone and soft
tissue is usually larger than one pixel. Therefore,
the resulting y map has to be smoothed to avoid
strong artifacts, as shown in Figure 6a.

To smooth the transition a binary y map is first
created, I, (); this map contains either the value
Vsoft tissue OF Yaone aCc0Ording to the pixel classifica-
tion coming out from equation (19). The final y
map applied to the radiograph, I(), is obtained
by firstdownsampling I, (), averaging the gamma
values inside not overlapping squares of TP x TP
dimension, then applying a moving average, 3x3,
low-pass filter to the low resolution y map, and

ThBone

0

[ Prone (91 1=3)P(i=3)dg+ | Pup_sse (91§ =2)P(i=2)dlg

NGL

ThBone
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lastly upsampling the filtered map to the original
resolutionthroughabilinear interpolationscheme
(Frosio Ferrigno and Borghese 2006).

Lastly, to take advantage of the full grey levels
range, linear stretching is applied to the image
histogram before local gamma correction. This
allows eliminating the small number of pixels
with very high grey levels; as a consequence,
the image contrast is increased. Gamma correc-
tion, is then applied, resulting in the following
transformation:

GMax
(Ng_ —1),elsewhere

9'G, j) = (Ng, —1)'{M}rf(”)v 9(X,Y) <Gy
(21)

where G, isthe maximum significantgrey level,
defined as the minimum between the maximum
number of grey levels, N -1, and the grey level
equal to the mean of the inverted log-normal plus
two of its standard deviations as shown in Box
4 (Eq. 22).

Maximum speed-up of the algorithm is
achieved by implementing Eq. (21) through a
look-up table (LUT): I(i,j) is discretized into
N, values, I, ..., T’ ,. For each grey level, g,
0 <p <N -1 and for each gamma value, I, 0
<k <N, -1, the corrected level, 9, is computed
through Eq. (21) and stored in the LUT, whose
size is therefore N, X N,. Each pixel g(i,j) is
then corrected by accessing the LUT in position
[9(i.J), T@.j):

Astotal processing time isextremely short (less
than 1s for an image of 5M pixels, on a Mobile
Toshiba Intel Core Duo @2GHz, 2G RAM), in-
teractive use of the filter is possible: the user can

Box 4. Equation 22

select in real time the preferred filter parameters,
changing them interactively until a subjectively
optimal visualization is achieved.

RESULTS
Impulsive Noise Removal

To evaluate the capability of the RalN filter to
correctly spot the pixels in which impulsive noise
is present, we have used a set of 200 simulated
images. These have dimension of 512 x 512 pix-
els at 12bpp and contain geometrical objects of
different shapes, grey level and dimensions (cf.
Figure 4a and 4b), filtered with a low-pass mov-
ing average filter with a large mask (from 33x33
to 49x49 pixels) to obtain low frequency (LF)
images, and medium size mask (from 17x17 to
31x31 pixels), to obtain medium frequency (MF)
images, whose frequency contentissimilartothat
ofatypical panoramic image. Impulsive noise was
then added to these images with a rate of 0.1%,
0.2%, 0.5% or 1%.

The efficiency of the filter was evaluated by
the Selectivity (Se), which describes the rate of
failed pixels identified, and the Positive Predictive
Value (PPV), that is the rate of failed pixels cor-
rectly identified with respect to the total number
ofidentified pixels (Fawcett 2003). These indexes
are computed as:

PPV :L
TP+ FP (234)
Se ZL
TP +FN (23b)

min{NGL —1Ng, —l—exp[u +§J+\/exp(Y 24+ 2u ) (eXpé 2)_1)

100



Denoising and Contrast Enhancement in Dental Radiography

Figure 4. Two simulated radiographs from the dataset used for the validation of the RalN filter. An
image with medium frequency content is shown in panel (a); an image with low frequency content is

shown in panel (b).

where TP, TN, FP and FN indicate the number
of true positive/negative and false negative and
false positive pixels. A pixel is a true positive
(or, respectively, true negative) if it is correctly
classified as a pulse (or, respectively, not pulse). A
pixel erroneously classified as a pulse (nota pulse)
constitutes a false positive (false negative).

The values of Se and PPV are reported in
Table 1. The RalN filter spots more than 90%
for both MF and LF images at all the corruption
rates, meaning that, given a corruption rates of
0.1%, less than 27 pixels are left uncorrected in
the image (on a total of 262 pulses). Moreover, a
qualitative analysis of the undetected pulses re-
veals that these are compatible with the statistics
of photon counting noise: their classification as
pulses can be questioned, since even a human
observer could not spot such pixels.

Results were compared with standard switch-
ing median filters, in particular with RCF (Alpar-
one, Baronti, Carla 1995). A 3x3 and a 13x13
window was considered. RCF 3x3 achieves a
slightly higher Se, but its PPV is extremely low
confirming the poor ability of this filter to dis-
criminate the failed pixels from the correct ones.
Inthe best case (impulsive noise rate of 1%), PPV
is equal to 11.45%: 19,004 pixels are erroneously
spotted, leading to a potentially unacceptable

image modification. Increasing the filter width
to 13x13, PPV increases (it raises from 2.09% to
77.04% for LF images corrupted by impulsive
noise of 0.2%), at the expense of a decrease in the
ability to locate the failed pixels (Se drops from
95.41% to 69.61% on the same data).

RalN producessuperior results alsowhencom-
pared with other advanced filter, either statistically
based like the BEM filter (Saeed, Rabiee, Karand
Nguyen, 1997) or based on refined deterministic
image processing like the CSAM filter (Pok,
Liu and Nair 2003). A more detailed account of
quantitative results can be found in (Frosio and
Borghese, 2009).

We have then evaluated the ability of the RalN
filter to spot failed pixels on real radiographs on
the field. To this aim we have considered a set
of 16 cephalometric images, 2437x1561 pixels
at 12bpp, and 10 panoramic images, 1310x2534
pixels, at 12 bpp, acquired using the Orthoralix
9200 DDE™ System; the impulsive noise corrup-
tion rate did not exceed 0.2% for this apparatus.
We have increased the contrast in the images,
according to the clinical practice, by applying a
gamma transform with y = 0.5 followed by UM
(Polesel, V., Ramponi, G., Mathews, V. J. 2000)
with a mask size of 3x3 and a gain of 3. As shown
in Figure 1f, pulses are clearly visible on these
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Table 1. Selectivity and Positive Predictive Value measured for the images of the simulated dataset, for
different pulse corruption rates, for the different filters analyzed.

Se
Pulses% 0.1% 0.2% 0.5% 1%
RCE 3x3 MFE images |95.43%+1.59% ]95.75%+0.83% [95.58%+0.49% [93.74%+0.31%
LF images |96.70%+0.82% |96.29%+1.22% |95.41%+0.80% |94.32%+0.57%
RCE 13x13 MF images |80.11%+2.24% |77.45%+1.42% |66.67%+2.11% |54.40%+1.57%
LF images |83.63%+1.66% |79.87%+1.94% ]69.61%+1.93% |57.18%+1.88%
CSAM MFE images |85.98%+1.19% |86.15%+1.92% [86.38%+1.81% [85.57%+1.02%
LF images |88.20%+1.61% |87.12%+2.32% |87.22%+1.01% |87.28%+1.30%
BEM MF images |89.09%+0.93% |88.74%+2.06% [88.26%+1.41% [85.77%+1.20%
LF images |90.06%+2.30% |89.64%+1.69% |89.10%+1.08% |87.21%+0.68%
RalN MFE images |94.08%=1.44% |94.28%+1.70% [94.80%+0.96% [95.05%+0.47%
LF images |94.27%+1.06% |93.96%+1.58% |94.52%+0.68% [94.70%+0.70%
PPV
Pulses% 0.1% 0.2% 0.5% 1%
RCE 3x3 MF images |1.43%+0.23% |2.51%+0.48% [6.84%+2.32% [11.45%+1.34%
LF images |1.00%+0.11% ]2.09%+0.33% |5.12%+0.63% |8.85%+0.94%
RCE 13x13 MFE images |49.61%+9.05% |64.10%+12.29% [85.47%+5.01% [92.18%+2.61%
LF images |54.74%+10.37% | 77.04%+6.65% |89.69%+3.71% [94.17%+2.64%
CSAM MFE images |68.15%+22.86% |78.20%+22.19% [86.38%+13.12% [94.24%+6.43%
LF images |41.52%+24.77% |57.63%%26.63% |81.38%+12.67% |87.65%+11.35%
BEM MF images |65.72%+9.62% |78.27%+5.36% |91.15%+2.95% |96.54%+0.92%
LF images |55.69%+4.49% |74.01%+4.55% |89.66%+2.23% |94.93%+1.12%
RalN MFE images |97.55%+0.99% |97.61%+0.70% [98.05%+0.37% [98.32%6+0.34%
LF images |89.06%+16.70% |92.41%+9.39% |93.98%+7.74% |95.53%+4.53%

images. All the radiographs were processed by
the RCF 3x3, RCF 13x13, CSAM, BEM and the
RalN filter, thus producing a total of 156 images,
including the original un-filtered images; these
images constituted the set used to asses the filter-
ing results.

Evaluation was carried out by fifteen subjects
expert to the field: seven dental surgeons operat-
ing in the day surgery unit of the University of
Milano dental hospital, with at least three years
of clinical experience and eight high level techni-
ciansemployedinresearchand developmentinthe
dental radiographic field, with at least five years
of experience. They were instructed to evaluate
the presence of failed pixels in the images with
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a score between 0 and 3. 0 had to be assigned
to images with no pulses, 1 if no more than two
failed pixels were identified in no more than two
analyzed areas, 2 if many pulses (> 2 pulses) were
visible in a few areas of the image (< 2) or few
pulses (<2 pulses) were visible in several areas of
the image (> 2). A score of 3 was assigned when
more than 2 pulses were visible in many areas
of the image. Each subject evaluated a subset of
fifteen images, one at a time, randomly chosen
in the images data set; he had unlimited amount
of time and he was free to navigate it, zooming
at 8x rate to better analyze the image locally. The
score distribution is reported for each analyzed
filter in Figure 5.
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Figure 5. Score attributed to the images filtered with RaIN, BEM, CSAM, RCF 13x13 and RCF 3x3
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All the original radiographs received a score
higher than or equal to 2: despite the low corrup-
tion rate, impulsive noise was clearly visible on
them. On the other extreme, almost no pulse was
spotted in the images processed with the RalN
filter, which obtains an average score of 0.19. RaIN
filter corrects overall only 0.14% pixels, which is
compatible with the nominal corruption rate of
0.2% of these images.

RCF 3x3 corrects as many as 4.73% of the
pixels of a radiograph, on the average. Neverthe-
less it was not able to clear efficiently impulsive
noise as it leaves a significant amount of failed
pixels undetected (mean score of 1.1). RCF 13x13
corrects a lower number of pixels (0.23% of the
total number of pixels), but it also leaves an even
higher number of failed pixels undetected (mean
score of 1.5). CSAM and BEM filters have similar
performances: they produce an average score of
0.71 correcting, respectively, 1.67% and 0.80%
pixels on the average.

Soft Tissue Filtering

The filter was extensively tested in the clinical
field. The feedback obtained from dentists and

B0% 80% 100%

maxillofacial surgeons during clinical trials was
very positive. All of them observedalarge increase
in the readability of the radiographs filtered using
the standard parameters. Moreover, they appreci-
ated being able to modify the filter parameters
interactively so as to obtain the best subjective
visualization results.

The generalized large improvement in the
visibility of both soft tissue and bony anatomical
structures (cf. Figure 1) was achieved under a
wide range of exposures, including underexposed
(cf. Figure 6¢) and overexposed radiographs (cf.
Figure 6e). When underexposure occurs, the grey
level range of the bony pixels is compressed and
structures become poorly visible; on the other
hand, in overexposed images, soft tissue tends
to merge with the background. STF is able to
improve the visibility of image details in both
bone and soft tissues, in both types of images (cf.
Figures 6d and 6f).

The default values used for the three filter
parameters, Yo . ricuer Yaone aNd TP, are respec-
tively YBone = 025’ ySc»ft_Tissue =15 and TP = NROW
/ 36, where N__ . is the number of row of the
radiograph. These parameters allow good results
under awide variety of exposures and are used to
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Figure 6. The same radiograph shown in Figure 1 is shown in panel (a) after the application of STF
when no downsampling and filtering is applied to the gamma map (yBone = 0.25, ySoft = 1.5, TP = 0).
Notice the brisk transition between bony and soft tissue. The same image, when a parameter setting
different from the standard one is adopted, is shown in panel (b): yBone = 0.15, ySoft =2, TP = 104. A
raw underexposed radiograph is shown in panel (c) and in panel (d) after the application of STF with
yBone = 0.15, ySoft = 1.2, TP = 104. A raw, slightly overexposed radiograph is shown in panel (e) and
in panel (f) after the application of STF with (yBone = 0.5, ySoft = 2, TP = 52). Notice the clear visibility
of both soft-tissue and bone structures for the filtered images. UM was applied after STF to images in

panels a, b, d, and f.

produce image in Figure le. However, thanks to
STF processing speed, the clinician can modify
the parameters interactively until he can find his
bestimage quality, subjectively (cf. 6b). Moreover,
Yaone < 0-25 and v . ... > 1.5, allow recovering
image highly under or overexposed (Figures 6d
and 6f).

Besides extensive qualitative evaluation,
quantitative evaluations has been carried out.
To this aim eighteen lateral 1871 x 2606 pixels
cephalometric images, acquired with Orthoralix
9200 DDE®, have been used. A large debate is
active on the most adequate metric to evaluate
image quality. In our case, as the aim is to make
the elements of two clusters clearly visible in the
image without introducing any spatial artifact,
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two indexes seem the most adequate. The first one
is the local contrast of the anatomical structures,
which is a critical parameter associated to the
ability to identify small anatomical details (\Webb
1994). Local contrast was evaluated, selecting a
window of 80 x 80 pixels, centered on the left-
most molar in the radiograph, and measuring the
following quantity:

_0-b
b

where 0 and b are defined as the 75" and 25"
percentiles, respectively, of the histogram of the
grey levels inside the window. The window was
positioned manually on each image. The contrast
enhancement effect was quantified dividing the

C (24)
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local contrast measured in the filtered image by
that measured in the original one. The second
index is the Shannon entropy (Dhawan, Buelloni,
and Gordon 1986) , which is defined as:

Ng -1

H=->" p(g)log,(p(a)) (25)

g=0

where p(g) is the probability of grey level g oc-
curring in the image. In order to compare the
processing effect on a population of images with
widely divergent H values, normalized entropy
was adopted. This is defined as the ratio of the
entropy of'the filtered image to that of the original
image. It quantifies the decrease/increase of the
information contained in the filtered image with
respect to the original one, taking in account only
the distribution of the grey levels.

Both HE and GC reduce sensibly the entropy
to 81% and 87% respectively, showing that they
both reduce the information content in the image,
as it is evident observing the limited grey level
dynamics in Figures 1c and 1d. The local contrast
is greatly increased for both filters to 1468% and
430% respectively. However, it should be remarked
that this contrast increase is paid with a large loss
of resolution in the grey levels dynamics, which,
overall, produces images of less quality as features
are outlined more poorly.

UM, on the contrary, increases both the en-
tropy (to 104%) and the local contrast (116% of
the original contrast). This effect can be ascribed
to the edge enhancement introduced by the high
pass filter used by UM. However, UM produces
little increase in contrast in those regions where
the grey levels are most uniform (for instance,
the skull area) as in these regions the gradient
is small and therefore high pass filtering has a
small effect. However, these are the regions where
the need of contrast increase is maximum as the
visibility threshold increases with the grey level
(Webb 1994).

The entropy of a radiograph treated with
STF remains almost constant (98% of the initial
entropy), while the contrast is raised more than
four times, by 404% of the original contrast, on
the average. These two characteristics largely
improve the visibility of the anatomical features
of both the bone and soft tissue. The contrast
enhancement effect achieved by STF is therefore
obtained through an optimal coding of the image
grey levels, which does not imply any informa-
tion loss.

It should be remarked that STF is equivalent
to a local non-linear stretching of the grey-levels
dynamic range: the dynamic range of both soft
and bony tissue is enlarged, leading to increased
visibility of anatomical structures of the two tis-
sues. As a consequence, in the filtered images,
bone and soft tissue may share some grey levels,
as can be observed in Figures 1e and 6. Although
this may be critical for some applications, such as
analyzing bone density or investigating tumors,
it holds little importance when the clinician has
to identify anatomical features precisely, locate
alterations in the patient’s anatomy or visualize
post-operative aesthetic modifications.

CONCLUSION

Statistical models are becoming crucial to the
development of effective noise reduction and
quality improvement. This is particularly true
in radiographic imaging, where the often im-
plicitly adopted Gaussian noise model, is a poor
approximation of the noise statistics. We have
shown here that using more principled models,
better results can be obtained in a reasonably
amount of processing time.
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KEY TERMS

Contrast Enhancement: Contrast enhance-
mentisaprocedure aimed to increase the contrast
of an image, improving the visibility of small
details in the image.

Expectation Maximization: This is a very
efficient, iterative, optimization procedure specifi-
cally tailored for the estimate of the parameters
of a statistical model.

Gamma Transform or Correction: Gamma
transform is a parametric, monotone grey level
transformation expressed as a power function. It
allows the contrast for a limited set of grey values
to be increased, at the expense of decreasing it for
the others. For values of the y parameter higher or
smaller than 1, the contrast enhancement effect is
obtained for the darker / brighter grey levels.

Impulsive Noise: Impulsive noise isdescribed
by a random value with a variance much higher
than that of the original signal. In imaging, it can
be observed as arandom pattern of very dark and

bright pixels. The number of failed pixels indigital
radiography is usually small (<1%).

Mixture Model: Mixture models are linear
combination of probability density functions that
allow describing complex distributions of random
variables using a limited set of parameters.

Poisson Noise: Poisson noise is associated to
any photon counting process like that occurring
indigital imaging. It follows the Poisson statistics.
Inthis model the noise variance increases linearly
with the average number of photons.

Photon Counting Noise: In this chapter, pho-
ton counting noise referstothe noiseonagrey level
radiograph. Its variance increases linearly with
the average grey level. The formulation is slightly
different from that of a Poisson distribution.

Soft Tissue Filter: “Soft Tissue Filter” refers
to a wide class of image processing algorithms,
whose aim is to increase the contrast of the
anatomical structures of both the soft and bone
tissue.
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Chapter VI
3D Reconstructions from Few
Projections in Oral Radiology

Ralf K. W. Schulze
Klinikum der Johannes Gutenberg-Universitat, Mainz, Germany

ABSTRACT

Established techniques for three-dimensional radiographic reconstruction such as computed tomography
(CT) or, more recently cone beam computed tomography (CBCT) require an extensive set of measure-
ments/projections from all around an object under study. The x-ray dose for the patient is rather high.
Cutting down the number of projections drastically yields a mathematically challenging reconstruction
problem. Few-view 3D reconstruction techniques commonly known as ““tomosynthetic reconstructions”
have gained increasing interest with recent advances in detector and information technology.

INTRODUCTION

Three-dimensional (3D) imagery hasbeengaining
ever increasing attention during the last decade.
Since human beings are familiar with a 3D world
surrounding them, representing image informa-
tion also in 3D is a natural desire. This holds
true particularly in medical radiography, where
more or less complex structures are visualized
for the purpose of diagnosis or sophisticated

treatment procedures. Established techniques
for radiographic 3D reconstruction such as Com-
puted Tomography (CT) including its most recent
extension, Cone Beam CT (CBCT) are based on
an extensive set of projections from all around
the object. Also, the imaging geometry of each
and every projection has to be precisely known a
priori, requiring large-scale scanners and sophis-
ticated hardware technology. Obviously, since
the x-ray dose is directly related to the number of

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of 1GI Global is prohibited.
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projections, techniques using multiple projections
administers a rather high dose to the patient. In
Germany the increasing patient dose over the last
decade is attributed to the increasing number of
CTs (Bundesamt fuir Strahlenschutz, 2004). Dose
considerations as well as other practical aspects
such as flexibility, costs or availability have been
the driving forces for the development of alterna-
tive techniques. If one drastically cuts down the
number of input projections, then obviously the
dose will also be reduced considerably. Such an
approach, however, poses major challenges for the
3D reconstruction process, since the lack of input
information rendersthe reconstruction problem at
least instable. The reconstruction problem itself
isaclassical “inverse problem”, where the results
of actual observations (i.e. the projection data)
are used to infer the values or the parameters
characterizing the system under investigation.
This chapter will summarize the most important
techniquestotackle the very challenging problem
of few-view 3D reconstruction. To begin with,
we shall briefly resume the physical principles
of radiographic image formation and the math-
ematical background of established 3D imaging
techniques, such as CT.

RADIOGRAPHIC PROJECTION AND
3D RECONSTRUCTION FROM
MULTIPLE PROJECTIONS

The projection value measured by any x-ray
sensitive receptor follows the well-known Lam-
bert-Beer law:

= n(x,y,z)dl
l,=1.e Ju

@)

with I, defining the intensity behind an absorber
and |, the input intensity, respectively. The |_oa-
rameters x« and d denote the mass absorption
coefficient and the thickness of the absorber. We
aim to estimate u as shade of gray at discrete

instances to obtain a reliable representation of
the object.

In 1917, the Austrian mathematician Johann
Radon discovered that the two-dimensional (2D)
distribution of properties of an object may be
obtained from an infinite number of line integrals
sampled through the object. Mathematically, a
function (X, y) can be completely described
by the complete number of straght line integrals
through the support of f (x,y), i.e.

f(x,y):Tf[x(l),y(l)} di @

The famous method predominantly applied
for image reconstructions in CT-scanners uses
this formula in a process termed “Filtered Back-
projection (FBP)”. Assuming parallel x-rays, the
relationship between the projection data (P) and
the object are given by:

400 400

P(O,t)= j I f(x,y)d (xcos® + ysin® —t)dxdy

o A

where ® denotes the projection angle and t the
detector positioninthe beam (Fig. 1). Diracs delta
function ¢ is required to define the line interval.
The CT image reconstruction problem is to com-
pute T (x,y) given P(®,t). Note, that the term
“xcos® + ysin® —t” in equation (3)" represents
a line equation (e.g. green “ray-line” in Fig. 1),
(Beyerer & Leon, 2002) the sum of which the in-
tegrals are sampled. In other words, the measured
data on the image receptor represent the integrals
over a finite number of lines connecting the x-ray
source with the detector cells.

We can easily see from egs. (2) and (3), that the
inversion of the Radon transform, i.e. the inverse
Radontransform, which isastandard procedurein
CT, in theory requires an infinite number of line
integrals (photon counts) to be measured. A good
approximation, however may also be obtained
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Figure 1. An x-ray (green line) traverses an object located in the x,y-coordinate system at the position
t of the detector (blue line) in the @, t-coordinate system. The intensity profile (gray plot) acquired by
parallel x- rays is displayed adjacent to the detector line.

Jky

from a sufficient number of measurements. Also,
egs. (2) and (3) imply that the directions of the
line integrals should cover the entire range. Both
requirements give rise to a rather high radiation
dose for the patient. Hence, methods requiring less
input information, i.e. less radiation dose, may
provide a useful alternative for some diagnostic
tasks. This, however, violates the mathematical
foundation stated above. Consequently, we are
looking for methods requiring by far less input
information, i.e. only few radiographic projec-
tions, to obtain a reliable estimate of the object
under investigation. In addition, the projections
may not come from all around the object, rather
the angle they suspend is limited (i.e. < ). This
combination yields a mathematically “ill-posed”
inverse problem. Methods had to be found allow-
ing for a reasonably accurate estimation of the
3D object, when the input information, i.e. the
projection data alone are not sufficient to solve
the problem.

Inthe remainder of this chapter we will briefly
discuss the most important techniques developed

110

.,
CA

to solve this ill-posed inverse problem which we
will further refer to as “few-view limited-angle”
reconstruction.

HISTORICAL BACKGROUND

The first researcher introducing an approach to
recover depth information from few projections
acquired at different geometries was Ziedses des
Plantes in 1932 (Ziedses, 1932). The so called
“Planigraphie” was later refined by Miller (Miller,
McCurry, & Hruska, 1971) and Grant (Grant,
1972), who also coined the term “tomosynthesis™.
The latter today is often used as a general term
for techniques basing on few-view radiographic
3D reconstruction (for an in depth overview
see (Dobbins & Godfrey, 2003)). Before the intro-
duction of fast and highly efficient digital radio-
graphic detectors in the late 1990s, a widespread
employmentoftomosynthesis wasimpeded by the
lengthy and cumbersome procedure required in
clinical applications. Novel acquisition technol-
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Figure 2. Projection scenarios ranging from dense source positions (black spots) distributed in a full
circle (A) around the object (gray circle) to sparse arbitrarily orientated positions (F). The complexity
of the reconstruction problem increases from A to F. The detector positions are assumed opposite the

respective source positions.

ogy, however, resulted in a variety of research
approachesto establishtomosynthesisasa “viable
clinical adjunct to CT” (Dobbins et al., 2003).
Indeed, the introduction of digital image receptors
gave rise to a boost of interest in the technology.
Some authors extend and generalize the term
“tomosynthesis” for all techniques attempting
to reconstruct 3D-information from few projec-
tions which may or may not be distributed over
a narrow angle. Tomosynthetic techniques have
successfully beeninvestigated inavariety of medi-
cal apllications such as a angiography (Dorsaz,
Dorsaz, & Doriot, 2000; Fencil & Metz, 1990;
Hoffmann et al., 1997; Hoffmann, Wahle, Pel-
lot-Barakat, Sklansky, & Sonka, 2000; Metz &
Fencil, 1989), hand imaging (Duryea, Dobbins,
& Lynch, 2003), pulmonary imaging (Sone et al.,
1995), mammography (Suryanarayanan et al.,
2000; Wu, Moore, Rafferty, & Kopans, 2004;
Zhang etal., 2006; Zhang et al., 2007) and dental
imaging (Groenhuis, Webber, & Ruttimann, 1983;
Kolehmainenetal., 2003; Niinimaki, Siltanen, &
Kolehmainen, 2007; Siltanenetal., 2003; Webber,
Horton, Tyndall, & Ludlow, 1997). In the follow-
ing we will have a look on the methods which
have been developed to solve the tomosynthetic
reconstruction problem.

RECONSTRUCTION METHODS

The Few-View Limited-Angle Inverse
Problem

From Figure 2 we get a good impression, what
the nature of the problem is like. Obviously, we
aim to solve the problem in instances, where
projections of the object are not available from
all around the object, and, in addition, are only
limited in numbers (Fig. 2, C to F). In the worst
and most general case, the projections may be
taken inan arbitrary source motion (Fig. 2, E and
F). It is well known that in all settings except of
the one depicted in Fig.1A, FBP does not work
properly to solve the reconstruction problem (see,
e.g. (Mueller, Yagel, & Wheller, 1999; Siltanen
et al., 2003)).

Intomosynthesis, typically relatively few pro-
jections are obtained from a limited angle, often
from a circular array of source positions above
the object. Hence, tomosynthetic reconstruction
cannot rely on an inverse Radon transform. In-
stead, the classical reconstruction algorithm in
tomosynthesis is based on a simple shift-and-add
procedure. Ifonly negligible magnification differ-
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ences between projections occur, slices parallel to
the detector surface can be reliably reconstructed
by simply shifting the object images in relation
to their distance to the detector and subsequently
adding their intensities. Thereby, object images
are added when appropriately shifted into focus,
while at the same time images of out-of-plane
structures are blurred. For an instructive illustra-
tion the reader is referred to (Dobbins et al., 2003;
Webber et al., 1997). The disadvantage of this
rather simple backprojection technique is, that it
requires the source to be traversed within a plane
parallel to the (stationary) detector plane (Wu et
al., 2004). To accomplish for less constrained
acquisition geometries, Webber and colleagues
introduced Tuned Aperture Computed Tomogra-
phy (TACT) in the 1990ies (Webber et al., 1997),
which enables determination of the acquisition
geometry from a posteriori by using fiducial
markers. While shift-and-add reconstructions
are simple and require little computational effort,
their quality suffers from tomographic blur from
structures outside the plane of interest. Deblurring
procedures have been established implementing
either spatial frequency filtering or algorithms
more exactly correcting for blur by solving for
blurring functions on planes adjacent to the one
under reconstruction (Dobbins et al., 2003).

A conceptually completely differentapproach
addressing the reconstruction problem is de-
scribed inthe following. Itisimportantto realize,
that in the discrete case, the measured intensity
value in an image pixel may be interpreted as the
sum of intensity values of all voxels in the path
of that beam. This brings us to a convenient way
to formulate the problem. Let x store values of
unknown intensities in an (N x 1) column vector
of all N = n® volume elements (voxels) in an n x
n x n reconstruction grid. The R x 1 column vec-
tor b, composed of R =MR _ intensity values of b,
pixels, represents the pixel intensities measured
in M projections. The elements a, of the R x N
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weight matrix A represent the contribution of the
ray r, passing through pixel b, on voxel v We
may formulate the following system of equations
modeling the projection:

allxl+a12X2 +"'+a1n n :bl

Ay X +ay X, +...+ Ay, X,

A Xy + A Xo +o+ 8 X, =0y
or
Ax=Db @

Each eq. can be interpreted as a radiographic
projection through the voxel grid, with b, repre-
senting the “ray-sum” of a “ray” of finite width
matching the width of the detector pixels.

Itisimportanttorealize, that the weights a,are
of utmost importance for the solution, since they
link the known pixel intensities to the unknown
voxel intensities. Also note, that the entries in
b correspond to the number of all pixels avail-
able and defines the overall number of equations
available in (4). This in turn means, that for the
few-view case we are interested in, the matrix A
is sparse since only few entries will be nonzero.
Consequently, there is no exact solution and eq.
system (4) is underdetermined. It may be solved
using numerical methods in the sense of an opti-
mization problem. Itis obvious from the definition
of A, due to its huge (R x N ') dimension efficient
strategies to handle it are necessary.

The techniques to obtain the entries in X from
eg. system (4) can be summarized under the gen-
eral term “Algebraic Reconstruction Techniques
(ART). Originally, ART defined the application
of Kazcmarz’s algorithm (Kaczmarz, 1937) to
find a best-fit solution of (4).
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ALGEBRAIC RECONSTRUCTION
ALGORITHMS

The Classical ART-Algorithm

Asan extension to the Kaczmarz method for solv-
ing linear systems, ART in its classical form had
been introduced by Gordon et. al. in 1970 (Gor-
don, Bender, & Hermann, 1970). ART refers to
an iterative process implementing the system of
linear egs. (4) as the projection model. Starting
from an initial guess volume vector \?° (e.g. all
entries set to zero), the goal of ART is to identify
those voxel-grid entries, that represent the best
approximation given the projection values b. A
projection value b* is computed according to the
present state of V and the difference between b*
and b;is distributed back (backprojected) onto the
voxels VP to obtain V&1, Each update of the voxel
grid (iteration) consists of a projection step, the
calculationofacorrection factorand abackprojec-
tionstep. Mathematically, the basic concept may be

illustrated by considering the eq. system (4) asaset
of equations where each eq. defines a hyperplane
in an N-dimensional space. If an exact solution
to the system exists, all hyperplanes intersect in
one single point representing that solution (Kak
& Slaney, 1988). The Kaczmarz ideais illustrated
in Fig. 3 for the simplified two-dimensional case
of three equations (lines). Starting point is an
arbitrary initial guess (v, in Fig. 3), which is then
projected onto the first hyperplane (line in Fig. 3)
andthe resulting pointreprojected onto the second
hyperplane and so forth. The voxels are updated
after one eq. is processed. After processing all
egs., one iteration is finished. If a single solution
exists, this procedure will converge to this solu-
tion. For an excellent review of the technique the
reader is referred to (Kak et al., 1988).

In the few-view case, however, de facto an
infinite number of solutions is possible. Yet the
procedure introduced above will always converge
toasolution Vs thatminimizes‘V0 - V3 ‘ (Tanabe,
1971). ART introduces artifacts (salt and pepper

Figure 3. Consider three line equations, the intersection of which is the desired solution. This sketch
illustrates the geometric interpretation of the Kaczmarz procedure. Due to errors in the data the lines
do not actually intersect. Starting from an arbitrary initial guess v, is projected onto the starting line.
This procedure is repeated with all equations until convergence in a ““closest point™ fashion is reached.
Obviously, the speed of convergence is triggered by the angle subtended by the lines.

Vs

apvyt apv,=b)

agv,+ a,v,=b,

ay vyt ayv;=by

/ v‘,

113



3D Reconstructions from Few Projections in Oral Radiology

noise) due to the mostly crude approximation of
the weighting factors a, , which cause inconsis-
tencies in the system of linear equations. Due
to the sequential updating process of the voxels
ray after ray, these artifacts are additionally
emphasized. Another source of error is induced
by the diverging paths of x-rays from the source
towardsthe detector (Mueller, 1998). Thus, the ray
density inthe voxel grid decreases from source to
detector, resulting in a relative undersampling of
voxel slices close to the detector. One well-known
consequence is aliasing, typically appearing as
Moire patterns in the reconstruction.

Numerous modifications of algebraic recon-
struction algorithms have been suggested since
its introduction in 1970 (Gordon et al., 1970) The
most prominentrepresentatives are Simultaneous
Iterative Reconstruction Technique (SIRT) and
Simultaneous Algebraic Reconstruction Tech-
nique (SART). Whilethe classical ART algorithm
proceeds each ray-sum separately, SIRT aver-
ages over all ray-sums in one projection before
the backprojection and thus produces smoother
results at the cost of a slower convergence (Kak
et al.,, 1988). SART was developed (Andersen
& Kak, 1984) in an attempt to combine the ad-
vantages of ART and SIRT. SART updates the
volumeanalogously to SIRT, however, aweighted
sum is used to update each voxel and voxels are
interpolated by bilinear functions. More recent
work suggests that the latter is responsible for
the better performance of SART with respect to
artifactsuppression (Mueller, 1998). Anadditional
advantage of SART is the highly parallel struc-
ture of its main computations lending itself very
well for implementation on graphic processors to
speed up reconstruction process (Mueller, 1998).
Interestingly, anindepth analysis of classical ART
by Mueller revealed that ART can be modified to
produce equally artifact-reduced reconstructions
as SART (Mueller, 1998).

Further modifications of ART include imple-
mentation of solvers computing more than one
hyperplane or even all hyperplanes simultane-
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ously, such as the Conjugate Gradient (CG)
algorithm (Shewchuk, 1994) to reach faster
convergence. Regularizations of the linear sys-
tem such as the well-known Thikonov-regular-
ization (Tikhonov, 1963) or minimization of the
Total Variation Norm may be used to constrain
the solution. Also, a non-negativity constraint in
x may be applied to model the physical fact that
the attenuation is necessarily positive.

STATISTICAL RECONSTRUCTION
METHODS

Apartfromthe deterministicapproach introduced
above one may model the inverse problem from a
statistical point of view, assuming the unknown X,
as arandom variable following some appropriate
probability distribution function. This allows for
an explicit modeling of noise and measurement
statistics. Following the seminal paper of Siltanen
et al. (Siltanen et al., 2003) we consider the fol-
lowing linear model in analogy to eq. (4):

AXx+e=Db ®)

Herex e R™ b e R"ande € R"arevectorscon-
taining random valued variables and € represents
Gaussian distributed error. However, the statisti-
cal formulation does not depend on a Gaussian
approximation (Siltanen et al., 2003). In terms of
probabilities, the desired object probability density
can be expressed by the prior density Por and the
noise probability density p_._ as:

noise '

P(X1€)= Ppr (X) Proise (€ ) (6)

Now we make use of extra knowledge we have
on the imaging process by estimating the prob-
ability densities Por and p,_ ., in an appropriate
form to substitute our lack of knowledge caused
by the limited number of projections and the lim-
ited angular range. p, .. can be estimated from
analyzing phantom x-ray projections. Inp o also
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termed “prior”, we accumulate all a priori infor-
mation on the object under investigation we have
(and which we are able to formulate mathemati-
cally!). It is of utmost importance, that Por is not
obtained from the measurements b. The proper
formulation of the prior is the fundamental part
of the statistical inversion procedure. As Siltanen
points out “rule of thumb is that typical image
vectors (say, of some existing library) should have
high prior probability (density) while atypical or
impossible ones should have low or negligible
probability” (Siltanen et al., 2003).

The posterior probability density p(x)we are
looking for given the measurements b is obtained
by the well-known Bayes theory:

P(xb)_Px()P(BIX) (7
p(b) p(b)

Where p(b) is the marginal density of b and
essentially represents a normalization constant.
The posterior density p(x|b), according to the
Bayesian theory, is the solution of the inverse
problem since it expresses our belief in the distri-
bution of x based on the measurements b plus the
aprioriinformation contained inthe prior density
Pyr Obviously, solving eq. (7) requires efficient
searching strategies over a large-dimensional
space, which is computationally demanding. For
instance, the volume based on the posterior den-
sity is computed from the Maximum A Posteriori
Estimate (MAP):

p(x|b)=

P (Xyap |D)=max p(x|b) @)

which is an optimization problem. For detailed
introduction of statistical inversion theory with
focus on dental imaging the reader is referred to
(Kolehmainen et al., 2003; Kolehmainen et al.,
2006; Siltanen et al., 2003).

APPLICATIONS IN ORAL
RADIOGRAPHY

In oral radiology, Webber and colleagues were
the first researchers addressing (Groenhuis et
al., 1983; Webber & Messura, 1999) and finally
solving practical issues of tomosynthesis (Webber,
1994; Webberetal., 1997; Webber, 1997). Webbers
patented technique TACT has often been used
experimentally to address various clinical tasks
in oral radiology (Abreu, Tyndall, & Ludlow,
2001; Abreu, Tyndall, Ludlow, & Nortje, 2002;
Chai, Ludlow, Tyndall, & Webber, 2001; Liang,
Tyndall, Ludlow, & Lang, 1999; Morant, Eleazer,
Scheetz, & Farman, 2001; Nair, Tyndall, Ludlow,
May, & Ye, 1998; Nair, Nair, Grondahl, Webber,
& Wallace, 2001a; Nair et al., 2001b; Shi, Han,
Welander, & Angmar-Mansson, 2001; Tyndall,
Clifton, Webber, Ludlow, & Horton, 1997).
Also, it has even been applied successfully in
vivo where it proved to be superior over conven-
tional 2D-radiography with respect to diagnostic
information (Webber et al., 1999). While TACT
in its original version computes reconstructions
as stacks of 2D planar slices using the shift-
and-add algorithm (Webber et al., 1997), more
elaborate modifications for artifact suppression
were also applied (Nair et al., 2001c; Nair et al.,
2001b; Nair et al., 2001a; Nair, Nair, Grondahl,
& Webber, 2002; Nair, Grondahl, Webber, Uma-
devi, & Wallace, 2003). Artifact reduction, i.e.
deblurring of the planes reconstructed, had been
thoroughly addressed in a seminal paper by the
tactinventors (Ruttimann, Groenhuis, & Webber,
1984). In the early years of the new millennium,
two important papers were published introduc-
ing statistical inversion reconstruction for dental
applications (Kolehmainenetal., 2003; Siltanenet
al., 2003). The authors demonstrated, that inclu-
sion of a priori knowledge on the object under
investigation indeed improves the quality of few-
view limited-angle reconstructions (Kolehmainen
et al., 2003). The prior information consisted of
a positivity prior in combination with a total va-
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riation prior (Kolehmainen et al., 2006). Interest-
ingly, this work was the basis for an innovative
radiographic device brought on the market some
years later (see: http://wwwyvt-cube.com). Thisra-
diographic unitcombines panoramic radiography
with few (11) projections acquired over a narrow
angle (£ 21°) to generate transversal slices through
the mandible or maxilla (Hyvonen, Kalke, Lassas,
Setdld, & Siltanen, 2008). Itis, however, important
to realize that the cross sections generated with
the technique based on statistical (i.e. Bayesian)
inversion fundamentally differ fromcross sections
acquired by relatively simple tomographic motion
blur. The latter technique has been established
much earlier, and can be obtained using a normal
radiographic film.

Our working group is also working in the
field of 3D reconstruction from few projections.
In contrast to the approaches described before all

of them relying on a circular (section) acquisition
geometry, our intention was to use projections
from arbitrary geometries. The rational for our
approach was the fact, that using conventional
x-ray devices, e.g. intra-oral x-ray tubes, with-
out any further equipment, de facto a random
acquisition geometry will result. By means of
a particular registration method (Schulze, Bril-
Imann, Roder, & d’Hoedt, 2004), we were able to
develop a framework for computing volumetric
datasets fromsucharbitrary projections (Schulze
etal., 2008). For examples we refer to our website
www.rsm3d.de.

Obviously, the radiation dose will be low with
this technique, and the image quality seems to be
appropriate e.g. for implantological preoperative
planning. Also, simply due to ever increasing
hardware potential, it seems reasonable to assume
thatresearch in the field of 3D reconstruction from

Figure 4. Acquisition geometry of the novel imaging device combining panoramic and cross sectional
reconstructions. After exposure of a conventional panoramic radiograph on the direct digital image
receptor with an individual splint containing small radioopaque reference objects, 11 additional projec-
tions are obtained roughly orthogonally to the panoramic geometry. By combination of the projection
information from both acquisitions after registration by means of the reference objects, cross sections
are computed using a statistical reconstruction approach. The cross sections may be interpreted as
volumetric data lacking information in certain directions which are determined by the limited angular
sampling range (modified from (Hyvonen et al., 2008)).
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few projections continues to be very active. Thus
it is very likely that we will experience further
advancesinreconstruction mathematics, resulting
in a higher quality of the volumetric data.

CONCLUSION

The marketing of the panoramic device imple-
menting statistical inversion reconstruction was
a first step towards novel 3D technologies basing
on incomplete input information. In mammaog-
raphy, the technical state of the art is even more
advanced (Rantala et al., 2006; Suryanarayanan
et al., 2000; Suryanarayanan et al., 2002; Wu et
al., 2004; Wu, Moore, & Kopans, 2006; Zhang et
al., 2006; Zhang et al., 2007) and systems ready
to enter the market have proved their sensitivity
already. It is evident, that tomosynthetic recon-
struction offers a great potential for the future.
Owing to the lack of input information inherent
in these techniques, however, few-view limited-
angle reconstruction methods will never match
image quality of CT. Nevertheless, their flexibility
in combination with their dose and cost reduction
potential will establish them as alternative niche
techniques appropriate for specific diagnostic
tasks. As Dobbinsand Godfrey pointoutintheirin
depthreview, they potentially “provide a low-dose,
low-cost method of volumetric imaging that can
be easily performed asan adjunctto conventional
radiography” (Dobbins et al., 2003). Future will
answer the question, whether these innovative
volumetric reconstruction techniques will really
manage to occupy this diagnostic niche.
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KEY TERMS

Few-View: Limited amount of projection
data, more precisely a total number of appr. 5 to
20 projections.

Inverse Problem: Deriving values of some
system under investigation from observed data.

Limited Angle: Angle subtended betweenthe
projections of less than 7.

Oral Radiography: Diagnostic radiography
as related to oral, perioral tissues and the entire
dentomaxillofacial region.

Radiographic Projection: Process of two-
dimensional radiographic image formation, where
the (flat) detector measures incident photons that
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emerge from an x-ray source and traverse the
object under investigation.

Tomosynthetic Reconstruction: Synonym
for reconstruction of three-dimensional infor-
mation on the object under investigation from

few-projections obtained from a limited projec-
tion angle.

Volume Reconstruction: Reconstruction
of three-dimensional information on the object
under investigation.
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ABSTRACT

Tooth loss due to several reasons affects most people adversely at some time in their lives. A biological
tooth substitute, which could not only replace lost teeth but also restore their function, could be achieved
by tissue engineering. Scaffolds required for this purpose, can be produced by the use of various tech-
niques. Cells, which are to be seeded onto these scaffolds, can range from differentiated ones to stem
cells both of dental and non-dental origin. This chapter deals with overcoming the drawbacks of the
currently available tooth replacement techniques by tissue engineering, the success achieved in it at this

stage and suggestion on the focus for future research.

INTRODUCTION

The occurrence of children born with missing
primary and/or adult teeth (hypodontia) is mo-
mentous (Nunn et al) and tooth loss resulting due
tovarious pathological conditions like periodontal
disease, dental caries, trauma, or a variety of
genetic disorders affects most adults around the
world. As per Mooney etal, periodontal disease is

one of the most significant oral health problems in
the U.S. (35% of the U.S. population is estimated
to have periodontitis, and 80% of these also suffer
from gingivitis).

Although there are several materials, which
are used to replace lost tooth structures, none
can completely replace the lost functions. Thus,
as compared to endodontic treatment, tooth
transplantation, and dental implants, the de novo
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regeneration of dental tissues might be a better ap-
proach inrestorative dentistry (Zhang etal). John
Hunter carried outhomologous transplantation of
teeth in humans, which was a common technique
inthe United Kingdom during the eighteenth cen-
tury. According to him, if teeth were transplanted
from a “sound and healthy” person, they might
last for years. However, there is a possibility of
transmitting infections in some cases; which was
also discussed by him (Schultheiss et al). Present
day technique of dental implant is more prone to
mechanical and biological failure as compared
to the natural dentition. In addition to this, they
requireaminimum level of bone, which makes its
use limited in cases of severe bone loss (Ferreira
etal). Also these techniques canelicitanimmune
stimulated host rejection response.

As the innate, biological tooth is better
equipped to deal with biological threat and me-
chanical loading, the long-term goal of dental re-
search isto develop methods of tooth replacement
biologically. The ideal way of tooth replacement
is to create a new, natural tooth from autologous
human tissues. Progress in the field of tissue
engineering and stem cell biology make it now
feasible to investigate ways to make this become
areality. Ferreira et al have talked of several dif-
ferentmethods that have been proposedtoachieve
biological tooth replacement. These include
stimulation of the formation of a third dentition,
the construction of a tooth by bioengineering the
different component parts separately, seeding of
tooth shaped biodegradable scaffolds with stem
cellsand producing embryonic-like tooth primor-
dia from cultured cell populations. Each of these
approaches has advantages and disadvantages.

TISSUE ENGINEERING APPROACH
Tissue engineering (TE) is a multidisciplinary

area that integrates the principles of engineering
and biological sciences to develop a biological
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substitute, which canbe used to repair, regenerate
or replace parts of the body.

A general approach of TE involves the use of
temporary porousthree-dimensional scaffolds to:
(a) define the complex anatomical shape of the tis-
sue, (b) guide the proliferation and differentiation
of seeded cellsand (c) provide mechanical support
for the cells (Morsi et al). Thus scaffold plays a
key role in tissue engineering by providing the
initial extracellular matrix required to support
the growth and proliferation of cells.

Varioustechnigques are available for manufac-
turing the three-dimensional scaffolds that are
dependent on the optimal scaffold required for
the application on hand. The ideal scaffold should
posses following characteristics: (i) the rate of
scaffold degradation should be in accordance to
the rate of tissue growth, (ii) the surface of the
scaffold should be conductive to cell attachment,
growth and differentiation, (iii) possess required
pore size and interconnectivity for tissue integra-
tion, vascularisation and transfer of nutrients and
waste removal, (iv) have adequate mechanical
strength and flexibility to suitintended application,
(V) possess high surface area to volume ratio and
(vi) the scaffold should be easy to process and be
manufactured in a cost effective manner.

The design of an ideal scaffold has to be ac-
companied by the selection of a suitable material.
Several synthetic biodegradable polymers, such
as polyglycolic acid (PGA), polylactic acid (PLA)
and their copolymers, natural materials like col-
lagen, fibrin and alginate are the most commonly
used materials as scaffolds for tissue engineering
applications. Irrespective of the type of material
used and its application, it should be biocom-
patible, easy to modify, should have structural
stability, and should be versatile, biodegradable
and malleable.

The techniques being used for manufacturing
3D scaffold for TE has undergone considerable
changes in the last decade and these techniques
are continuously being evolved to accommodate
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the specific requirements of individual organ or
tissue of interest such as pore size, interconnec-
tivity and mechanical strength. The techniques
for 3D scaffold fabrication can be divided into
two categories: conventional methods and newer
manufacturing technologies such as rapid proto-
typing. Further research into both approaches will
lead to significantly new processes by overcoming
the drawbacks of the current available techniques
(Morsi et al).

CONVENTIONAL TECHNIQUES

Various conventional processing techniques have
been developed to build porous structures from
synthetic scaffold materials. These techniques
can be broadly divided into the ones that involve
addition of particles/porogens and those based on
concepts of phase separation. Solvent casting-
particulate leaching, gas foaming, melt molding
are some of the examples of the former and the
latter includes emulsification, freeze-drying
and liquid-liquid phase separation. The phase
separation techniques can be used to incorporate
biological components into a scaffold.

. Solventcasting-particulate leaching: This
technique involves dissolvingapolymer like
polylactic-co-glycolicacid (PLGA) or PLLA
in a solvent such as chloroform or methyl-
ene chloride in a petri dish or a mold and
adding porogen to it. Usually salt particles
such as sodium chloride, tartrate or citrate
of regulated size are used as porogens for
this purpose. The salt particles can then be
leached out by immersion in water. Porosity
and pore size obtained are dependent upon
the particle size and salt weight fraction.
Pore diameters of 100-500 pm and porosi-
ties of 87-91% have been reported (Bartolo
et al).

Gas foaming: Here the melted polymer is
saturated with blowing agentsuch as carbon
dioxide athigh pressure. Thishigh-pressure
gas is then brought back to atmospheric
level thus rapidly decreasing the solubility
of the gas in the polymer. With decreasing
solubility of gas, the mixture is quenched
so that the physical state of the material can
be set. This generates nucleation and gas
bubbles of various sizes varying from 100-
500 um within the polymer. Scaffolds with
pore sizes of 200 — 300 pm and porosities of
up to 93% can be created by this technique
(Morsi et al).

Melt molding: In meld molding, a teflon
mold of the required shape is filled up with
powdered polymer and porogen of specific
diameter. Thismold isthen heated above the
glass-transition temperature of the polymer
while applying pressure to the mixture. As
aresult, the polymer particles bind together.
Immersing it in water leaches the porogen
component outand the scaffold isthendried.
Thus a porous scaffold of desired/required
shape can be obtained by melt molding
technique.

Emulsification: Polymer such as PLGA is
dissolved inasolventand mixing of ultrapure
waterto itproducesanemulsion. Thisemul-
sion is cast in amold and quenched in liquid
nitrogen. Solvent and water are removed by
freeze-drying process. Porosities up to 95%
and pore sizes of 13-35 um can be achieved
using this technique.

Freeze-drying: Here scaffolds can be pro-
duced fromsynthetic aswell as natural poly-
mers such as collagen. Synthetic polymers
are dissolved in solvents like glacial acetic
acid or benzene. The polymeric solution is
then frozen and freeze-dried, resulting in
a porous matrix. The freezing of the colla-
gen solution results in the formation of ice
crystals and this in turn forces the collagen
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molecules to aggregate into the available
interstitial spaces. Ethanol dehydrates the
frozen collagen and ice crystals formed are
removed by freeze-drying. The pore size of
the scaffold is determined by the freezing
rate and pH whereby a high freezing rate
produces smaller pores (Morsi et al).

. Liquid-liquid phase separation: In this
fabrication technique polymersare dissolved
in solvents that have low melting point and
are easy tosublime. A smallamount of water
may be required to work as a non-solvent
in order to induce phase separation. The
polymer solution is cooled below the melt-
ing point of the solvent and vacuum dried
for some days for the solution to undergo
complete solvent sublimation. The cooling
parameters for the solution are important
as they determine the morphology of the
resultant scaffold. This method can produce
scaffolds with porosities of up to 90% and
pores of approximately 100 um (Morsi et
al).

. Fibre meshes: Here non-woven scaffoldsare
produced from polymers by the use of textile
technology. Difficulties in obtaining good
pore size, high porosity and low mechani-
cal strength limit the use of this technique
(Morsi et al, Bartolo et al).

However, the use of harsh organic solvents for
dissolving polymersand other chemicalsrequired
by the fabrication process may produce toxic
by-products, which greatly limits their applica-
tion. In addition, the pore size, distribution and
interconnectivity cannot be precisely controlled,
as these processing techniques (excluding phase
separation and fibre meshes) are dependent on
a randomly distributed pore generator to form
the pores within the scaffold. The lack of proper
porosity and interconnectivity might prevent the
cells from migrating deep into the scaffold when
seeded and thus rendering the goal of tissue-en-
gineered tissue/organ futile.
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RAPID PROTOTYPING
TECHNIQUES

Rapid prototyping techniques may be able to
address some of the limitations encountered by
the conventional techniques. They would help in
building three-dimensional scaffold of desired
shape using layered manufacturing strategies ac-
cording to computer-aided design (CAD) without
the preparation of molds (Pfister etal). There are
various types of rapid prototyping techniques:
stereolithography, selective laser sintering (SLS),
fused depositionmodelling (FDM), three-dimen-
sional printing (3D printing), bioprinting, ink
jet printing, three-dimensional bioplotting (3D
bioplotting) (Pfister et al, Sachlos et al).

Stereolithography produces scaffolds directly
from the CAD maodel; by solidifying the surface
of a liquid photo polymer layer by layer with the
help of a laser beam. Irradiation can be done
by two ways in this process. The first one is the
mask-based method wherein an image is trans-
ferred to a liquid polymer by irradiating through
apatterned mask. The irradiated part of the liquid
polymer is then solidified. In the second method,
polymer structures are produced by direct writ-
ing process using a focused UV beam (Bartolo
etal). This process is highly accurate in scaffold
production.

SLS uses a laser emitting infrared radiation,
which selectively heats the powder material just
beyond its melting point. The laser traces the
shape of each cross-section of the model to be
built, thereby sintering powder in a thin layer. In
addition, italso suppliesenergy that notonly fuses
neighbouring powder particles, but also bonds
each new layer to ones previously sintered. For
polymeric powders, the sintering process takes
place inasealed heated chamber at a temperature
near the melting pointing filled with gases like
nitrogen or argon. After each layer is solidified,
the piston over the model retracts to a new posi-
tion and a fresh layer of powder is supplied by
means of a mechanical roller. The powder, which
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remains unaffected by the laser, worksas anatural
support for the model and remains in place until
the model is complete (Bartolo et al).

Crump developed this extrusion-based rapid
prototyping technique, commercially known as
FDM in 1989 (Bartolo et al). Here, the computer
converts the virtual object, created by CAD or
computer tomography (CT) scan or magnetic
resonance imaging (MRI), into a sequence of
slices that are used to build, layer by layer, the
corresponding real three-dimensional (3D) object
(Pfisteretal). FDM enables complex yetaccurate
shapes to be constructed with high mechanical
stability. It offers high degree of control over shape,
pore interconnectivity and porosity of scaffolds
and a high resolution of 250 um (Morsi et al).

Sachs et al developed 3D printing at the Mas-
sachusetts Institute of Technology in 1989 (Bartolo
et al). The 3D printing is a layered fabrication
process whereby sliced 2D profile of a model de-
termined by CAD file is transformed to a STL file
and printed onto a fresh layer of powder (natural
polymers such as starch, dextran and gelatin)
via deposition of a suitable water-based binder
from the inkjet printhead. Though this technique
enables the production of scaffolds at a fast pace
as compared to the FDM technique, it lacks the
precision and mechanical strength of FDM.

Bioprinting incorporates biological compo-
nents such as living cells into the scaffold pro-
duced. Thus it has the ability to produce viable
tissue (Morsi et al). Unlike the above techniques,
3D bioplotting can process a astonishingly wide
range of different materials, including polymer
melts, thermostat resins, polymer solutions,
pastes with high filler contents, cement, and even
bioactive polymers such as proteins. It can also
be used to design and fabricate hydrogels with
complex architectures and internal substructures
(Pfister et al).

The creation of scaffolds for dental applications
requires specific characteristics and precision of
the tissue to be captured and ideally these scaffolds
should betailoredtoindividual patients, whichcan

be achieved using rapid prototyping techniques. A
novel CAD system of structures based on convex
polyhedral units called Computer Aided System
for Tissue Scaffolds or CASTS has been created
for use with this technology for TE applications.
CASTS consists of a basic library of units. Each
open-cellular unit is a unique configuration of
linked struts. Various shapes can be obtained by
assembling these units. Along with an algorithm,
that permits the designer to identify the unit
cell and the required dimensions, the system is
able to generate a structure that is suitable for
the intended TE application automatically. The
shape and spatial arrangement of the structures
can easily be altered by changing the parameters.
The major advantage of CASTS is the elimina-
tion of dependence on user skills. Many different
scaffolds of controllable architecture and desired
properties can be designed from a small range of
basic units (Naing et al).

CURRENT RESEARCH

One of the aims of tissue engineering is to cre-
ate biological substitutes for transplantation. As
scaffolding plays a vital role in the neo-tissue
formation, selection of the biomaterial is very
important. Synthetic biodegradable polymerslike
PGA, poly L-lactic- e-caprolactone copolymer,
polyglycolic acid-poly L-lactic acid copolymer
(PGA/PLLA) and so on have been used for scaf-
fold fabrication for dental applications as they do
not carry the risk of pathogen transmission and
immunorejection. On top of this, they degrade
andresorb after fulfilling the scaffolding function,
thereby eliminating the long-term inflammation
and complications associated with foreign body
reactions (Ma et al). Several studies have been
carried out using synthetic biodegradable scaf-
folds like PGA/PLLA, PLGA, and PGA, some of
which are listed in Table 1.

Both Buurma et al and Mooney et al have
used non-woven PGA fibres as scaffold for their

127



study. Young et al used PGA/PLLA and PLGA
for tooth scaffolds. These were prepared with the
use of polyvinylsiloxane (PVS) tooth molds inthe
shape of human incisors and molars. They used
solvent casting-particulate leaching technique
wherein the solvent used was chloroform and
the porogen was sodium chloride. Duailibi et al
produced biodegradable PGA and PLGA scaf-
folds by using the method suggested by Young
et al. Lee et al produced PLGA by mold casting
technique using sucrose as a porogen. Thus most
studies have been carried out using conventional
technique for scaffold preparation. However,
scaffolds should be produced based on patient’s
requirements by using CASTS and RP techniques
like 3D printing and 3D bioplotting.

Natural synthetic materials like collagen
sponge have also been used as biocompatible and
biodegradable scaffolds for tooth tissue engineer-
ing (Table 1). Collagen sponge has a number of
advantages as it is similar in composition to the
extra cellular matrix, it has low immunogenicity
and cytotoxicity, and it has the efficiency with
which it can form different shapes. It favors cell
attachment and is chemotactic to cells. The pore
structure of collagen sponge is ideal for the colo-
nization of seeded cells. Furthermore, collagen
sponge is reported to enhance bone formation
by promoting the differentiation of osteoblasts.
The features of collagen sponge suggest that it
has the potential to provide an ideal scaffold for
tooth-tissue engineering (Sumita et al).

The collagen sponge used by Sumita et al and
Honda et al is made from the collagen extracted
fromporcine skinand contained 75% (dry weight)
type | atelocollagen and 25% type 11l atelocol-
lagen. They produced it using freeze-drying
technique (Sumita et al). As previously men-
tioned, the foam structure design of the scaffold
thus produced prevents the cells from migrating
further into the scaffold. Thus, Sachlos et al, de-
signed novel collagen scaffolds, which contained
predefined internal architecture anticipated to sup-
port the transfer of nutrients and waste products,
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thereby favoring the migration and growth of cells
throughout the scaffold. They used phase-change
ink-jet deposition rapid prototyping technique
and critical point drying technique. The moulds
produced contained predefined and reproducible
features as small as 200 um (Sachlos et al).

Type of cells also plays a very important role
in production of biological substitutes for tissue
engineering. Several studies have been carried
out using dental derived pulp fibroblasts and cell
obtained from third molar tooth buds. In most
studies for regeneration of tooth structures, por-
cine third molar tooth buds have been used (Table
1). Previously differentiated cells like endothelial
cells, smooth muscle cells, fibroblasts etc were
used for seeding the scaffolds for tissue engineer-
ing applications. However, with the progress in
the field of stem cell biology, the cells, which
have the capacity to differentiate, are being used
increasingly.

Mooney et al carried out in vitro studies by
seeding adult human dental pulp fibroblasts on
biodegradable PGA fibers for a period of 60 days.
Buurma et al showed that adult human dental
pulp and gingival cell populations attached to
biodegradable PGA scaffolds, synthesized and
secreted type I collagen, cellular fibronectin and
may express genesimplicated intransducing bone
morphogenetic protein signals after subcutane-
ous implantation inimmuno-compromised mice.
Young et al dissociated porcine third molar tooth
budsintosingle-cell suspensionsand seeded them
onto the biodegradable PGA/PLLA scaffolds and
then implanted into the omenta of athymic rats
for 20-30 weeks. Duailibi et al implanted single-
cell suspensions obtained from molar tooth buds
fromthree-to seven-day-post-natal Lewis rat pups
and seeded onto biodegradable PGA/PLGA into
the omenta of adult Lewis rats. They found that
four day post-natal tooth bud cells were optimal
for tooth tissue engineering. They also demon-
strate that bioengineered rat teeth develop more
quickly than bioengineered pig teeth. The single
cell suspensions used in the above experiments
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Table 1. Selected tissue engineering applications for tooth

Collagen sponge

implants attained the
structural characteristics of
individual teeth

Process Authors Application Findings Validation
Fiber mesh Mooney et al (1996) Adult human dental Formation of new tissue In vitro
pulp fibroblasts resembling dental pulp
PGA fibres
Fiber mesh Buurma et al (1999) Adult human dental Expression of genes In vivo
pulp fibroblasts, human | indicative of a capacity to
gingival fibroblasts produce extracellular matrix
PGA fibres
Solvent casting- Young et al (2002) Porcine third molar 20, 25 and 30 weeks post- In vivo
particulate leaching tooth buds implantation, recognizable
crown structures exhibiting
distinct coronal and
apical organization with
recognizable cusps and root
tips are formed
PGA-PLLA
Solvent casting- Duailibi et al (2004) 3 to 7 day-post-natal 12 weeks post-implantation, | In vivo
particulate leaching rat tooth buds crowns containing dentin,
pulp and enamel are formed
PGA/PLGA
Solvent casting- Young et al (2005) Porcine third molar Formation of tooth crown In vivo
particulate leaching tooth buds, porcine and rudimentary root
bone marrow structures containing pulp,
progenitor cells dentin, enamel, alveolar
bone, and PDL-like
collagen type 11 connective
tissue, and bone constructs
consisting of immature
and compact bone after 12
weeks of implantation
PGA-PLLA
Freeze-drying Honda et al (2006) Porcine third molar Significantly greater In vitro
tooth buds alkaline phosphatase
activity
After 20 weeks, the In vivo

continued on following page
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Process

Authors

Application

Findings

Validation

Freeze-drying

Sumita et al (2006)

Porcine third molar

Superior cell retention

In vitro

tooth buds

PGA mesh

Collagen sponge and

and enhanced alkaline
phosphatase activity
observed in collagen sponge
scaffold as compared to
PGA mesh scaffold

Higher proportion In vivo
of calcified tissue in
regenerated teeth in the
collagen sponge scaffold

than the PGA mesh scaffold

suggest that mammalian tooth buds may retain
a cell-autonomous development program, even
when dissociated into single-cell suspensions
and grown in culture (Duailibi et al). Young et al
demonstrated the utility of ahybrid tooth-bone TE
approach for eventual clinical treatment of tooth
loss accompanied by alveolar bone resorption.
Unlike the above studies, Honda et al used dental
epithelium and mesenchyme from porcine third
molar teeth enzymatically separated and disso-
ciated into single cells to seed collagen scaffold.
Mesenchymal cells obtained were seeded onto
the surface of the collagen scaffold and epithelial
cells were then plated on top so that the two cell
typeswere indirect contact with each other. These
constructs were evaluated in vitro and in vivo by
implanting in immuno-compromised mice for a
period of 6-20 weeks. Sumitaetal proved that col-
lagen isabetter scaffold for tooth TE as compared
to PGA fibre mesh. They used porcine third molar
tooth bud cells onto these scaffolds and cultured
them in vitro to evaluate the cell adhesion and
alkaline phosphatase activity. They also carried
out in vivo studies by implanting these seeded
scaffolds inthe omenta of immuno-compromised
rats and evaluating the tooth formation up to 25
weeks. The results obtained suggest that collagen
sponge scaffold enhances initial cell attachment,
cell differentiation and consequently the formation
of calcified tissue.
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FUTURE DIRECTIONS
Sterilization Methods

Various sterilisation techniques like use of ethyl-
ene oxide, gamma irradiation, and plasma steril-
ization are usually being used for the purpose of
disinfecting the biomaterials used. 75% ethanol is
also used for the purpose of sanitizing the bioma-
terial. These may play an important role in tissue
formation. Ethylene oxide may be toxic to the
cells if not completely removed. Gamma irradia-
tion has shown to change the properties of PGA,
mainly by increasing its cristallinity, making it
more brittle, and by quicker weight loss (Mol).
Nevertheless, cell growth and matrix production
by the cells seeded onto gamma-irradiated scaf-
folds were not influenced. It still seemed that the
cells were less dedifferentiated (Mol). Moreover,
it is a costly process and requires an isolated site
for safe operation. Plasma sterilization is a useful
surface treatmentasituses UV photonsto destroy
micro-organisms (Mol). But it still has to be seen
whether this is a suitable method for sterilizing
scaffolds and whether the UV photons do not
disrupt the surface of the polymer (Mol). Steril-
ization using high frequency microwaves seems
to be a novel way of sterilization of biomaterials.
It has been found to retain the native mechanical
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strength of the tissue (pericardium). Further stud-
ies need to be done to test its suitability.

Scaffold Improvements

The extracellular matrix (ECM) is a complex
cross-linked network of proteinsand glycosamino-
glycans. It is like a naturally available scaffold in
the body which acts as an architectural support
that organizes cells in space, provides them with
biochemical signals that regulate cellular behav-
iour, and separates one tissue type from another.
The extracellular environment is significant for
the control of the behaviour of every cell in all
tissues. Cell-ECM interactions are mutual and
very dynamic. Cells constantly receive and
process information about the environment and
respond accordingly and they often remodel their
ECM as per their requirement. Numerous factors
contribute to the nature of cells’ interactions
with other cells, growth factors, extracellular
matrix proteins, and matricellular proteins. All
of these components act collectively to regulate
cell-surface protein activity, intracellular signal
transduction, and subsequent gene expression, that
lead to proliferation, migration, differentiation,
programmed cell death, modulation of cytokines
and growth factor activities and formation of
complex tissues. Thus these interactions need to
be considered while designing the tissue analogues
(Ritter et al).

Chen et al explored the effect of biomaterial
on tooth germ cell adhesion and proliferation in
vitro. They evaluated the effects of cell-surface
interactions of tooth germ cells on biomaterials
withvarious surface hydrophilicities. Their results
demonstrated that tooth germ cells attached and
grew preferentially on moderately hydrophilic
biomaterials. Moreover, cellular viability was
proportional to the adhesion ratio (Chen et al).
Incorporation of biological components such as
proteins, growth factors etc into the scaffolds to
make bioactive scaffolds is another direction of
future research.

For the tissue-engineered tooth to resemble
the native tissue, it also needs to be vascularised
and also needs nerve regeneration.

Alternative Cell Sources

Studies have been carried out using the stem cells
fromdental origin. Ohazamaetal have carried out
studies using embryonic stem cells, neural stem
cells, and adult bone-marrow-derived cells. This
resulted in the development of tooth structures,
showing thatan embryonic primordium cangrow
initsadultenvironment. These resultsthus provide
a noteworthy advance toward the construction of
artificial embryonic tooth primordia from cultured
cells that can be used to replace missing teeth
following transplantation into the adult mouth
(Ohazama et al).

CONCLUSION

TE isbeingincreasingly used in medical research
duetoitsflexibility and ability to generate tissues/
organs as good as or even better than the natural
ones. Most studies have been carried out using
scaffolds produced by conventional techniques,
further research needs to be focused on the use of
RP techniques as these can capture the specificity
and canaccurately design the scaffoldstailored to
individual patients. Progressin stem cell research
can be very useful in tooth tissue engineering.
Commercialisation of tissue-engineered tooth
is still far away, however, this approach is very
promising and efforts should certainly be made
towards its commercialisation.
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KEY TERMS

Computer Aided System for Tissue Scaf-
folds: This is a novel technology that enables the
application of advanced CAD system based on
convex polyhedral units.

Phase Separation: Itisthe transformation of
a homogenous system into more than one phase.
It is one of the ways of scaffold preparation.

Porogen: It is a chemically inert and high
temperature resistant porous polymeric material
which can be used for a wide variety of applica-
tions. For the purpose of scaffold preparation,
normally sodium chloride particles of specific
diameter are used as porogens.

Scaffolds: A supporting structure for cells
and tissue to grow on. A scaffold will provide the
physical structure that guides the cells to grow to
the right anatomical shape.

Stem Cells: They are found in almost all
multi-cellular organisms. They are the kind of
cells which have the ability to renew themselves
and differentiate into a variety of specialized cell

types.

Sterilization: This is a process that destroys
(kills) all living micro-organisms by the use of
different chemicals, temperature, high pressure
steam or irradiation.

Tissue Engineering: Amultidisciplinary area
which integrates the principles of engineering
and biological sciences to develop a biological
substitute, which can be used to repair, regenerate
or replace parts of the body.
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ABSTRACT

Bacterial colony enumeration is an essential tool for many widely used biomedical assays. This chapter
introduces a cost-effective and fully automatic bacterial colony counter which accepts digital images
as its input. The proposed counter can handle variously shaped dishes/plates, recognize chromatic and
achromatic images, and process both color and clear medium. In particular, the counter can detect dish/
plate regions, identify colonies, separate aggregated colonies, and finally report consistent and accurate
counting result. The authors hope that understanding the complicated and labor-intensive nature of
colony counting will assist researchers in a better understanding of the problems posed and the need to
automate this process from a software point of view, without relying too much on specific hardware.

INTRODUCTION

Numerous dental diseases such as dental caries
and periodontal diseases are closely related with
the bacteria in our oral cavity. Taking dental car-
ies as an example, dental caries is well-known a
multi-factor disease, which occurred with both
fermentable dietary carbohydrate and dental
plaque bacteria. The Mutans Streptococci, one

of the bacteria strains in our oral cavity, has
been implicated as a major etiological agent of
dental caries. Hence, it is critical to know what
bacterial strains and the amount of them that are
in the collected oral samples, such as the saliva
and plaque samples. To identify and quantify the
microbes in a sample, one of the most widely ac-
cepted function assay inboth clinical and research
laboratories, isthe clonogenic assay (a.k.a. colony
forming assay).

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of 1GI Global is prohibited.
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The clonogenic assay is achieved by pouring
a liquefied sample containing microbes onto agar
plates, incubating the survived microbes as the
seeds for growing the number of microbes via
binary fission to form colonies (colony forming
unit, CFU) onthe plates. The bacteria species can
be distinguished by growing them on different
selective medium, and the quantification for the
amount of viable microbes in the sample can be
measured by enumerating the number of colony
on the plate, since each viable microbe can grow
and become a colony. In this way, the identity and
the quantity of the bacteria in a given sample can
be determined. With this diagnostic tool, we can
monitor the progress of the disease and even to
indicate the susceptibility of future occurrence of
the disease. Moreover, it also provides a basis to
determine proper antibiotic agents used inmedical
treatment. Without a doubt, this assay is broadly
used in biomedical examinations, food and drug
safety test, environmental monitoring, and public
health (Liu, Wang, Sendi, & Caulfield, 2004).

Though clonogenic assay is very useful, there
exists a bottleneck that limits its throughput.

The technical hurdle occurs at the final step, the
colony enumeration step in the assay since it is
a time consuming and labor intensive process.
The reason is that there might exist hundreds
or thousands of colonies in a Petri dish, but the
counting process is manually performed by well-
trained technicians. In Figure 1 (@) and (b), we
show a typical 200mm Petri dish with hundreds
of colonies grown in it.

Inaddition to the low throughput problem, the
consistency isanotherissue. The manual counting
is an error-prone process since the results tend to
have more subjective interpretation and mostly
rely on persistent practice, especially when a vast
number of colonies appear on the plate (Chang,
Hwang, Grinshpun, Macher, & Willeke, 1994).
Thus, itisvery importantto have consistentcriteria
to avoid the fluctuations in results.

In order to increase the throughput and to
provide consistent and accurate results, colony
counting devices were invented in the market
(Dahle, Kakar, Steen, & Kaalhus, 2004). We
reviewed these counters available on the market
(Advanced Instruments, ; Barloworld Scientific

Figure 1. (a) Mutans Streptococci grown in a 100mm Petri dish with Mitis-Salivarius agar; (b) Es-
cherichia Coli grown in a 100mm Petri dish with LB agar, (c¢) The hierarchical structure of objects in

a bacterial colony image.

Colony

Plate/Medium

Background
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; BioLogics ; ChemoMetec ; Colifast ; Neutec
Group ; Oxford Optronix ; Perceptive Instruments
; Progen Scientific ; Synbiosis) and classified them
into two categories.

The firstkind of counter, the automatic digital
counters (Barloworld Scientific), is widely used
in most laboratories. However, they are not truly
automatic since they require operators to identify
each colony with a probe so that the sensor system
candetectand register each count. Obviously, this
kind of counter still heavily depends onthe routine
manual counting, and is of no use in solving the
problems aforementioned.

The second type of counter is semi-automatic
or automatic counters. Some counters of this type
may require users to manually specify the plate/
dish area and to provide parameters prior to the
actual enumeration process (Niyazi, Niyazi, &
Belka, 2007). Besides, some of them may need
operators to manually adjust the threshold values
in order to handle dishes/plates that differ from
their default settings. In addition, most automatic
counters can only process one Petri dish at a
time. In such cases, human operators are still
heavily involved in the operation, and it is thus
not efficient for high-throughput processing of
plates/dishes.

In addition to the high-throughput processing
concern, the affordability is another issue. Most
automatic countersare often very expensive since
they are equipped with dedicated image capturing
hardware foracquiring high quality imagesto op-
timize counters’ efficiency and performance. Be-
sides, some automatic counters canonly accurately
detect colonies by growing bacteria on special
growth medium with fluorogenic substrates (Dee
etal.,2000). The substrates are utilized by bacteria
and are metabolized into fluorescent product that
can be used to locate colonies. These systems are
extremely sensitive, and are good for detecting
micro-colonies. However, the disadvantages are
that it is costly to add fluorogenic substrates in
the medium, and a sensitive instrument is also
required to detect the fluorescence signal. Hence,
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the affordability of this kind of equipment is still
questionable for most of laboratories due to the
economical inefficiency of these high cost equip-
ments in the market. For some laboratories that
need to perform a large amount of enumeration
tasks, more than one high-throughput counter
are needed to fit their needs. Thus, the colony
enumeration device poses a significant budgetary
challenge to many laboratories (Putman, Burton,
& Nahm, 2005).

Further, the robustnessand applicability of the
existing automatic counters is another concern.
Laboratories have needs to use various types of
dishes and plates in their examinations. However,
most of the commercial counters are designed for
measuring 60-150mm Petri dish and thus lack the
flexibility for accommodating plates with differ-
ent sizes and shapes. In addition, some existing
counters use only binary images for detecting
colonies. Plenty of important characters of the
colony, such as color, are lost for identifying the
genus of the bacteria.

Nowadays, digital image capture devicessuch
as digital cameras and flatbed scanners, become
more popular and affordable. Hence, it motives us
to use these devicesto obtain high-quality images
for counting bacterial colonies. Inthis chapter, we
use photos taken by digital cameras with various
settings as our input images, and then, make an
attempttorecognize coloniesinthose images. Our
goal is to provide an inexpensive, software-based
solution for alleviating those problems aforemen-
tioned. The proposed colony enumeration system
is designed and implemented to work in a fully
automatic manner such that it can process vari-
ous types of plates and correctly detect bacterial
colonies without users’ intervention. Thus, time
and money can be saved for laboratories to do
more important tasks.

Intherest ofthis chapter, we firstintroduce the
system architecture and the proposed methods,
then demonstrate the experimental results, and
finally summarize and conclude this chapter.
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METHODS

The proposed bacterial colony enumeration sys-
tem simulates the human recognition behavior
that progressively identifies objects in an image
based on the hierarchical layout of major objects
inabacterial colony image. The natural hierarchy
of objects in a bacterial colony image consists of
three layers, including the background, the plate/
medium region, and the colonies. We illustrate
the hierarchical layout of a bacterial colony image
in Figure 1 (c). More specifically, the bacterial
colony enumeration system first separates the
plate/medium region from the background, and
then, recognizes the bacterial colonies in the
identified plate/medium region.

There are four major steps in the proposed
bacterial colony enumeration system: dish/plate
region detection, colony recognition, clustered
colony separation, and finally, the colony enumera-
tion. The main technique used in the proposed
system is object segmentation. In particular, the
proposed segmentation technique distinguishes
foreground objects, such as dish regions or colo-
nies, from their corresponding background by
minimizing the intraclass variance and maximiz-
ing the interclass variance. In this chapter, we
introduces a progressive segmentation method
which is based on the recursive use of a widely
adopted clustering and thresholding method called
Otsu’s method (Otsu, 1979). This method is used
to find a proper threshold value for separating
pixels into foreground and background classes
in the target region (regions-of-interest). Once
all colonies on the plate are recognized, we can
simply count the number of remaining segments
in the image as the estimated number of bacterial
colonies onthe plate/dish. Inthe remaining of this
section, we will introduce in details the proposed
bacterial colony enumeration system.

Dish/Plate Region Detection

The first step in this system is to detect the dish/
plate region in a given image. The goal is to re-
duce the operator’s workload by eliminating the
process of manually specifying the target dish/
plate region in the image. To make the dish/plate
region more conspicuous from the background,
the contrast-limited adaptive histogram equaliza-
tion (CLAHE) is first performed on the converted
grayscale images which operates onsmall regions
called tiles in the images rather than the entire
image (Zuiderveld, 1994). The contrast of each
tile isenhanced and the neighboring tiles are then
combined using bilinear interpolationto eliminate
artificially induced boundaries.

Following the histogram equalization, we
apply the Otsu’s segmentation algorithm on the
contrast enhanced image to detect the dish/plate
region as atarget region. However, because of the
varying intensity of the target object (dish/plate
region), there may form some small holes inside
the target plate region. Those small holes are then
filled by adopting a morphology-based method,
and the target region can thus be consolidated.
Sometimes, this method may also detect some
smaller objects outside the target region due to
the existence of noise in the background region.
These isolated small objects are also removed by
our algorithm on the basis of the assumption that
the target region should occupy the majority (and
central) part of the image. With the above opera-
tions, the target plate/dish regions can be correctly
detected most of the time. We demonstrate the
effectiveness of our automatic dish/plate region
detecting algorithm in the experimental results
(as shown in Figure 3). The experimental results
show that our proposed counter can detect dish/
plate regions very effectively, regardless of the size
and shape of the dish/plate. Thus, the proposed
system is flexible enough to be used for handling
various kinds of dishes and plates.
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Colony Recognition

The second step in our proposed architecture
is colony recognition. The purpose of this step
is to isolate colonies in the dish/plate, identify
clustered colonies, and separate clustered colonies
for subsequent colony enumeration.

Before actually performing the colony rec-
ognition, we have noticed that bacterial colony
images can be classified into two groups based
on their color characteristics. For those images
with abundant color information, we call them
chromatic images. On the contrary, for those
images with less color information, we call them
achromatic images.

Figure 1 (A) and (B) shows black Mutans
Streptococci colonies grown in the 1000mm Petri
dish withthe blue Mitis-Salivariusagar, and white
Escherichia Coli colonies grown in the 100mm
Petri dish with the clear LB agar, respectively.
These two images exemplify the chromatic im-
age and the achromatic image. Since these two
types of images are quite dissimilar in their color
characteristics, it is more appropriate to handle
chromatic and achromatic images in different
ways.

Inorder to distinguish chromatic images from
the achromatic ones, we examine the standard
deviation of average RGB values from each color
channel. The smaller the standard deviation is,
indicating a relatively low variation of colors,
the higher the possibility that the image is achro-
matic. After grouping images into the two groups
(chromatic/achromatic) by their embedded color
information, we are now ready to apply differ-
ent algorithms on extracted dish/plate regions to
isolate colonies.

For chromatic images, we not only use Otsu’s
method (Otsu, 1979) to separate colonies from
medium, but also adopt color similarity in HSV
(Hue-Saturation-Value) color space to facilitate
the colony boundary detection (Ma & Zhang,
1998). This is essential since a simple global
threshold cannot extract all colonies due to the
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existence of artifacts such as scratches, dusts,
markers, bubbles, reflections, and dents in the
image. Equation 1 shows the calculation of color
similarity in the HSV color space.
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where CS, is the color similarity of two pixels
iand j. H, S, and V are the hue, saturation, and
value of a pixel in the HSV color space.

The use of color similarity in colony boundary
detection is based on the assumption that pixels
inside asegment, no matter itisacolony segmentor
adish/plate segment, have higher similarity values
with its neighboring pixels, and pixels along the
segment boundary have lower similarity values
with their neighbors. For each single pixel, it is
surrounded by eight neighboring pixels such that
all nine pixels form a 3x3 window. We calculate
the color similarity values between a pixel and its
eight neighbors, and use the minimum similarity
value to represent the maximum color difference
with its neighbors. Thus, pixels within a segment
have higher minimum similarity values. On the
contrary, pixelsonthe boundary of asegment have
lower values. After the calculation, the boundaries/
edgesare moreevident, andall the minimum color
similarity values form an intensity image. Thus,
we can adopt the Otsu’s method on the extracted
dish/plate region in the enhanced intensity image
to further distinguish the background (medium)
from foreground objects (candidate colonies).

A much more challenging partin thisresearch
is to deal with achromatic images. Most of the
existing colony counters have disappointing per-
formance in handling achromatic images due to
the low contrast between colonies and medium.
In addition, the background artifacts look very
similarto coloniesinthe clear agar, making itmore
difficult to discriminate the background artifacts
from real colonies in the dish/plate.
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To handle achromatic images, we develop a
different method to alleviate the low contrast and
artifacts problems. We also apply Otsu’s segmen-
tation algorithm to isolate colonies. However,
Otsu’s method ismuch lessaccurate inachromatic
images due to the interference of artifacts. An
additional noise removal step is developed for
those achromatic images.

The color similarity measurement described
earlier in this section cannot be applied since
achromatic images lack color information. Inthis
chapter, we proposed a new statistic approach to
detectand remove those artifactsand successfully
preserve only colonies. Our proposed statistic
approach includes two steps. The first step is to
remove those relatively large artifacts. We collect
the sizes of all objects detected by Otsu’s method
fromthedish/plate region, and generate frequency
distribution with log base of those size values.
Colonies of similar size should occupy the high
frequency segment in this distribution, and the
frequencies for those very large artifacts should
be very low. By this assumption, we can remove
those large size objects. The nextstepisto remove
those smaller artifacts which are about the same
size as the colonies in the dish/plate. In this step,
the area size is not a good determinant since the
area size range of those small artifacts has a sig-
nificant overlap with that of colonies. Instead, we
considerthe intensity distribution of the dish/plate

region as a two-peak distribution which consists
of the distribution of medium pixels (background)
and distribution of colonies pixels (foreground).
Those small artifacts belong to background dis-
tribution; however, they have overlapped with
the colony distribution. Therefore, we assume
that colonies should be significantly different in
intensity values comparing with their surrounding
background, and it is very likely that those small
artifacts have similar intensity values to their
surrounding pixels. Based on this assumption,
we examine each small object including colonies
by hypothesis testing. In the hypothesis testing,
we use the mean of surrounding pixel values as
null and test if the mean of object pixel values
has significant difference with the null, at the
significance level of & = 0.01.

Colony Separation

After mostoftheartifacts being removed fromboth
chromatic and achromatic images, the remaining
foreground objects are considered to be colonies.
Ideally, each of these isolated foreground objects
corresponds to one single colony. However, such
anobject may correspond to more than one colony
because several colonies may cluster together.
Therefore, there is a need to split them in order
to obtain the correct colony count. To separate
the aggregated colonies, we consider the intensity

Figure 2. An example of the Watershed algorithm performed on clustered colonies

(A) Clustered colonies

(B) Distance transform

(C) Watershed transform
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gradient image as topological surfaces (Vincent
& Soille, 1991), thus the Watershed algorithm can
be applied to divide clustered colonies in the im-
age just as water flood in a topographical surface.
We demonstrate how Watershed algorithm works
in Figure 2. Figure 2 (a) shows a binary image
that simulates two clustered colonies; Figure 2
(b) presents the distance transform of the binary
image in Figure 2 (a); Figure 2 (c) illustrates the
Watershed transform successful splitting the
clustered colonies. After applying the Watershed
algorithm, almost all colony segments have been
separated and identified and are ready for the
colony enumeration step.

Colony Enumeration

Afterall coloniesare properly separated and iden-
tified, the final step is to acquire the total number
of viable colonies by adding up the number of
the remaining objects that have been identified
as colonies.

EXPERIMENTAL RESULTS

To test the robustness of this counting system,
we use five different digital cameras as the image
acquiring devices in our experiments to obtain
bacterial colony images for bacterial colony enu-
meration. The five digital cameras include a Sony
DSC T100 Digital Camera (8.0-megapixel) with
a resolution of 3264 x 2448, a Nikon D50 Digital
SLR Camera (6.0-megapixel) with a resolution of
3008 x 2000, a Canon PowerShot A95 Camera
(5.0-megapixel) with a resolution of 2592 x 1944,
a Sanyo DSC-J1 Camera (3.2-megapixel) with a
resolution 1600 x 1200, and an Asus P525 PDA
cell phone built-in camera (2.0-megapixel) with
a resolution 1600 x 1200.

Additionally, Petri dishes with two different
types of medium and bacteria strains are used
in our experiments. The first type of images
is obtained from the Department of Pediatric
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Dentistry at the University of Alabama at Bir-
mingham. This type of plate contains blue color
Mitis-Salivarius agar which is used for isolating
Mutans Streptococci. These acid-producing
bacteria are commonly seen in our oral cavity,
and have been implicated as a major etiological
agentthatattack tooth enamel minerals and cause
dental caries. The second type of plate is obtained
from the Division of Nephrology, Department of
Medicine, University of Alabamaat Birmingham.
This type of plates contains the clear LB agar
which is widely used in laboratories for growing
Escherichia Coli.

Dish/Plate Region Detection

Inthis experiment, we compare the proposed dish/
plate detection algorithm with Otsu’s segmentation
algorithm. Some sample segmentation results are
demonstrated in Figure 3 (A). We evaluate the
performance of the proposed dish/plate detec-
tion algorithm and Otsu’s method by applying
both algorithms on 300 images, including 36
chromatic images and 264 achromatic images.
The performance is measured by the satisfaction
rate which is defined in Box 1 (Eq. 2).

The overall satisfaction rates for the proposed
method and Otsu’s method are 89.0% and 36.3%,
respectively. For the 36 chromatic images, the
satisfaction rates for the proposed method and
Otsu’s method are 86.1% and 0%, respectively. For
the 264 achromatic images, the satisfaction rates
for the proposed method and Otsu’s method are
89.4% and 41.3%, respectively. It is obvious that
the proposed method outperforms Otsu’s method
in dish/plate region detection. We summarized
the satisfaction rates for both methods in Figure
3 (b).

Colony Recognition
In this Section, the performance of this system

on colony recognition is evaluated. It is more
reasonable to discuss the counter performance on
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Box 1. Equation 2

Number of images that dish/plate regions are correctly detected
Total number of images

x100%

Figure 3. Performance comparison for dish/plate region detection

Satisfaction rates (%)
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Overall
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chromatic and achromatic images separately in
this experiment since the characteristics of them
are quite different. We compared the proposed
counter (P.C.) with the Clono-Counter (C.C.)
which is reported by Niyazi in 2007 (Niyazi et
al., 2007). We apply both counters on 10 chro-
matic images and 30 achromatic images. The
enumeration results are then compared with the
ground truth for calculating the precision, recall,
and F-measure values.

For chromatic images, the precision values
of the P.C. and C.C. methods are 0.97+0.04 and
0.56+0.24, respectively; their recall values are
0.89+0.07 and 1.00%0.01, respectively; their
F-measure values are 0.92+0.03 and 0.69+0.19,
respectively. Table 1 shows the performance
comparison on chromatic images.

To evaluate the robustness of the proposed
counter (P.C.) on achromatic images, we conduct
the following two experiments, and compare the
performance of P.C. with that of C.C.

In the first experiment, we test the proposed
counter (P.C) on 30 achromatic images. The
performance of the P.C. and C.C. methods on
these achromaticimagesare summarized in Table
1. From Table 1, we can observe that the P.C.
significantly outperforms the C.C. method. The
average precision, recall, and F-measure values
of the P.C. method are 0.69+0.30, 0.87+0.09, and
0.72+0.18, while the corresponding values of
C.C. are 0.00+0.00, 0.00+0.00, and 0.00+0.00,
respectively.

In the second experiment, we further apply
the proposed method on 30 different achromatic
images taken from the same dish, but with dif-
ferent background surfaces, zooms, and lighting
conditions. We measure the precision, recall,
and F-measure of the proposed counter. The
average precision, recall, and F-measure on the
30 achromatic images are 0.95+0.04, 0.80+0.04,
and 0.87+0.02, respectively. The results of the
consistency analysis show the proposed system is
quite consistentsince the variance of enumeration
results from the same dish is small.

Colony Separation

Inrecognizing colonies, there are some clustered
colonies that need to be further divided into sepa-
rate colonies. As mentioned earlier, we adopt the
Watershed algorithm to solve this problem and
found it effective in splitting clustered colonies
accordingto ourexperimental results. Anexample
of the splitting result with the use of Watershed
algorithm is given in Figure 4.

In our experiment, we checked the perfor-
mance of the Watershed algorithm on 19 randomly
selected segments with clustered colonies which
actually contain 98 colonies. After applying the
Watershed algorithm, we obtain 96 colonies. Only
2 overlapped colonies are missed in the splitting
process. It is worth mentioning that the Water-
shed algorithm is an integral part of the proposed
system, where each step contributes to the better
performance of the subsequent steps.

Table 1. Performance comparison on chromatic and achromatic images

Image Type | Method Precision Recall F-measure
Chisatic P.C. 0.97+0.04 0.89+0.07 0.92+0.03
C.C. 0.56+0.24 1.00+0.01 0.69+0.19

RapiasisilE B 0.69+0.30 0.87+0.09 0.72+0.18
C.C 0.00+0.00 0.00£0.00 0.00£0.00

Gl PG 0.76+0.28 0.88+0.08 0.77+0.18
G.C. 0.14+0.27 0.25+0.44 0.17£0.31
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Figure 4. An example of colony separation

DISCUSSIONS AND CONCLUSIONS

Inthischapter, we introduce arobustand effective
automated bacterial colony enumeration system.
The proposed system has the ability to identify
various types of dish/plate in images, and then
recognize colonies in the identified dish/plate
region. The morphology of the colony segment is
checked for distinguishing clustered colonies from
single colonies. To obtain the accurate number of
colonies, the Watershed transform is then applied
to separate the aggregated colonies. After these
steps, the number of colonies can be enumerated
as the total number of segments in the image.

The most challenging part in this study is to
handle achromatic images, since colonies look
very similar to the clear medium (background).
In addition, there exist a lot of noises on the
plate such as bubbles, small scratches, and small
markers. These round-shaped objects also look
very similar to colonies and it is often hard to
tell whether or not they are colonies even by hu-
man eyes. This makes the colony isolation task
extremely difficult. The experimental results show
the proposed system addresses these challenges
and demonstrates reasonable performance on both
chromatic and achromatic images.

It is worth mentioning that this study has
the following contributions. First, the proposed
counter can handle various kinds of dish/plate,
including round and rectangular shaped dishes/
plates, which is a very desirable feature. Second,
we use general digital camera images as its input,
and there is no need to purchase expensive and
dedicated image acquiring devices. The third
contribution is that our counter can distinguish
chromatic from achromatic images and process
both color and clear medium. In addition, since
our counter is a fully automated, software-
centered colonies counter, all the user needs to
do is to take the pictures of the dishes/plates and
leave the remaining job to the counter. Users
are no longer involved in the tedious and time-
consuming process of selecting the target area or
providing values for parameters. Moreover, the
performance of the proposed counter is promising
for both chromatic and achromatic images. The
above desirable features make this enumeration
system very flexible and attractive to laboratories.
Laboratories can save precious time and allocate
limited budget on more important tasks.

Though the performance of our proposed bac-
terial colony enumeration system is very promis-
ing, there are still some remaining issues. In the
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future, we will put more effort on distinguishing
the colony from noises in achromatic images.
We may introduce more colony features such as
color, texture, and topology to improve colony
recognition. Another issue in this study is that
bacterial colonies may have different shapes as
well as colors inthe real world; however, currently
we can only handle clustered colonies which are
composed of round-shaped colonies with Water-
shed algorithm. The ultimate goal isto accurately
differentiate various bacteriaspeciesgrowninthe
same dish and correctly enumerate the colonies
for each bacteria species. We believe it will have
great benefit for clinical dental studies.
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KEY TERMS

Bacterial Colony Counter: A manual,
semi-automatic or automatic instrument used
to enumerate the number of bacterial colonies
on a plate.

Colony Forming Unit: Colony Forming Unit
(CFU) is a measure of the number of viable mi-
crobes in microbiology. The theory behind is a

single living microbe can grow and form a colony
via binary fission.

Contrast Limited Adaptive Histogram
Equalization (CLAHE): Contrast Limited
Adaptive Histogram Equalization is a contrast
enhancement method that performs on grayscale
image. This method operates on small regions,
called tiles, in the image, rather than the entire
image. The contrast of each tail is enhanced by
adopting histogram equalization.

HSV Color Space: HSV stands for Hue-
Saturation-Value, which describe colors as
points in a cylinder whose central axis ranges
from black to white with neutral colors between
them, where angle around the axis corresponds
to “hue”, distance from the axis corresponds to
“saturation”.

Image Segmentation: A process that parti-
tions images into meaningful regions based
on certain characteristics or properties such as
intensity, color, shape, and/or texture.

Otsu’s Method: A thresholding technique
used to determine an optimal threshold value for
dividing data into two classes such that the intra-
class variance is minimized and the inter-class
variance is maximized.

Watershed Transformation: A morphologi-
cal segmentation method that partitions images
based on the gradient regardless of the shape and
size of the object.
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Chapter X
A New System in Guided
Surgery:
The Flatguide™ System

Michele Jacotti
Private Practice, Italy

Domenico Ciambrone
NRGSYS Itd, Italy

ABSTRACT

In this chapter the authors describe a new system for guided surgery in implantology. The aim of this
system is to have a ““user friendly”” computerized instrument for the oral surgeon during implant plan-
ning and to have the dental lab included in the decisional process. This system gives him the possibil-
ity to reproduce the exact position of the implants on a stone model; the dental technician can create
surgical guides and provisional prosthesis for a possible immediate loading of the implants. Another
objective of this system is to reduce the economic cost of surgical stents; in such a way it can be applied

as a routine by the surgeon.

INTRODUCTION

In this chapter the authors present a new system
of implant planning dedicated to guided surgery.
They will explain the details of a process that
leads from the elaboration of the digital data of

a maxillary CT to the creation of surgical stents
and provisional prosthesis.

They will try to organize the steps leading toa
correctplanning of the case anditsrealization from
the surgical and prosthetical point of view.

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.



Setting up the treatment plan.

Creation of the Flatguide™ diagnostic stent.
Acquisition of the digital CT.

OneScan Software 3D phase.

Flatguide™ Implant Planning.

Creation of the Real Volume.

Technical phase.

Surgical phase.

Prosthesic phase.

BRIEF HISTORY OF IMAGE
DIAGNOSTIC IN IMPLANTOLOGY

The use of Dentascan inimplantology goes back to
the second half of the 80°. The first article dealing
with the use of CT goes back to 1987.

After only one year, in 1988, the first article
describing asystem based on surgical stents based
on CT appeared.

In the 90’s there is the appearance of the first
interactive Software for dentistry use.

Afterthat, upto nowadays, one has noticed the
more and more systematic appearance of:

. Systems utilizing known angle values and

emergency points to be gauged by means of
appliances and protractors.

Figure 1. Stent attached over the Flatguide™

A New System in Guided Surgery

*  Robotic systems with radium-mat repere
points on the diagnostic stents to gauge the
difference between the capture plan and the
diagnostic stent creation plan.

. Systems utilizing stereolithographic models
to transfer the implant position onto the
model;

. Double acquisition systems, with the stent
andthe maxillary CT with the stent to match
the images.

THE NINE STEPS OF THE
TECHNIQUE

Setting up the Treatment Plan

In the phase of the visit to the patient the clini-
cian must start to elaborate treatment plans able
to solve the needs of the patient himself.

It will be necessary to check the patient’s
general state of health, and the state of health of
the oral cavity. The evaluation of the periodontal
situation , in case the patient is not completely
toothless, is of vital importance.

One starts from the phase of impressions,
of the bite registration and of the facial arc if
necessary.
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The dentistgives everythingtothe technician,
including the patient’s treatment plan.

Once the model has been mounted on the
articulator, it twill be necessary to evaluate the
feasibility of the project from the biomechanical,
aesthetic and functional point of view.

Creation of the Flatguide™ Stent

Once the treatment plan has been established,
the technician will realize a diagnostic wax-
up reproducing the prosthetic planning on the
model. On these data the technician will prepare
a diagnostic stent.

One of the peculiar characteristics of the Flat-
guide™ system is that no kind of particular stent
is used. The clinician can go on using the kind of
stent he has always used: with barium sulphate
teeth, with teeth brushed with dental amalgam
powder, or without any specific property.

Theonlydemandthat needs attentionistoglue
a Flatguide™ over the stent. (Figure 1)

Acquisition of CT

The patient must undergo the CT wearing the
Flatguide™ stent.

Itis necessary to verify that the stent perfectly
adheres to the residual teeth or to the mucosa, in
the case of a completely edentulous patient. It is
of primary importance that the stent in the oral
cavity can be always reproducible.

It is advisable to spread some silicon on the
Flatguide™ and ask the patient to close his teeth
so that the stent is fixed in the correct position..

The dentist must verify that the patient is
able to wear the stent by himself in the correct
position.

The patient must go to a radiologist centre
equipped to supply the CT data in digital form,
usually on CD. The axial section data are saved
in DICOM format (Digital Imaging and Com-
munications in Medicine).

The DICOM standard is public and its defi-
nition is accessible to everybody. It allows the
interchange of information between different
makers’ equipments, server and PC, specific for
the biomedical field.

The DICOM data will then be treated by
dedicated software.

OneScan 3D Software

The OneScan 3D ( www.3dmed.it ) software is a
program forimplantdiagnosisand planning based
on digital data. It is the only program including
the Flatguide™ function.

The functioning of the software subverts the
usual characteristics of the various CT based
interactive systems. With this system one starts
from an automatic 3D reconstruction modifying
the acquisition plan if necessary and thus obtain-
ing an insertion of the axial images to perfect the
next phase, that is the reconstruction curve of the
panorex sections.

Like all the mostadvanced software, OneScan
3D includes a series of functions, such as the
marking of the alveolar nerve, a database of the
implants and the abutments and the possibility to
evaluate tissue densitometry.

Instead, the three advanced characteristics that
differentiate it from the other software are:

. 3D reconstruction: All the program opera-
tionsare interactive and based onareal time
3D rendering. The OneScan 3D shows the
volume of data acquired through a normal
CT scan in an photorealistic way by using
the Windows standard PC platform and the
most widely used graphical cards (either
ATl ornVIDIA). The volume is rendered by
setting the proper opacity to each voxel to
show the patient’s tissues, as selected by the
dentist, setting a visible range of values in
the Hounsfield scale. The result is enforced
by applying to the visible voxels a colormap
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Figure 2. 3D reconstruction of the mandibular jaw with OneScan 3D

that better represents the visible tissues
and then some lighting effects to obtain a
photorealistic rendered image (Figure 2).

All the operations on the volume are in real
time.

All the opacity and Hounsfield visibility set-
tings can be changed on-line with an immediate
visible result; it is then possible to skim through
the tissues filtering their density, pass from soft
tissues to hard tissues, from the mucosa to the
teeth.

The volume can be “clipped” to analyze the
anatomy cross-sectionsinarealistic way to exam-
ine structures of anatomic interest from inside

The overall volume transparency can be set
to distinguish details of the different tissues of
different density; for example to view the teeth
roots while the volume is fully rendered

As well as in other software products, it is the
possible to segment the model on various plans,
axial and cross sectional, perform any type of
measurements on them including density profile
along an arbitrary segment

The OneScan 3D software has a simple but
powerful “virtual 3D brush” to help the dentist
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in cleaning the volume from all possible artefacts
(say scattering)

. STL generator: The OneScan 3D can gen-
erate an *stl. file representing the volume
rendered as from the current filter settings.
Thiskind of file isused by the firms that deal
with prototypization to produce sterelitho-
graphic or sintherized three dimensional
models.

. Flatguide™ function: The function that
primarily characterizes the software. Its
functioning is described in the next chap-
ter.

Flatguide™ Planning

Afterloading the digital datawith the OneScan 3D
software, one goes on with implant planning:

Tosimplify the planning operation, the volume
is first “calibrated” by graphically correcting
possible anatomy’s pitch and roll due to a wrong
patient’s position during the scan.

The most correct position for the implants is
chosen, verifying, if itis there, the position of the
prosthetic element reproduced by the diagnostic
stent.
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Figure 3. Implant planning with the Flatguide™, reconstructed in 3D

Figure 4. The virtual volume fitting over the Flatguide™

The implant diameter and length are opti-
mized.

The planning effected on cross sectional and
panorex is checked on the 3D (Figure 3).

Remember that the 3D image does not suffer
from dimensional changes created by a wrong
design ofthe reconstruction curve. The usual pan-
ning a zooming tools on all the projections help
in this phase. As mentioned, using the “clipping”

tool it is possible to section the images to check
the implant relations with structures of anatomic
interest from inside.

Once the implants are correctly positioned,
one goes on with the *“virtual stent” phase. The
software scans all the axial sections searching
for the Flatguide™ holes, and positions them in
the next window. After finding the Flatguide™
spatial position it positions a Virtual Volume
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with the same horseshoe shape, with pins in the
place of lingual holes above the Flatguide™ . The
Virtual Volume is then shown over the rendered
volume. The precision of the automatic position-
ing, in terms of fitting between the Flatguide™
holes and parallelism between the Flatguide™
and the Virtual Volume layers, is usually very
high. The best result can be obtained if all the
artefacts have been reduced or removed (virtual
3D brush) and if the volume has been correctly
calibrated (see above) to put the Flatguide™ on
a seamless horizontal plane (Figure 4).

In case the position of the Volume on the Flat-
guide™ is not perfect, it is possible to modify it
manually orientating the Virtual Volume in space
untilittiesin perfectly with the Flatguide™. Once
again, all the manual adjustment operation are
visual and in real time.

Oncethecorrectposition of the Virtual Volume
on the Flatguide™ has been verified, the program
is asked to create the holes on the guide. The
software creates the extension of the implants to
perforate the Virtual Volume (Figure 5).

Moreover the distance between the Flat-
guide™ and the fixture-abutment connection is
automatically calculated. This measure will turn

A New System in Guided Surgery

useful to the technician for the reproduction of
the implant depth in the stone model as it gives
him the mucosal thickness.

The last phase consists of exporting the Virtual
Volume. The spatial position data of the holes
inside the Virtual Volume is exported. The infor-
mation is gathered in a very light file, weighing
usually 1 02 Kbite. Thisfile is sent by e-mail to the
Service Centre that will create the Real Volume.
In the OneScan 3D local archive the information
relevant to the submitted request is stored; all the
Real VVolume production and delivery phases are
tracked through the Internet.

The result of the planning activity can be re-
ported in an automatically generated *pdf report
document than can include dentist’s annotations,
snapshots from the OneScan 3D operation and/
or images coming from any source. The report
automatically includes all the images to better
visually describe the implants and their position,
both in 2D and in 3D.

Creation of the Real Volume

The data sent by e-mail to the Service Centre are
elaborated by CAD-CAM software. Trough this

Figure 5. Implant extension perforating the virtual volume
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process it is possible to identify the holes repro-
ducing the prolongation of the implant axis in the
defined space of the Virtual Volume.

By means of the CAD-CAM technology, the
Real Volume, in plastic material, with the repro-
duction of the implant holes will be obtained.

Inside the holes metal sleeves are inserted,
that will be useful to the technician in the suc-
cessive phase.

The Real Volume is sent to the implantologist
by courier.

Technical Phase

As we said above, the dental technician figure is
vital in the whole process, from the diagnosis to
the prosthesis. As in every team work, the dental
lab is involved in every phase.

In the technical phase the technician will
receive the Real Volume. The Real Volume will
be coupled to the Flatguide™, glued onto the
diagnostic stent and positioned on the patient’s
stone model.

With appropriate drills, one goes through the
Real Volume sleeves piercing the Flatguide™,

the diagnostic stent and the stone model below
(Figure 6).

In this way the correct implant position and
axisarecreated. Withacalibrated rod, the implant
analog will be positioned inside the stone model,
reproducing the distance betweenthe Flatguide™
and the implant head calculated by the software
in order to get also the exact depth.

As to the creation of a surgical stent there are
two choices:

The more economical and quicker solution
that can be used also by the dentist without the
technician’s support is to pierce the diagnostic
stentafter superimposing the Real Volume onto the
Flatguide™. Inthe holes created by the appropri-
ate drill some surgical steel sleeves are inserted
and the stent will turn from a diagnostic stentto a
surgical stent. This system, the quickest and most
economic one does not allow the application of
depth stops for the mills. The implantologist can
avail himself of a spatial guide for the implants,
but not for their depth, which he will measure by
means of mills with depth notches.

The most complex, but also the costliest solu-
tion is to pierce the stone model too, position the

Figure 6. Real volume over the Flatguide™, with the sleeves and the calibrated rod
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implant analog in the established spots and depth
and use the stone model for the creation of a new
surgical stent. With this system, as the implants
have the right depth, it is possible to create a stent
with depth stops for the mills. All the metal sleeves
are positioned in the stent at the same height,
usually 10 mm from the implant, including the
sleeve thickness. In this way the stent becomes
compatible with kits of commercially available
surgical drills. Forevery implant length there will
be a proper drill that works as long as it is.

By choosing the second solution, the more
refined one, the technician has at his disposal the
stone model reproducing the exact position of the
implants and the thickness of the mucosa. On this
model it is possible to realize any kind of provi-
sional prosthesis, a single tooth, a small bridge, a
full arch, and the Toronto bridge prosthesis.

It is important to notice that the system does
not assume to supply perfectly correct prosthesis
without any kind of tension when positioned in
the patient’s oral cavity.

One must take into account a certain degree
of discrepancy between the implant virtual po-
sition on the model and the real position in the
patient’s cavity.

Figure 7. Surgical stent in situ
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For this reason it is suggested to create pro-
visional prosthesis with wider preparations so
that they can be relined directly in the patient’s
mouth.

Surgical Phase

The surgical phase takes benefit from the spatial in-
formation extracted fromthe planning and applied
to the stent through the Flatguide™ system.
Inaccordance with hisneeding the dental tech-
nicianwill prepare stentswith different character-
istics. Being an open system, without constraints,
the technician, based on the dentist instructions,
will prepare surgical stents with vertical holders
in case he uses drills with holders for flapless
surgery, or simple steel guides for a conventional
surgery with open flaps. (Figure 7, 8).
Asalready pointed out above, the Flatguide™
systemrequiresateamwork; each step isdiscussed
in advance to optimize results, costs, benefits.

Prosthesic Phase

It is the latest phase, but not for importance.
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Figure 8. Correct implant positioning

This is the objective of any interactive plan-
ning system: to have the prosthesis ended even
before you begin the surgery phase!

With the Flatguide™ system it is possible to
getthe patient’s stone model inwhich to insert the
implant analogs each of them at the position and
depth planned using the computer software.

On this model the technician can choose the
suitable abutments and prepare the temporary

prosthesis fitting the requirements coming from
the implantologist (Figure 9, 10).

This systematic doesn’t claim to provide a
prosthesis with precision of 10th of a millimeter.
The aim is to provide a stone model with implant
analogs positioned in such away to allow the tech-
nical to create provisionals slightly larger thanthe
size of the implant’s abutments. The provisional
prosthesis, ranging from single crown, to the
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Figure 10. Final ceramic restoration

A New System in Guided Surgery

bridge, to the Toronto type bridge prosthesis, will
be relined directly in the patient’s mouth.

Relining the prosthesis directly in the mouth
of the patient, we will eliminate all the tensions
we inevitably get by building a prosthesis on a
model, stereolithographic or in stone, even before
the surgery phase.

CONCLUSION

The Flatguide™ system, matched with OneScan
3D software, has revealed itself very simple to
be used also for the General Practitioner. It does
not need any calculation and the software is
very immediate and self explaining; it has been
studied to be used every day. The characteristic
of not excluding the technician turns out to be
added value. The technician starts cooperating
in the diagnostic phase and ends in the definitive
prosthesis phase, acting as part and parcel in ev-
ery intermediate step. The quality of the images,
particularly in 3D reconstructions, offersthe clini-
cian an excellent diagnostic instrument besides
being useful in implant planning. It is therefore
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an excellent instrument of communication and
marketing with the patients.

Last, but not least, the cost of a single stent is
limited to the creation of a Real VVolume, whose
cost is today about 80-90€. With a limited cost it
is possible to rehabilitate a whole arch.
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KEY TERMS

CAD: Computer-aided design is the use of
computer technology to aid in the design and
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especially the drafting of a part or product. It
is both a visual (or drawing) and symbol-based
method of communications whose conventions
are particular to a specific technical field. Nel
software OneScan 3D viene utilizzata solo la
componente visuale.

CAM: Computer-ided manufacturingisthe
use of computer-based software tools that assist
engineers and machinists in manufacturing or
prototyping product components. CAM is a pro-
gramming tool that allows you to manufacture
physical models using computer-aided design
(CAD) programs. CAM creates real life versions
of components designed within a software pack-
age. The Real Volume is creating using CAM
techniques.

Computer Assisted Surgery: (CAS) repre-
sentsasurgical conceptand set of methods, that use
computertechnology for presurgical planning, and
for guiding or performing surgical interventions.
CAS is also known as computer aided surgery,
computer assisted intervention, image guided
surgery and surgical navigation, but these terms
that are more or less synonyms with CAS.

CT: Computed tomography (CT) is a medi-
cal imaging method using tomography. Digital
geometry processing is used to create a three-
dimensional image of the inside of an object from
a large series of two-dimensional X-ray images
taken around a single axis of rotation. The word
“tomography” is derived from the Greek tomos
(slice) and graphein (to write).

DICOM: Digital Imaging and Communica-
tions in Medicine. Is a standard for handling,
storing, printing, and transmitting informationin
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medical imaging. It includes a file format defini-
tion and a network communications protocol.
The communication protocol is an application
protocol that uses CTP/IP to communicate be-
tween systems. DICOM files can be exchanged
between entities that are able of receiving patient
data in DICOM format.

Flapless Surgery: The surgery without open-
ing flaps. The surgical template will drive the drill
through the soft tissues and will stop the drill at
the correct depth. It’s a painless surgery, very
well accepted by the patient.

Immediate Loading: When it is possible
to give an adequate primary stability to the
implants it is possible load them immediately.
The implants stability is measured through the
tightening torque. A value higher then 35N/cm
will ensure the possibility to perform the implant.
To do this the implantologist can perform some
under-preparations of the site in order to increase
the bone stability.

Implant Planning: The planning activity be-
foreasurgical intervention. Itisusually performed
over CT data. The best results can be obtained,
today, through dedicated implantology software
applications.

STL: Isafile formatnative to the stereolithog-
raphy CAD software. This file format is supported
by many software packages; it is widely used for
rapid prototyping and computer-aided manufac-
turing. STL files describe only the surface ge-
ometry of a three dimensional object without any
representation of colour, texture or other common
CAD model attributes. The STL format specifies
both ASCII and binary representations.



159

Chapter Xi
Visualization and Modelling in
Dental Implantology

Ferenc Pongracz
Albadent, Inc, Hungary

ABSTRACT

Intraoperative transfer of the implant and prosthesis planning in dentistry is facilitated by drilling
templates or active, image-guided navigation. Minimum invasion concept of surgical interaction means
high clinical precision with immediate load of prosthesis. The need for high-quality, realistic visualiza-
tion of anatomical environment is obvious. Moreover, new elements of functional modelling appear to
gain ground. Accordingly, future trend in computerized dentistry predicts less use of CT (computer to-
mography) or DVT (digital volume tomography) imaging and more use of 3D visualization of anatomy
(laser scanning of topography and various surface reconstruction techniques). Direct visualization of
anatomy during surgery revives wider use of active navigation. This chapter summarizes latest results
on developing software tools for improving imaging and graphical modelling techniques in computer-

ized dental implantology.

INTRODUCTION

In this chapter the author give his experiences
gained developing visualization and graphical
modelling tools in applications for computer-
ized dental implantology. Intensive development

efforts can be seen worldwide on the field of
image-guided navigation systemsapplied indental
implantology. Several commercial products are
available on European market (Simplant®, www.
materialise.com; coDiagnostiX®, www.ivs-solu-
tions.de; Denx®IGI, www.denx.com; ARTMA
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Virtual Implant®, www.landsteiner.org; Galileos
Implant Guide, www.sirona.de, Dental Planner,
Albadent Inc). Drawbacks and advantages of
technology in dentistry and oral surgery for the
last decade are surveyed by several laboratories
(Siessegger et al, 2001, Ewers et al, 2005). The
computerized implantology evolves into two
directions: 1/ surgery support with prefabricated
templates; 2/ active, image guided navigated drill-
ing. In case of surgical template preparation of
both the registration and drill calibration can be
made outside of operation room in a stress-free
environment. This improves accuracy; however,
other problems like template fixing to patient’s
jaw, complete absence of interactive control of
drill’s orientation in space make the future of this
method uncertain. Incase of active, intraoperative
navigation, the lack of experience, poor software
support for synchronization of real and virtual
environments sometimes overburden the surgeon.
Future trend in computerized dentistry predicts
lessuse of direct diagnostic imaging and more use
of 3D visualization of anatomy (laser scanning
of topography and various surface reconstruction
techniques). Functional modelling isnow possible
with tooth surface database and simulation of oc-
clusal properties (Pongracz and Bardosi, 2006).
Modern visualization methods like resampling the
slice sequencein CT and MR diagnostic volumes,
combined views of surface topography and mesh
surfaces support the modelling. These new ap-
proaches help in direct visualization of anatomy
during surgery that revives wider use of active
navigation in the future.

The accuracy of dental hand piece tracking in
active navigation highly dependsonthe alignment
method between diagnostic and surgical spaces
(REGISTRATION)and the alignment procedure
betweentool’sown coordinate space and the coor-
dinate space of attached sensor (CALIBRATION).
Well designed computational approach is needed
for calibration of dental hand piece with small and
unique geometry (Bardosi and Pongracz, 2007,
Pongracz et al, 2007).

160

Visualization and Modelling in Dental Implantology

GRAPHICAL MODELLING
Data Sources

Conventional (CT) and cone beam computer
tomography (CBCT) are generally used for 3
dimensional dental imaging. Recent results have
controversial results regarding optimization of
image characteristics (artifacts reduction versus
density resolution) by using CT and CBCT tech-
nologies (Humpries et al, 2006, Katsumata et al,
2007). In our studies the patient imaging data are
read in from both CT and CBCT sequences and
stored as volumetric model (Xoran Technologies:
i-CAT 3D Dental Imaging, GE Medical Systems:
HiSpeed NX/i). Reslicing algorithm is frequently
included to generate slice view in arbitrary cut-
ting plane orientation. Bone surface models are
created by isosurface raytracing algorithm or
marching cubes algorithm. Mesh surfaces can be
imported for adding gips model topography and
realistic model of implants. The surface models
can be clipped to see interaction of surfaces
with volumetric data and visualize the details of
interocclusal relationships.

Tooth Database

This is a really difficult issue because the fine,
realistic details of intercusp relations are impor-
tant for dental planning and their presence in the
program gives an impression of the real environ-
ment for the dentist. The realistic graphics helps
in navigating within the virtual scene for medical
personnel even if he doesn’t like working with
computers. The CT imaging was performed on
teeth of undamaged surfaces taken from the same
cadaver skull. The teeth had no metal filling. The
surface reconstruction was made by marching
cubes (Lorensen and Cline, 1987) and decimator
algorithms to find polygons and set their number
to a reasonable level (Figure 1). The ideal posi-
tions and the 3D surface models of each tooth
are stored and added during initialization (read
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in from compressed file package). Their locations
are rendered to the standard dentition curve (rep-
resented as cubic spline connecting the surface
centers of teeth). The coordinates are based on
detailed anatomical description of articulation of
dental curves and classification of the permanent
dentition which are available for a long time
(Massler and Schour, 1958). Local alignment
and scaling of each tooth is possible within the
ideal occlusal reference frame on separate panels
for mesiodistal (transversal) and faciolingual
(tangential) inclinations. These are related to the
actual tangent and normal planes of the upper or
lower dentition curves. Similar database has been
created by others (Hassan et al, 2005, Krsek et
al, 2007) but without using globally structured
datasets based on ideal dental curves.

Dentition Planning

Latest effort in software development reveals
that functional modelling is possible within the
diagnostic environment with some novel graphi-
cal features (Pongracz et al, 2005, Pongracz and
Bardosi, 2006). The goal is to simulate the func-
tion of articulator used in conventional design
of prosthesis. The optimal dental occlusion is
estimated according to the condition of centric
occlusion i.e. after bringing occlusal surfaces
of mandible and opposing maxillary arch into
identical centered position. This identical posi-
tion of occlusal surfaces is set by triangles in
the program, and—after appropriate resampling
(interpolation ofimagesaccording tothetriangles’
normal vectors) of the CT volume—the diagnostic
estimate for an ideal interocclusal relationship

Figure 1. Tooth surface database from cadaver teeth. Each tooth model was reconstructed from CT data
with marching cubes algorithm and decimated to 5000 triangles. After reconstruction they were placed
into a global coordinate space defined by occlusal triangles. The triangles for the upper and lower
jaws are in the same position and size according to ideal centric occlusion. Spline curves, - crossing
the occlusal triangles’ vertices - added to initialize dentition curves. The shape of dentition curves is
controlled by moving the triangles’ vertices in 3 dimensions. Each tooth model can be locally moved,
rotated relative to their initial location on dental curve. Each tooth has own anatomical coordinate space
and their shape can be rescaled along any of local axes.
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can be created (Figure 2). The original volume is
divided into two subvolumes during resampling:
first one is defined above the maxillary triangle
and the second one is under the mandibular tri-
angle. These two subvolumes are merged into a
single one for analysing local relationships. This
resampled volume now determines the common
reference frame for all manipulation of tooth and
implant models and helps in implant placement
(Figure 3). Local alignment is made on separate
planes for mesiodistal and faciolingual inclina-
tions. These local views display the resampled
image together with tooth models (from database)
topredictsmall details for contactareas. The tooth
models can be scaled, rotated and shifted in 3D
to fit patient’s anatomy.

Topographic Modelling

The information on the shape of mucous soft
tissue is added to the graphical scene after laser
scanning the gips model or other negative impres-
sion taken from the mouth. The mesh surface of
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gips model is registered to CT diagnostic data
and visualized with or without the bone surface.
Important element of the topographic modelling
is the clipping and contur tracing algorithms
together with an appropriate texture mapping
onto planes or surface meshes. The effective use
of these new methods needs special program-
ming technique based on OpenGL (OpenGL 2.1:
www.opengl.org/documentation/) or DirectX
(The DirectX SDK: http://msdn.microsoft.com)
graphical librariesand suitable hardware support.
The conventional, CPU based programming can
slow down the output causing large delay in vi-
sualization that hinders these new methods from
surgical planning.

The bone surface is first reconstructed by
segmentation and marching cubes algorithms
which are available in several third party ap-
plications (Osirix Mac OSX version is used in
this article). After it the exported model of bone
surface, which is automatically aligned with CT
data, can be included in modelling. The 3D scene
now contains several graphical elements, such as

Figure 2. Modelling centric occlusion in diagnostic environment. The 3D volumetric resampling is per-
formed separately for the upper and lower subvolumes (maxilla and mandible) above the upper triangle

and under the lower triangle, respectively.

UNLOCEED
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Figure 3. Modelling local interocclusal contacts in resampled volume (aand b: transversal and tangential
planes). Implant planning has been made in parallel with dentition planning. The surface model (c and
d) is given according to the original volume sampling in CT and shows the final results of planning.

surface mesh of the gips model for soft tissue rep-
resentation, bone surface, CT volumetric model,
implants, virtual hand piece for active navigation
and clipping planes for interactive visualization
of internal structures.

Following figures show samples of texture
mapping onto the clipping plane defined on the
registered model of soft tissue (Figure 4a). The
critical procedure for implant localization can
be greatly simplified. The optimum software
implementation of previous calculation utilizesthe
power of 3D texture programming and graphics
accelerator card. The real-time calculationand vi-
sualization of resampled CT images give achance
for fast, convenient diagnostic analysis.

Bone Clipping

The reconstruction of bone surface of the maxil-
lofacial areaisusually difficult because of frequent
artifacts seen in CT images. The marching cubes
algorithm (Lorensen and Cline, 1987) generates
noisy surface with abundant components in mesh.

Several approachesare knownto decrease artifacts
and improve surface reconstruction (Bazalova et
al, 2007, Krsek et al, 2007, Yongbin et al, 2007,
Beaulieu and Yazdi, 2006). The visibility of com-
plex region at tooth-jaw bone transitions can be
greatly enhanced by clipping at critical locations.
The relationship between the topographic and
bone surfaces can be analysed and small details
visualized by plane and volume clippings. This
procedure enhances the visibility of critical layer
between the bone surface and the surface of mu-
cous soft tissue. The clipping can be performed
in real time synchronized or unsynchronized to
the implant alignment procedure. The unclipped
surface models of bone and soft tissue are usu-
ally displayed in noisy 3D scene with disturbing
metal artifacts. The hidden elements of the im-
plant base and abutment tool can be made visible
with clipping planes. Figures 4B and C illustrate
the results after clipping with transversal and
horizontal planes. Both clipping interactions are
locked to the actual position and orientation of
implant. Further clipping is possible by volumes
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Figure 4. (a) Topographic modelling with vertical and horizontal clipping planes, contur detection with
soft tissue surface and CT texture mapping (both clipping planes are locked to implant and can be moved
in real-time). (b) and (c): Clipping with transversal and horizontal planes. The clipping is applied for
registered models of bone (white) and surface of soft tissue (green). Distance analysis between the bone
surface and soft tissue is possible by appropriate compression and expansion algorithms applied to the

surface representing soft tissue.

with resizable edges. Graphical manipulations
(clipping plane rotation around the implant axis,
resizing of volume clip edges near the implant)
help in detailed visualization. Surface expansion
and compression tools can be easily implemented
in this environment to support distance analysis
between the bone surface and soft tissue. This
analysis can give valuable information for surgery.
At this time the real-time clipping technique is
more acceptable in practical applicationsthanany
filtering or image pre-processing method.
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HAND PIECE NAVIGATION
CONTROL

Previous results of graphical modelling and vi-
sualization can be validated in active navigation
after the registration of surgical space and drill
calibrations have been done. The registration to
the CT volume can be performed with the help of
surface fiducials located on the template (Figure
5a). The registration should be handled as SVD
(“singular value decomposition”) problem and
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this way, even with ill-defined marker positions,
a least-square estimate always can be found for
the registration matrix (Arun et al, 1987, Press
et al, 1992).

The hand piece calibration has three steps
(using optical tracking with passive sensors):

1. Tip offset vector calculation is based on
the known pivoting procedure (Bardosi
and Pongracz, 2007, Pongracz et al, 2007)
and gives back results with accuracy under
0.2 mm (mean sqrt variation from pivoting,
50-100 samples);

2. Drillaxisdirectionwasestimated by surface
scanning (50-200 samples) with the pointer;
the estimated projection error remained in
the range of 0.15-0.2 mm;

3. Final orientation of tool’s space is aligned
to the tool’s geometry (handle position) by
the pointer of the tracking system.

This procedureisflexible and accurate enough
to use for small dental hand piece and also usable
in many cases during research and development
period of navigation systems.

Tipoffsetvector calculation. Thedrill calibration
(both for template drilling and active navigation)
is based on the known pivoting procedure (tip
offset vector calculation) (Figure 5b).

Tip offset calculation steps:

. Sampling data by rotating the tool around
the tip;

. All points lie on a tip-centered sphere;

. Task: find the center point (tip offset) (t);

Xo =% Xn = Xha
A=Y, -V, Yo = Yna
=4 Z,— Ly,

2 2 2
X+ +17)
B== :
2

2 2 2
X5+ Y, +2,

min||At - B

. SVD problem

Drill axis calculation. The second phase of the
calibration (axisdirection) starts with data capture
on that part of device which has a cylinder shape
with an axis identical with the tip direction. An
optimization algorithm (Levenberg-Marquardt
method; Press et al., 1992) was implemented
which uses the output of data capture made by the
random move of the pointer on the tool cylinder
(Figures 5¢ and d). This optimization procedure
projects first the random surface points onto the
plane centered by the tip offset vector which was
determined during the pivoting phase. The 3D
projection transform for the actual axis direction
is calculated from two orientation angles. These
angles are the parameters to be optimized. On
output the axis calibration procedure gives back
the orientation angles for the tip axis, the cost
value at optimum and the estimated diameter of
the fitted cylinder.
Tool axis calibration algorithm:

. 2 rotation angles used to define ,,projection
plane”, relevant to the problem (&,%);

. Center the data origin to the tip offset (preset
during tip offset pivoting);

. Cost function is the empirical variance of
the distances of the projected points fromthe
origin, as related to the rotation angles:

2

Clo#) = =S T (Ropp) - Ry #
N

i1 2
n. T
M(ch,a” p) = tip offset ((P,S”)e|:_57_}

where R , is the rotation/projection matrix.
The final orientation of tool’s space can be

aligned to the tool’s geometry (handle position)
by an up-vector defined by the pointer.
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Figure 5. Registration and drill calibration controls in the navigation panel of dental planning and
navigation program. (a) Typical arrangement of registration panel. The registration procedure is marker-
based with accuracy in the range of 0.3 to 0.6 mm. The patient is scanned in CT lab with a template
containing four fiducials. (D) Tip offset calibration for navigated drill. The offset vector points from the
sensor’s space origin to the drill tip. (c) and (d): Axis vector calibration of small dental hand piece. The
system reads in location and orientation values for tool sensor and pointer sensor during the random

move of the pointer on drill head.
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SYSTEM DESIGN FOR ACTIVE
NAVIGATION

The architecture of the software implementation
can follow different principles: 1/ modular design
with panels reflecting well distinguished steps
in surgical workflow; 2/ highly simplified view
integrating several steps in workflow. The latest
development in computer hardware offers power-
ful support for real-time graphical programming
(Burdeaand Coiffet, 2003). The improved quality
and fast, direct visualization of anatomy during
surgery revives wider use of active navigation.
Modern programming techniques with hardware
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accelerators helptoimprove applications for surgi-
cal planning. Large volumetric or surface models
can be moved, clipped or resampled (recalculated
according tonon-standard sampling directions) in
real time. The interaction of different diagnostic
models can be visualized with fine details. Com-
munication with new peripherals like 3D mouse
can make the graphical manipulation of virtual
scenes more and more acceptable for medical
personnel and will have an increasing impact on
dentistry in the future (Huff et al, 2006).

The inadequate drill calibration methods can
influence the accuracy of active navigation of
small dental hand piece. Therefore, generally
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usable calibration procedure is needed, which, by
means of the methods known in reverse engineer-
ing, accurately estimates the tip offset and axis
direction of navigated device relative to the space
of an attached motion sensor. An implementation
of modular calibration for improved accuracy
control has been described in this article. This
method gives stable output without the use of
prefabricated adapter clamps known in com-
mercial systems.

CONCLUSION

Novel visualization and modelling techniques
have been summarized for use in field of dental
implantology. New graphical tools have been
presented for functional modelling. Latest model-
ling incorporates inter-occlusal analysis of teeth
contacts and simulation of dentition together
with virtual implant positioning. The critical
relationship between the jaw bone surfaces and
the mucous soft tissue can be visualized. An
implant planning and navigation system has been
developed which implements the new features
presented in this article.
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KEY TERMS

Active Navigation: The type of surgical in-
teraction where the surgical tool is moved under
continuous 3D motion tracking on a motion path
which is selected freely by the surgeon.

Centric Occlusion: The ideal, closed posi-
tion of upper and lower jaws. The teeth contacts
in this case represent the ideal relationships in
the mouth.

Hardware Accelerator: The name ofaninter-
nal element of computer hardware which supports
the visualization of complicated 3D graphics.

Maxilla and Mandible: Upper and lower
jaws, respectively.

Open GL: The name of a graphical library
whichisfrequently used during software develop-
ment with complex 3D visualizations.

Optical Tracking: Itisaprocedure where the
motion of a rigid object is continuously followed
by cameras through sensors attached rigidly to
the object.
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Surface Model: Mathematical representation
of surfaces. Ordered sequence of large number
of small polygons (usually triangles) which can
be placed in 3D graphical scene created by pro-
gramming.

Surgical Template: Supporting tool or guide
to help surgical interaction by guiding tools into
the target position. Computerized dental implan-
tology uses frequently this approach to prepare
implant placement into jaw.

Tip Offset in Navigation: The 3D vector
representing the offset from the origo of an at-
tached motion sensor to the tip of the navigated
drill. The tip offset vector is defined in the local
coordinate space of the attached sensor.

Tip Direction in Navigation: The 3D axis
vector representing the direction of the drill axis
within the coordinate space of the attached mo-
tion sensor.

Topographic Surface: The surface which
represents 3D variability of shape of an object.
Laser topography can be created by laser scan-
ning of the visible surface of an object made from
hard material.

Volumetric Model: Mathematical representa-
tion of 3D grid consisting of voxels (3D equivalents
of pixels) in vertices. The model can be filled up
by reading in the sequence of grayscale medical
images.
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Chapter XII
Finite Element Analysis and its
Application in Dental Implant
Research
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ABSTRACT

Biomechanical research has gained recognition in medical sciences. Osseointegrated dental implants,
being medical devices functioning under constant load, are one of the focal points of such research.
One of the most powerful tools for biomechanical research on dental implants is finite element analysis
(FEA). This chapter will cope with basic elements of FEA research, the mechanical properties of bone
and the various parts of dental implants, as well as delve into published literature on the subject.

INTRODUCTION

Finite elementanalysis (FEA) isacomputer simu-
lation technique used in engineering analysis. It
uses a numerical technique called the finite ele-
ment method (FEM). There are many finite ele-
ment software packages available, both free and
proprietary. The sophistication of this technique
has rendered it an invaluable tool in biomechani-
cal research.

The finite element analysis was first developed
in 1943 by Richard Courant, who used the Ritz

method of numerical analysis and minimization
of variational calculusto obtain approximate solu-
tions to vibration systems. Shortly thereafter, the
work of M.J.Turner, RW.Clough, H.C.Martinand
L.J. Topp in 1956 established a broader definition
of numerical analysis. The researchers centered
on the “stiffness and deflection of complex
structures”. Development of the finite element
method in structural mechanics is usually based
on an energy principle such as the virtual work
principle or the minimum total potential energy
principle.

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of 1GI Global is prohibited.
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Figure 1. Close up of an implant cervix (right) and bone (left). The finite elements are depicted as the
ares marked by white lines. Each quadrilateral element consists of four nodes. The different colors

depict iso-stress areas

In its applications, the object or system is
represented by a geometrically similar model
consisting of multiple, linked, simplified repre-
sentations of discrete regions-i.e. finite elements
onanunstructuredgrid. Equations ofequilibrium,
in conjunction with applicable physical consid-
erations, such as compatibility and constitutive
relations, are applied to each element and a sys-
tem of simultaneous equations is constructed.
The system of partial differential equations is
solved for unknown values using the techniques
of linear algebra or nonlinear numerical schemes,
as appropriate.

In lay terms, the mathematical model is rep-
resented by a mesh geometrically identical to the
object being studied. The mesh is broken down to
elements. There is a set number of elements for a
distinct mesh, hence the term finite element analy-
sis. Each element is defined by points called nodes.
Depending on the type of analysis, a wide variety
of elements can be used, such as one-dimensional
(straight or curved), two-dimensional (triangles
or quadrilaterals), torus-shaped and three-dimen-

sional (such as tetrahedrals and hexahedrals). As
a force is applied, these interconnected elements
start to move. Movement is defined by means of
displacement of their nodes. This displacement
is transformed, through the calculations, to stress
and strain values (Figure 1). While being an
approximate method, the accuracy of the FEA
method can be improved by refining the mesh in
the model using more elements and nodes.

A common use of FEA is for the determina-
tion of stresses and displacements in mechanical
objects and systems. However, it is also rou-
tinely used in the analysis of many other types of
problems, including those in heat transfer, fluid
dynamics and electromagnetism. FEA is able to
handle complex systems that defy closed-form
analytical solutions.

Finite element analysis is also frequently used
in biological systems, for example in orthopedics,
but also for dental implants. In fact, realization
of the importance of biomechanical aspects in
implant dentistry have rendered FEA an essential
tool in dental implant research.
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Among the subjects investigated in dental
implantology are both material properties and
biomechanical performance of implants and
their components. The behavior of titanium
parts, such as abutments and screws, has been
put under scrutiny to determine their function
under load and the possibility of failure due to
fatigue. From a mechanical point of view, such
studies are trivial.

On the other hand, the biological behavior of
implants integrated in bone isa more complicated
matter. A number of studies have investigated the
effect of implant length, diameter, shape, as well
as different placement configurations and the
resulting stresses transmitted to the bone. Often,
the effect of prosthetic material and shape of con-
struction, such as the inclusion of cantilevers, is
taken into consideration.

The main concern with the application of
FEA in implant research is to which extent a
mathematical model can represent a biological
system. Published studies show a notable trend
towards optimization of mathematical models.
Improved software and a dramatic increase in
easily available computational power have as-
sisted in this trend.

MATERIAL PROPERTIES

In order to understand the structure, material and
results ofany FEA study, abasic understanding of
certaintermsisrequired. The intricate mechanics
of bone will also be discussed in this section.

Young’'s Modulus

Young’s modulus, also known as elastic or tensile
modulus, is a measure of the stiffness of a mate-
rial. It is one of several elastic moduli and widely
used in FEA. It is named after Thomas Young,
an 18" century British scientist.

Young’s modulus is defined as the ratio of
stress over strain in a region in which Hooke’s
Law is obeyed for the material (Anonymous,
2008b) In lay terms, it represents the relative
stiffness within the elastic range (the range of
deformation in which the material can revert
completely to its undeformed state). The elastic
modulus can be determined from a stress-strain
curve by calculating the ratio of stress to strain
(Figure 2). A ratio of stress, which has units of
pressure, tostrain, which isdimensionless, results
in Young’s modulus being measured in units of

Figure 2. Young’s modulus as a stress-strain curve. Strain is in the x-axis, stress is in the y-axis. (a)
Elastic limit, (b) upper yield strength, (c) lower yield strength, (d) ultimate stress, (e) breaking stress
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Figure 3. The green area depicts the bar cross-section. The schematic shows the bar profile before (solid

line) and after elongation (dotted line)

A+AR

Fe

pressure. The Sl (International System) unit of
modulus of elasticity (E) is the pascal (N/m?).
Practical units include the megapascal (MPa) and
gigapascal (GPa or KN/mm?2).

Materials that obey to Hooke’s Law show a
constant Young’s modulus over arange of strains.
Such materials, including steel, carbon fiber and
glass, are called linear. Rubber and soils are
considered non-linear materials (except at very
small strains). Animportantdistinction is between
isotropic and anisotropic materials. Most metals
and ceramics are isotropic, meaning that their
mechanical properties are the same in all direc-
tions. Wood, on the other hand, is anisotropic.
Isotropic materials can be treated in certain ways
to make them anisotropic, thus giving them dif-
ferentmechanical properties when load is applied
indifferentdirections. In such materials, Young’s
modulus varies depending on the direction of the
load applied. A typical example is carbon fibre,
which is much stiffer when a load is applied par-
allel to its fibers.

If we apply a tensile force of 100N on a bar
along its longitudinal axis, the stress can be
calculated as:

o=F/A

where F is the force applied and A the cross-
section surface of the bar (Figure 3). If A is the
total initial length of the bar, after force applica-
tion the bar will be elongated by AX. Therefore,
strain, which is the deformation of our object,
will be calculated as:

e=AMA

It is easy to deduct that strain is a percentile
showing the amount of deformation. Finally,
Young’s modulus is represented by the follow-
ing formula:

E=o0/¢
Poisson’s Ratio

Poisson’s ratio, named after Simeon Poisson, isthe
ratio of relative contraction strain, or transverse
strain (normal to the applied load), divided by
the relative extension strain, or axial strain (in
the direction of the applied load) (Anonymous,
2008a).
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Figure 4. Poisson’s ratio. As the cube is compressed in the vertical direction, it stretches laterally
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Table 1.

Material Young's Modulus (in GPa) Poisson's ratio
Composite resin 9-21 0,24

Porcelain 68-107 0,19

Titanium 105-120 0,33

Gold Alloy 77-100 0,33

Tooth Enamel 70-80 0,33

Cortical Bone 117 0,3

Trabecular Bone 1,37 0,3

When a sample is stretched in one direction,
it tends to contract in the other two directions.
Conversely, when the sample is compressed in
one direction, it tends to expand in the other two
(Figure 4). Poisson’s ratio (v) is a measure of
this tendency. For stable materials, the Poisson’s
ratio cannot be less than -1 nor greater than 0.5.
Most materials have a ratio between 0 and 0.5.
For example, cork is close to 0, most steels are
around 0.3 and rubber is almost 0.5. A negative
Poisson’s ratio is found in some materials, mostly
polymer foams. These materials are called auxetic
(from the greek word avéntikdé=increasing) and,

174

when stretched in one direction, become thicker
in perpendicular directions.

If the material is compressed along its axial
direction:

V:_gtrans/gaxial

where v is the resulting Poisson’s ratio, €, _ is
transverse strain and ¢__ is axial strain.

The values of Young’s modulus and Poisson’s
ratio for some common materials are presented

in Table 1.
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Bone Properties

In contrast to engineering research, where it is a
norm to study materials with well defined prop-
erties, biomechanical research must deal with
complex, living structures such as bone. From a
mechanical point of view, bone is an anisotropic
material. Furthermore, it has the potential to self
repair when it is submitted to severe stress.

Bone is a hard, lightweight matter, formed
mostly of calcium phosphate and incorporating
basic characteristics of a composite material. It
has high compressive strength but poor tensile
strength, therefore resisting pushing forces well,
but not pulling forces. Bone is brittle, but has a
high degree of elasticity, due to its high concen-
tration in collagen. In the human skeleton, we
can distinguish two main categories, long bones
(eg the tibia) and flat bones (eg most bones of the
scull), followed by smaller categories such as
short, irregular and sesamoid bones.

Despite the different shapes and function
of various bone groups, all bones share similar
characteristics. Bone comprises of two distinct
layers, the outer being called compact, also dense
or cortical, and the inner layer called trabecular,
also cancellous or spongy, bone. Compactbone is
hard and incorporates very few gaps, accounting
for 80% of the total mass of an adult skeleton. In
compactbone we can find a series of tubes around
narrow channels, called Haversian canals. These
canals surround blood vessels and nerves. Such
an arrangement is conducive to mineral deposit
and gives bone its strength. Trabecular bone, on
the other hand, is composed of a network of rod-
and plate-like elements, making it lighter and
allowing room for blood vessels and marrow. It
is apparent that bone is a complex structure, with
inherent difficulties to determine its mechanical
properties.

The elastic modulus of bone has been inves-
tigated in experimental trials (Mente & Lewis,
1989). The authors of this study developed a pro-
cedure to measure the elastic modulus of small

specimens by direct testing of cantilever-type
specimens. The samples of trabecular bone were
compared to machined aluminium and cortical
bone, in order to test the accuracy and reproduc-
ibility of the method. The results were entered
into a finite element modeling software and a
combination of the experimental and calculated
displacement was used to determine the actual
elastic modulus of trabecular bone. The authors
concluded that the calculated elastic modulus
was significantly lower than values reported in
the literature.

Inanother study (Katsamanis & Raftopoulos,
1990), the Hopkinson bar stress technique and a
universal testing machine were used to investigate
dynamicand static mechanical properties of corti-
cal bone taken from the femur of fresh cadavers.
Thisstudy reported a Young’s modulus, Poisson’s
ratio and viscosity of cortical bone consistent with
values found in the literature. Bending tests are
common when investigating bone mechanical
properties (Hara, Takizawa, Sato, & lde, 1998;
Lotz, Gerhart, & Hayes, 1991; Spatz, O’Leary,
& Vincent, 1996). Other techniques, such as
measurement of nano-indentation of bone tissue
and subsequent calculation of the elastic modulus,
have been employed, only to verify that there is
a wide variation of elastic properties in the bone
of different individuals (Zysset, Guo, Hoffler,
Moore, & Goldstein, 1999).

More modern approaches to determining
bone properties include the evaluation of imaging
techniques (van Lenthe, van den Bergh, Hermus,
& Huiskes, 2001). The researchers in this study
investigated the feasibility of deriving the elastic
modulus of trabecular bone from microfinite
element analysis in combination with ultrasound
and bone mineral density measurements. The
trabecular morphology was constructed based
on microcomputed tomography. The authors
concluded that ultrasound, as well as computed
tomography or magnetic resonance imaging,
can be used to estimate bone stiffness. Magnetic
resonance imaging (MRI) is supported by fur-
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Figure 5. Screw-type implant, abutment and screw
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ther studies as a good tool for investigating bone
properties (Mehta, Rajani, & Sinha, 1997; van
Rietbergen, Majumdar, Newitt, & MacDonald,
2002), as well as computed tomography (Van
Oossterwyck et al., 2000).

It is obvious that detailed parameters of bone
anatomy and mechanical properties must be taken
into account in biomechanical research. Simpli-
fied representations of bone as a uniform material
are not encouraged, nor vaguely determined me-
chanical properties. Thisisfurtheraccentuated by
studiesonstressdistributionaround oral implants,
where it is shown that bone-implant interface,
bone elastic properties and bone anatomy greatly
influence loading patterns (Van Oosterwyck et
al., 1998).
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Mechanical Behavior of Titanium
Implant Components

The mechanical behavior of titanium implant parts
has yielded a significant amount of research. The
implantcomplex consists of the implant, abutment
and abutment screw (Figure 5). The implant is
embedded in bone, while the abutment serves
as an extension penetrating the oral mucosa, on
which the prosthetic reconstruction is anchored.
The abutment is fixated on the implant with an
abutment screw tightened by a specific torque.
The friction coefficient between these titanium
parts seems to affect the amount of preload
inherent in such a complex after tightening the
screw with a given torque (Lang, Kang, Wang,
& Lang, 2003).
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Implant Properties

During chewing or clenching, the masticatory
forces are transferred from the prosthesis to the
implants. This leads to implant bending (Glantz
et al., 1993). Bending overload has been impli-
cated as a major risk factor for implant fracture
(Rangert, Krogh, Langer, & Van Roekel, 1995).
These bending moments have been verified by
use of load cells in vivo (Richter, 1998).

Stress on the implant and the alveolar bone
have been investigated from the early years of
implantology (Atmaram, Mohammed, & Schoen,
1979). In fact, finite element analysis has been
proposed as a useful research tool for designing
implants 30 years ago (Weinstein, Klawitter, &
Cook, 1979).

Early studies on blade-type implants demon-
strated that the material and, consequently, the
elastic modulus of an implant can affect stress
distribution inthe supporting bone (Cook, Klawit-
ter, & Weinstein, 1981). Since then, screw shaped
titanium implants have dominated the dental
market. The incorporation of stress absorbing
elements in titanium implants does not affect
stress transfer to the bone (van Rossen, Braak,
de Putter, & de Groot, 1990).

Theuse of finite element analysis to investigate
the mechanical properties of dental implants and
stressdistributionintheimplantsandsurrounding
bone has been compared to in vitro strain gauge
measurements (Akca, Cehreli, & Iplikcioglu,
2002; Iplikcioglu, Akca, Cehreli, & Sahin, 2003).
This research group worked on validating FEA
through comparison with in vitro strain gauge
measurements of implants embedded in methyl
methacrylate. The strain gauges were bonded to
the cervical part of the implants, while computer
generated identical models were constructed.
The researchers found differences between
the strains measured and those calculated by
FEA. In particular, strains obtained from strain
gauge analysis were greater than those for three-
dimensional finite element analysis. However,

the pattern of strain distribution was similar for
both methods.

Published research on the importance of
implant shape, length etc will be covered in a
separate section.

Abutment Properties

The abutment is an integral part of the dental im-
plant, as it is the means by which the restoration
is anchored on the implant. A number of studies
utilizing finite element analysis have been pub-
lished on the properties of different abutments.
As in all FEA studies, optimization and refine-
ment of the mesh is important in order to obtain
accurate results (Holmes, Haganman, Aquilino,
Diaz-Arnold, & Stanford, 1997).

When abutments are tightened to the implants
by means of screws, a preload is developed. The
amount of preload generated is dependent on the
tightening torque applied, which, in turn, is af-
fected by the inter-component friction. Ithas been
shown by means of FEA that, when the friction
coefficient of implant components varies, it affects
thetightening torque required toachieve acertain
amount of preload (Lang, Kang, Wang, & Lang,
2003). In this study, it was demonstrated that a
lower friction coefficient between components
allowed to reach the desired amount of preload
in the implant-abutment complex with a lower
tightening torque. Different materials for the abut-
ment may also affect how stress is transferred to
the implant (Lewis, 1994). This finding, however,
was produced by means of two-dimensional FE
models and is in contrast with findings from an in
vitrostudy on dynamic loading of abutments with
different mechanical properties, where abutment
material failed to influence strain transfer from
the abutment to the implant and bone (Morton,
Stanford, & Aquilino, 1998).

The dimensions and particular shape of an
abutment have been investigated in several stud-
ies. Implants are available in different diameters,
ranging, inaverage, from 3to 6mm. Implants and
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Figure 6. Implant with external connection hexagon (left) and internal connection (right)

abutments of large diameter are believed to lower
the transferred stress from the implant complex
to the bone (Tuncelli, Poyrazoglu, Koyluoglu, &
Tezcan, 1997), presumably due to the increased
interface surface.

Implant diameter alone cannot solve all
placement problems. When there is limited bone
availability, the implant may have to be placed at
an angle to the occlusal plane. In such cases, an
angulated abutment must be used. Care must be
taken when evaluating FEA studies on angulated
abutments and stress transfer. Studies evaluating
asingleimplantand abutmenttend to show higher
stress generation (Clelland, Lee, Bimbenet, &
Brantley, 1995). This is easily explained by the
application of forces at an angle to the long axis
of the implant and parallel to the abutment axis,
which produce a bending moment (Clelland,
Lee, Bimbenet, & Brantley, 1995; Papavasiliou,
Kamposiora, Bayne, & Felton, 1996). In contrast,
stress in the bone around implants splinted with a
fixed bridge is not affected by the geometry of the
abutment (Zampelis, Rangert, & Heijl, 2007).

The first well documented implants belonged
to the Branemark System (Nobel Biocare AB,
Sweden). These implants, which are still avail-
able, had an external connection. Thisconnection
consisted of a hexagon on top of the implant. The
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respective abutment had a hexagon cavity that
fit on the implant hex. Nowadays, most implant
companies opt for an internal connection, where
the abutment is inserted into the implant (Figure
6). The reason behind this shift was mainly soft
tissue problems associated with a poorer fit of
external connection components, resulting in bac-
terialingrowth between the implantand abutment
(Persson, Lekholm, Leonhardt, Dahlen, & Lindhe,
1996). A popular design for such internal connec-
tion abutments is one where the lower section of
the abutment has a morse taper (Merz, Hunen-
bart, & Belser, 2000). Finite element analysis has
demonstrated that a conical connection results in
lowerand more evenly distributed stress compared
to a conventional, flat top connection (Hansson,
2000). The same author demonstrated that, if
the conical connection is placed higher than the
bone level, this advantage disappears (Hansson,
2003). The morse taper connection is discussed
in yet another study, where an important problem
of FEA is presented (Perriard et al., 2002). The
results fromthe analysis indicate thatareas of high
peak stress may, indeed, be geometry dependant
computational artifacts. Further discussion onthe
importance of geometry in FE models will follow
in another section of this chapter.

The introduction of esthetic materials such as
zirconiuminthe fabrication of implantabutments
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hasfurtheraccentuated material oriented research.
Zirconium is considered a good material for abut-
ments, having asatisfactory fracture strength and
good fit with minimal deformation after repeated
high loading (Gehrke et al., 2006).

Mechanical Behavior of Prosthetic
Reconstructions

Prosthetic reconstructions are divided into two
main categories, fixed and removable. Fixed
restorations are further distinguished as screw
retained or cemented. Such restorations may
consist of a metal frame dressed with acrylic or
porcelain, only acrylic or only porcelain. Choice
material is based on cost, ease of construction,
expected functional burden and esthetics.

The geometry of aprosthesis canalso vary con-
siderably. In a severely resorbed jaw, the distance
fromtheimplanttothe occlusal planeisincreased,
resulting in a higher prosthesis. In a patient with
large teeth, the width of the prosthesis may also
have to larger. Finally, anatomical reasons may
prohibit implant placement in the posterior parts
of the jaw. In such cases, if we want to incorporate
molarteeth inour reconstruction, we have to resort
to the use of cantilever extensions.

Prosthesis Geometry

The physics of cantilever units clearly indicate
thatbending moments resultinincreased stresses.
The bending moment is proportional to the mag-
nitude of the force applied and the length of the
lever arm:

T=FxA

where T is the bending moment, F the applied
force and A the length of the lever arm. Finite
element studies clearly agree that the incorpora-
tion of a cantilever unit in an implant supported
prosthesis results in increased stress around the
implantadjacentto the cantilever (Stegaroiu, Sato,
Kusakari, & Miyakawa, 1998; van Zyl, Grundling,
Jooste, & Terblanche, 1995; Williams etal., 1990;
Zampelis, Rangert, & Heijl, 2007).

As stated above, increasing the length of the
cantilever results in a proportional increase in
bending momentand stress. Using longer implants
does not have an effect on stress transferred to
the bone (Sertgoz & Guvener, 1996). To mini-
mize the possibility of plastic deformation and
fracture, cantilever beams must be constructed
with a favorable cross-section (Young, Williams,
Draughn, & Strohaver, 1998).

Figure 7. Bending moment with cantilevers of high (continuous line) and low stiffness (dotted line). T)

bending moment, F) force, 1) lever arm length
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Another way to minimize the effect of canti-
lever arms is to design the prosthesis so that the
cantileverarmisflexible and infraoccluding (Lau-
rell, Lundgren, Falk, & Hugoson, 1991). However,
it is important to stress that, when chewing, the
interfering food particlestransfer a constant force
on the cantilever extension and, irrespective of
the amount of deflection, the bending moment is
the same (Figure 7).

Prosthesis Materials

The prosthesis materials can be chosen based on
several criteria. These materials are believed to
affect the mechanical behavior of the reconstruc-
tion. FE studies sometimesargue for the protective
role of acrylicrestorations (Ciftci & Canay, 2000),
while invivo studiestend to demonstrate minimal
or no influence of the prosthesis material on the
loading of implants (Duyck et al., 2000).

Once more, it is important to always bear in
mindthe methodology of each study and the model
proposed. In a FE study on the effect of various
veneering materials on stress distribution in the
bone surrounding animplant, itwas shownthat, in
the models with acrylic and composite as veneer
material, stress in the bone was lower (Ciftci &
Canay, 2000). In contrast, studies where multiple
implants are splinted with the prosthesis show
that the veneering material has no (Papavasiliou,
Kamposiora, Bayne, & Felton, 1996) or little in-
fluence on stress distribution in the surrounding
bone (Sertgoz, 1997).

It is not the objective of this chapter to inves-
tigate clinical evidence on the effect of prosthesis
material on stress distribution in the supporting
implants and bone. In light of the conflicting
evidence it is, however, useful to bear in mind
that most published studies propose dissimilar FE
models that can produce conflicting results.
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IMPLANT SHAPE

Today there are literally hundreds of commer-
cially available implant systems. Most, if not all,
are screw-shaped. Each system offers implants
at varying diameters and lengths. Some systems
have aresearch background behind their proposed
products, while other implants are designed based
on anecdotal evidence.

Two main areas of interest in biomechanical
implant research are the dimensions and specific
design of different implant systems. These will
be covered in the following sections.

Implant Length and Diameter

Implant dimensions are defined by an implant’s
length and outer diameter. Both affect the total
surface of the implant available for osseointegra-
tion. It is believed that a larger surface will lead
to greater implant stability. This leads numerous
clinicians to choose longer implants for the reha-
bilitation of edentulous patients, often based on
reviewsand opinionarticles (Misch, 1999). While
there is nothing inherently wrong with placing
a long implant instead of a short one, provided
that there is enough available bone to receive the
implant, the objective of scientific research should
be to investigate the minimum surface required
to achieve a stable result in cases where, in fact,
placement of a long implant is not possible.

The irrelevance of implant length on the stress
transferred to the bone has been shown by means
of 3-dimensional finite element analysis (Sertgoz
& Guvener, 1996). The authors concluded that,
in the case of a fixed denture supported by six
implants, implant length did notaffectstressinthe
bone. This is in accordance with other studies on
the subject. In a study on single implants loaded
obliquely, it was shown that bone stress was not
affected by implant length, while bicortical an-
chorage tended to increase stress on the implant
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(Pierrisnard, Renouard, Renault, & Barquins,
2003). Two dimensional FE analysis of splinted
implants produces identical results (Zampelis,
Rangert, & Heijl, 2007).

Theimportance of shortimplantsis illustrated
in a study comparing the usage of short implants
in cases of posterior edentulism to the incorpora-
tion of cantilever extensions. Itis obvious fromthe
results that short implants were associated with
far lower stress compared to cantilevers, creating
abiomechanically more favorable situation (Akca
& Iplikcioglu, 2002).

Some studies, nevertheless, tend to disprove
the above findings. A 3-D FE study evaluating
implant type (screw vs cylinder), implant length
and bone quality concluded that longer implants
were associated with lower stress in the bone
(Tada, Stegaroiu, Kitamura, Miyakawa, &
Kusakari, 2003). The main factor of influence,
however, was bone quality and notimplant length.
Another study on implant diameter, length and
taper produced similar results, although the re-
ported results included bone strain and not stress
(Petrie & Williams, 2005).

Of the above studies, the work of Pierrisnard
and coworkers (2003) offers some valuable insight
into the biomechanics of dental implants. The
authors show beyond any doubt that the cortical
layer of the bone and more specifically its most
coronal part, carries the major part of the load
applied. Compared to the cortex, only a small
amount of stress is transferred to the trabecular
bone. Thus, the biggest part of the implant, which
is embedded in trabecular bone, contributes ever
so slightly to the total stability of the implant.

In a following section, the influence of the
bone-implant interface and its accurate model-
ing will be discussed. It must be born in mind
that computational artifacts may be associated
with peak stress values that are excessively high.
Therefore, it is useful for publishing authors to
include the distribution of stress values in their
reports and not just the maximum values.

Implant Design

The importance of implant shape on bone stress
has been discussed since the era of blade implants
(Cook, Klawitter, & Weinstein, 1982h). More
recent studies comparing implants with a stepped
vs straight cylinder shape (Holmgren, Seckinger,
Kilgren, & Mante, 1998) or a cylinder vs screw
shape (Tada, Stegaroiu, Kitamura, Miyakawa, &
Kusakari, 2003) argue against the use of straight
cylinders. From a clinical point of view, straight
cylinder implants are no longer commercially
available, nonetheless because those marketed in
the nineties incorporated a very rough surface,
frequently associated with pronounced periim-
plantitis (Albrektsson, Sennerby, & Wennerberg,
2008).

Attempts to compare several shapes of com-
mercially available or experimental implants have
shown that stress distribution in the surrounding
bone may vary significantly (Joos, Vollmer, &
Kleinheinz, 2000; Rieger, Adams, & Kinzel, 1990;
Rieger, Mayberry, & Brose, 1990). The patterns of
stress distribution observed with certain designs
of implants have led researchers to investigate the
possibility of developing implants with a high
initial stability and favorable stress dispersion,
suitable forimmediate loading (Pierrisnard, Hure,
Barquins, & Chappard, 2002).

What remains to be proven is to what extent
the differences observed are of clinical relevance.
Itis undeniable that different implant shapes may
carry load to the supporting bone in different
magnitudes, but there is still no solid proof of
a load “threshold”, above which implant failure
may be observed.

BONE-TO-IMPLANT INTERFACE

The interface between implants and bone is an
area of great interest. The intricate details of this
interface make dental implants such interesting
research objectives. There are two main areas of
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distinction. One is the microscopical level of the
interface, relating to the surface structure of the
implant. The surface roughness of animplant can
affectitsinitial stability, facilitating and accelerat-
ing osseointegration (Albrektsson, Sennerby, &
Wennerberg, 2008). The second area of interest
is the macroscopical contact area of implant and
bone. This contact surface causes many problems
as to how it can be accurately modeled in a FE
environment. It is not uncommon to see peak
stress artifacts in implant FE studies at the bone-
implant interface and, more particularly, at its
most coronal part.

The effect of tissue ingrowth into the porous
surface of a cylindrical implant was assessed in a
3-D FE environment (Cook, Klawitter, & Wein-
stein, 1982a). Two models were constructed. In
the first model, bone ingrowth into the implants
rough surface was simulated. Inthe second model,
directbone-to-implant contact wasassumed. The
results from the FE analysis were compared to
results from mechanical testing on implants in-
serted incanine jaws. The model simulating tissue
ingrowth was found to be in better accordance
with the experimental data.

Porousimplantsurface hasalsobeen compared
to plasmasprayed surface, an older surface modi-

fication technique (Simmons, Meguid, & Pilliar,
2001). The finite element models demonstrated
that the porous surface was, indeed, beneficial in
terms of a more favorable strain distribution.

Considering bone and implant as bonded bod-
ies has been shown to be of lesser importance
(Rieger, Adams, Kinzel, & Brose, 1989), mean-
ing that, although close adaptation is desirable, a
bonded interface does not alter stress distribution
in the bone. In contrast, the amount of adapta-
tion, or osseointegration, has a profound effect
on the pattern of stress distribution (Lai, Zhang,
Zhang, Yang, & Xue, 1998). At the early stages of
integration, very high stresses are located in the
crestal bone region, while development of inte-
gration reduces severe stress peaks and ingrowth
of tissue almost eliminates them (Borchers &
Reichart, 1983).

One group of researchers proposed the use of
large sliding contact elements to simulate bone-
implant micromotion and test if it is feasible to
predict implant micromotion as a risk factor for
osseointegration (Viceconti, Muccini, Bernakie-
wicz, Baleani, & Cristofolini, 2000). The authors
concluded that their proposed technique was
the only one that did not exceed their accuracy
threshold.

Figure 8. Modeled bone crater to assure identical bone-to-implant anatomy regardless of inclination.

Cervix of the perpendicular (left) and 45 degree tilted implant (right)

182




Finite Element Analysis and its Application in Dental Implant Research

Macroscopic modeling of the bone-implant
interface is also important. The first obvious
step in FE analysis is to optimize the mesh in
this area. This is commonly done by element
downsizing (Sato, Wadamoto, Tsuga, & Teixeira,
1999). Smallerand more elements produce a more
detailed mesh. Element downsizing is continued
until the differences between models are negli-
gible. Many times, however, compromises must
be made, since extremely fine meshes demand
large computational power.

Probably the most problematic area for model-
ing is the most coronal bone-to-implant contact.
One research group compared FEA to in vitro
strain gauge measurements on a Morse taper
implant (Iplikcioglu, Akca, Cehreli, & Sahin,
2003). The researchers found some differences
in the results of the two methods in the coronal
part of the interface.

Another research group investigated the ef-
fect of marginal bone resorption on bone stress
(Kitamura, Stegaroiu, Nomura, & Miyakawa,
2004, 2005). The researchers created FE models
of osseointegrated implants with normal bone and
horizontal, vertical or angular bone resorption.
While normal bone and horizontal resorption
produced similar results, angular resorption was
associated with lower stress. The authors specu-
lated that bone resorption might be a protective
mechanism, in order for the bone to reach a stable
state. Itismore probable, however, thatthe angular
resorption produced a more asymptotic bone-to-
implant contact, avoiding acute angles of contact
and peak stresses.

Asimilarexperimentation has been published
in another study (Zampelis, Rangert, & Heijl,
2007). A microscopic crater was created at the
distal surface of the experimental implants, to
ascertain an identical bone-to-implant interface
anatomy regardless of how the implants were in-
serted in the bone (Figure 8). This method proved
reliable and succesful in avoiding peak stresses.

IMPLANT PLACEMENT
CONFIGURATIONS

Various components of implant therapy and
their biomechanical characteristics have been
presented. However, these biomechanical aspects
intertwine to form the biomechanical complex
of dental implants. This refers not only to the
separate parts of an implant reconstruction, but
how they are put together. Designing the place-
ment of implants is equally important as how the
prosthesis will be fabricated (Rangert, Sennerby,
Meredith, & Brunski, 1997).

In order to minimize the bending effect of
oblique forces, placing several implants in a stag-
gered (offset) serieshas been proposed. FE studies
have disproved this theory by showing that offset
placement of implants does not result in lower
stresses (Akca & Iplikcioglu, 2001; Sato, Shindoi,
Hosokawa, Tsuga, & Akagawa, 2000).

Bicortical anchorage is sometimes used to
improve initial stability of implants. The work
of Pierrisnard and coworkers (2003) mentioned
above showed that not only did bicortical anchor-
age have little effect on bone stress, it did, in fact,
result in higher implant stress.

Lack of bone availability in the posterior seg-
ments of the upper and lower jaw, along with the
presence of anatomical landmarks such as the
maxillary sinusand the mandibular nerve, have led
to the development of a technique incorporating
inclined (tilted) implants. Although clinical data
existtosupportthistechnique (Krekmanov, Kahn,
Rangert, & Lindstrom, 2000; Malo, Rangert, &
Nobre, 2003), FE data are few. Published stud-
ies are actually investigating related topics, like
placing a cylinder implant perpendicular to the
Spee curve (Satoh, Maeda, & Komiyama, 2005),
or placing a single implant in a resorbed jaw and
loading it with an oblique force (Watanabe, Hata,
Komatsu, Ramos, & Fukuda, 2003).

One of the first published FE studies on the
subject of tilted implants utilized a simplified, well
defined 2-D finite element model where distally
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tilted implants were evaluated as an alternative
to cantilever extensions (Zampelis, Rangert, &
Heijl, 2007). The authors concluded that bone
stress around tilted implants was identical to
that around non-tilted implants. This stress was
significantly lower than that around implants
supporting cantilever extensions.

DISCUSSION

The results from biomechanical research are fre-
guently misinterpreted, even by the very authors
of relevant studies. It must be realized that FEA,
albeit a powerful engineering tool, cannot, yet,
fully and reliably simulate a biological system as
complicated as the human body.

A frequent observation that bears questioning
is for bone stress values to be treated as absolute
numbers. When the properties of a prosthesis
are investigated, it is quite easy to determine
if plastic deformation, fatigue or fracture will
occur, since the materials are well defined and
easy to simulate. Bone, on the other hand, is a
very complex structure. Despite its anisotropic
anatomy, bone is often considered isotropic to
facilitate modeling, its elastic properties being
approximated. This simplification is not neces-
sarily poor practice, as it makes construction of
basic models less complicated. Nevertheless, we
cannot draw absolute conclusions on the nature
and behavior of bone in a FE environment if we
fail to simulate it properly.

It is obvious that a stress value alone does not
offer much insight. The stress/strain threshold for
bone injury isstill unclear in the literature, while,
inclinical practice, there is no proof of acute bone
fracture due to implant overload. A number of
FE studies speculate on possible prediction of
bone loss around implants due to overload, but
we must bear in mind that overload is a vaguely
supported concept. More important is the fact
that bone resorption is a dynamic process that is
biologically driven. There is absolutely no com-
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parison between material fatigue and bone loss,
since bone responds to stimuli by remodeling,
something simple materials cannot do. Getting
into details concerning inflammation driven
bone resorption in the form of periimplantitis
exceeds the scope of this chapter and will not be
commented upon.

Far more meaningful is the use of FEA as a
comparison tool. In the study of Zampelis and
coworkers (2007), simple models are constructed
to test different implant placements and their ef-
fect on bone stress. The results from this study
confirm, in statistical terms, the null hypothesis
of no difference between implant placements.
Pierrisnard and coworkers (2003) used a similar
approach to compare implants of varying length.
It is stressed, once more, that, if a difference in
stress levels was found in these studies, it would
be extremely difficult to speculate whether a par-
ticular value would be considered pathological.

Studies that do not adopt a precise, consistent
approach towards proper modeling should be
evaluated with scepticism. Yet, there are published
studies where copious algorithms are described
and analytical methods developed, only to use a
simplistic model of cylinders embedded ina uni-
form matter considered jawbone. Simple models,
allowing focus on specific parameters, are very
useful, but we must be able to understand their
limitations.

Future research must focus on optimization
and validation of bone modeling. Once the com-
plexities of this live tissue can be simulated in a
mathematical model, new research horizons will
extend. At the same time, ongoing research must
make the most of available computational power
to produce interesting, educational experimental
data that will broaden our knowledge on the bio-
mechanics of dental implants.

Another use of FEA will be to test original
hypotheses which can, consecutively, be tested in
vivo. Inthisway, differences found in FEA can be
further investigated for clinical significance.
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KEY TERMS

Biomechanics: Research field involved in the
structural and mechanical behavior of biological
systems

Elastic Properties: The properties of a ma-
terial which define how the material deforms in
reaction to force application

Finite Element Analysis: Mathematical
method for solving engineering problems

Implant: A device implanted in the human
body - in the present context a dental implant
inserted in the human jaw to replace one or more
missing teeth

Osseointegration: The biological processdur-
ingwhichaforeignbody isrigidly anchored inthe
host tissues (bone) and maintains this anchorage
under functional loading
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ABSTRACT

Electronic Oral Health Records (EOHRs) contains all personal health information belonging to an
individual and is entered and accessed electronically by healthcare providers over the person’s lifetime.
This chapter presents a systematic review about EOHRs, describes the current status of availability of
EOHR systems, benefits and barriers for implementation and EOHR usage in clinical, public health and
research settings to pave the way for their rapid deployment. The chapter draws the scenario of how a
fully integrated EOHR system would work and discuss the requirements for computer resources, con-
nectivity issues, data security, legal framework within which a fully integrated EOHR may be accessed
for real time data retrieval in service of good patient care practices. This chapter also describes the need
for defining required criteria to establish research and routine clinical EOHR and how their differences
may impact utilization and research opportunities to establish practice-based research networks.

INTRODUCTION of dental informatics. The scenario envisioned a
completely paper-less series of interaction between
In 2003, Sittig, Kirshner and Maupome (Sittig a patient, his/her dentist, and several specialists

et al.2003) described an informatics-oriented, starting from her initial presentation to comple-
future-patient care scenario and identified key tion of a series of procedures and scheduling
functions, applications, or technologies in the field periodic recall leading to an “ideal” treatment

experience. It would be naive to think that such

Copyright © 2009, IGI Global, distributing in print or electronic forms without written permission of IGI Global is prohibited.
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a system will not happen — its fundamentals are
already in place. Such a system does not require
technological marvels, but only needs proper
integration of technologies that are in existence
for some time. Central to this variety of tasks
and sub-tasks in the oral health care system is
the patient’s health record.

Traditionally, patient information ranging
from clinical history to research results has been
stored in hard copy format all around the world.
Such a storage system demands ever increasing
space and is prone to easy destruction requiring
great security systems for its physical existence
and control of privacy of the information. Such
a system also poses difficulty in duplication of
data when needed, availability of real-time up-
dated patient information over space and time,
and poses even greater difficulty in organizing
and aggregating the data for analyses. With the
advent of computerized information processing
and ever increasing cheap computer disk space
and memory, it has become imperative to use
this easily available resource to organize health
records of patients in an easily retrievable man-
ner in digitized format called electronic health
records (EHRS).

EHRs digitize the contained information
becoming a database that allows easy access to
the information from individual EHRs, or in an
aggregated manner. Development of electronic
records for oral health requires substantial de-
partures from standard EHRs because several
specialty-specific nuances need to be incorporated
to appropriately address the needs and maximize
the benefits for patients, researchers, practitioners
and academicians. Although EHRs have come
into existence in routine medical care facilities,
their adoption has been slow for a variety of
reasons. Similarly, although development and
incorporation of electronic oral health records
(EOHRs) in day to day clinical practice has been
anticipated, forecast and urged for long (Green
1996, Greenwood 1997, Miller 1995, Rada 1995,
Schleyer 1995, Schleyer et al. 2001, 2003, Snyder
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1995, Walther 1998), their adoption has been
still slower. To respond proactively to the digital
transformation of oral health care, dentists must
become familiar with technologies and concepts
(Umar 2002a, 2002b). They must learn what new
information technology can do for them and their
patients and then develop creative applications
that promote the profession and their approaches
to care (Bauer & Brown 2001).

WHAT IS EOHR?

Terminology of EHRs have undergone several
changes and currently several terms are still used
to represent EHRs. Terms such as: automated
medical record (AMR), clinical data repository
(CDR), computerized medical record (CMR),
computerized patient record (CPR), computer-
based patient record system (CPRS), electronic
health record (EHR), electronic medical record
(EMR), electronic patient record (EPR), lifetime
data repository (LDR), virtual health record
(VHR), virtual patient record (VPR) are some
of the terms that have used interchangeably for
EHRs. In dentistry, these systems have been
variously referred to as: “electronic dental re-
cords”, “dental electronic records”, “electronic
dental patient records”, “electronic patient record
system”, “computer-based patient record”, and
“dental EHR”. However, the term EOHR is more
comprehensive compared to and is frequently
being used universally — therefore, we resolved
to use this term.

In general, EOHR is an electronic repository
of patients oral health related information in form
of a database at the back-end. Therefore EOHR
contains a wide array of information (Heid et
al.2002) including:

. Patient demographics

. Practitioner characterization
. Immunizations

. Health history
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. Health conditions/ problems

. Examinations and findings

. Treatment plans/ clinical orders

. Diagnostic observations

. Radiographs, laboratory data and other
investigation reports

. Prescribed medications

*  All therapeutic interventions

. Hospital admissions and attendances

. Scheduled events

. Patient encounters

EOHR, therefore “contains all personal
health information belonging to an individual
and is entered and accessed electronically by
healthcare providers over the person’s lifetime.
EOHR extends beyond acute inpatient situations
including all ambulatory care settings at which
the patient receives care. Ideally it should reflect
the entire health history of an individual across
his or her lifetime including data from multiple
providers from a variety of healthcare settings,
primarily to support continuing, efficient, and
quality healthcare.” (WHO, 2006) EOHRs must
also continue to meet legal, confidentiality, and
retention requirements of the patient, the attending
health professional and the healthcare institution/
country

The Status of EOHRs

Currently, the use of EHRs and EOHRs and their
outcomes are still considered as scientifically
reportable events and clear quality assurance
guidelines are derived from the HIPAA in the
usS.

EOHRs are slowly being recognized as the
cornerstone of data storing and management
on clinical, public health and research settings
all over the world although the main thrust of
evolving workable EOHRSs has remained in the
developing world, especially Canada, the United
States, United Kingdom, Germany, Australiaand
New Zealand. EOHR development and adop-

tion are also being reported from the develop-
ing countries such as Argentina, Brazil, China,
Hong Kong, India, Indonesia, Korea, Malaysia,
Singapore, Taiwan, and Thailand. In general,
the world over, the introduction of EHR “seems
overwhelming and almost out of reach to many
healthcare providers and administrators as well
as medical record/health information managers”
(WHO, 2006).

The US Department of Health and Human
Services (DHHS) took the lead in developing
a National Health Information Infrastructure
(NHIT) which is a voluntary initiative aiming at
improving “the effectiveness, efficiency and over-
all quality of health and health care in the United
States”. Thisinfrastructure has been conceived as
“a comprehensive knowledge-based network of
interoperable systems of clinical, public health,
and personal health information that would im-
prove decision-making by making health infor-
mation available when and where it is needed”
(DHHS 2004) NHI1 integrates various aspects of
individual health, health care, and public health
such as: technologies, standards, applications,
systems, values, and laws. The central focus of
NHII is to implement computer-based patient
records for most Americans, connect personal
health information with other clinical and public
health information, and enable different types of
care providers to access computer-based patient
records.

USDHHS pointed out categorically that the
NHII is not a centralized database of medical
records oragovernmentregulation. The NHII in-
tegratesthe “’lessons-learned’ from other National
systems (Canada, United Kingdom, and Australia)
and ongoing projects”. The NHII has three defined
stages with outlined timelines: 1) development
of leadership (2-years); 2) building collaboration
between stake holders (5-years); and 3) Developing
and implementingthe infrastructure inall relevant
public and private sectors (10-years — final target
year: 2014) (USDHHS 2004).
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Development of the NHII begot the ques-
tion: Should dentistry be part of the National
Health Information Infrastructure? (Schleyer
et al. 2004b). The authors pointed out that the
advantages of NNHI I including “transparency of
health information across health care providers,
potentially increased involvement of patients in
their care, better clinical decision making through
connecting patient-specific information with the
best clinical evidence, increased efficiency, en-
hanced bioterrorism defense and potential cost
savings” and argued for integration of Dentistry
into the NHII (Schleyer et al. 2004b).

EOHR: BENEFITS

EOHRs provide immense benefits in storage,
retrieval, and utilization of data and are a key
component of establishing efficient and effective
evidence based clinical practices. EOHR help to
save time and money by reducing paper work,
duplicate laboratory and radiologic testing and
eliminating the need for dictating services, reduc-
ing transcribing errors. In general, EOHRs:

. Improve the accuracy, precision and qual-
ity of data recorded in a health record and
reduce errors in data recording

. Enhanceaccess to patients’ healthcare infor-
mation by clinicians, researchers and public
health authorities and increasing the ability
to share data and facilitating continuity of
care.

. Improve the quality of care as aresult ofhav-
ing health information immediately avail-
able atall times facilitating inter-consulting
among health care providers.

*  Improve the efficiency of the health care
delivery system.

. Contain healthcare costs
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Access to Clinical Data, Medical
Information and Population Data

Without an up-to-date record, it often becomes
difficult to provide time high-quality care. Clinical
dentistry has a need for complete current data on
patients including medical history, radiological,
laboratory, patient’s drug sensitivity, resistances
and allergies. Often such data may be present in
different physical locations across clinics and
centers which make difficult to procure and may
lead to repeated procedures and testing. EOHRs
allow available data to be accessed easily, even
from distant locations in a comprehensive man-
ner at any time of the day. This increases the
efficiency of medical care and also allows speedy
resolution to several issues by bypassing logistic
problems related to manual chart retrieval and
storage problems. Because EOHRs can be easily
duplicated, it is also possible for more than one
clinician to access the records at different places
simultaneously. At the same time, integrating
technological advancessuch astele-dentistry into
the system allows for quick conferences between
multiple clinicians, laboratory staff, administra-
tors and healthcare/ insurance managers.

Evidence based practice demands ready
knowledge aboutrecentadvances. EOHRsaddress
this issue by allowing the presentation of current
medical findings which can be incorporated both
actively and passively. Using EOHRSs, practitio-
ners can easily integrate references and cross-
checks by incorporating guidelines, protocols,
recommendations, clinical notes, directions at the
point of care efficiently and effectively. EOHRs
may also incorporate “built-in rules, alerts, or
reminders thatact to remind clinicians about care
that is due for patients, both for preventive care
and for chronic disease management. In more
advanced systems, these reminders may allow for
resolution of the issue at the point of care, allow-
ing a clinician to resolve the issue from within
the alert itself.” (Cusack, 2008)
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EOHRs can add functionality to track popu-
lation data and parameters, incorporate flags to
schedule and recall patients for preventive care,
follow-up patients with a set of risk factors. The
clinician can easily not just track laboratory, pa-
thology, radiologic tests, but can also incorporate
automatic flagging and alerts for abnormal results.
Use of EOHRs eliminates the need for dictation
and use of transcribing services. This eliminates
a source of errors resulting from medical tran-
scription errors.

Improvement in Patient Safety and
Quality of Care

The Institute of Medicine’s (IOM) report To Err
is Human (IOM 2000) estimated that up to 98,000
patients were dying each year inthe United States
because of medical errors. A subsequent report
suggested that the IOM’s figure be an underes-
timate and the true number may be as high as
225,000 a year (Healthgrades 2004). Medical
errors have been reported in dentistry resulting
from procedural, diagnostic, dispensing, pre-
scription and other processes (Pontes et al.2008,
Ogunbodede et al.2005, Kim 2004, Bergenholtz
et al.2004, Kim 2004, Krol et al.2002, Vaubert
et al.1999, Oakley & Brunette 2002).

EOHRs with inbuilt rules, alerts, stops, range
checks can go a long way in preventing a large
proportion of these errors and maximize patient
safety. It has been reported that even achieving
a 10% improvement in quality care measures
for the population served by small offices could
have a substantial effect on public health (Baron,
2007) and EHRs contribute substantially to this
improvement.

For example, in a pilot study at the University
of Washington, a diabetes care module was de-
veloped, and the feasibility of allowing patients
with type 2 diabetes to co-manage their disease
from home using institutional EHR and web ac-
cess by the patients in which one newly diagnosed
patient was started on an oral hypoglycemic,

underwent two upward dose adjustments, and
achieved control by reducing HbAlc from 8.0%
to 6.1% (Goldberg et al.2003). Similarly, several
recent studies have reported the use of EOHRSs to
successfully assess health risk and improve oral
health care quality and dental education. (Atkinson
2002, Delany 2004, Delrose 2000, Finkeissen et
al.2002, Fouad & Burleson 2003, Freydberg 2001,
Reis-Schmidt 2000)

Clinical Quality Assurance and
Education Improvement

EOHRs play a major role in dental educational
institutions in terms of improving student and
patient experience, quality assurance, improving
quality of education, and inculcating principles of
evidence based practices among dental students
and residents.

The international developmentand deployment of
an electronic modularized dental curriculum is
central to the development of an electronic engine
to be used for the effective management of dental
education. This will ensure continuity in high
quality of care across all boundaries, through the
continuous updating of its content and linkages
to contemporary resources and databases. An
electronic engine to be used for the effective man-
agement of dental education in a comprehensive
dental school/hospital setting is at the core of an
international ‘virtual’ dental education institu-
tion. The issue of policy development necessary
to ensure consistency, quality and management
for an electronic engine is at the very centre of:
a) systems management and system databases; b)
records of students, patients and personnel; and
¢) financial records.(Eplee et al.2002)

For example, in a recent study, Shelly et
al.(2007) evaluated the use of an EOHR system
to assess quality of care in an academic dental
institution. Their primary outcome of interest
was the timeliness and completeness of restor-
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ative care following completion of nonsurgical
root canal therapy. They were quickly able to
query the system and develop a report assessing
permanent restoration, teeth build-ups, complete
coverage restorations and were able to assess if
patients were receiving recommended treatment.
They were able to use EOHR *“to objectively and
efficiently assess one aspect of quality of care
in a dental school environment” and found the
use of EOHR to help in clinical assessment and
quality assurance.

Minimizing Medication Errors

The Agency for Healthcare Research and Quality
(AHRQ) in the United States has defined error as
an act of commission (doing something wrong)
or omission (failing to do the right thing) that
leads to an undesirable outcome or significant
potential for such an outcome. Medication errors
may or may not cause harm to the patient. Such
errorsinclude any errorsindose, route, frequency,
and drug choice (I0OM 2000, Cusack 2008) that
may due to prescribing multiple drugs of similar
class, or due to drug-drug, and other possible
interactions. Adverse drug events (ADE) may
or may not involve medication errors, but may
be avoidable if a patient has previous history of
similar or related events. ADEs need to be tracked
irrespective of whether they occur due to medica-
tion error or not.

EOHRs, when linked to electronic prescrip-
tion systems and drug checking software, can
reduce ADE and medication errors by alerting
the clinician of such possibilities (for example
through a pop-up message about ADE’s and
drug interactions, related to medications being
prescribed, and by cross checking prescriptions
against patient history, laboratory test results
and other prescribed medications). One study
found that some 21% of the prescriptions had
errors (Shaughnessy & Nickel 1989). EOHRs
also minimize errors resulting from legibility
of prescriptions and prevent difficulties result-
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ing from lost/ mutilated/ forgotten prescriptions
and fraudulently prepared prescriptions. Drug
dosing calculations based on patient’s age and
weight linked with updated information on liver,
renal and other patho-physiological conditions
can reduce dosing errors by calculating correct
dosages, and modifying those in real-time on an
as per need basis.

ADOPTION OF EOHRS IN CLINICAL
SETTINGS

The fact that electronic systems, especially com-
putersindental clinical offices could revolutionize
clinical managementand practice was recognized
very early. The earliestarticle we found that dealt
with electronic data processing in the storage and
retrieval of dental patient file information was
publishedin 1967. (MacGregor & Halabisky 1967)
With the advent of personal computers, their role
in clinical dentistry was envisioned quickly and
several articles predicted various scenarios of
automated clinical practice. (Green 1996, Green-
wood et al. 1997. Miller 1995)

A British study noted that despite the advan-
tages of using computerized systems, many dental
practiceswere only using themto a limited extent.
(John et al. 2003) In a study about the adoption,
utilization and attitudes toward clinical comput-
ing Schleyer et al.(2006) surveyed 256 randomly
selected general dentists inthe US using a 39-item
interview questionnaire. These dentists were
selected from among 1159 because they met the
eligibility criteria of having computers at chair-
side. Among these, only 102 (39.8%) could be
interviewed. The authors found that 1.8% of the
dentists were working in a completely paperless
environment. “Auxiliary personnel, suchas dental
assistants and hygienists, entered most data. Re-
spondents adopted clinical computing to improve
office efficiency and operations, support diagnosis
and treatment, and enhance patient communica-
tion and perception. Barriers included insufficient
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operational reliability, program limitations, a
steep learning curve, cost, and infection control
issues.” (Schleyer et al.2006)

... general dentistry has become increasingly
computerized inthe past20years... the proportion
of all dental offices (generalists and specialists)
with computers has increased from 11% in 1984
to over 85% in 2000. According to data from the
Dental Products Report (DPR), a dental trade
publication, the adoption of computers in treat-
ment rooms follows a similar curve with atime lag
of approximately 13 to 15 years. The 2004 Survey
on computer/ internet usage by the DPR found
that 30% of all general dentists used computers
in the operatory [an operatory is a treatment
room or bay equipped with a dental chair] (Goff
2004). Respondents’primary uses for computers at
chairside included scheduling (77.9%), treatment
planning (63.9%), patienteducation (60.7%), hard
tissue charting (58.2%), and periodontal charting
(54.1%). (Schleyer et al.2006)

Implementing clinical computing in a dental
office is a difficult undertaking for a number of
reasons. Most dental offices are small (75.3%
of all dentists work in a solo practice) (ADA
2003) and thus cannot spend large amounts of
capital on information technology (IT). Limited
personnel resources require that most dentists
outsource the installation and maintenance of
the IT infrastructure to a vendor or consultant.
Dental computer applications are complex be-
cause they must integrate and maintainstructured
data (such as intraoral findings, treatment plans,
and the medical/dental history), free text (such
as progress notes), images (such as radiographs
and photographs), and three-dimensional models.
(Eisneretal.1993) Onasmall scale, these systems
integrate the functions that are typically found in
medical software applications for registration,
admission, discharge, and transfer,; laboratory
results; picture archiving and communications;
computer-basedpatient records (CPRs),; and bill-

ingand insurance processing. Currently, different
companies supply the necessary software and
hardware components, which makes integration
a significant challenge for end users (Schleyler
2004a) ... future research must address useful-
ness and ease of use, workflow support, infection
control, integration, and implementation issues.”
(Schleyer et al.2006)

A study conducted by Flores-Mir reported on
the perceptions of Canadian dentists. Using an
anonymous self-administered survey by mailtoa
stratified random sample of 1,096 Canadian den-
tists (283 were finally available for analysis), the
study found: the “usefulness of digital technolo-
gies in improving dental practice and resolving
practice issues; to determine dentists’ willingness
to use digital and electronic technologies; to de-
termine perceived obstacles to the use of digital
and electronic technologies in dental offices; and
to determine dentists’ attitudes toward Internet
privacy issues.” (Flores-Mir et al. 2006)

Diffusion of innovation is the process by
which an innovation is communicated through
certain channels over time among the members
of a social system (Rogers 2003). Depending
upon whether people innovate or adopt innova-
tion, they can be divided into: innovators, early
adopters, secondary adopters, tertiary adopters,
quaternary adopters, and laggards. Innovatorsare
very few and only a small number of people are
early adopters. Most people fall under ““secondary,
tertiary and quaternary adopters” depending upon
how quickly they adopt the innovation. Laggards
are the most skeptical people who are the last to
adopt the innovation. In relation to EOHRs, at
this time, it seems that in the US, early adopters
have appeared and are incorporating EOHRs in
their dental clinical environment.

EOHRs have started to make inroads into
dental clinics and institutions slowly — though
EOHRs are being increasingly adopted by dental
professionals, the adoptionrate isslowas isevident
from the findings of the studies described above.
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EOHRs may be viewed as innovations and adop-
tion of innovations takes time because adoption
of EOHRs requires behavioral modification on
partof dental professionals. Behavior changesare
slow and acceptance and adoption of innovations
occur through processes known as “diffusion of
innovation”. In relation to EOHRs, at this time,
it seems that in the US, early adopters have ap-
peared and are incorporating EOHRs in their
dental clinical environment.

Commercial EOHR systems are critical to
universal adoption of EOHRsacross the world be-
cause the development of these systems represent
good business opportunities for private investors.
Larger scale adoption of EOHRs will require
settling of the commercial EOHR offerings. Cur-
rently there are several major technical problems
facing the developers of EOHR programs which
may prevent quick adoption of EOHR by most of
the dental community.

EOHR: PROBLEMS, PITFALLS AND
BARRIERS

The interest in implementing EHR is similar in
developing and developed countries as are the
key issues, challenges and barriers (WHO 2006).
Different countries and Institutions within coun-
tries are at different stages of implementation of
EOHRs. While some countriesare inthe planning
stage, others have implemented pilot projects, and
some have implemented functional systems and
are progressing to large-scale deployment and
development of nationally integrated systems.
Slow adoption of EOHRSs has been attributed to
several factors such as: clinician resistance, high
costs, skepticismaboutreturn oninvestment, mis-
aligned incentives, and technical issues related to
their compatibility with query systems and larger
back-end database systems. Anecdotal evidence
suggests that EOHRs do not represent clinical
information with the same degree of complete-
ness and fidelity as paper records. These issues,
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challenges and barriers may be summarized into
the following points.

. Resistance to change on part of healthcare
providers

. Lack of standard terminology

e Issues related to clinical data entry

. Data coding issues and lack of skill in using
disease classification systems

. Concerns about the correct software
choice

. Issues related to integration of EOHR soft-
ware with existing database systems

. High costs of hardware and software

. Data security, privacy and confidentiality
issues

. Resistance to computer technology

. Lack of computer literacy and need for
relearning and updating skills

. Concernabout availability/ retrieval and ac-
curacy of information in a timely manner

. Quality of electronic healthcare information
and accuracy of data entries

e Issuesrelatedtospacerequirement and other
associated logistics

. Involvement of clinicians and hospital ad-
ministrators

Dealing barriers in implementing EOHRs
require deft management of all or some of the
points mentioned above. We approached a clinic
manager of an academic institution inthe USwho
described hisexperience inimplementing EOHRS
in an academic institution. He responded:

The initial function of the clinical management
system (CMS) was for keeping accurate track of
patients, procedures and billing. The CMS had 7
or 8 components, one of which was the EOHR.
To make use of the EOHR it was necessary to
implementthe major pieces of the CMSwhichfeed
into the EOHR. A major concern for implementa-
tion was the significant dollar investment. The
initial investment can be hundreds of thousands
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of dollars and then the yearly maintenance fees
in addition to licensing for users although some
software isbased on having blocks like 1-25, 25-50,
100+, etc. Although there is basic software that
works well in private practice, in that particular
academic institution we were charged to imple-
ment an enterprise CMS for the network offices
that would eventually go into the dental school.
(Sullivan 2008).

Data Related Barriers

Lack of uniform standard data format and record
content across clinical facilities is a major limita-
tion for implementation of EOHR. Practitioners
use differentrecord formats, and even those using
the same format may not collect data uniformly.
This factor limits the integration of data among
clinical facilities and health care organizations.
Thisissue iscompounded because different com-
mercial EOHR systems use different formats and
different technical specifications for the data.
Technical data related barriers include:

. Different data formats and specifications
used by different EOHRSs.

*  Lackofdiagnostic codesimpedes linking of
diagnostic, treatment and claims data sets

. Adoption of ICD systems or procedure codes
is not uniform and a variety of terminology
exists to describe diagnoses, treatment and
procedures

. Lack of universal identifiers (in several set-
tings).

The dental profession should develop a more
common record with standard diagnostic codes
and clinical outcome measuresto make the EOHR
more useful for clinical research and improve the
quality of care (Atkinson etal.2002). Bailit (2003)
has pointed out the problem of inaccurate and
non-specific diagnoses found in dental charts:

... the nomenclature used to describe dental dis-
eases and treatments. For example, stating that
the patient has periodontal disease means little,
since this is a very broad term and does not de-
scribethe location, severity, or type of periodontal
disease. Further, thereisconsiderable subjectivity
in how different dentists use this term. This means
that periodontal disease may mean one thing in
one practice but something different in another
practice. Of course, this problem is not unique
to dentistry, but it is a problem for researchers
trying to use record data to understand why some
patients are receiving certain services.

Datacharting: Charting of dental dataisatedious
and time consuming process. Therefore for those
who are used to manual charting, the transition to
electronic format involves re-learning the entire
processand re-orienting toanew process. Flipping
through paper is different from clicking through
tabs. Similarly, the orientation of data fields in
paper formats and EOHR are substantially dif-
ferent in structure.

Atypical scenario leading to frustration out of
technical issues not easily resolvable by the data
entry operator or similarend user thatoccurs with
EHR was recently reported by Baron (2007):

Unfortunately, our electronic signature did not
transfer the contents of that document to the chart
as data that a computer could conveniently ma-
nipulate. For that to happen, data must be entered
into the chart in a structured format... An EHR
is a large, highly structured database. Because
patients do not usually present themselves or
their histories in a structured data format, EHR
users must translate what they hear or read into
a format that the computer can use... Although
much information can be readily translated (for
example, medication data), some of it cannot (for
example, recording for preserving the patient’s
voice). Electronic interfaces can automatically
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import certain data, such as quantitative labora-
tory results, into the chart in a structured format.
However, interfaces may not be reliably available
for many clinical data.”

However, dataretrieved from EOHRsalthough
present in electronic form, give rise to several is-
sues. Most EOHRs export data elements in Excel
format. This limits the analytical functionality
of the data to those functions that may be easily
performed in Excel. However to maximize analyti-
cal yield, specialized statistical software need to
be used. Transferring data from Excel to formats
suitable for statistical software requires thorough
checking of the Excel spreadsheets for appropriate
marking of missing data, correct formatting of date
and data fields etc., a process generally called as
“data cleanup”. Data clean up preparation of data
elements and formats for proper use in statistical
analytical software consumes a large amount of
data analyst’s time, apart from being a tedious
process. Most of the times, analysts involved in
cleaning of such data annotate their data clean-up
outputswitha“the bestthat | could do”. Anecdotal
data suggests that in a study, some 90-95% of the
total time is taken up in data cleaning whereas
the actual analysis takes only 5% of the time. Our
experience at the University of Kentucky has also
been along similar lines. Furthermore, the data
cleanup process cannot be automated because of
non-standard terminology, data fields, varying
formats and filters and variables across different
EOHR programs. If multiple formats are to be
accommodated in an analysis of data aggregated
fromdifferentsources, the enormous data cleanup
time required may even prohibit the conduct of
the analysis.

In order to obtain greater harmony across
EOHRs and make these systems better than
paper records, the question to be asked is: what
information should be contained in EOHRS, and
in what format should those be inputted, retained
and exported? A recent qualitative study reported
an attempt to develop a basic content model for
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clinical information in paper-based records and
examine its degree of coverage by commercially
available EOHRs. (Schleyer et al.2007) The gen-
eral conclusions from the study were revealing:

. Although dental records contain a relatively
large number of fields, there is little agree-
ment on what those fields should be.

. A complied list of dental record elements
aggregated across different paper record
formats contained more data elements than
any EOHR system (70% of the elements
were present in EOHR).

. Dental schools’ records covered slightly
more categories dentists’ and vendors’ re-
cords.

. Dental schools use more comprehensive
medical history forms.

. There was a relatively high level of agree-
ment on categories among paper-based and
computer-based record formats.

. This agreement did not extend to data fields
— only 57% of the data fields occurring in
five or more paper records were contained
in more than two EOHRs.

. Limitations in information representation in
EOHRswere evidentin charting hard tissue
and periodontal findings, and procedures.

e Dedicated fields associated with developing
problem lists or making diagnoses were
absent in EOHRs

. Information coverage in EOHRs were more
limited that paper formats

EOHRs contain lesser informationand provide
limited scope for covering clinical information that
clinicians’ may wish to add. Furthermore, data
fields/ elements in EOHR s are grouped differently
than paper formats which may lead to clinician’s
resistance in using EOHRs. Extensive navigation
requirements in EOHRs through routines that
may be perceived as counterintuitive may also
be a limiting factor in clinician’s resistance in
using EOHRSs. This suggests that the front-end
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interface of EOHR may need major modifications
and re-designing to improve clinician compliance
with using EOHRs on regular basis.

Data Entry Issues

Anecdotal datasuggests some uneasiness in using
a chair side computer for clinical data entry as it
leads to breaks in the “rhythm” of clinical work.
Infection control issues have also been raised by
someclinicians. Onealternative could betorecord
the data in paper and then input it into the EOHR.
However, such a mechanism leads to repetitive
work, increases costs and is time consuming. An
alternative to have dedicated personnel for direct
data entry as the clinician dictates is expensive
and has the potential for transcription entry er-
rors. As an alternative to these methods, voice
activated direct data entry systems have drawn
considerable attention as an ideal mechanism for
data entry. Therefore, the possibility of a voice
activated data entry system integrated with an
EOHR system could be a perfect solution to
popularize adoption of EOHRs.

Speech recognition in voice activated systems
allows clinicians a hands-free option for interact-
ing with computers, which isimportant for dentists
who have difficulty using a keyboard and amouse
while working with patients. While roughly 13%
of all general dentists with computers at chairside
use speech recognition for data entry, 16% have
tried and discontinued using this technology.
(Yuhaniak et al.2007) Voice-activated modules
are available for most leading EOHRs. “Improve-
ments in speech recognition and microphone
technology have helped voice-activated charting
and clinical note dictation become more accurate,
faster and easier to carry out than previously pos-
sible.” (Drevenstedt et al.2005).

It has been suggested that with improvement
of technology, voice activation will become a
mainstream part of dental computer technology.
Currently speech functionality faces several
hurdles. It has been suggested that instead of

being intuitive, speech functionality is directly
comparable to using a mouse and the available
systems require memorizing an enormousamount
of specific terminology opposed to using natural
language. “Overall, limited speech functionality
reduces the ability of cliniciansto interactdirectly
with the computer during clinical care. This can
hinder the benefits of electronic patient records
andclinical decision supportsystems.” (Yuhaniak
et al.2007)

In an attempt to solve these issues, a recent
study reported the analysis of structured data
entry for dentistry using an interactive dental
cross (DentCross component). Thiscomponentis
agraphic part of dental documentation connected
to an EOHR. In conjunction with an automatic
speech recognition system, based on a statistical
approach, the speaker-independent (DentVoice
component) made the data entry easier and faster.
The study showed the practical ability of the Dent-
Crosscomponenttodeliverareal service todental
care and the ability to support the identification of
a person in forensic dentistry. (Zvarova 2008)

Another recent study from the European
Center for Medical Informatics, Statistics and
Epidemiology at Prague in the Czech Republic
(EuroMISE Centre) also reported encouraging
results in voice activated EOHR technology us-
ing DentCross and DentVoice components (Nagy
2008). This study reported that “the junction of
voice control and graphical representation of
dental arch makes hand-busy activities in dental
praxis easier, quicker and more comfortable.” It
is anticipated that these advancements will lead
to better quality of the data stored in a structured
form in dental EOHRs.

Security Issues and Health
Information Protection

Security of data, when in storage or when trans-
ported/ transmitted via electronic medium, has
been a major concern with patients, administra-
tors, and governments. Personal information
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privacy issues have been regulated strongly in
developed countries. The European Commission
(2995) through the Directive 95/46/EC protected
right to privacy of individuals with regard to the
processing of personal data and transfer of data.
Protection of electronic storage of clinical records
was mandated inJapanthroughthedirective num-
ber HPB No. 517 (Director-General HPB Japan
1999). Although the HPB No. 57 regulated data
storage, these directives fell short of complete
privacy of data:

These criteria must be followed when storing
clinical records in electronic form, but do not
need to be followed when using the information
from the clinical records. However, an individual
medical facility must pay attention to ensure the
proper utilization of information from clinical
records stored invarious systems (i.e. source-input
system, new and old systems). (Director-General
HPB Japan 1999)

Because EOHR s deal with personally identifi-
able information and the nature of information is
personal and private for the patient, the importance
of maintaining privacy, security and confidenti-
ality is paramount. To protect personal health
information (PHI), measures are being taken
at different level of social organization dealing
with PHI — policy, judicial-legal, administrative,
personnel and software levels. This issue has be-
come more important due to the potential security
breaches in databases that are reported in the
media regularly and frequently. Data security is
amajor concern because of the potential for great
harm that stolen data may cause in the hands of
unscrupulous elements.

Computer-based, electronic dental record keeping
involves complex issues of patient privacy and
the dental practitioner s ethical duty of confiden-
tiality... Authenticating the electronic record in
terms of ensuring its reliability and accuracy is
essential in order to protect its admissibility as
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evidence in legal actions. Security systems must
be carefully planned to limit access and provide
for back-up and storage of dental records. Care-
fully planned security systems protect the patient
from disclosure without the patient’s consent and
also protect the practitioner from the liability
that would arise from such disclosure. Human
errors account for the majority of data security
problems. Personnel security is assured through
pre-employmentscreening, employment contracts,
policies, and staff education. Contracts for health
information systems should include provisions for
indemnification and ensure the confidentiality of
the system by the vendor. (Szekely 1996)

The lead in assuring security of PHI was
taken by the US with the enactment of the Health
Insurance Portability and Accountability Act
(HIPAA) that was enacted by the U.S. Congress
in 1996 under the Clinton Administration. It is
alsoknownasthe Kennedy-Kassebaum Act. Title
I of HIPAA protects health insurance coverage for
workers and their families when they change or
lose their jobs. Title 11 of HIPAA, known as the
Administrative Simplification provisions, requires
the establishment of national standards for elec-
tronic health care transactions and national iden-
tifiers for providers, health insurance plans, and
employers. (USDHHS 2008, ADA 2005) HIPAA
requires PHI to have administrative, physical and
technical safeguards. A primary goal of HIPAA
is to maintain confidentiality of an individual’s
identifiable health information if'it is transmitted
by electronic means for administrative purposes.
(USDHHS 2001, Pai & Zimmerman 2002) The
phrase, “identifiable health information,” means
the information itself can be directly or indirectly
linked to a person. Another goal of HIPAA is
the establishment of commonality of the format
used for administrative “transactions.”(Chasteen
et al.2003a, 2003b)

The HIPAA privacy rule isdesigned to protect
apatient’s personal health information frombeing
accessed by an unauthorized person. It mandates
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the creation of a format to be used by healthcare
entities such as a dental clinic/ office/ hospital
which transmit health information electronically
toprotect the confidentiality and security ofhealth
information by setting and enforcing standards.
(Walker 2002) “The security regulations contain
standards with both ‘required’ implementation
specifications and ‘addressable’ implementation
specifications. The security regulations require
covered entities to adopt administrative, physi-
cal and technical safeguards to protect electronic
protected health information.” (Sfikas2003) Some
functions covered under HIPAA include: enrol-
ment, claims (encounters, status, payments, and
attachments), referrals, eligibility verification,
premium billing, and first report of injury or
compensation. All EOHR systems therefore are
required to confirm to HIPA A mandates, and to
modifications of regulations specific to the coun-
tries where those are used. (Day 2000, 2001) It is
expected that other countries will develop their
own regulations by adapting existing regulations
from European Union, Japan and USA.

Impact on Workflow

Impact of EHR on workflow in terms of slowing
down clinical work has been known to contribute
to clinician resistance in using EHRs (Dansky et
al.1999). Clinicians were concerned thatanegative
impact on workflow would reduce productivity.
However, EHRs require re-learning and adapting
toanew paradigm of data entry, and the learning-
curve integrated in this need to re-learn may be
the bottleneck for the workflow impact. It has
been shown that once clinicians learn the EHR
processes, their workflow and productivity return
to normal in 30 days (Krall 1995).

It has been suggested that the possible slow-
down in workflow with an EHR may be mitigated
by using templates and forms. However, prior to
implementing an EHR, paper templates should
be created around all commonly seen diagnoses
follow-up (Cusack 2008) and electronic templates

should be adequately tested against those as has
beenreported by Schleyeretal.(2007). Thereafter,
the electronic templates should be modified for
comprehensive coverage, smooth navigation and
ease of use in a busy clinical facility.

ESTABLISHING EOHR AND
TRANSFORMING FROM PAPER
RECORDS TO ELECTRONIC
RECORDS

With the massive growth in computer technology
and exponentially reducing digital storage space
costs, implementing EOHRs is not really a choice
anymore, but a