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PREFACE

The rapid evolution experimented by microelectronics during the last decades has
propitiated the birth and spread of lots of electronic systems with increasing presence in
different aspects of our everyday life: consumer electronics, information technology,
communications, automotion, medicine, leisure, etc. Probably, communications has been
one of the areas with largest expansion; many applications have been developed, both for
wireline systems—DSL technologies for broadband access to the Internet, PLC technology,
etc. [Gagn97]—and for wireless systems—mobile telephony, GPS, WLAN, WMAN,
UWB, etc. [Abidi95].

No doubt, the continuous scaling of VLSI technologies has been a determinant factor
for this rapid evolution. Technology scaling has allowed miniaturization, portability,
increased functionality, and cost reduction of these systems. Nowadays, it is possible to
integrate millions of transistors in a single chip using submicron CMOS processes and,
simultaneously, the speed of digital circuits has increased up to the gigahertz range. This
technological advances have enabled monolithic integration of complete electronic systems
on a single chip (SoC), in which digital signal processing (DSP) techniques are extensively
used for robust implementation of complex algorithms within reduced computational times.

In these systems, the present trend is to move the border between the analog and digital
parts, usually called interface, as close as possible to the point where information is
received or emitted. In this way, most of the SoC functionalities are implemented in the
digital domain, where the system benefits from the reduction of silicon area, supply voltage,
and power consumption, and from the increased operation speed that are peculiar to the
progressive technology scaling. The application of analog circuits is then restricted, in most
cases, to interface tasks: signal conditioning, filtering, and analog-to-digital (A-to-D) and
digital-to-analog (D-to-A) conversion. In addition, the trend to massive digital processing
and to an earlier digitalization of signals leads to an increase of the dynamic range and
bandwidth requirements in the interface circuits.

On the other hand, the design of high resolution, high bandwidth converters is greatly
involved when they are integrated together with the DSP circuits, mainly because the
designers must use mainstream digital CMOS processes, in which analog primitives are not
fully optimized [Bult00] [Malo01]. Thus, these converters have to operate with low voltage
supply and transistors whose threshold voltages are comparatively high, with no use of
extra process steps to improve the linearity or the matching of the devices, and, above all, in
an hostile environment full of noisy digital circuits.

Among the existing techniques to perform the A-to-D conversion, those based on A
modulation [Inose62] offer key advantages for their implementation in SoCs. Unlike
traditional converters, which require high accuracy in their building blocks in order to

XV



XVi Preface

achieve overall high accuracy, the oversampling and noise-shaping techniques employed in
A converters allow to trade speed for accuracy. In this way, an operation that is relatively
insensitive to imperfections on the analog circuit can be obtained at the cost of increased

complexity and speed in the associated digital circuitry (needed for post-processing)
[Nors97].

These demanding requirements on the digital part, which were a handicap for the
integration of A converters before the development of VLSI technologies, now relax the
implementation of the analog section, whose requirements are more difficult to achieve in
processes with a clear digital orientation. This has motivated that, although being originally
conceived for low-frequency, high-resolution applications like audio [Candy85] [Adams86]
[Boser88] [Bran91la] and precision measurement [Sign90] [Yama94], the usage of XA
converters has progressively spreaded across medium- and high-frequency applications
[Bran91b] [OptE91] [Yin94] [Broo97].

Fig. 1 illustrates the state of the art in A-to-D converters in CMOS technologies reported
up to year 2000 and places them in the resolution—bandwidth plane. The ranges of the
specifications for the main applications are depicted on this plane in an approximated way.
It can be observed that XA modulation-based A-to-D converters cover a wide frequency
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FIGURE 1 State of the art in A-to-D converters in CMOS technologies reported up to year 2000.
(The ranges of the applications shown are approximated).
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interval, ranging from 100Hz to 10MHz. Higher speed applications are still dominated by
Nyquist-type converters (especially, pipeline, folding-interpolative, and flash) [Plas94]
[Raza95]. Oversampling techniques are little efficient in these applications, because of the
excessive operation speed that is required in the analog blocks. However, 2A converters are
clearly dominant in measurement, voice, and audio systems, and coexist with algorithmic,
subranging, and pipeline converters in systems for mobile communications and broadband
wireline applications like ADSL. Furthermore, it is commonly accepted that whenever an
industrial application can be covered by using a A converter, the simpler the better, this
solution should be considered as the optimum one, for feasibility, yield, robustness, and
time-to-market reasons [Rivo03].

In these applications, the implementation of Nyquist converters gets involved as the
technology scales down: calibration techniques that consume considerable area and power
are required in order to achieve resolutions larger than 13 bits [Mayes96] [Opris00]
[Guil01]. As an alternative, the use of XA converters has gained ground and architectures
that are oriented to high-frequency applications have been successfully implemented. In
these architectures, the weakened benefits of oversampling (necessarily moderate) are
compensated by resorting to high-order topologies—either in a single loop [Geer00] or in a
multi-stage cascade [Yin94] [Feld98] [Marq98] [Geer99] [Mori00]—, which often
incorporate multi-bit quantization—either pure [Geer00] [FujiO0] or by means of dual-
quantization techniques [Bran91b] [Broo97] [Mede99].

Nevertheless, the prototypes implemented so far demonstrate the viability of XA
converters for high-frequency applications ( >1MHz), but not that their incorporation to
SoCs is still robust in deep-submicron processes. Indeed, only a few prototypes [Geer99]
[Fuji00] [Mori00] have been integrated in modern deep-submicron CMOS technologies,
but they are mixed-signal oriented—they offer better device matching and supply voltages
of 3.3V, or even 5V, together with low-Vt transistors [Fuji00].

In this scenario, the work presented in this book tries to demonstrate the viability of
robust high-frequency, high-resolution XA converters using deep-submicron CMOS
technologies oriented to the development of SoCs. This encompasses an adequate selection
of architectures, techniques, and building blocks that allow, not only to obtain high-
performance XA modulators, but also to solve the problems associated to their practical
implementation in digital-oriented VLSI technologies (low supply voltage, poor linearity
and matching of devices, etc.).

The results of this work are demonstrated through two prototypes for broadband
applications that are integrated in deep-submicron CMOS technologies. They have been
developed in the frame of the EU ESPRIT Project 29261 (MIXMODEST) and the Spanish
CICYT Projects TIC97-05080 and TIC2001-0929 (ADAVERE), devoted to the
investigation of architectures and techniques for the implementation of A-to-D converters
in last generation CMOS technologies.
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The first prototype is a wideband 2-1-1 XA cascade with dual quantization of 1 and 4
bits, which has been implemented in a 0.35-pm standard digital CMOS process with
epitaxial (low-ohmic, conductive) substrate. The modulator operates with an oversampling
ratio of 16 and exhibits a differential full-scale range of 4V using the 3.3-V nominal supply
voltage. It achieves an effective resolution of 13bit at 4MS/s and consumes 78mW, while
operated at 64-MHz internal clock frequency.

The second design is conceived to be incorporated to a CPE modem for ADSL and
ADSL+in a 2.5-V 0.25-pm CMOS process. The selected topology is a 2-1-1 cascade with
quantization of 1 and 3 bits, which operates with an oversampling ratio of 32 or 16, and
exhibits a differential full-scale range of 3V. The prototype achieves an effective resolution
of 13.8bit at 2.2MS/s and 12.7bit at 4.4MS/s, with a power consumption of 66mW, while
operating with a sampling frequency of 70.4MHz.

The book also presents the design of a third prototype to be included in an automotive
sensor interface in a 3.3-V 0.35-um CMOS process. The modulator topology is a 2-1
single-bit XA cascade that can be digitally programmed to yield four gain values— x 0.5,
x 1, x2,and x4—in order to obtain a better fitting to the different sensor outputs. This
prototype has been developed in the frame of the EU ESPRIT Project 34283 (TAMES-2),
whose objective is to improve the industrial testability of high-resolution A-to-D interfaces
embedded in SoCs. The modulator achieves an effective resolution of 18bit at 40kS/s and
consumes 14.7mW, while operated at 5.12-MHz internal clock frequency.

The three prototypes presented in the book avoid the use of calibration techniques,
non-standard transistors, or on-chip voltages larger than the nominal supply, and their
performances are competitive to the current state of the art.

The contents of the book are organized in five chapters.

Chapter 1 presents an introduction to XA A-to-D converters, showing the principles of
operation, the basic architectures, and the ideal performance of A modulators. Topologies
for their practical implementation are introduced and their pros and cons are discussed. The
state of the art in low-pass A modulators in CMOS technologies is then revised, showing
existing trends in present designs.

Chapter 2 is dedicated to the exhaustive analysis of the main non-idealities that affect
the performance of A modulators. System considerations, behavioral models, and closed
expressions are obtained for the impact of the different non-idealities, which can be used as
estimable guidelines for practical implementation of XA modulators.

Chapters 3 and 4 describe the design of the two A modulators intended for broadband
applications, whereas Chapter 5 describes the design of the XA modulator with
programmable gain for automotive sensor interfaces. The topology selection, the
requirements of the building blocks, and their design at the transistor level are deeply
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discussed. The measured performance for the prototypes is presented and compared with
the state-of-the-art XA modulators.

The considerations presented through the book for the design of cascade XA
modulators in deep-submicron CMOS are extended in Appendixes A and B. Appendix A
proposes a family of cascade XA modulators that is easily expandible to high order, while
preserving a low systematic loss of resolution and a high overload level. An analytical
method to estimate its power consumption is presented in Appendix B.
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CHAPTER 1

>A ADCs: Principles,
Architectures, and
State of the Art

THE BASIC IDEA UNDERLYING SIGMA-DELTA CONVERTERS is
the use of oversampling, error processing, and feedback for improving the
effective resolution of a coarse quantizer. An early description of some of these
ideas was given in a patent by Cutler in 1960 [Cutl60] and, obviously, a long
way has been walked in more than 40 years, regarding the architectures of
sigma-delta (£A) converters, their modeling, the circuit techniques to
implement them, their field of application, etc.

This chapter is conceived as an introduction to XA analog-to-digital
converters (ADCs). The operation principles of ZA modulation—oversampling
and noise-shaping—, as well as the basic architecture and ideal performance of
YA ADCs, are presented and compared with Nyquist-rate ADCs at the
beginning of the chapter (Sections 1.1 and 1.2).

Practical topologies for the implementation of XA modulation techniques
are then discussed. Section 1.3 is dedicated to single-loop XA architectures.
Low- and high-order single-loops are considered, taking into account issues
related to their practical implementation and problems not addressed by linear
models, like pattern noise or instabilities. Cascade ZA topologies are covered in
Section 1.4.

In Section 1.5 the study is extended to XA converters using multi-bit
internal quantizers, analyzing their pros and cons. Techniques to circumvent the
disadvantages, such as dual-quantization or dynamic element matching, are
revised.

Finally, the state of the art in XA ADCs is reviewed in detail, considering
integrated implementations reported in open literature, in order to highlight
existing tendencies for achieving common specifications imposed to ADCs.
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Analog-to-Digital Conversion: Fundamentals

Analog-to-digital converters (ADCs) are systems that transform signals that are
continuous in time and in amplitude (analog) into signals that are discrete in
time and in amplitude (digital). Fig. 1.1a shows the generic scheme of an ADC
intended for the conversion of low-pass signals. It basically includes an anti-
aliasing filter, a sampling circuit, and a quantizer.

The operation of these blocks is illustrated in Fig. 1.1b, showing the signal
processing involved in the time and the frequency domain. First, the analog
input signal x,(¢) of the ADC passes through the anti-aliasing filter, in order to
remove possible out-of-band components. This way, fold-over (aliasing) is
avoided during the subsequent sampling process. The resulting filtered signal
x/(t) is sampled at a frequency f; by the sampler, thus yielding a discrete-time
signal x (n) = xf(nTS) ,where T, = 1/f t1, Finally, the values of x (n) are

h
Xf(t) Xs(n)
Xa(t) —¥ \ » Sampler —» L Yq(n)
f42 5 Nbit| N
Anti-aliasing fs Quantizer
filter (a)
Xa(t) 4 Xg(t) X, ()
l /‘\ Out-of-band ﬁ_#\nti-aliasing
components \‘ filter
Anti-aliasing N A2V f2 f f
filter
a xg(t)
Xe)
0 /\ /L\
f,—h@n@ Nt A A2 |t f, f
y
T X
g 111 Nanan'an's
T ' T y y >
Quantizer -fs -fy2 fJ2  f; f
Quantization
Yy4(f) /noise
' YRR (S
—F s
Yoln) o2t f f
(b)
FIGURE 1.1  A-to-D conversion: (a) Generic scheme, (b) Illustration of the signal processing.

(A Nyquist-rate ADC is assumed).
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quantized using N bits; i.e., each continuous-valued input sample is mapped
onto the closer discrete-valued level out of the 2" covering the input signal
variation interval. This process yields the converter digital output Y ,(n).

As shown in Fig. 1.1, two fundamental operations are involved in the
analog-to-digital conversion: sampling and quantization. The sampling process
performs the continuous-to-discrete conversion of the input signal in time,
whereas the quantization process performs the continuous-to-discrete
conversion of the input signal in amplitude. These two transformations pose
limitations to the performance of an ADC, even if they are realized ideally—
i.e., using ideal circuit components.

1.1.1  Sampling

Sampling imposes a limit on the bandwidth of the analog input signal.
According to the Nyquist theorem, the minimum frequency f; required for
sampling a signal with no loss of information is twice the signal bandwidth f; ;
ie., fy = 2f, , also called the Nyquist frequency. Based on this criterion,
Those ADC:s in that analog signals are sampled at minimum rate ( f, = f,, ) are
called Nyquist-rate converters.

Fig. 1.15 illustrated the operation of an ADC assuming a Nyquist-rate
sampling. In the sampler, the filtered input signal xf(t) is multiplied by a train
of Dirac impulses spaced out 7, = 1/f,, which, in the frequency domain,
corresponds to the convolution with a train of impulses located at multiples of
f, - Since in Nyquist-rate ADCs the input signal bandwidth f, coincides with
f,/2 , aliasing will occur if x () contains frequency components above f,/2 .
Therefore, high-order analog filters are required in order to remove the out-
of-band components with no significant attenuation of the signal band.

1.1.2 Quantization

Quantization itself also introduces a limitation on the performance of an ideal
ADC. It degrades the quality of the input signal whose continuous-valued levels
are mapped onto a finite number of discrete levels. In this process an error is
generated, called quantization error.

The quantizer operation is shown in Fig. 1.2. As a matter of example,
Fig. 1.2¢ depicts the input-output curve of a quantizer with N = 3, although
results apply to a generic N-bit quantizer. As the input signal changes from
—Xpg/2 to +X /2, the output is quantized (‘rounded’) to one out of the eight

1. Insome cases, the sampled values are held during 7' using a sample-and-hold circuit.
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d)

v

(e)

FIGURE 1.2 Ideal quantization process: (a) Symbolic representation, (b) Linear model of an
ideal quantizer, (¢) Ideal input-output curve and (d) quantization error of a 3-bit quantizer,
(e) Ideal input-output curve and (f) quantization error of a 1-bit quantizer (comparator).

(2N) different levels, each represented by a digital output code going from 000
to 111. The separation between adjacent output levels is defined by the
quantization step, A. For an N-bit quantizer, A = Y ¢/(2V—1), with Yy
being the full-scale output range of the quantizer, whereas X is its full-scale
input range. Since X ¢ and Y are not necessarily equal, the quantizer can
exhibit a gain g, given by the slope of the line intersecting the code transitions.
Thus, the quantizer operation can be described by a linear model (see Fig. 1.20)

y = gx+e(x) (1.1

where g 4 stands for the quantizer gain and e(x) for the quantization (rounding)
error. This error is a non-linear function of the input x, as shown in Fig. 1.2d.
Note that, as long as x is confined in the range +X¢/2, the quantization error
is bounded by +A/2. The maxima of e(x) occur at the code transitions. For
inputs outside the range *X./2, the absolute value of the quantizer error
grows monotonically. This situation is known as quantizer overload, whereas
the input range [-X¢/2, +X /2] is referred to as the non-overload region.



1.1 Analog-to-Digital Conversion: Fundamentals 5

(@

Fig.1.2 also shows the operation of a 1-bit quantizer (comparator). Note
from Fig. 1.2¢ that the main difference in comparison with a multi-bit quantizer
is that its output only depends on the sign of the input, its absolute value being
unimportant. Therefore, the gain g g 18 undefined and can be arbitrarily chosen.

In order to evaluate the performance of an ideal quantizer, some
assumptions are made on the properties of the quantization error [Benn48§]
[Widr60] [Srip77] [Gray90]. As shown in Fig.1.2d, the quantization error is
systematically defined by the input signal. Nevertheless, if the input is assumed
to change randomly from sample to sample in the interval +X,¢/2, the error
will also be uncorrelated from sample to sample. Under these requirements,
quantization can be viewed as a random process, the quantization error being
independent of the input, with an uniform distribution in the range +A/2.
Fig. 1.3a shows the probability density function (PDF') of such an error. Thus,
the power associated to the quantization error is

+00 +A/2
2

e = 62(6) = j ezPDF(e)de = i‘[ ede = — (1.2)

—00 -A/2

Since the quantized signal is sampled at rate f,, the power of the
quantization error will be distributed in the band [-f,/2, +f,/2] . Moreover,
the assumption of the quantization error being a random process with uniform
PDF also implies that its power spectral density (PSD) is uniform, as shown
in Fig. 1.3b. Since the error power can be also calculated as

. 4o +f./2
2 A2
e = | Sg(NHHdf = Sg =7 (1.3)
—» —f./2
the power spectral density of the quantization error yields
2
A2
Sp(f) =% = 5= (14)
BN

Since the input signal bandwidth of a Nyquist-rate converter spreads over
the band [-f,/2,+f,/2] (see Fig.1.1b), all the quantization error power falls
inside the signal band and passes to the ADC output as a part of the signal itself.

PDF(e) Se(f)
1 Gt
A E ‘_ 12f, y Error power
A/12
I > e T » f
-A/2 +A/2 (b) /2 +,/2

FIGURE 1.3 Quantization error: (a) Probability density function, (b) Power spectral density.
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The assumptions made to this end are collectively referred to as the
additive white noise approximation of the quantization error. Because of them,
the quantization error is usually modeled as an additive white noise source and
often called quantization noise. Although all these conditions are hardly met in
practice and are not strictly valid, the additive noise assumption is commonly
used in ADCs design and yields good results 2 _the larger the number of bits
in the quantizer, the better the assumption. Rigorously speaking, the white noise
approximation is not valid for single-bit quantizers. Nevertheless, experience
shows that results obtained with this model are generally applicable to
comparators [Nors97a]. This point will be further discussed in Section 1.3.

The degradation introduced by the quantizer in the performance of an ADC
can be expressed through the in-band quantization error power P; ie. the
power of the error caused by the quantization process within the signal band

+fb +fs/2 5
P, = j Sp(f)df = j Sp(f)df = % (15)
p /2

The dynamic range DR of the ideal ADC can be determined as the ratio of
the output power at the frequency of an input sinusoid with maximum
amplitude to the in-band quantization error power. From Fig. 1.2¢, the maximum
input amplitude in the non-overload region of the quantizer is X ¢/2 and its
corresponding power at the ADC output can be approximated to [Plas94] 13

2
o _(Yrs/2)" _(2NA/2)°

2N-3,2
Xps/25 T 5 > 2 A (1.6)
The DR of the ideal ADC is then given by
P(?Mt
DR = s/ _ 32N (1.7
P, 2

that, when expressed in decibels, leads to the well-known formula

DR|,, = 6.02N +1.76 (1.8)

2. There are two situations where these assumptions may not apply: DC inputs and inputs
changing by multiples or submultiples of the step size from sample to sample [Candy97].
Nevertheless, a dither signal can be added, if needed, to modify the statistical properties of
the quantizer input signal in order to satisfy the additive noise model [Lips92] [Gray97].

3. This approximation is only valid for moderate-resolution quantizers (N>5), since the
output signal is approximated to be also a sinusoid at the same frequency; i.e., the distortion
introduced by the quantization is disregarded, neglecting the output power at multiples of
the input frequency. For low-resolution quantizers, corrections to this approximation can be
established based on the series expansion of the quantized output waveform [Plas94].
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Therefore, besides the limitation sampling imposes on the signal band of an
ideal ADC ( f;, <f,/2 ), its dynamic range is also limited by quantization noise.
Note from eq(1.8) that each additional bit in the ideal quantizer results in an
increase of approximately 6dB in the ADC DR.

1.2 Oversampling A ADCs: Fundamentals

In contrast to Nyquist-rate ADCs, oversampling ZA converters make use of two
basic ideas to decrease the quantization error power within the signal band and
increase the accuracy of the A-to-D conversion. These ideas are oversampling
and noise-shaping.

1.2.1 Oversampling

Oversampling consists of sampling a signal faster than Nyquist rate—the
minimum sampling frequency required to avoid aliasing. How much faster than
required the signal is sampled is expressed through the oversampling ratio,
defined as the ratio between the sampling frequency and the Nyquist frequency
osg =L o Jo (1.9)

v 2

Oversampling has two noticeable effects:

 Since the signal bandwidth f; is smaller than f,/2, the images of the
input created by the sampling process are more separated than in a
Nyquist-rate converter. As shown in Fig. 1.4, frequency components of the
input signal in the range [f;,f, —f;] do not alias within the signal band.
Consequently, the transition from the pass- to the stop-band of the anti-
aliasing filter can be smoother, what greatly simplifies its design.

*  When an oversampled signal is quantized, the power of the quantization
error is still distributed in the range [-f,/2, +f,/2] , but only part of the
total error is placed within the signal band, since it extends to a frequency

XN Anti-aliasing Xl anti-aliasing
filter filter
> — N S e
@) | [ . ®) |4 L b

FIGURE 1.4 Anti-aliasing filter for: (a) Nyquist-rate converters, (b) Oversampling converters.
Shadowed images correspond to those created by the sampling process.



Chapter 1 A ADCs: Principles, Architectures, and State of the Art

SE(f) In-band error
power Total error
T A A" 1 power
Sgp = == 120SR /A A2

12f, A”
| 1"
/2 % |+ o

FIGURE 1.5 PSD of the quantization error in an oversampled converter (OSR = 8).
Total power of the quantization error and power within the signal band are highlighted.

fp <[f,/2. As illustrated in Fig. 1.5, the in-band power of quantization
error now yields

+ +
" b A2

Py = IfSE(f)df= If 12J2df = H0sR (1.10)

so that the larger OSR, the smaller the portion of the total error power
within the signal band.

As for Nyquist ADCs, the performance of an ideal oversampling converter
will be limited by the quantization error of its N -bit quantizer. Following the
same procedure as in Section 1.1.2, the dynamic range of an ideal oversampling
converter can be calculated as

out
Xpe/2 3

DR = =12 = 22*NgR (1.11)
P, 2

that, when expressed in decibels, leads to

DR| ., = 6.02N+1.76 + 10log,,(OSR) (1.12)

Note that, just by oversampling, the DR of the ADC increases in approximately
3dB/octave, or equivalently 0.5bit/octave, with the oversampling ratio—i.e.,
the effect of multiplying OSR by a factor 4 is similar to having 1bit extra in the
N -bit quantizer.

Therefore, an increase in OSR augments the effective resolution of the
converter, but reduces the maximum signal frequency that can be processed (for
given sampling frequency). So, in an oversampling converter, signal bandwidth
and accuracy are exchanged. As we will see immediately on, this trade-off can
be further exploited using oversampling in combination with noise-shaping.

1.2.2 Noise-shaping

An approach to further increase the accuracy of the A-to-D conversion consists
of reducing the error power within the signal band through the processing of the
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quantization error. Let us consider an N-bit quantizer with an oversampled
input signal. If the oversampling ratio is large enough, with the signal only
changing slightly from sample to sample, most of the changes in the
quantization error happen at high frequencies—i.e., low-frequency components
of consecutive samples of the quantization error are similar. Hence, low-
frequency in-band components of the quantization error can be attenuated by
substracting the previous sample from the current one

eyp(n) = e(n)—e(n—1) (1.13)

The efficiency of this strategy is confirmed in Fig.1.6, showing a reduction of
the in-band error power by a factor close to 20 in the particular case considered.
Further reduction can be achieved by involving more previous error samples

eyp,(n) = e(n)—e(n-1), Ist-or error proc.
egpo(n) = e(n)-2e(n—1)+e(n-2), 2nd-or error proc. (L14)
eygp3(n) = e(n)-3e(n—1)+3e(n-2)-e(n-3), 3rd-or error proc. .

5 e

The procedure can be formulated in an unified manner in the z -domain as

—1.L
Eyp (2) = (1-2 ) -E(z) (1.15)
showing that the processed error is a filtered version of the original. The
filtering transfer function—often called noise transfer function—is therefore
_1.L
NTF(z) = (1-7 ) (1.16)
where L denotes the order of the filtering realized on the quantization error.

For this transfer function

i 2 _i®|2L
INTF(®)" = 1= ¢7° :22Lsin2L(9) with @ =28 = (17

2 fe  f,OSR
0.3 S T T 0.3
0.2 e" ~11mW i 02L ef", ~0.6mW i
0.1 01f 4
. o O ey Y
o o
> -0.1 = -0} .
-0.2 -0.21 4
-0.3 -0.3} 4
-04 I " L 1 -0.4 I L " L
0 10 20 30 40 50 0 10 20 30 40 50
(a) Sample (b) Sample
FIGURE 1.6  Error waveform: (a) Without processing, (b) With the processing in eq(1.13). The

input is a full-scale (1V) random signal low-pass filtered, the quantizer is single-bit, and OSR = 8.
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Within the signal band ( f<f, ), ® «1 if OSR is large enough. Hence, the
transfer function takes very small values in this range and the in-band power of
the filtered quantization error results in

o \2 2 A° 2t
P, = I L NTF(p)df ~ & (1.18)

PRuE 12 2L+ 1)osgR**Y

that is much smaller than only applying oversampling—see eq(1.10).

Fig.1.7 depicts the amplitude of - | +n
NTF for L = 1. Note that the error \
reduction happens due to:

* the high-pass shape of the
transfer function, that yields large
in-band  attenuation, pushing
noise to high frequencies.

+ the inverse dependence of the

integration interval with OSR .

Only the dark area at the bottom
of Fig. 1.7 is integrated, so that the in-
band error power is a small portion of
the total thanks to the noise-shaping

action —the smaller the larger OSR
and/or L. Note from eq(1.18) that the
high non-linearity of the shaping

No shaping

— -
—f/2 —-f, 0 +f, +f, /2

FIGURE 1.7 Amplitude of NTF for
Ist-order error processing.

results into a non-linear dependency
of P, with OSR.

Using equations (1.6) and (1.18), the dynamic range of an ideal
oversampling noise-shaping converter yields

out

Pxig2 3w (@L+1)0SRZD

DR = (1.19)
P, 2 2L
that, when expressed in decibels, leads to
2L+1
DR\dB ~ 6.02N + 1.76 + 10log,, )+ (2L +1)10log,,(OSR)  (1.20)
T

Note that, when an Lth-order error filtering is used in combination with
oversampling, the DR of the converter increases with OSR in approximately
(L + 1/2)bit/octave—e.g., only by using a 1st-order error processing, the rate
increases from 0.5bit/octave to 1.5bit/octave .
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1.2.3 Basic architecture of oversampling A ADCs

The

basic scheme of a XA ADC intended for the conversion of low-pass signals

is illustrated in Fig.1.8. This diagram comprises three main blocks, whose
operation in time and frequency domain is illustrated in Fig. 1.9:

Anti-Aliasing Filter. The function of this block, identical to that in
Nyquist-rate ADCs, is attenuating the out-of-band components of the input
signal in order to avoid aliasing when it is sampled. However, as already
explained, the use of oversampling relaxes the attenuation requirements for
this analog filter, because the frequency components of the input in the
range [ f;,, f; —f,] do not fold within the baseband.

Sigma-Delta Modulator. 1t simultaneously performs the sampling and
quantization of the filtered input signal. In addition, the quantization error
is high-pass filtered by means of a noise-shaping technique. This is
accomplished by placing an appropriate loop filter H(z) before the
quantizer and negative feedback around them. This, combined with
oversampling, greatly enlarges the accuracy of the A-to-D conversion over
that of the embedded quantizer ™ The output of the sigma-delta modulator
(XAM) is a B-bit digital stream at f; sampling rate.

Decimator. Its function is to reduce the rate of the XAM output stream ( f; )
down to the Nyquist frequency ( fy = f,/OSR ). At the same time, the
word length increases from B to N (N> B), in order to preserve the
resolution as the word rate decreases. The decimator basically consists of
two blocks: a digital filter and a downsampler.

The digital filter removes the frequency components of the digital input
stream above f;, —basically shaped quantization error—, in order to avoid
aliasing during downsampling. This must be done without degrading the
baseband, so that usually high-selectivity filters are required. However,
these tougher requirements are imposed on a digital filter, which is less

filter

' xo(n ; ; ) :
Xa(t) Xi(t)! s(n) :Y"): Yi(n) :Yd(n)
* : P / \LOSR BV
' gboit| |+ B ! N iy
fo_fsh : L fy g
Anti-aliasing i E é Digital filter Downsampler;

Decimator
A Modulator

FIGURE 1.8 Block diagram of an oversampling XA ADC.

4.

A conversion can be used with no oversampling. However, we will implicitly assume
OSR > 1. Although strictly speaking one should refer to these converters as oversampling
sigma-delta converters, for simplicity they are often called just sigma-delta converters.
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FIGURE 1.9 Tllustration of the signal processing in a XA ADC.

difficult to implement than a high-selectivity analog one—as that required
for anti-aliasing in Nyquist ADCs. In short, in ZA ADCs the most difficult
filtering is passed on to the digital domain, which is another reason for their
well-known robustness.

The downsampler divides the rate of the digital stream by OSR. This can
be done in a simple way by keeping only one sample of the stream and
removing the next OSR — 1 samples.

In practice, the implementation of the decimator may differ from its
conceptual representation in Fig. 1.8: the position of the digital filter and
the downsampler can be swapped; both are often implemented in a single
block; stages with moderate downsampling ratios can be cascaded if OSR
is large, etc. [Croc83] [Vaid90] [Nors97b].

Out of these blocks, the one influencing most the ADC performance is the
>A modulator, basically because it is the ultimate responsible for the accuracy
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FIGURE 1.10 ZAM architecture: (a) Basic scheme, (b) Corresponding linear model.

in the A-to-D conversion. From now on, we will hence focus on this block—
although keeping in mind that a XA ADC is more than just its YXAM.

Fig. 1.10a shows the basic scheme of a £A modulator. It consists of a
feedforward path, formed by a loop filter H(z) and a B-bit quantizer, and a
negative feedback path around them, using a B -bit D-to-A converter [Inose62].

The operation of the XAM can be explained as follows. Assume that the
gain of H(z) is large inside the signal band and small outside it. Due to the
action of feedback, the error signal x—y will become practically null in
the signal band; i.e., the input signal x and the analog version of the modulator
output y will practically coincide within this band. Consequently, most of the
discrepancies between x and y will be placed at higher frequencies; i.e., the
quantization error is shaped and pushed outside the signal band.

Fig. 1.10b shows the linear model corresponding to the XAM in Fig. 1.10a.
Note that the DAC is assumed to be ideal and the quantizer is replaced by the
model in Fig. 1.2b, according to the additive white noise approximation of the
quantization error. This way, the modulator can be viewed as a two-input (x, e)
one-output (y) system that can be represented in the z-domain by

Y(z) = STF(2)X(2) + NTF(z)E(z) (1.21)

where (Xz) and (E7) are the z-transform of the input signal and the
quantization noise, respectively, whereas STF(z) and NTF(z) are the
respective transfer functions, given by

84H() NTF(z) = ——— (1.22)

STF(z) = 1+ qu(z) 1+ qu(z)

Since the signal and the noise are affected by different transfer functions,
H(z) can be chosen so that the noise-shaping is implemented without
degrading the signal. Using a loop filter with large gain within the signal band,
the signal and noise transfer functions can be approximated in that range to &

5. Certain £AMs are designed to provide a gain G in the converted signal, STF(z) ~ G—e.g.,
in applications with sensors, in which the input signal can be very small.
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STF(z)= 1 NTF(z) = «1 (1.23)

8,H(2)

By properly selecting H(z), the noise-shaping functions in eq(1.16) are
built . The easiest loop filter that exhibits the desired frequency performance
is an integrator, whose transfer function in the z-domain is

-1

H(z) = - < (1.24)

_zl

Assuming that the quantizer gain g 4 ©quals unity, the modulator output yields

Y(z) = z'X(2) + (1 -z7HE(2) (1.25)

This modulator is called /st-order modulator, referring to the order of the noise-
shaping function. Its filter, signal, and noise transfer functions are depicted in
Fig. 1.11, whereas its time-domain operation is illustrated in Fig. 1.12.

Fig. 1.12a shows the output of a Ist-order XA modulator that uses a 1-bit
internal quantizer when a ramp signal is applied at the input. Note that, due to
the combined action of oversampling and feedback, the modulator output is a
pulse-density modulated (PDM) digital signal whose local average tracks the
input: when the input signal is low, the modulator output contains more —1°’s
than +1’s; when it is high, the +1 ’s are dominant; and when the input signal is
close to zero, the density of +1’s and —1 ’s practically coincides.

5
Al
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FIGURE 1.11 Transfer functions of H(f), STF(f), and NTF(f) for a Ist-order ZAM.

6. Another way to obtain noise-shaping is placing the loop
filter in the feedback path. Assuming g, =1,
Y(z) = X(z2)+[1-H(z)]E(z) and H(z) can be
arbitrarily chosen. This topology, called error feedback,
is often used in XA DACs. However, it is never used in
ADCs because: 1) it significantly compromises the
stability of high-order shapings, 2) it is very sensitive to
errors in the analog substractor used to extract e.
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transitions is similar to that formerly described.

100 200 300
Clock cycle

500

INlustration of the PDM output streams of a 1st-order XAM: (a) Output for a ramp
input using 1-bit internal quantizer, (b) Output for a sinusoidal input using 3-bit internal quantizer.

If the resolution of the internal quantizer is increased, the output will track
the input much closer, since the separation between the output code levels
decreases. This is illustrated in Fig. 1.125, that shows the output of the 1st-order
Y>AM for an input sinewave when a 3-bit quantizer is used. Note that the
behavior of the PDM output signal in an input range between adjacent code

1.2.4 Performance metrics

At this point, it is convenient to introduce the most important specifications
commonly used to characterize the performance of oversampling XA converters.

Signal-to-noise ratio, SNR . It is the ratio of the output power at the

frequency of an input sinusoide to the uncorrelated in-band error power. As
shown in Chapter 2, due to non-idealities of the circuitry used to implement
the converter, there are other error contributions—Ilinear and non-linear—

to the in-band error power, apart from quantization noise.
The SNR commonly accounts for the linear performance of the converter,
so that the in-band power associated to harmonics is not included. It is

usually given in decibels.
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For an ideal converter, accounting only for the quantization error, the SNR
can be approximated to
A2
SNR|, = 101og10(%j (1.26)
where A, is the amplitude of the output sinusoide.

Signal-to-(noise + distortion) ratio, SNDR . It is defined as the ratio of
the output power at the frequency of an input sinusoid to the total in-band
error power, also accounting for possible harmonics at the converter
output.

Dynamic range, DR . 1t can be defined as the ratio of the output power at
the frequency of an input sinusoid with maximum amplitude to the output
power for a small input for which SNR = 0dB; i.e., so it cannot be
distinguished from the error.

Ideally, a sinusoid with maximum amplitude at the converter input X /2
will provide an output sinusoid sweeping the full-scale range Y of the
modulator quantizer, and hence

2)2
MJ (1.27)

DR|, = 1010g10{ 27,

Effective number of bits, ENOB. Since the DR of an ideal N-bit
Nyquist-rate converter is given by eq(1.8), a similar expression can be
established for XAMs

DR|,~1.76
6.02

ENOB = (1.28)
where the ENOB can be defined as the number of bits needed for an ideal
Nyquist-rate converter to achieve the same DR as the XA converter. Thus,
the performance of oversampled XA converters and Nyquist-rate ADCs can
be compared in simple way [Boser88].

Overload level, X ,; . As we show later on, for a B -bit quantizer embedded
in a XAM, overloading does not start when the amplitude of the modulator
input signal A, equals half the full-scale input range of the quantizer
(Xpg/2—see Fig. 1.2c and Fig. 1.2d), but before. Thus, the SNR of a ZA
modulator does not increase monotonously for input amplitudes in the
range [0, X;¢/2]. For large amplitudes close to Xj¢/2, overloading
occurs, causing an increase of the in-band noise and a sharp drop in the
SNR. The maximum value of the SNR before that drop is labelled as
SNR .. and its corresponding input signal level will be referred to as the

pea

overload level of the ZAM, X, .
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FIGURE 1.13 Illustration of the performance of a A modulator on a typical SNR curve.

The previous parameters are illustrated in Fig. 1.13, that shows typical
curves for the SNR and the SNDR of a XA modulator as a function of the
amplitude of a sinusoid signal applied at the modulator input. Usually, both
curves coincide for small and medium input levels, since the distortion due to
non-linear effects is submerged into the modulator noise floor. For large input
levels, harmonic distortion becomes more evident, causing performance
degradation and the deviation of the SNDR curve.

1.2.5 Ideal performance

The output of an ideal Lth-order XA modulator yields in the z-domain

Y(z) = z7EX(2) + (1 - z71)FE(2) (1.29)

where the input signal appears at the output with an Lth-order delay and the
noise transfer function provides the quantization error of the embedded
quantizer with a shaping of order L. If a B-bit quantizer is used and
oversampling is applied, the dynamic range of the XAM can be obtained from

eq(1.19) as
(2L+1)
DR~3(2f _1)? QL DOSR (1.30)
2 2L
i
that, expressed in decibels, leads to
DR 4, = 20log;(2" - 1) + 1.76 + 10log,( 2251 )
T (1.31)

+ (2L + 1)10log,,(OSR)

Since most of ZAMs employ low-resolution internal quantizers (B = 1 ~5),
the term 2” — 1 is not approximated in equations (1.30) and (1.31).
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Note from eq(1.31) that the dynamic range of a £A modulator can be

therefore increased if L, OSR, and/or B are increased. The pros and cons of
each possibility are discussed next:

FIGURE 1.14

Dependence on the modulator order, L. The performance of an
oversampling XA converter can be considerably improved increasing the
order of the noise-shaping, since quantization error will be more efficiently
shaped and, hence, more attenuated at low frequencies. This is illustrated in
Fig. 1.14, that compares the ideal NTF of a XAM for L ranging from 1 to
5. The case L = 0 (no shaping) is also included for comparison purposes.
For a given OSR, the increase in DR when increasing the modulator order
L in one, leads from eq(1.31) to

(1.32)

2
ADR| =~ 1010g10[2L +3 (OSR) }

2L+1 U n

This means, e.g., that the DR of a 4th-order ZAM with OSR = 32 is
improved in 21.3dB (3.5bit) with respect to the 3rd-order one.

However, as we show in Section 1.3, the use of high-order shaping gives
rise to stability problems. Although these problems can be circumvented,
the dynamic range of a high-order XAM will be worse than predicted by
eq(1.31).

Dependence on the oversampling ratio, OSR. Note from eq(1.31) that the
DR of an ideal Lth-order XA converter increases with OSR in
(L + 1/2)bit/octave. This is shown in Fig. 1.15, where the DR and
ENOB are plotted as a function of the oversampling ratio and the
modulator order, in case of a single-bit internal quantizer. Note that for
OSR >4, the combined action of oversampling and noise-shaping
considerably improves performance.

INTF(F)|

oL : S
-05-04 -03-02-01 O 01 02 03 04 05
A

Illustration of NTF( f) for different shaping orders (L) in the XA modulator.
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FIGURE 1.15 Ideal performance of oversampled A converters. DR and ENOB versus OSR
for different order L of the modulator. (A single-bit internal quantizer is assumed).

However, for a given signal band, a larger OSR implies a higher sampling
frequency and a faster operation of the circuitry. The latter, if achievable in

a given fabrication process, leads to a larger power dissipation.

* Dependence on the quantizer resolution, B. Increasing the resolution of
the embedded quantizer also improves the performance of an ideal
modulator, since the power associated to quantization error decreases.
Table 1.1 shows the improvement in DR, obtained from eq(1.31), when
using an multi-bit internal quantizer [Geer02]. These values are commonly
approximated to consider that each extra bit in the quantizer leads to an
increase of 6dB (1bit) in the modulator DR.

TABLE 1.1 DR improvement of an ideal ZAM if multi-bit quantization is used.

B ADR comparedto B = 1 | ADR compared to B — 1
2 9.5dB 9.5dB
3 16.9dB 7.4dB
4 23.5dB 6.6dB
5 29.8dB 6.3dB

This improvement is illustrated in Fig. 1.16, showing the performance of
ideal multi-bit XAMs versus OSR, for B ranging from 1 to 4.

However, multi-bit ZAMs require a multi-bit DAC in the feedback loop,
that—on the contrary to a single-bit one, with only two levels—is not
inherently linear. Note from Fig. 1.10a that any non-linearities in the multi-
bit DAC will be directly added to the modulator input. Thus, in practice,
the linearity required in the DAC equals that wanted for the A modulator.
This point will be further discussed in Section 1.5.
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FIGURE 1.16 Ideal performance of multi-bit XAMs. DR and ENOB versus OSR for
different modulator orders (L) and resolutions of the internal quantizer (B ).

1.3 Single-Loop >A Architectures

1.3.1

In the previous section, the operation principles and ideal performance of
generic XAMs have been introduced. This section presents A topologies using
a certain number of integrators and one quantizer, which are often referred to as
single-loop ~AMs, but single-stage or single-quantizer architectures may also
apply. Their linear performance will be discussed, as well as aspects that are not
covered by the additive white noise approximation—such as pattern noise, idle
tones, or instabilities. A single-bit quantizer will be assumed.

1st-order A modulator

The simplest XA architecture—a 1st-order single-bit XAM—can be built, as
shown in Fig. 1.17a, using a discrete-time integrator as the loop filter and a
single-bit quantizer (comparator). One may view the ‘delta’ and ‘sigma’
referring to the analog operations in the system loop: substraction (A) of the
fed-back output signal and integration (X ) of the difference. Note that the only
difference between the representation Fig.1.17a and the generic one in
Fig. 1.10a is that two gain blocks—the integrator weights g, and g,'—are
included for the input and the feedback. Assuming a linear model for the
comparator, as in Fig. 1.10b, the modulator output in the z -domain yields

818, X(2) + (1 -z HE(z)

Y(z) =
’ [—(1-gg )"

(1.33)
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(b)
FIGURE 1.17 Ist-order single-bit XAM: (a) Generic scheme, (b) Corresponding linear model.

In order to achieve the 1st-order shaping of the quantization error, the following
condition must be fulfilled

gg =l = Y@= LrX@e(-sDEQ (13
1

Note that STF(z) can provide a gain G = g,/g,' (see footnote 5). However,
usually g, = g,' and the input full-scale range X equals the output Y.

Using equations (1.18) and (1.30), the in-band quantization error and the
dynamic range yield, respectively

A2 n2
Po=T5 " (1.35)
3
3 30SR
DR\dB = 1010g10[§ . —TCZ——J (1.36)

The main disadvantage of this modulator is that very high oversampling
ratios are needed to achieve medium resolutions, since DR increases only by
1.5bit/octave with OSR. This discards a priori its use in medium- to high-
frequency applications. For example, OSR = 960 is needed to obtain 14-bit
resolution. Therefore, f, = 2GHz would be required for a 1-MHz signal band!

It must be mentioned that a two-level quantizer has no inherent gain (see
Fig. 1.2¢) and, therefore, there is no obvious value for g 4 in eq(1.33). The linear
model used henceforth for single-bit quantizers, proposed in [Will91], assumes
that g q is such that the product of the loop gain factors is forced to unity by the
feedback loop. Thus, the XA loop can be viewed as an automatic gain control
system (AGC), maintaining the loop gain at unity over most of the input range
[Rebe97]. This model for comparators in a ZAM is entirely empirical [Will91];
its only justification is that analytical results obtained this way usually compare
well to computer simulations using the true quantizer function

G = [, 20 W
1) = .
Y _A/2, i<0
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In general, the linear model of a YAM—ecither for 1st-order single-bit
modulators or for more complex architectures—, although not entirely correct,
can be solved analytically and is used to gain insight of the system and predict
the effect of different design parameters on its performance. However, the
limitations of this linear representation of a truly non-linear system must be kept
in mind—especially the white noise approximation of quantization error, that
compromises the study of the stability of the non-linear system 17, Computer
simulations using non-linear models are commonly performed to observe the
true theoretical behavior of ZAMs [OptE90] [Rebe97].

In relation to the discussion above, there are also other important
drawbacks for the use of Ist-order single-bit modulators; e.g., the presence of
pattern noise and idle tones in the A modulation that are not predicted by the
white noise model [Candy81] [Candy97]. Equations (1.33) to (1.36) for the
performance of the Ist-order ZAM assume that the quantization error is not
correlated with the input signal and changes randomly. However, when the
input to the 1st-order modulator is a DC signal, the output bounces between the
two levels (£A/2), trying to keep its mean value equal to the input under
repetitive patterns. This leads to a colored quantization error, instead of white,
and the in-band error power can be higher than predicted by the linear model if
the repetition frequency lies within the signal band. This effect is illustrated in
Fig. 1.18a, showing in-band quantization error power of a 1st-order single-bit
YAM for DC inputs in the range [-A/2, +A/2]. These type of representations
are known as the pattern noise of the XA modulator. Note that the largest peaks
exceed the prediction given by eq(1.35),-62.8dB in this example.

This correlation of the quantization error with the modulator input can also
be observed in the SNR curves and in the output spectrum of the Ist-order
YAM. Fig. 1.18b shows the SNR as a function of the amplitude of three input
sinewaves with different DC levels. Note that SNR can strongly deviate from
the ideally expected performance. Fig. 1.18¢ illustrates the idle tones appearing
in the modulator output spectrum due to this correlation. A possible solution to
this problem is to include, usually at the quantizer input, a non-periodic signal
as pseudo-random noise. With this technique, called dithering [Schu64]
[Lips92] [Candy97], it is possible to partially decorrelate the quantization error
and the input, but at the expense of larger complexity of the designs.

7. Like any feedback system, XAMs may be unstable depending on the feedback dynamics.
AXAM is considered stable if, for bounded inputs and whatever integrator initial condition,
the internal state variables remain also bounded over time. For instance, a 1st-order XAM is
stable for inputs in the range [-A/2,+A/2]. The stability of ZAMs is difficult to study
analytically due to the actual non-linearity of the quantizer. For a better insight of the
problem, readers can refer to [Agra83] [Adar87] [Stik88] [OptE90] [Baird94] [Enge99].
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FIGURE 1.18 Ist-order single-bit ZAM: (a) Pattern noise for DC inputs in the range +A/2,

(b) Effect on SNR curves for different DC levels, (c) Tonal behavior of the output spectrum for a
half-scale input sinewave with DC-level=0.(g, = g,' = 1, OSR = 128 ,and A = 2).
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1.3.2 2nd-order XA modulator

If the quantizer in a Ist-order ZAM is replaced itself by a Ist-order modulator,
the resulting architecture is the 2nd-order XAM [Candy85], shown in Fig. 1.19
for the single-bit case. Assuming again a linear model for the comparator, the
modulator output in the z-domain yields

8182822 X(2) + (1 -271)?E(2)
1+(8,8,-2)z7 ' +(1+8,'8,8,-8,'8,)772

Y(z) = (1.38)

so that the following conditions must be fulfilled for a pure 2nd-order shaping

81'8,8, =1 }

, ' = Y(2) = ig—l S72X(2) + (1 —77H2E(2) (1.39)
8 =288, 4

1

Using equations (1.18) and (1.30), the in-band quantization error and the
dynamic range of the 2nd-order XAM yield, respectively

A’ o
P s e (1.40)
5
3 50SR
DR‘dB ~ 1010g10[§ . TJ (1.41)

so that DR increases by 2.5bit/octave with OSR. For example, OSR =~ 90 is
ideally enough to obtain 14-bit resolution; i.e., f,~180MHz for a 1-MHz
signal band (instead of 2GHz with a 1st-order single-bit ZAM).

Note that, once the conditions in eq(1.39) are applied to the integrator
weights of a 2nd-order ZAM, weights g, and g, still remain as free parameters.
The proper selection of these free coefficients involves important design
concerns, that are not covered by the linear model. The most important are:

* Keeping the state variables (integrator outputs) bounded to ensure the
modulator stability. The 2nd-order XAM is stable for inputs in the range
[-0.9A/2,+09A/2] if g,'>1.25g,'g,, regardless the quantizer gain
[Candy85]. This condition is met using g," = 2g,'g, —see eq(1.39).

gl + -1 g2 -1

ZI—M@——ZI»I Y

_$ 1-z
81 g
Y " DAC

FIGURE 1.19 2nd-order XA modulator.




1.3 Single-Loop XA Architectures 25

* Maximizing the overload level X, of the modulator to ensure a high

SNR,,,,—see Fig. 1.13.

* Minimizing the required signal range at the integrator outputs; i.e., the
required integrator output swing OS must be, first, physically achievable
within the intended supply, and second, as low as possible to reduce the
power consumption and easy the design.

» Simplifying the circuit implementation of the final set of coefficients.
Since integrator weights are realized in SC implementations as capacitor
ratios using unit elements, a set of coefficients requiring a reduced number
of unit capacitors leads to a silicon area saving.

In general, selecting the coefficients of a XAM involves solving several
trade-offs among architectural, circuital, and technological aspects of the
practical implementation ™. Table 1.2 shows some sets of coefficients reported
in literature. All exhibit an overload level X, ~-4dBFS (—4dB below the
full-scale amplitude, A/2). The required integrator output swing (relative to A)
and the minimum number of unit capacitors are also included. Capacitor sharing
between weights in the same integrator has been considered.

TABLE 1.2 Some of the reported coefficients for 2nd-order single-bit XAMs.

Weights [Boser88] | [Yin94b] | [Mede98a] | [Marq98b]
218 05,05 |025025| 025025 | 1/3,1/3
82 8 0.5,0.5 0.5,0.25 1,0.5 0.6,0.4
OS/A (at —-4dBFS) 1.5 0.75 1.25 1.0
Unit capacitors 6(3+3) |10(4+6)] 9(5+4) |20(4+16)

Besides the increased dynamic range, the use of two integrators in this
modulator also contributes to a better decorrelation of the quantization error
from the input signal. This is illustrated in the pattern noise in Fig. 1.20a, where
the presence of peaks is notably reduced in comparison with a Ist-order ZAM.
Also, quantization error in the stable input range is better approximated by the
linear model (-97.2dB using eq(1.40) in this example). This makes SNR
curves less dependent on the input DC-level and reduces the presence of idle
tones in the output spectrum, as shown in Fig. 1.205 and Fig. 1.20c, respectively.

In fact, the decorrelation between the quantization error and the input
signal increases with the modulator order. This, together with circuit noise
acting as a dithering signal in practical implementations, greatly helps to
palliate the coloration of quantization error.

8. The optimum selection for a given application may not apply in a different scenario.
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In-band quantization error power (dB)
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FIGURE 1.20 2nd-order single-bit ZAM: (a) Pattern noise for DC inputs in the range +A/2, (b)
Effect on SNR curves for different DC levels, (c¢) Tonal behavior of the output spectrum for a half-
scale input sinewave with DC-level = 0. (Weights in [Boser88], OSR = 128, and A = 2).
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1.3.3 High-order A modulators

Stability
concerns

xo>e(3 )

g -z l-z
481' 482‘

The simplest way to extend a XAM towards an arbitrary Lth-order filtering
consists of including L integrators before the quantizer [Ritc77]. Extending
the 2nd-order XAM in Fig. 1.19, the architecture in Fig. 1.21 can be obtained,
which is often called Lth-order single-loop ZAM with distributed feedback.
Using a linear model, its output would yield

8
Y(z) = g—l, 2 LX(2) + (1 -z DEE(2) (1.42)
1
if a set of relationships among the analog coefficients is fulfilled, as for 1st-

and 2nd-order XAMs—see equations (1.34) and (1.39). The in-band
quantization error and the dynamic range would ideally yield

A2 TCzL
poa —— T (1.43)
€712 (a1 4 Hosr?H!
2L+1
3 (2L+1)OSR
DR|,~ 101og1{§ : —;f———} (1.44)

achieving a high DR for large L, even for low OSR—see Fig. 1.15.

However, this performance is not achievable in practice because ZAMs
with pure differentiator NTFs—i.e., FIR filters like (1 —z!)L—are prone
to instability if L>2, exhibiting unbounded states and poor SNR in
comparison with that predicted by the linear model. In general, instability
appears at the modulator output as a large-amplitude low-frequency
oscillation, leading to long strings of alternating +1’s and —1 ’s [Adams97a].

This tendency to instability can be qualitatively explained as follows
[Adams97a]. For a modulator to be stable, the input to the quantizer must not
be allowed to become too large. Since the quantizer input is given by

I(z) = STF(2)X(z) + [NTF(z) - 1]E(2) (1.45)

the gain of NTF(z) — 1, or simply NTF(z), must not be too large. However,
note from Fig. 1.14 that the gain of noise transfer functions of the form

ZI%»@>Z]7_%®>271;I Y

8L $ 1-z
8L
----- NG

FIGURE 1.21  Lth-order single-loop ZAM with distributed feedback.
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Optimized
NTFs

(1 -z rapidly increases in the high-frequency region if L > 2, having a
maximum [NTF||,, = max[NTF(z)] = 2L atz = -1 (f = f,/2).

Unlike 2nd-order XAMs, for which a stability condition can be extracted,
the determination of exact conditions to guarantee stable higher-order designs
is still an open question. Some attempts have been reported to mathematically
extract them [Good95], but they result in extremely complex expressions that
cannot be generalized. In [OptE90] it is shown, using behavioral simulations,
that high-order XAMs are conditionally stable; i.e., with proper selection of
the scaling coefficients, a stable operation can be obtained for inputs confined
to a certain range and for certain initial conditions of the state variables.
However, despite the absence of general stability conditions, high-order
YAMs have been successfully designed since the late 1980s.

The first published work stating the viability of stable high-order XAMs can
possibly be found in [Lee87b]. Lee and Sodini proposed the architecture
shown in Fig. 1.22, using multiple feedforward and feedback paths. With this
topology—often called interpolative—, thanks to the large set of analog
coefficients, more complex high-pass NTF's can be built with sufficiently
low gain at the high-frequency region. Assuming a z~! delay in the quantizer,
the Lee-Sodini XAM achieves the following noise transfer function

L 1 .
1 Iz !
: {1 ¥ Bi(l_zﬂ
i=1
L

L . .
-1 i -1 1
Z _ Z
-3 Bi(l_fl) +77! ZAl.(l_ 71)
i=1 i=0
L
(z-=DE= 3 Bi(z-1)Et-i

— i=1

- L L
{(z—l)L— 3 Bi(z—l)L"}+ S A(z—- DLt

i=0

NTF(z)

(1.46)

i=1
To gain insight of the system it is useful to first consider that the

feedback coefficients B; are set to zero. In this case, the following IIR NTF
is obtained

NTF(z) = (ZD‘(—Zl))L (1.47)

where D(z) is a polynomial determined by the feedforward coefficients A;.
Note from eq(1.47) that NTF has all zeros located at z = 1 (DC). Therefore,
coefficients A; can be adjusted to build a high-pass Butterworth or
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FIGURE 1.22 Lee-Sodini Lth-order 2A modulator.

Chebyshev filter for NTF, with cutoff frequency beyond the signal band and
approximately flat gain in the filter pass-band. For the ZAM to remain stable

while providing a high SNR k> this gain must be adjusted to satisfy 19

INTF|, = max[NTF(z)]~ 1.5 (1.48)

However, with all zeros at DC, NTF rises monotonically in the signal band
like an Lth-order function, so that the PSD at the end of the signal band will
practically determine the total in-band error power. If the feedback coefficients
B; are non-zero, but small in comparison with A;, the position of the zeros of
NTF can be controlled, whereas its poles will still be mostly controlled by
coefficients A,—see eq(1.46). Thus, NTF can be improved by placing notches
in the signal band for further shaping of the quantization error, while preserving
its flat out-of-band gain and, therefore, the modulator stability.

In [Lee87b] the zeros are fixed to obtain a NTF with equal-ripple response
over the signal band, but other alternatives are also feasible. Indeed, the
approach in [Schr93] leads to the optimal placement of the complex-conjugate

1L/2
£y I I1 (fz—fzf)zdf, L even
: 2 . 0i=1
min I\NTF(f)\ df| = min|| o (1.49)
' jfz [T (f2-f2)2df, Lodd
0 i=1

9. This empirical condition has been derived from many stable high-order designs and is
commonly accepted as a rule-of-thumb for flat-topped high-pass NTFs [Adams97a].
Although other stability criteria have been suggested—e.g., [NTF|, <2 [Lee87a], known
as Lee’s rule, and |NTF|, = rms[NTF(z)] < /3 [Agra83]—, as demonstrated in [Schr93],
none of them can ensure the stability of an arbitrary high-order single-bit ZAM. For the time
being, computer simulation is still the most reliable method to verify stability.
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------ ideal NTF

x poles

o zeros -120- —— NTF with zeros at z=1 {4
: o NTF with optimum zeros
=140 rree- S oo g
107"
(b) Normalized frequency, f/f;

FIGURE 1.23 Comparison of different implementations of a 5th-order NTF': (a) Illustration of
the pole-zero placement in the unit circle, (b) Magnitude response of the corresponding NTF's.
(OSR = 64 is assumed for the design of the Butterworth poles).

zeros for minimizing the total in-band error power, by solving the problem
as a function of f, , which represents the location of the complex zeros times
/3 - The solutions for eq(1.49) up to L = 8 can be found in [Schr93].

Fig. 1.23 illustrates these alternatives for implementing stable high-order
NTFs. A Sth-order XAM with OSR = 64 is considered in the example. Note
from Fig. 1.23a that the position of the poles has been fixed following a
Butterworth configuration, so that the cutoff frequency of NTF is beyond the
signal band—vertical line in Fig. 1.23h—and its out-of-band gain is 1.5
(3.5dB) 10, Just by slightly moving four of the zeros at z = 1 along the unit
circle into complex-conjugate positions, two notches are introduced in the
signal band. As shown in Fig. 1.23b, this considerably reduces [NTF(f)| at its
upper edge and, therefore, the in-band error power. For the case considered, P,
is reduced in 18dB by optimally spreading the zeros over the band.

Fig. 1.24 summarizes results obtained with these two approaches, showing
the maximum SNR achievable by single-bit XAMs of various orders against
OSR . The theoretical performance for pure differentiator NTF's is included for
comparison purposes. Note that in both cases the obtained SNR is much lower
than that of the ideal case. Nevertheless, as shown in Fig. 1.245, the optimal
placement of zeros in the signal band can lead to stable high-order ZAMs with
high SNR at moderate oversampling ratios (OSR ~ 32, 64).

10. At this point—i.e., in eq(1.47)—the noise transfer function must be designed to fulfill
NTF(x) = ntf(0) = 1 for the practical realization of the corresponding IIR filter.
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SNR (dB)
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FIGURE 1.24 Maximum SNR achievable by Lth-order single-loop AMs versus OSR :
(a) NTF with all zeros at z = 1, (b) NTF with zeros optimally spread over the signal band.
(Data taken from [Schr93]).

High-order
topologies

Apart from the Lee-Sodini ZAM illustrated in Fig. 1.22, many other
modulator topologies have been developed for implementing high-order
NTF's with the characteristics of most common IIR filter families. A design
procedure to obtain stable NTFs can be found in [Adams97a], whereas
[Adams97b] offers a detailed overview of different topological alternatives
for the modulator implementation. Most of them use multiple weighted
feedback or feedforward paths (or both). The two modulators in Fig. 1.25 can
be considered typical examples.

Fig. 1.25a illustrates a topology with feedforward summation of the
integrator outputs before the quantizer. If y; = 0, the topology builds a high-
pass NTF with all zeros at DC. By adding small negative feedback terms
around pairs of integrators in the loop filter, pairs of zeros can be moved
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(b)
FIGURE 1.25 [Illustration of high-order topologies: (a) Sth-order AM with feedforward
summation and local resonator feedbacks, (b) 5th-order XAM with distributed feedback and
distributed feedforward input paths.

along the unit circle to create notches in [NTF(f)| at frequencies f1l

2nf;
@, = —f—-zﬁl (1.50)

Once NTF is set for the desired noise-shaping, this topology fixes the
signal transfer function to STF(z) = 1-NTF(z). A drawback may arise if
Butterworth poles are chosen, since STF will contain some peaking at high
frequencies, what may jeopardize stability.

If a certain degree of freedom is desired in specifying both NTF and STF,
the architecture in Fig. 1.25b can be used; it includes distributed feedback and
feedforward paths. In this topology the zeros of STF can be fixed with
coefficients b;, without affecting the pole placement 12 Local resonator
feedbacks can be also included to set notches in |[NTF(f)l.

11. Note that one of the integrators has a z=! delay in the numerator, whereas the other does not.
A slightly less effective resonator would be built if both integrators had a z~! delay, since
zeros would be moved vertically from the (1,0) point.

12. Note from Fig. 1.255 that a modulator equivalent to that in Fig. 1.21 is obtained if all b;

coefficients are zero, except for b, . In this case, NTF will be also given by eq(1.47),
whereas STF will implement an all-pole low-pass filter—STF(z) = b,/D(z) .
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Non-linear
stabilization
techniques

However, a common drawback of most high-order topologies
implementing IIR filters for NTF is the increased circuit complexity due to
the many feedback and/or feedforward coefficients required. Moreover,
some of these coefficients can be considerably small [Chao90][Adams97b]
[Kuo99], leading to large capacitor ratios in the SC implementation and,
therefore, to increased area and power consumption.

Other alternatives exist for designing high-order AMs, but their
underlying methodology is far from the design of optimized NTF's
described above —i.e., the mapping of filter families onto particular
modulator topologies. Procedures based on behavioral simulations have
been presented for the selection of the scaling coefficients of high-order
YAMs with distributed feedback [OptE90] [Marq98b]. The approach
basically consists of extensively exploring the design space searching for
sets of integrator weights easy to implement that maximize the modulator
SNR, while achieving a reasonable overload level. Obviously, high-pass
IIR NTF's are obtained with zeros at DC, but the obtained placement of
poles does not follow any particular configuration, because the selection of
coefficients is not faced from a discrete filter design perspective.

High-order modulators are only conditionally stable, so that instabilities
may appear for inputs exceeding certain bounds or for certain initial
conditions of the state variables, although having optimized the modulator
NTF and STF . Two non-linear techniques are often used to ensure global
stable operation:

o State-variable clipping: identifying the maximum amplitudes of the
integrator outputs during stable operation of the modulator and
including limiters at the integrators to preclude the outputs from being
larger than these maxima [OptE90].

o Integrator resetting: forcing the integrators to zero or some other
initial condition at power-up of the system or when unstable operation
is detected [OptE91] [Mous94]. The detection of instability can be
done at the integrator level, by placing comparators to determine if a
state variable has surpassed a certain limit, or by monitoring the length
of strings of consecutive pulses at the modulator output. The reset
itself can be global (for all the integrators), or local (for some selected
integrators).

In any case, as will be shown in Section 1.7, precluding instabilities in
high-order single-loop ZA modulators leads to attainable values of SNR
that are considerably far from ideal.
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1.4 Cascade XA Architectures

X —p

As stated in the previous section, high-order filtering using single-loop XAMs
suffers from instability problems and a considerable performance degradation
compared to an ideal modulator. An alternative to circumvent instabilities while
obtaining high-order shaping can be found in the so-called MASH (multi-stage
noise-shaping) XA modulators, often referred to as cascade or multi-stage XA
modulators [Mats87] [Longo88] [Chou89] [Rebe90].

Fig. 1.26 shows the generic architecture of a cascade ZAM. It consists of
several stages of XA modulators, in which each stage re-modulates a signal
containing the quantization error generated in the previous stage. Once in the
digital domain, the outputs Y; of the stages are properly processed and
combined in order to cancel out the quantization errors of all the stages, but the
last one in the cascade. This error appears at the overall modulator output
shaped by a function of order equal to the summation of the order of all the
stages. Furthermore, since all feedback loops are local and there is no interstage
feedback, unconditionally stable high-order shaping can be obtained provided
that only 1st- and/or 2nd-order ZAMs are cascaded. The performance of a multi-
stage XAM is therefore similar to that of an ideal high-order loop without
instability problems.

The concept of cascade XAMs is a priori extensible to whatever number of
stages 13 and also applies if the stages are simply quantizers; i.e., with no loop
filter (0-order ZAMs) [LesI90] [Dias93] [Broo97].

Ty
2 o %
Ly | Bpbit

X2

eN ‘
xy L ZAy | Oy
Ly | Bybit
(@
FIGURE 1.26 (a) Generic N -stage cascade ZA modulator; (b) Digital signal processing (DSP)

for the cancellation of quantization errors as it is often structured.
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Inter-stage
coupling

FIGURE 1.27 3rd-order 2-stage cascade XA modulator (2-1 ZAM).

The correct operation of cascade XAMs relies in the adequate digital
processing of the stages outputs. In order to illustrate its effect, let us consider
the 3rd-order cascade in Fig. 1.27. The first stage is a 2nd-order XAM and the
second stage is a 1st-order one (both in dashed boxes), so that we can refer to
the resulting topology as the 2-1 cascade ZAM [Longo88] [Ribn91a] [Will91].

Using linear analysis, the output of the first stage in the z-domain yields

g1g2gqlz_2X(z) +(1- Z_l)zEl(Z)

Y. (2) =
(@) 14+(8,8,,-2)"+(1+g -8,8,1)272
828451 818284182841

(1.51)

where g g1 is the quantizer gain and E(z) its quantization error. The following
relationships can be derived for a 2nd-order shaping at the 1st-stage output:

= Y(2)= ?z*ZX(z) +(1-2712E|(2) (1.52)

81'8,841 = 1}
1

8 =288,
On the other hand, the output of the second stage yields

g3gq2z‘1X2(z) +(1-z71HE,(2)

Y5(z) =
2( ) 1+(g3ugq2_1)z_]

(1.53)

where X,(z) stands for the stage input, g P is the gain of its quantizer, and
E,(z) is the corresponding quantization error. Note from Fig.1.27, that the
input to the second stage is a linear combination of the input and output signals
of the 1st-stage quantizer, given by:

13. As we show in Chapter 2, the number of stages is limited in practice by circuit non-idealities
(e.g., mismatch), that cause incomplete cancellation of low-order quantization errors at the
modulator output. This effect is called noise leakage.
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X,(2) = Ly(2) - ‘Z—iY, () (1.54)

In order to obtain from eq(1.53) a Ist-order shaping of the 2nd-stage
quantization error, the following condition must be fulfilled:

" 83 _ -
838p=1 = Y(2)= éjz 1X,(2)+(1-z27MEy(2) (1.55)
3

Under conditions in equations (1.52) and (1.55), X,(z) can be written as

Y1(Z)—E1(Z) _g_s'

Xz(Z) =
gq] g3

ll g» 1
1) = (g1, - g—‘) Y(2)-g,'8,E (2) (156)
3
and substituting the former equation in eq(1.55), Y,(z) yields

81(81'8,8 '
V(o) = S(E2B x4 (1- 2 hEy(:)
81 83 83

N Kg] 8383_8_3')(1 _171)2_‘&???(1&(@
83 83 83

involving the input signal, 1st-order shaped quantization error from the second
stage, and both shaped and unshaped quantization error from the first stage.

(1.57)

The output of the stages can be processed in the digital domain in order to
provide an overall output in which the presence of E,(z) is cancelled out. To
that purpose, the modulator output is obtained as

Y(z) = H;(2)Y,(2) + Hyp(2)Y5(2) (1.58)

with functions H ;,(z) and H;,(z) given by:

H = H,(2)[1 +d,H =711 8 )(1_ 1y
a1(2) 11 +dyH,y(2)] = z { +( s )( z )}
" (1.59)
83
= = 1_ -1)2
Hyy(2) = d Hy(z) gl'g2g3( )

The blocks of the cancellation logic are then given by

dy=—3 1 4,=-32

818,83 ' 818,85

H(z)=z' Hy(z)=(1-z"1)? (1.60)
in order to provide the following modulator output:

Y(z) = §z—3X(z)+dl(1—z—l)3E2(z) (L61)
1
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Note from eq(1.61) that Y(z) contains only a delayed version of the
modulator input and a 3rd-order shaped version of the 2nd-stage quantization
error, whereas the transfer function of the 1st-stage quantization error is nulled
thanks to the cancellation logic. Thus, the output of the 2-1 cascade XAM yields

STF(z) oc 773
Y(z) = STF(2)X(z) + NTFy(2)Ey(z) = {NTF(z) =0 (1.62)
NTFy(z) = d\(1-z")3
so that its performance is similar to that of an ideal XAM with a 3rd-order FIR

noise transfer function, but unconditionally stable by construction. The in-band
quantization error power of the 2-1 cascade AM is therefore

Po~d-—- (1.63)

where A, is the quantization step of the 2nd-stage quantizer. Note that the
performance would equal that of an ideal 3rd-order XAM if d; = 1, but it will
be lowered if d, > 1, because of the amplification of the quantization error by
the factor d?. Unfortunately, d; equals g;"/g,'g,g3, so that reducing d,
involves increasing the integrator weights, what can lead to an excessively large
swing of the internal state variables and/or a premature overload of the
quantizers. Thus, a trade-off must be established among minimizing the excess
of in-band quantization error and maximizing the overload level and SNR
of the cascade ZAM.

peak

In general, for a N-stage cascade XAM like the one shown in Fig. 1.26, a
stable Lth-order ZAM can be built by cascading stages of order L; <2. If the
stages outputs are adequately processed in the digital domain, only the
modulator input signal X(z) and the last-stage quantization error Ey(z) remain
in the z-domain modulator output, yielding

Y(z) = STF(z2)X(z) + NTFy(z)Ey(2)
B L (1.64)
z X(@)+dyy 5(1-z ) Epn(2)

where L = L+ L,+ ...+ Ly and d,y_5 is the scaling factor related to the
integrator weights that amplifies the last-stage quantization error. The in-band
quantization error power of a N -stage cascade is then given by

12 2L +1)0SR

2
Pozdiy 5 (1.65)

(QL+1)

with Ay being the level spacing in the B)-bit quantizer of the Nth stage.
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Hence, the performance corresponds to that of an ideal Lth-order B -bit
ZAM, except for the scalar d,,,_ 5 that causes a systematic loss of performance.
Common values for this amplifying factor are 2 and 4, which lead to decreases
in the ideal DR of 6dB (1bit) and 12dB (2bit), respectively. However, these
performance degradations, inherent to multi-stage XAMs, are considerably
lower than the ones shown in Section 1.3 for high-order single-loop
architectures—see Fig. 1.24. Moreover, in the case of multi-stage XAMs, they
are independent of OSR.

This fact has favoured the development of a great number of cascade
YAMs. Some of these topologies will be shown next, including in each case the
relationships among integrator weights (analog coefficients) and error
cancellation logic coefficients (digital blocks) that must be fulfilled for a proper
performance of the architecture.

Fig. 1.28 shows an alternative representation of the 2-1 cascade *AM
[Longo88] [Ribn91a] [Will91] already considered, which is more compact than
the one in Fig. 1.27. The relationships obtained during the former analysis are
summarized in Table 1.3. Note that other 3rd-order cascade £AMs can be
constructed using two stages (1-2 ZAM) or three stages (1-1-1 ZAM). In fact,
the 1-1-1 cascade XAM [Mats87] [Rebe90] was the first multi-stage modulator
reported in literature. However, several reasons preclude the use of a 1st-order
modulator as first stage of the cascade [Rebe97]. First, the quantization error
from the first stage, to be cancelled out, will be 1st-order shaped, instead of 2nd-
order shaped. This means that more in-band error needs to be annulled. Second,
if the cancellation of the Ist-stage quantization error is not complete, the

€

Cancellation Logic

FIGURE 1.28 Compact representation of the 3rd-order 2-stage 2-1 ZAM.

TABLE 1.3 Relationships to be fulfilled for error cancellation in the 2-1 ZAM.

Analog Digital
, ! 83
8 =28/'8| dy= ——-1| H(z) =z
2 152 0 218283 1
PN
dy = —2— |Hy(2) = (1-271)
818283
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x

(a)

(b)

uncancelled error leaking to the output (noise leakage) will be larger. Finally,
the tonal behavior of the 1st-order first stage menaces the performance of the
cascade. Note that the latter does not apply if a 1st-order stage is used as second
or successive stages. In that case, the input to the Ist-order stage will contain
quantization error from the previous one, what helps to prevent tones, because
the input to the quantizer will be much more random.

Bearing this in mind, practical 4th-order cascade XAMs can be built.
Fig. 1.29a shows a 2-stage topology (2-2 £AM) [Kare90] [Baher92], whereas
Fig. 1.29b shows a 3-stage one (2-1-1 ZAM) [Yin94b].
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FIGURE 1.29 4th-order cascade A modulators: (a) 2-2 ZAM, (b) 2-1-1 ZAM.

TABLE 1.4 Relationships to be fulfilled for error cancellation in the 2-2 and the 2-1-1 ZAM.

2-2 AM 2-1-1 ZAM

Analog Digital Analog Digital

! ) 83 ) , 83
&' =2g'g = —=—-1 Hz) =272 & =28/8| dy= ——-1| H) =z

2 162 0 218285 1 2 162 0 218283 1

' " 83" \ " 83"
84 =283"g4| dy = — Hy(z) = (1-z 12| |84 = g3'8s| dy = — Hy(z) = (1-z71)?
4 3 84 1 218285 2 4 3 54 1 218285 2

d, =0

Hy(z) = 77!

dy = y84
) 81828384

Hy(z) = (1-z71)3
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FIGURE 1.30 5th-order cascade XA modulators: (a) 2-2-1 ZAM, (b) 2-1-1-1 ZAM.
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TABLE 1.5 Relationships to be fulfilled for error cancellation in the 2-2-1 and the 2-1-1-1 ZAM.
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The former topologies can be easily extended to higher orders. Fig. 1.30
shows two realizations of Sth-order cascades: the 2-2-1 XAM [Vleu01] and the
2-1-1-1 ZAM [Ri000]. Finally, the 6th-order 2-2-2 cascade [Dedic94] [Feld98]
is illustrated in Fig.1.31.

Note that the expressions in Tables 1.3 to 1.6 for the digital blocks assume
that the error cancellation logic is structured according to Fig. 1.26b. For other
kind of structures, the expressions may be different, but anyhow the digital part
will have to fulfil certain relationships with the analog one (cascade of stages).

Once these relationships are fulfilled, the value of the free analog
coefficients is fixed for minimum loss of performance and simpler circuit
implementation of the cascade ZAM. Proper concerns for their selection are:

* Minimizing the scaling factor that determines the loss of resolution.

* Maximizing the overload level X, to ensure a high peak SNR.

* Minimizing the required output swing of the integrators, especially in low-
voltage implementations.

» Simplifying the set of analog coefficients to be easily implemented as

capacitor ratios using unit elements.

xXeo—>» g &

B R
T

Cancellation Logic
FIGURE 1.31 6th-order 3-stage cascade ZA modulator (2-2-2 ZAM).

TABLE 1.6 Relationships to be fulfilled for error cancellation in the 2-2-2 XAM.

Analog Digital
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* Reducing the total number of unit capacitors to save silicon area.

» Easing the implementation of the error cancellation logic. To that purpose,
power-of-two digital coefficients should be chosen, so that the digital
scaling can be implemented with simple shift registers.

Obviously, many trade-offs exist among the former issues. Table 1.7 shows
some reported coefficients for the 4th-order 2-2 cascade XAM. Related aspects—
like nominal performance loss, overload level, and minimum number of unit
capacitors—are also included in each case.

TABLE 1.7 Some reported coefficients for 4th-order 2-2 cascade ZAMs.

Weights [Miao98] [Marq98b]-A [Marq98b]-B
g1, 81 0.25,0.25 0.5,0.5 0.5,0.5
82 87 0.5,0.25 0.5,0.5 0.5,0.5
83, 835 83" 0.5,0.125,0.25 1,0.5,0.5 0.5,0.25,0.5
84 84 0.5,0.25 0.5,0.5 0.5,0.5
dy, d; 1,4 1,2 1,4
ADR due to scaling| —12dB (-2bit) -6dB (-1bit) —12dB (-2bit)
Xy /(A/2) —2dBFS -5dBFS —2dBFS
Unit capacitors 28(4+6+12+6)[13(3+3+4+3)|16(3+3+7+3)

Note that the set of weights due to [Marq98b]-A lead to d; = 2 and,
therefore, to a nominal reduction of the dynamic range of only 6dB (1bit).
However, this is done at the expense of a larger coupling between the two
stages, what results in a smaller overload level in comparison with [Marq98b]-B
and [Miao98]. On the other hand, the implementation of the coefficients
requires only 13 unit capacitors, thanks to the larger value of the weights.

Fig. 1.32 shows the SNR curves of the three 2-2 XAMs for an oversampling
ratio of 32. Note that peak SNR's of approximately 91dB are obtained. If we
compare this value with the peak SNR achieved by a stable 4th-order single-
loop ZAM with all NTF -zeros at DC (Fig. 1.24a), the performance is improved
in 30dB. The improvement is still around 10dB in comparison with Fig. 1.245,

where the four zeros are optimally spread over the signal band 14,

The potentialities of cascade XAMs have led us to propose a family of
cascades that can be easily expanded to any order, while preserving a low
systematic loss of resolution (only 1bit) and a high overload level. It comprises

14. Larger improvements can also be obtained in the 2-2 cascade if a local resonator feedback is
added in the 2nd-order second stage to move the two zeros of its NTF to optimal positions
in the baseband [Rito94] [Olia02], but the corresponding weight will be considerably small.
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FIGURE 1.32 SNR versus relative input amplitude (times the full-scale amplitude A/2) of
the different 2-2 cascade ZAMs in Table 1.7 for OSR = 32.

a 2nd-order loop followed by identical 1st-order stages, thanks to an adequate
selection of coefficients. Appendix A discusses in detail the proposed topology.

1.5 Multi-Bit XA Architectures

As stated in previous sections, the dynamic range achieved by a ZAM with
single-bit internal quantization for given OSR can be enhanced by increasing
the modulator order. However, these improvements rapidly decrease due to
instabilities in single-loop XA architectures (see Section 1.3.3) or noise leakage
in cascade XA topologies (see Section 1.4). According to eq(1.19), an
alternative way to further increase the modulator DR is to use multi-bit internal
quantization. The main advantages of multi-bit ZA modulators are:

* Smaller internal quantization step and hence smaller in-band error power
than in single-bit counterparts. As shown in Section 1.2.5, a 6-dB reduction
in the in-band error power is roughly obtained per additional bit in the
internal quantizer.

*  Weaker internal non-linearity than for single-bit quantizers, so that those
phenomena caused by the non-linear dynamics—such as idle tones and
noise patterns—are less notorious.

+ Better fitting to the additive white noise approximation of the quantization
error than for single-bit quantizers.

* Better stability properties than single-bit ZA architectures for a given loop
filter order.
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In general, the larger the resolution of the multi-bit quantizer, the more
noticeable the pros and the closer the modulator SNR to its ideal value.

The  latter s 110
illustrated in Fig. 1.33

for high-order single- 100
loop XAMs, showing 90
the attainable SNR,,.k @
versus the number of % 80
bits in the internal m§“ 70
quantizer. Note that if S

the NTF is optimized 60

50 g e et —0— 5th-order, optimized for each B |,

for the single-bit case,
the SN, Rpeak Improves —o— 3rd-order, optimized for each B
--%-- 3rd-order, optimized for B=1

at 6-dB/bit rate. Even 40 ]

. . . —A— 2nd-order, optimized for each B
so, this choice is far . . - - :
from optimum. In fact, ! 2 3 4 °

) Number of bits, B
larger  improvements ) _
FIGURE 1.33 SNR,,, vs. B for different optimized

NTF s with OSR = 16. (Data taken from [Broo02]).

are feasible, because the
tendency of the internal
quantizer to overload decreases as B increases and more aggressive NTF's can
be obtained without jeopardizing stability. For instance, for B > 3 the optimized
2nd-order ZAM features larger SNR,, .« than the 3rd-order loop optimized for
B = 1. By re-optimizing the latter around 30-dB SNR enhancement is
achieved for B = 4. Note from Fig. 1.33 that by re-optimizing the NTF's for
each B value, improvements larger than 20dB per extra bit are obtained in
certain cases, simply due to the improved stability properties.

These considerations suggest that, for a given modulator DR, multi-bit
quantization enables the reduction of the oversampling ratio. Hence, multi-bit
YAMs are better suited for wideband applications, since the required clock
frequency is lower. This helps to reduce the power consumption, not only in the
YA modulator itself, but also in the decimation filter.

Unfortunately, multi-bit quantizers have also important drawbacks that
counter the former advantages, among them:

*  Multi-bit quantizers require much more analog circuitry and are more
difficult to design than single-bit ones.

* On the contrary to 1-bit quantizers—which are intrinsically linear because
of the two-level quantization— multi-bit quantizers exhibit in practice
some non-linearities, mostly due to component mismatch. As we show
immediately on, these errors have a significant impact on modulator
performance.
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FIGURE 1.34 Multi-bit ZAM architecture: (a) Basic scheme, (b) Corresponding linear model
considering errors in the internal ADC and DAC.
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The former issue can be clearly understood with the help of Fig. 1.34. In the
linear model of the multi-bit XAM in Fig. 1.34b, new errors related to the
multi-bit conversion are added to the quantization error e: an error e,pc
associated to the A-to-D conversion process and an error ep, in the
subsequent D-to-A conversion needed to reconstruct the analog feedback
signal. Note that e 5, is injected in the same path as the quantization error
e, and, therefore, is also attenuated by the action of negative feedback.
However, DAC errors are injected in the feedback path, so that non-
linearities in the DAC introduce distortion directly at the modulator input
that is not be mitigated by feedback. Consequently, the linearity of a multi-
bit ZAM will be no better than the linearity of the multi-bit internal DAC
[Carl97]. In other words, the DAC must be designed to reach the linearity
targeted for the whole A ADC, what is quite challenging due to the impact
of component mismatch.

Fig. 1.35 shows the architecture typically employed for the multi-bit
ADC and DAC in XA modulators. Since normally B <5, full-parallel
topologies are used. The B-bit ADC consists of a bank of 25-1
comparators that digitizes the output of the loop filter into thermometer
code, which is decoded to binary at the back-end. On the other hand, the

Thermometer-
Y to-binary
decoder
B
(binary)

2B.1 unit elements

Unit element

Parallel bank of

2B.1 comparators Unit element

Unit element

il

Unit element

B-bit DAC

B-bit ADC

FIGURE 1.35 Typical architecture of the B -bit internal ADC and DAC.
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1.5.1

DAC uses 28 — 1 unit elements (capacitors, resistors, current sources, etc.) to
reconstruct the analog feedback signal in 25 levels (numbered from 0 to
28 _1). The ith analog output level is generated by activating i unit elements
and summing up their outputs (charges or currents). DAC errors are due to
mismatch among the unit elements, which deviates the output levels from their
ideal values. Assuming that the actual value of each unit element follows a
Gaussian distribution, the worst-case relative error in the DAC output can be
estimated as [Raza95] [Carl97]

AU
G(A—y) ~ 1 (5( 7 ") (1.66)
NS

where 6(AU,/U,) is the relative error in the unit element. Note that, thanks to
the parallel topology, the accuracy of the DAC will be larger than that of the
unit elements. However, for a 4-bit XAM with 16-bit linearity, the required
matching of the unit elements in the DAC should be better than 0.01% (13 bits).
Unfortunately, component matching that can be achieved in present-day
standard CMOS processes is in the range of 0.1% (10 bits), so that the required
accuracy in the unit elements could only be obtained through the parallel
connection of many (over 64) large components. Obviously, this means that
obtaining multi-bit £AMs with linearities larger than 12 or 13 bits, while relying
only on standard component matching, leads to prohibitive area occupation.

Several alternative approaches to achieve high-linearity multi-bit ZAMs
will be now outlined, some of them requiring modest component matching.

Element trimming and analog calibration

A straight-forward method to increase the accuracy of multi-bit DACs is to
improve the matching of the unit elements by #rimming. Different methods can
be applied depending on the kind of elements [Carl97]. Laser trimming can be
used for resistors. Trimming of capacitors can be done by switching on or off
small capacitors in parallel with the unit element and the settings of the switches
can be stored in a PROM. These trimmings can be done at the foundry, but at
the expense of additional fabrication and/or measurement steps, so that the cost
of the IC will be significantly increased. Moreover, they cannot compensate
drift with temperature or aging.

Trimming methods can also be periodically applied during operation, but
precision measurement hardware must be added on-chip to determine how to
trim the elements. Moreover, the interruption of normal operation for periodical
calibration is not allowed in many applications. There, background calibration
can be used, but at the cost of a significant increase of the circuit complexity.



1.5 Multi-Bit ZA Architectures 47

1.5.2 Digital correction

A different strategy consists of converting DAC errors into digital form and
correcting them in the digital domain using look-up tables [Lars88] [Cata89].
Fig. 1.36aq illustrates the concept, which consists basically of mapping the low-
accuracy digital output codes of the XAM (due to the non-ideal DAC) into high-
accuracy ones. For each B-bit output of the XAM, a digital correction block
provides an N-bit output that represents the corresponding DAC output level
with the accuracy targeted for the ZAM (N, with N » B ). The operation relies in
the action of negative feedback. The spectrum of y(n) will follow very closely
that of the input signal x(n) within the baseband, where the loop gain provided
by H(z) is very high. At the same time Y (n) is, by assumption, an accurate
digital replica of the DAC output, so that its baseband spectrum must also
correspond very accurately to that of the input signal.

Fig. 1.36b depicts a scheme for accurately acquiring the DAC outputs in the
digital correction block, which is usually a RAM [Lars88]. A B-bit digital
counter successively generates all possible 28 input codes of the DAC. Each
analog output code acts as the static input signal to the same XAM, but
reconfigured to single-bit for intrinsical linearity 15, that converts it into an N -
bit length digital sequence. A digital filter (usually a counter) finds the digital
equivalent of the DAC output code as the mean value of the bit stream and it is
stored in the RAM at the address defined by the B-bit counter. Since the total
calibration requires 2V +& clock periods, it is performed at power-up.

Improved schemes for digital correction can be found in literature
[Wald90] [Sarh93] [Carl97].

o 3/ Digital | Ye m— Y,
- : ecimation
e Irrrr‘f Vo correction 7[— e 71>
B-bit|' B (RAM) N N
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B-bit 8 ram < Digital filter|

DAC § g (counter)
N

(b) B-bit

counter

FIGURE 1.36 Digital correction: (a) General scheme, (b) Calibration scheme.

15. Keeping in mind that optimized multi-bit ZAMs can result into unstable single-bit ones.
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1.5.3 Dynamic element matching

As previously discussed, mismatches among the DAC unit elements cause
linearity errors and harmonic distortion in the XAM. For a given integrated
DAC with the structure in Fig. 1.35, there is a direct correspondence between the
thermometer input code and the respective DAC error, because the same unit
elements are used to generate the DAC output level every time a certain input
code is active. The basic idea behind dynamic element matching (DEM)
techniques consists of breaking this direct correspondence, so that the unit
elements selected to generate a given DAC level output vary over time. This
way, the fixed error of that level will be transformed into a time-varying error.

To that purpose, a block is 2B.1 unit elements
added to control the selection Unit element
of elements at each clock cycle
(see Fig. 1.37). The selection is Element
done according to simple [i Sﬁf;‘f”
algorithms that try to drive the (thefni:meter) 251
average error in each DAC Unit element
level to zero over time. Thus,
part of the DAC error power
that laid in the low-frequency range will be moved to higher frequencies, where
it can be removed by the decimation filter.

Unit element

(2=

Unit element

ii-0i

FIGURE 1.37 Architectural concept of DEM.

A detailed overview of the different DEM techniques can be found in
[Carl97] [Geer02]. They can be grossly grouped in the following categories:

* Randomization algorithms: selection of the unit elements using pseudo-
randomly configured networks [Carl88]—e.g., butterfly structures similar
to those in FFTs. Harmonic distortion induced by the DAC is transformed
into white noise, whose out-of-band power will be removed by digital
filtering. The remaining power will however increase the noise floor.

* Rotation algorithms: selection of the unit elements in a periodic fashion to
shift harmonic distortion out of the signal band, as in clocked averaging
(CLA) [Klaa75]. It does not increase the noise floor, but mixed
components can be originated that fold back into the baseband.

*  Mismatch-shaping algorithms: selection of the unit elements according to
algorithms that shape the mismatch error to reduce its in-band power:
individual level averaging (ILA) [Leung92], data weighted averaging
(DWA) [Baird95], data directed scrambling (DDS) [Adams95], etc. The
shaping is limited to first and second order.

» Vector-quantizer structures: incorporation of a digital A converter with
error-feedback topology in order to achieve high-order shaping [Schr95].
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1.5.4 Dual-quantization

Leslie-Singh
architecture

The techniques previously presented for correcting non-linearities in
multi-bit XAMs involve a large increase in the circuit complexity (DEM,
digital correction, and analog calibration) or have a clear impact on the
production cost (trimming). An alternative approach are dual-quantization
techniques, which combine single-bit and multi-bit quantization in the
same XAM. The idea behind is to combine their benefits: the intrinsic
linearity of 1-bit quantization and the reduced quantization error of B -bit
quantizers. This can be done with little extra circuitry. Architectural
examples of these techniques will be discussed next.

The general scheme of the dual-quantizer architecture proposed by Leslie
and Singh [Lesl90] is illustrated in Fig. 1.38. Single-bit quantization is
used in the XA loop, with intrinsic linearity due to the 1-bit feedback. A
path containing a multi-bit quantizer is cascaded. The two quantizer
outputs are then properly combined in the digital domain to reduce the
quantization error at the output to that of the multi-bit quantizer. Note that,
in practice, the scheme in Fig. 1.38 can be simplified by using the MSB of
the B -bit quantizer to feed the 1-bit signal back to the XA loop.

This topology can be viewed as an L -0 cascade ZAM, where the first
stage is an Lth -order single-bit XAM and the second one is a 0-order B -bit
YAM. Thus, the Leslie-Singh architecture requires perfect cancellation of
the Ist-stage 1-bit quantization error at the modulator output and also
suffers from noise leakage problems.

Note also that, although the modulator output ideally contains only
multi-bit quantization error, the architecture does not benefit from the
better stability performance of standard multi-bit XAMs, since the loop is
closed through single-bit feedback. Therefore, the NTF cannot be
optimized to aggressive high-order shapings without jeopardizing stability.

> H,;(2)

f 7 Hial@) Y
B-bit

FIGURE 1.38 Leslie-Singh A modulator.
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Fig. 1.38 illustrates an alternative topology for high-order XAMs employing
dual-quantization. In the 3rd-order XAM shown [Hair91] [Hair94], the first
two integrators are fed through a 1-bit DAC, whereas the third integrator is
fed through a multi-bit DAC. The modulator linearity will not be menaced,
since DAC non-linearities will be suppressed by the gain of two preceding
integrators in the XA loop. At the same time, the topology benefits from
improved stability performance, thanks to the multi-bit feedback in the last
integrator. In practice, the MSB of the B-bit quantizer can be used to
establish the 1-bit feedback. Linear analysis shows that, under ideal
conditions, the modulator output yields

Y(z) = 271 X(2) +2(1 =27 1)3Ey(z) - 227 (1 =27 1) 2Ep(2) (1.67)

providing 3rd-order shaping for the B -bit quantization error and 2nd-order
shaping for the DAC error, because it is injected after the second integrator.
Note that this topology also suffers in practice from noise leakage of the
1-bit quantization error to the output.

The architecture in Fig. 1.38 can be generalized to higher-order
shaping, leading to the so-called dual-quantization or dual-feedback single-
loop ZAMs. As the order of the loop increases, the number of back-end
integrators with multi-bit feedback can be traded off with aggressive noise-
shaping (improved stability) and linearity demands for the multi-bit DAC.

Dual-quantization can be easily applied in cascade XAMs [Bran91b]
[Tan93] [Mede98a]. As shown in Section 1.4, the output of a cascade ZAM
ideally contains only the input signal and the last-stage quantization error,
whereas quantization errors from the rest of stages are cancelled out in the
digital domain. Thus, for a reduction of the in-band quantization error
power, only the last-stage quantizer needs to be multi-bit. The remaining
quantizers are usually single-bit for inherent linear feedback in that stages.
In such a case, the multi-bit DAC errors are injected in the last stage of the

2(1-2")

> H,(2)

0.5

1-z

> Hy(2)

37 2t

FIGURE 1.39 A 3rd-order single-loop XAM with dual-quantization.
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cascade, so that the linearity requirements will not be demanding, thanks to the
in-band attenuation provided by the preceding stages.

The resulting topology is that illustrated in Fig. 1.26, considering B; = 1
fori = 1,...,N-1 and By = B. Under ideal linear analysis, the output of a
generic N -stage cascade XAM with dual-quantization yields

Y(z) = STF(2)X(z) + NTF\(2)E\(z) + NTFp(2)Ep(2)
= IX(@) + dyy_s(1-2 ) Ey(2) (1.68)
+dyy_5(1- Z_l)(LiLN)ED(Z)

where L is the summation of the stage orders, d,, _5 is the scaling factor due
to inter-stage coupling (usually 2 or 4), Ey(z) is the last-stage quantization
error, and E(z) is the error in the multi-bit DAC. In comparison with eq(1.64),
an extra term appears in eq(1.68), showing that the DAC error will be
(L — Ly)th-order shaped—i.e., the overall modulator order minus that of the
last stage. For instance, if the 2-1 XAM in Fig. 1.28 is considered to include a
multi-bit quantizer in its last stage, errors in the DAC will be 2nd-order shaped,
so that eq(1.63) is written as
2 Ai ° 2 2 '
Pdel .E.W+dl 'GD'SOSRS

(1.69)

where cé stands for the DAC error power.

Many IC implementations of cascade ZAMs using this dual-quantization
scheme have been reported; e.g., a 2-1 cascade with 3-bit quantization in the last
stage [Bran91b], a 2-1-1 cascade with 3 bits in the third stage [Mede99b], and a
2-2 cascade with 5 bits in the last stage [Mori00]. We can refer to these cascades
as 2-1(5b) ZAM, 2-1-1(3b) ZAM, and 2-2(5b) XAM, respectively, explicitly
including the resolution of the stage if the corresponding quantizer is multi-bit.
This compact notation for multi-bit cascades will be used henceforth.

Cascade ZAMs employing multi-bit quantization in all stages have been
also reported; e.g., a 2(4b)-1(4b)-1(4b) ZAM [Fuji00] and 2(5b)-2(3b)-1(3b)
2AM [VleuO1]. Note that, under ideal conditions, the quantization error of the
first two stages is cancelled out in the digital domain. Multi-bit quantization in
these stages is used for the only purpose of reducing the corresponding
quantization errors that will, in practice, leak to the output 16 In [VleuO1]

16. Digital compensation techniques for cascade XAMs have been also proposed for reducing
noise leakage caused by non-idealities in the analog circuitry [Wies96] [Kiss00]. Adaptive
schemes are presented for reducing the 1st-stage quantization error leaking to the output, by
means of injecting a test signal at the quantizer and digitally adapting the error cancellation
logic to reduce its in-band power at the modulator output.
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DEM techniques are incorporated in the multi-bit first stage to improve the
modulator linearity, while simply relying in the attenuation of the DAC errors in
the multi-bit second stage provided by the first two integrators. In [Fuji00]
DEM techniques are applied to the three modulator stages. At a first glance, one
could argue that using multi-bit quantization in all stages may not worth the
increased circuit complexity. However, it leads to an additional appealing
feature: the inter-stage coupling can be increased in comparison with a single-
bit approach without overloading the quantizers. This way, the scaling factor
d,y_5 that multiplies the last-stage quantization error can be smaller than
unity, leading to an improvement of the global performance, instead of a
reduction. For example, in [Fuji00], d; = 1/32, what results in a DR
improved by 30dB, in comparison with an ideal 4th-order 4-bit ZAM.

Cascades using tri-level (1.5-bit) quantizers can also be found in literature;
e.g., a 2(1.5b)-2(1.5b)-2(1.5b) EAM [Dedic94] and a 2-2-2(1.5b) XAM
[Feld98]. As reported in [Paul87], tri-level coding helps to reduce quantization
errors in comparison with 1-bit quantization—over 3-dB SNR improvement is
measured for a 2nd-order XAM. Although this coding is not inherently linear,
1.5-bit quantizers are often used in fully-differential SC XAMs, since highly-
linear tri-level DACs can be easily implemented using extra feedback switches,
thus avoiding DEM techniques [Lewis92] [Balm00] [Reut02].

1.6 Parallel ZA Architectures

Conventional ZAMs basically offer three degrees of freedom in order to achieve
certain specifications in the A-to-D conversion; i.e., the loop order L, the
oversampling ratio OSR, and the internal quantizer resolution B. An extra
degree of freedom can be obtained through the use of parallelism; that is,
several XA ADCs working together on the input signal to increase the effective
conversion rate. Although the increase in hardware is obvious, these
architectures represent an alternative to achieve wideband A-to-D conversion
for those applications in which conventional XA ADCs would require
unaffordable sampling rates.

A generic parallel XA ADC is composed of N channels, each one
containing a XAM and digital filter. The analog input signal is multiplexed at the
input of each channel, processed by the corresponding XA ADC, and digitally
demultiplexed. The overall output of the parallel XA ADC is finally obtained as
the summation of the demultiplexed channel outputs.

The three basic approaches for multiplexing the input and output signals in
parallel XA ADCs will be briefly presented here [Eshr96] [Kozak00].
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1.6.1 Frequency division multiplexing

Fig. 1.40 illustrates the scheme of a .
parallel XA ADC with frequency BPIAM, [ Ho(2)
multiplexing, often called a multi-band

YA ADC. It uses N band-pass ZAMs
(BPXAMs) operating in parallel to
digitize the input signal. Each BPXAM

has a different center frequency and \
operates on a sub-band of the original ! % y
signal. A bank of digital band-pass | BPZAMy, [ Hy.1(2)

filters decimates each of the N channels

BPEAM] —> Hl(Z)

FIGURE 1.40 Block diagram of a
to finally reconstruct the frequency o isa ADC

decomposed signal [Aziz93] [Corm94].

The global performance achieved by N parallel BPXAMs with equal OSR is
similar to that of a single low-pass YAM (LPXAM) with oversampling ratio
N x OSR, since the oversampling of each channel only applies to a sub-band.

Hardware complexity can make this scheme unpractical, because the N
channels must be different for proper operation.

1.6.2 Time division multiplexing

Fig.1.41 illustrates the basic scheme
of a parallel XA ADC with time
multiplexing, often referred to as a time-
interleaved ZA ADC (TI £A ADC). The
input signal is sampled at frequency
Nxf, and distributed through a
multiplexer over N channels. Each

ZAMO > HQ(Z)

IAM; — H(2)

channel operates at frequency f; and
their outputs are demultiplexed to
construct the final output. The global FIGURE 1.41  Block diagram of a
performance is similar to sampling at ;e interleaved SA ADC.

clock rate Nxf , although -each

individual channel indeed operates at f .

ZAMN—I > HN—I(Z)

Unlike Nyquist-rate ADCs [Black80], this technique is not directly
applicable to XA ADCs, due to oversampling. In practice, the principles of
multi-rate systems [Croc83] need to be applied to find the time-interleaved
equivalent of a given ZA topology, what implies the cross-coupling of channels
[Khoi93] [Khoi97] [Kozak00] [Wang00]. An alternative approach has been
recently proposed to overcome this increase in circuit complexity [Eshr03].
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1.6.3 Code division multiplexing

The scheme of parallel XA ADCs

using code multiplexing is shown in SA | H(2)

Fig. 1.42. It consists of N channels, t b

. . . . . vo(n) uy(n)
in which the input signal is

multiplied by an analog signal, XA

modulated, decimated and filtered, s ZA [ H(2) s
and multiplied by a digital signal. vi(n) uy(n) |

\
The outputs of the channels are \
finally summed to obtain the overall !

\
output. The multiplying signals are : ZA = H(2) ; é

y(n)

channel-specific and correspond to vy-1(n) uy_1(n)
Hadamard sequences containing FIGURE 1.42  Block diagram of a
*1’s. Thus, only sign inversion is IT=A ADC.

needed, avoiding real multipliers.

This architecture is often referred to as parallel XA ADC (ITZXA ADC)
[King94] [Galt95] [Galt96] [King98]. The performance of N identical channels
with oversampling OSR can be made close to that of a conventional XAADC
with oversampling N x OSR.

Many works on these three types of parallel XA ADCs have been presented
at architectural level, but these strategies seem not yet mature, since very few IC
prototypes have been reported [King94] [King98].

1.7 State of the Artin XA ADCs

From the previous sections it can be concluded that many different alternatives
exist for the realization of low-pass A modulators. This section presents a
detailed review of those that have led to practical ICs and have been reported in
open literature. The purpose is to illustrate the possibilities and existing
tendencies for achieving common ADC specifications, taking into account
architectural, electrical, and technological aspects.

Most of the reported LPZAM ICs are discrete-time (DT) implementations.
They have been classified from an architectural point-of-view, separately
considering single-loop and cascade XAMs, as well as single-bit or multi-bit
quantization (Tables 1.8 to 1.11). Although not specifically treated in this work,
continuous-time (CT) implementations are covered in Table 1.12 for the sake of
completeness. The performance of each reported IC is summarized in terms of:
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» Effective resolution achieved by the XAM (ENOB )—see eq(1.28).

» Bandwidth of the input signal, represented by the digital output rate of the
converter (DOR = 2f, ); i.e., the Nyquist rate after decimation.

* Oversampling ratio used in the XAM (OSR).

* Employed architecture, including the order of the loop filter and the
number of bits in the internal quantizer.

+ Technology and supply voltage used for the implementation.
* Power consumption of the ZAM.

* Quantifications of the ‘quality’ of the IC performance, in terms of two
figures-of-merit (FOM s) typically employed for LPXAMs, namely:

Power(W) 12
FoM = - 10 1.70
1‘p.l/conv 2ENOB(bit) . DOR(S/s) * ( )
. 72ENOB(bit) .
FOM, = oy, 322 DOR(S)S) | 143 w7

Power(W)

proposed in [Good96] and [Rabii97], respectively. FOM, emphasizes
power consumption, whereas FOM, emphasizes resolution. The smaller
the FOM, value and the larger the FOM, value, the ‘better’ the YAM.

Most of the reported ZAM ICs correspond to DT switched-capacitor (SC)
implementations in CMOS technologies. That must be assumed in Tables 1.8 to
1.12 if not specifically written. For high-order single-loops, a distributed
feedback architecture must be also assumed if not specified. The presented
power dissipation accounts only for the XA modulator, excluding the
consumption of the decimation filter. In the tables ‘—’ means that the datum is
not specified in the corresponding reference.

On top of the former items for summarizing the IC performance, some
extra information is displayed in between brackets, regarding architectural and
electrical techniques and especial characteristics of technology used. The
corresponding abbreviations are summarized before Table 1.8.
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Abbreviations
DFB Distributed Feedback 2S Double Sampling
DFF Distributed Feedforward AES Additive-Error Switching
FB Feedback CT-FE Continuous-Time Front-End
. FF Feedforward . DC Digital Correction
Architecture FFS Feedforward Summation Technique DD Dygnamic Dither
LFB Local Feedback MOS-O MOSFET-Only
LR Local Resonator RO Reset-Opamp
SLL Stabilizing Local Loops SWO  Switched-Opamp
Bi-DWA Bi-Directional DWA 2P Double-Poly
DDS Data Directed Scrambling MCM  Multi-Chip Module
DWA Data Weighted Averaging | Technology | MiM Metal-insulator-Metal
DEM I-DWA  Incremental DWA MS Mixed-Signal Process
ILA Individual Level Averaging STD Standard Digital Process
mDWA  modified DWA
P-DWA  Partitioned DWA
TABLE 1.8 DT single-loop single-bit LPXAM CMOS ICs.

REFs E(ﬁﬁf (';‘/35 OSR|  Architecture Technology S“(\p,';"y P‘(")’v")er FOM, | Fom,
[Boser88] | 14.5 | 16k | 256 2nd-or 3um-— 5 12m | 32.37| 1.79
[Bran91a] | 16 50k | 256 2nd-or lum STD 5 13.8m| 4.21 | 38.84
[Burm96] | 14.16 [19.53k| 256 2nd-or [2S, AES] 2um-— 5 13m | 36.36| 1.26
[Grilo96] | 15.32| 7k | 286 2nd-or 0.6um STD 1.8 2m | 6.98 | 14.62
[Mede97] | 16.4 | 9.6k | 256 2nd-or 0.7um STD 5 1.71m| 2.06 [104.79
[Pelu97] 12 6.8k | 74 2nd-or [SWO] 0.7um STD 1.5 101p | 3.63 | 2.82
[Send97] | 14.33 | 6k | 128 2nd-or [2S] 0.5um MS [2P]| 1.5 550p | 4.46 | 11.55
[Thanh97]| 13.4 [195.3k| 128 2nd-or [2S, ILA] 1.2pm MS [2P] 5 259m| 12.27| 2.20
[TilleO1] 13 16k | 64 2nd-or [MOS-0] 0.25um STD 1.8 Im | 7.63 | 2.68

13 40k | 256 2nd-or 0.35um MS 17.09 | 1.20
[(Kesk02] 2 Took [102.4 [RO] P B S TR
[Saue02] | 12.17| 16k | 64 2nd-or [SWO] 0.18um STD 0.7 80p | 1.09 | 10.54

13 16k 64 2nd-or 0.18um MS 0.35 | 58.90
[Save03] 35 T3 [SWO] [MiM) 065 14530 =y 65 T 736
[Nade94] | 13.83 | 2k | 250 3rd-or [LR] 2um MS [2P] 5 940 | 32.27| 1.13
[Au97] 12 16k | 64 3rd-or [SLL] 1.2pm MS [2P] 2 340p | 5.19 | 1.97
[Pelu9s8] 12.5 | 32k | 48 3rd-or [SWO] 0.5um STD 0.9 40p | 0.22 | 66.85
[Gero03] 8.5 500 | 16 3rd-or [SWO, LR] 0.8um MS [2P]| 1.8 2.2p | 12.15] 0.07
[OptE91] | 13.5 | 500k | 64 4th-or [DFB] 1.5pum MS [2P] 5 160m | 27.62 | 1.05
[Kerth94] | 21 800 | 320 4th-or [FFS, LR] 3um MS [2P] 10 25m | 14.90 |351.28
[Yama94] 18 20 | 1600 4th-or [FFS, LR] 1.2um MS [2P] 5 1.3m |247.96| 2.64
[Coban99]| 16 40k | o4 4th-or [FB-FF, LR] 0.5um STD 1.5 Im | 0.38 |428.81
[Kasha99]| 20 800 | 320 4th-or [FFS, LR] 0.6um MS [2P] 5 16m | 19.07 |137.22
[Snoe01] | 16.65| 22k | 64 | 4th-or [DFB-DFF,LR] [0.5um MS [2P]| 2.5 2.5m | 1.11 |232.29
[Bajd02] 13 22k | 64 |4th-or [DFB-DFF, CT-FE]|0.5um MS [2P]| 1.8 1.7m | 9.43 | 2.17
[Brig02] 17.1 | 800 | 320 4th-or [FFS, LR] 0.6um MS [2P] 5 50m [444.90 0.79
[Maul00] | 15.32 | 500k | 64 Sth-or [FFS, LRs] 0.6um STD 5 210m | 10.27 | 9.94
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TABLE 1.9 DT single-loop multi-bit LPXAM CMOS ICs.
ENOB| DOR . Supply | Power Fom.| Fom
REFs (bit) | (Sls) OSR,| Architecture Technology V) (W) OM;| FOM,
[Sarh93] 15.66 | 41k | 128 2nd-or(4b) [DC] 2um MS [2P] 5 — — —
[Chen95] | 15.65| 40k | 64 | 2nd-or(3b) [ILA] 12pm — 5 |67.5m|32.82] 3.91
[Nys97] | 19 | 800 |512| 2nd-or(3b) [DWA] 2pm — 5 [2.175m| 5.19 |252.36
[Fogloo] |16.22| 48k | 64 [?f&fggﬁ] 0.5um STD 33 | 68.6m|18.72] 10.18
[Foglol] | 16.65| 40k | 64 [22;:3;‘:%%?3” 0.5um STD | 3.3 |704m|17.11| 15.00
[Grilo02] | 13 | 1M | 32 ﬁ;ﬁ{:gg% 0.35um BICMOS| 2.7 | 11.88m| 1.45 | 14.10
283] T s 15 | 24m | 082 | 22.07
[Gomez02]| 12 2“?{f;ffb) 0.13um STD | 12 | 14m | 0.85 | 11.96
801 | 4M | 12 15 | 29m | 2.81 | 0.23
2nd-or(3b) 0.18um MS
[Gaggl03] | 13.83 | 600k | 96 o DEM] ol pae viivg 18 G| 15m | 172 | 21.09
1532 ] 36k | 639 2037 5.01
[Mill03] 13.50 | 400k | 57.5 2nd-or(6b) 0.18um MS 27 30m | 6.47 | 447
12.83 [1.25M] 18 [mDWA] [dual-gate, MiM] | = 330 | 5.51
11.67 [3.84M] 12 50m | 4.00 | 2.04
[Hair94] | 16 | 39k | 128 3{;{;3{35:;?;) 2umMS[2P] | 5 | 58m |33.26| 4.92
Geerd] |28 |2 2wl |osamns gy |5 | 22| 207 | 6885
eer 115 [125M] 8 rd-or(4b) [DWA] ) 0.65um MS [2P] 380m | 10.50] 0.69
alr . th-or [DFB, DC] 2pm [2P] m . .
[Baird96] | 13.66 | 500k | 16 | 4th-or(4b) T2pm MS 5 | 58m | 8.96 | 3.61
13.7 |1.25M 4th-or(4b) 0.25um MS 100m | 6.01 | 5.53
Kuo02 12 : 25
(Kuo02] 30T 2m [FB-FF, -DWA] [MiM] 105m | 6.41 | 3.19
. Sth-or(4b)
Diang02] | 13.8 | 4M | 8 | Dway | C18WmSTD | L8 | 149m | 261 | 13.63
[Reut02] | 14 |2.5M| 32 |5th-or(1.5b) [FFS, LRs]| 0.25pm STD | 2.5 | 24m | 0.59 | 69.79
eung . th-or(1. [FFS, LRs]| 0.8um [2P] m . .
[Loung97] | 19.3 | 96k | 64 |7th-or(1.5b) 0.8pum MS S| 760m | 12.26]131.36
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TABLE 1.10 DT cascade single-bit LPXAM CMOS ICs.
ENOB| DOR . Supply | Power Fom.| Fom.
REFs (bit) | (Sls) OSR| Archit. Technology ) w) OM, | FOM,
[Yin93] 15.7 |320k| 64 2-1 1.2um STD 5 65m | 3.82 | 34.82
[Will94] 17 50k | 128 2-1 Ilum STD 5 47m | 7.17 | 45.62
[Rabii97] 16.1 | 50k | 80 2-1 0.8um STD 1.8 2.5m | 0.71 |246.29
[Gomez00] | 16.65 | 44k | 128 | 2-1 [DD] 0.6-0.3pm MCM 3 22m | 4.86 | 52.88
13 16k | 64 2-1 0.18um MS 0.47 | 43.40
Saue(03 . 0.65 |61.75
[SaueO3] o 7 T3k [ 32| [swoy [MiM] M 042 [ 27.47
16.15 - 5 102 31.82| 5.72
[Rito94] 4ak | 64 | 22 1.2um BiCMOS m
15.49 [LR] 3 55m | 27.19| 4.22
[Fuji97] | 18.15 | 48k | 128 |2-2 [LFB]|  0.7um MS [2P, low-V1] 5 | 500m | 35.91] 20.17
[Miao98] | 14.82 | 50k | 64 | 22 3um — 5 74m | 51.03| 142
[Wang01] 18.1 | 25k | 64 2-2 0.6um MS [2P] 5 75m | 10.68| 65.68
[Olia02] | 13.5 |360k| 36 | 2-2 [LR] | 0.4um BiCMOS [2P, low-V{] | 1.8 2.4)| Sm | 1.20 | 24.12
14.16 | IM | 64 8.20 | 5.57
[Lee03] 22 0.35um MS 18 | 150m
12 2M | 32 [2P] 18.31| 0.56
[Rebe90] 15 | 180k| 64 | I-I-1 1.5um MS [2P] 5 76m | 12.89] 6.35
[Yin94b] 15.82 [ 1.5M| 64 2-1-1 2um BiCMOS 5 180m | 2.07 | 69.61
[Marq98a] | 14.8 | 2M | 24 2-1-1 1pm MS [2P] 5 230m | 4.03 | 17.66
[Geer99] 15 [22M] 24 | 2-1-1 0.5um MS [2P] 33 | 200m | 2.77 | 29.48
[Mori00] 13 |2.2M| 24 2-2-2 0.35um MS [2P] 33 150m | 8.32 | 2.46
[Yoon98] 153 | 64k | 16 | 2-1-1-2 2um MS [2P] 6.6 79m | 30.60| 3.29
TABLE 1.11 DT cascade multi-bit LPXAM CMOS ICs.
ENOB| DOR . Supply| Power
REFs bit) | (S/s) OSR Architecture Technology ) W) FOM,| FOM,
2(5b)-0(12b)
[Broo97] | 145 | 2.5M | 8 | [5-b flash with DDS, 0'6“;‘, MS | s3] 500m| 8.63 | 6.70
12-b pipeline] [(2P]
[Bran91b] 12 2.1M 24 2-1(3b) lpm STD 5 41m | 477 | 2.14
2-1(1.5b) 0.35um MS
[Reve03] | 13.33 20k 64 28] (2P, low-Vt] 0.8 60p | 0.29 | 88.09
[Mori00] 12 2.2M 24 2-2(5b) 0.35um MS [2P]] 3.3 99m | 10.99| 0.93
[Lamp01] | 13.5 |1.5625M] 32 2-2(3b) [LR] 0.35um — 2.5 | 50m | 2.76 | 10.47
[Mede99b]| 13 2.2M 16 2-1-1(3b) 0.7um STD 5 55m | 3.05 | 6.70
. 2(4b)-1(4b)-1(4b) 0.5um MS
[Fujio0] 15 2.5M 8 [Bi-DWA in all stages] 2P, low-Vi] 5 105m | 1.28 | 63.81
[Rio01b] 13 2.2M 16 2-1-1(4b) 0.35 STD 33 73.7m)| 4.09 | 5.00
10 12 | M o <oum 2 [783m| 478 | 2.1
[Gupta02] | 14.6 | 2.2M | 29 2-1-1(2b) [25] 0.35um STD | 3.3 | 180m | 3.29 | 18.81
. 13.8 2.2M 32 0.25um MS 2.10 | 16.98
Rio04 2-1-1(3b . 2.5 |65.8
Rio04 o= | 16 (30) [MiM] M25 739
2(5b)-2(3b)-1(3b)
[Vlewol] | 155 | 4M | 16 5. P-DWA] 0.5umMS [2P]| 2.5 | 150m| 0.81 |142.94
[Dedic94] | 14.65| 200k 16 2(1'5b)-[2]gt'}f£§-2(1'5b) 1.2um MS [2P] 5 40m | 7.78 | 8.25
[Feld98] 12.5 1.4M 16 2-2-2(1.5b) 0.7um MS [2P] 33 8Im | 999 | 145
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TABLE 1.12 CT LPZAM CMOS ICs.
ENOB| DOR . Supply|Power

REFs (bit) | (Sls) OSR Architecture Technology ) W) FOM,| FOM,

[Hall92] 10 [1.17M] 128 2nd-or [GmC] 2um — 5 — - -
8.0 M 25 2nd-or 2“111 MS 29.30| 0.02
Luh98 5 15
[Luh98a] 11.3 | 200k | 250 [GmC] [2P] m 29.751 0.21
[Luh98b] | 9.7 | 2M | 25 2nd-or [GmC] 2um MS [2P]| 5 16.6m| 9.98 | 0.21
[Lin99] 10.5 | 5M | 16 2nd-or [GmC] 1.2um — 3 12m | 1.66 | 2.18
[Zwan99]| 10.4 | IM | 10 |2nd-or(5b) [GmC, w/o DEM]| 0.5um STD | 5 | 7.2m | 5.33 | 0.63
[Dorr03] | 10.84 | 4M | 64 2nd-or [RC-active] 0.12pum — 1.2 4m | 0.55 | 8.35
[Gerf03] 13 50k | 48 3rd-or [RC-active] 0.5um — 1.5 | 135u| 0.33 | 62.04
[Hall93] | 10 — | - 2-2 [GmC] 2um — 5 - - —
4th-or
[Redm94]| 13 | 44k | 64 [RC-active, Interpolat ] 1.6pm — 5 - - -
[Zwan96]| 13 8k 64 4th-or [GmC, FFS] 0.5um STD 2.2 200p | 3.05 | 6.70
[Blan02] | 11.3 | 16k |62.5 4th-or [GmC, FFS] 0.35um STD| 2.5 751 | 1.86 | 3.39
4th-or(1.5b)

[Veld02] | 11.3 | 4M | 40 [RC-active & GmC, FFS] 0.18um STD| 1.8 | 6.6m | 0.65 | 9.62
[Luh00] 10 | 62M | 64 5th-or [GmC, FFS] 0.6um STD | 3.3 lém | 2.52 | 1.01

Several observations can be made from the information in the tables above:

There is an extensive use of SC techniques in the reported LPXAM ICs.
Some CT implementations have more recently appeared, using either GmC
or RC-active techniques. DT modulators using switched-current (SI)
techniques have been also reported, but they are usually intended for band-
pass applications and are therefore not included in the tables.

Many of the presented ICs are implemented in mixed-signal (MS) oriented
CMOS technologies that provide high-quality capacitors. Extra process
steps, such as a second poly layer or thin-oxide between metals, are
commonly used (for poly-poly and MiM capacitors, respectively). Also
many of the ICs employ standard capacitors structures available in pure
digital (STD) CMOS technologies. Among them, there is only one IC
implemented with just transistors [TilleO1].

Some ICs are reported in technologies with ‘more special’ features. Dual-
gate processes are used in [Gaggl03] and [Mill03] to improve the linearity
of the switches by employing thicker transistors with higher gate voltage.
Low-Vt transistors are used for a more comfortable design of the
amplifiers within the given supply range [Fuji97] [Fuji00] [Olia02]
[Reve03]. Also BiICMOS implementations are reported [Grilo02] [Rito94]
[Yin94b], the latter oriented for high-speed applications.
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*  Most of the reported ICs are still operated with supplies larger than 2.5V.
As a consequence of technology scaling, the number of low-voltage
implementations (Vp,;, < 1.5V) is increasing in recent years, but most are
restricted to medium frequency applications (DOR < 100kS/s). The most
extended low-voltage technique is switched-opamp (SWO) [Pelu97]
[Pelu98] [Saue02] [Saue03] [Gero03].

* There is a large number of alternative topologies for high-order single-
loops, but the most popular one is the feedforward summation (FFS)
architecture—up to 7th-order in [Leung97]. The ‘standard’ distributed
feedback scheme is usually restricted to 3rd-order loops, except for
[OptE91] and [Baird96] in which 4th-order modulators are reported. Local
resonators (LRs) are also extensively used for the placement of some of the
NTF zeros within the signal band.

* In single-loop multi-bit XAMs, DEM techniques have clearly gained
ground over other correction or calibration methods. The most extended
algorithm is DWA and its many modifications. Digital correction is used in
only two of the reported ICs [Sarh93] [Baird96]. Special mention must be
made to the modulators in [Zwan99] and [Gaggl03], which employ multi-
bit quantization with no use of calibration, correction, or DEM techniques.
Both designs rely only in the matching provided by the process. On the
other hand, dual-quantization schemes are common practice to obtain
multi-bit quantization in cascade XAMs, given the relaxed linearity
requirements of the multi-bit DAC.

* Clearly influenced by the growing market in xDSL applications, many
medium-resolution wideband ICs have been reported (12~15bit at rates
higher than 1MS/s). Given the high input frequency, SC ZAMs must be
operated at low oversampling ratios (8 ~32), so that the required resolution
is usually achieved by incorporating multi-bit quantization to high-order
modulators. Examples of single-loop realizations are found in [Geer00]
[Jiang02] [Kuo02] [Reut02]. On the other hand, almost all the reported
cascade multi-bit ICs are oriented to these applications. Special attention is
lately being paid on CT implementations, in which OSR can be increased
without compromising the integrators dynamics (on the contrary to the
settling requirements in SC ICs). For example, [Luh00] and [Dorr03] use
OSR = 64 and clock frequencies of 256MHz and 400MHz, respectively,
what is unaffordable in DT implementations. In spite of this, the reported
resolutions are limited for the moment to 11~ 12bit.

For comparison purposes, much of the information in the former tables is
graphically displayed in the following figures.
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Fig. 1.43 shows the effective resolution of the reported ICs versus their
corresponding digital output rate. It is noticeable that most of the A designs are
concentrated in the frequency ranges of 20kS/s-60kS/s and 1MS/s-4MS/s,
oriented for audio and xDSL applications, respectively. The former is
dominated by single-loop single-bit designs, whereas the latter is clearly
dominated by cascade multi-bit £AMs. On the other hand, low-voltage
implementations are more concentrated in the low-frequency range. Except for
particular low-voltage ICs—e.g., those in [Rabii97] and [Lee03]—, it is visible
that the achieved resolutions are not yet comparable to those provided by ICs
operating at higher supply.

Fig. 1.44 depicts the power consumption of each IC, times the number of
effective conversion levels (Power/2ENOB ), against the corresponding output
rate. Note that the normalized power dissipation is considerably smaller for the
low-voltage ICs in the medium-frequency range. On the contrary, the spread in
this figure is much lower for high frequencies.

Fig. 1.45 shows the FOM, value achieved by each IC versus the
corresponding DOR. As previously stated, this figure-of-merit emphasizes
power consumption and the smaller its value, the ‘better’ the ZAM. Note that
most of the ICs result into FOM, < 10. Also, it can be grossly derived from
Fig. 1.45 that FOM, decreases as the supply does. Note that low-voltage
implementations lead to the smaller FOM, values—especially single-loops for
medium frequencies and CT modulators for high frequencies.

Fig. 1.46 depicts the FOM, value of each reported XAM versus its output
rate. In this case, the larger the FOM, , the ‘better’ the design, with emphasis in
the effective resolution. Note that most of the ICs achieve FOM, > 1.

The performance of the disclosed XAMs can be compared from the figures
presented above. For instance, globally speaking, designs like those in
[Kerth94], [Leung97], and [VleuO1] can be considered to outperform in the
low-, medium-, and high-frequency ranges, respectively.

1.8 Summary

In this chapter the basic principles of A modulation have been analyzed. The
effects of oversampling and noise-shaping on the ADC performance have been
presented and the general structure, ideal performance, and metrics of A
converters have been defined and compared with Nyquist-rate ADCs.

Alternative topologies for the practical implementation of XA modulators
have been discussed. The limitations on the linear analysis of XA loops have



66

Chapter 1 A ADCs: Principles, Architectures, and State of the Art

been addressed, considering the problems associated to colored quantization
error in low-order single-loop XAMs and unstable non-linear dynamics of high-
order loops. Techniques for the realization of stable high-order ZAMs have been
presented, such as optimization of the noise transfer function and non-linear
mechanisms for integrator clipping or resetting.

Cascade topologies have been presented as an alternative to obtain high-
order shaping with unconditional stability and reduced performance degra-
dation. Their inherent problem of noise leakage under non-ideal operation
conditions has been foreseen and will be covered in detail in Chapter 2.

The use of multi-bit internal quantization has also been presented as an
alternative to enhance the effective resolution of the A-to-D conversion.
Besides reducing quantization error, it provides better stability properties to
single-loop architectures, but jeopardizes linearity. Non-linearity error in the
multi-bit DAC due to component mismatch has been discussed, together with
techniques to palliate its impact on the modulator performance, such as digital
correction, DEM, and dual-quantization schemes.

The many design alternatives for the practical implementation of XA ADCs
are finally summarized in the state of the art of reported low-pass ICs.



CHAPTER 2

Non-ldeal Performance
of >A Modulators

THE PRINCIPLES OF XA MODULATION were studied in the previous
chapter and alternative modulator topologies were presented. The achievable
performance of different architectures was addressed, taking into account the
quantization error. Besides this error—inherent to the A-to-D conversion—,
only the additional effect of DAC errors was considered, in order to establish a
comparison at the architectural level between modulators employing single-bit
quantization and those using multi-bit quantizers.

This chapter presents a detailed study of the main non-ideal mechanisms
affecting the performance of SC £A modulators. Although it is commonly
accepted that XA conversion is less sensitive to non-idealities in the analog
building blocks than other data conversion techniques [Nors97a], their
influence will be large the more demanding the specifications for the A/D
converter. Therefore, the impact of these errors on the modulator behavior must
be carefully considered during the design phase.

The first part of this chapter is devoted to errors that alter the noise transfer
function of the modulator, such as the amplifier finite DC gain (Section 2.1),
capacitor mismatch (Section 2.2), and defective integrator settling (Section 2.3).
As we will see, the sensitivity of A converters to this sort of errors is heavily
dependent on the modulator topology.

The second part of the chapter is dedicated to non-idealities that can be
modeled as additive error sources at the modulator input, since they are not
attenuated in the converter baseband. Circuit noise (Section 2.4), clock jitter
(Section 2.5), and non-linear non-idealities generating distortion (Section 2.6)
are considered.

System-level considerations, behavioral models, and closed-form
expressions are obtained for the effect of each non-ideality. From them,
estimable guidelines for the design of A modulators can be extracted.

67
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2.1 Integrator Leakage

In the previous chapter, the following integrator transfer function was used in
the study of the ZAM topologies under ideal conditions:

-1
H(z) = —=— @.1)
1-z

The expression above assumes an infinite gain for the SC integrator at
DC (z = 1). Obviously, this can not be achieved in practice due to the
limited DC gain of the amplifier in the integrator. This non-ideality basically
affects the noise transfer function NTF(z) of the modulator, so that the
assumption NTF (z)\z_>1 — 0 is no longer valid. As we will see in this
section, this leads to an increase of the in-band error power that heavily
depends on the modulator topology.

Leaky Let us consider the SC integrator in Fig. 2.1, where the operational amplifier
integrator  is modeled by a simple voltage-controlled voltage source with gain A, » 1.
The integrator is considered to have n, input branches to gain generality.
Using this model, the difference equation for the integrator can be written as

p
1+Cp/C
(1+—P’)'vu’n_1 > Csi/Crvin g

A .
v = DC + i=1 2.2)

ny b

C.. C C.. C

1+ 1+ Sy ZPlA I+|1+ Sy ZPa

( '21 ¢ Clj pe .Zl ¢ G pe
1= 1=

where we can see that the finite DC gain yields to a memory error and a gain
error—first and second term in the equation, respectively.

Transforming eq(2.2) to the z-domain, we get

FIGURE 2.1 SC integrator model considering the finite amplifier DC gain.
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n
1Y Cgi/ Cpi2)
(1 +ky, /Apc)  27v,(2) izl
1+ kfbi/ADC 1+ kfbi/ADC

vy(2) = @3)

with kg, = 1+Cp/C; being the inverse of the capacitive feedback factor
during sampling, kfbi = 1+g+Cp/C, the inverse of the capacitive
feedback factor during integration, and g = Y Cg;/C;. Operating and
identifying terms as in the following expression

ny

C.o.
v,(z) = {z %v,(z)]H(z) 24)
1

i=1
we get that the transfer function of the leaky integrator is given by

-1

1 Z
H(z) = : (2.5)
) L+ kg, 1_{1{1 +kfbsu}
1+ kg
fbi

where p = 1/Ap. Considering p « 1 and neglecting the error in the gain,
eq(2.5) can be approximated to

-1 -1
H(p) = ————= = —=f 2.6)
-z [1+(kpg—kpul  1-z (1-gp)

showing that the basic effect is a shift of the pole by an amount equal to gp.

2.1.1 Single-loop A modulators

1st-order Considering the integrator leakage in a 1st-order loop, the modulator output is
loop given by

Y(z) = STF(2)X(z) + NTF(z)E(z)
-1 -1
STF(z) = —S—=7" NTF(z) = 12 0B oYy,
1+pz 1+pz

-1@27

where it has been assumed that g = 3" Cy,/C;~ 1 f1,

Note from eq(2.7) that the leakage affects the signal transfer function
introducing a gain error that, in general, will be negligible. On the other hand,

1. As we will see, this approximation is made to enable a comparison of the sensitivity to
leakage of different XA architectures, regardless of the specific selection and
implementation of integrator weights. Since the comparison will be made in terms of
powers of p, the approximation does not affect the validity of the obtained results.
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FIGURE 2.2  Magnitude response of NTF and extra in-band error power considering
integrator leakage. L stands for the loop order.

2nd-order
loop

it leads to a change in the noise-shaping function due to the shift of the zero
from its ideal location at z = 1 (DC). Note that the first term in NTF(z)
corresponds to the ideal 1st-order shaping, whereas the leakage adds a
second term that is non-shaped.

By doing the transformation z — exp(j2nf/f,), the in-band error power
at the modulator output under this degradation of the quantization error
shaping (see Fig. 2.2) can be calculated as

+f, R
2 2
Py(p) = J Se(NINTF(f)| df = @J‘ INTF(H)|"df
gL " 2.8)
2 2 2
;A_{ n +j._,j
12{305r> OSR

with f, being the signal bandwidth, f; the modulator sampling frequency,
OSR = f,/(2f;) the oversampling ratio, and A the spacing between
adjacent levels in the quantizer.

Note from eq(2.8), that the term inversely proportional to OSR’
corresponds to the ideal Ist-order shaped quantization error, whereas the
term introduced by the leakage is proportional to p2 and inversely
proportional to OSR. This second term may dominate the in-band error
power for low amplifier DC gains and/or high oversampling ratios.

Proceeding in a similar way for a 2nd-order single-loop XAM, the noise
transfer function can be calculated as

-1 2
NTF(z) = F‘Z—(l‘l“)} =(1-7Y +2u -7+ 0% 29
1+pz
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Lth-order
loops

so that the output-referred in-band error power considering the leakages of
the two integrators in the loop is given by

A’ o 2 A’ ' 2;.12 u4
P,(n) = —.[ INTF(f)|"df = —= + + (2.10)
¢ fl, 12(s0sR° 30sR® OSR

Note that the first term in eq(2.10) corresponds to the ideal 2nd-order
shaped quantization error, whereas the leakages introduce terms that are 1st-
order shaped ( oc pz) and non-shaped terms ( o u4 ).

These latter expressions can be generalized for an Lth-order single-loop
modulator as follows

-1 L

_ — _ L

NTF(z) = PZ—U*% =[1-z"(1-p)] .11
1+ puz

the output-referred in-band error power being given by

AZ{ TCZL HzL
Po(w) == +
¢ 12l oL+ 1)0sR*E*D  OSR

(2.12)

L-1 _
by ML=Delomsl) gl }
m! (2m + 1)OSR®™*V

m=1
where the second and third terms are due to integrator leakage.

Note that in an Lth-order loop, L terms corresponding to shapings of
order 0,1,2,...,L—1 are added. These extra terms are proportional to
. . 2L 2(L-1) 4 2 .
decreasing powers of p—i.e., p°, 1t ,...,l, 1, respectively— so
that, for usual values of the oversampling ratio and the amplifier DC gain,
the dominant extra term is that with a shaping of order L — 1. Taking this

into account, eq(2.12) can be approximated to

2 2L 2 2L-2

_A I Lp™=n

Po(w) =75 o’ QL)
(2L + 1)OSR (2L—-1)0SR

> (2.13)

Expressing eq(2.13) in relative terms to the ideal quantization error, we
get that the increase of the in-band error power due to leakages is

21 uZOSsz o1

APQ(M)‘dB = IOIOgIO[l +L- m nz

Note that the increase of the in-band error power depends on OSR* and
will exhibit a smooth increase when increasing the order of the loop.
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2.1.2 Cascade XA modulators

Let us consider the generic N -stage cascade A modulator shown in Fig. 2.3. As
stated in the previous chapter, in this kind of topologies an Lth -order modulator
is built by cascading unconditionally stable XAMs of order L; <2, so that the
quantization error E;(z) of one stage is re-shaped by the following ones. Then,
all but the last-stage error are cancelled out in the digital domain, so that the
modulator output after digital cancellation is

Y(2)

STF(2)X(z) + NTFy(2)En(2)
B L 2.15)
=2z X(@2)+dyy_3(1-2 ) Ep(2)

where L = Ly +L,+...+Ly and d,y_5 is a scaling coefficient larger than
unity—2 or 4 are the most common values—resulting from the analog-domain
scaling required to prevent premature overloading (see Section 1.4).

Given eq(2.15), the ideal quantization error power is given by

P A’zvd2 { n } (2.16)
=T17%N-3 :
e 12 2L+ 1)0SR** D

with Ay being the level spacing in the B), -bit quantizer of the Nth stage.

If the integrator leakage are considered, the noise transfer functions of the
different stages are modified and their quantization errors are incompletely
cancelled in the digital domain, so that the modulator output becomes

Ei(2)
_¥
X(Z] Eﬂ| g 01 L I .
Ly [
Sy
L

FIGURE 2.3 Generic N -stage cascade A modulator; cancellation logic in dashed box.
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N
Y(z) = STF(2)X(z) + 3 NTF(2)E(2) (2.17)
i=1

leading to the following expression for the output-referred in-band error power

A2 Ly-1 2(Ly-m) 2
PQ(M);—1 2 %y a 75(2 +1)
12 (2m + 1)OSR™"

2 [Li+Ly-1

m=0

- HZ(LI +L, —m)ﬂ:zm
+—=d, > o« +... (2.18)
12 "(2m+1)0SR*" Y

m =L,

2 L-1 _

A_Nd2 { > Hz(L m)n2m N Tc2L J
2N-3

12 meror,  @m+DOSRZ"D " ap 4 1)0sR*HY

where A; is the level spacing in the quantizer of the ith stage, o, are scalars
related to the order of the stages, and d, ..., d,, _5 are the digital coefficients
in the direct path from the output of the stages to Y(z) (see Fig. 2.3).

As for Lth-order loops, note from eq(2.18) that, in an Lth -order cascade,
L terms corresponding to shapings of order 0, 1,2, ...,L—1 are added, but
each stage of order L; contributes with L; terms with increasing shaping and
decreasing powers of p. For instance, in a 2-2 cascade the leakages in the first
stage will introduce terms proportional to u4/ OSR and uz/ OSR’ , whereas the
second stage will add terms proportional to p4/ OSR® and uz/ OSR’ to the
ideal one (o 1/0SR’).

For usual values of the oversampling ratio and the amplifier DC gain, the
dominant term added by the first stage will correspond to m = L;—1, the
dominant error term of the second stage will correspond to m = L, +L, -1,
and so on. Taking this into account, eq(2.18) can be approximated to

A2 5 2L,-2
A wn
Po(n)= 12{%1—1 (2L11)}
(2L, - 1)OSR

2
A22

2 2L +Ly)-2
wn
"'Ed{%]uz—l

2(L1+L2)1J+... (2.19)

[2(L,+L,) - 1J0SR"

2 2 2L-2
ANdz a UL T L 1T2L
12%2N-3] %L (2L+1)

. — +
L-1OSR* ™V 2L+ 1)0SR

The former equation can be particularized for the most common cascade
topologies. Results are summarized in Table 2.1, where the value of the scalar

a,, is also included.
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TABLE 2.1 In-band error power considering leakages in cascade XAMs.

PQ(H)
2 2 2
1-1-1 5(—“—2)+A—2df[ “2”2J+A—3d§( L, 5 j
12V0SR 127 3088*) 12 \50sR° 70SR’
A}

1-1-1-1 |

—
TN

2 2 2
p_z) +§dz[ W ] +5d2( Bt ] +£‘d2( S ]
1 3 5
OSK/ 12 30sR*) 12 \s50sR°) 12 "\70sR" 90SR’
A 2 2\ A2 2 6 8
22 _(4u TCJ+—2d2 2u'n "

1 9
70SR’ 90SR’

2 2 2
A 2.2\ A 2 6\ A 210 12
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7OSR 110SR 130SR ™~

A 2 2) A2 2 4 6
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If the noise leakage from the first stage is considered to be dominant,
€q(2.19) can be further simplified to

2 oy

2 2L
A 1—1“ T Ay 2 T
Po(W)=— +—=d;\_ (2.20)
9] 2L, -1 2N-3 2L+ 1

where scalar o i equals 1if L; = 1,o0r4if L, = 2.

Expressing eq(2.20) in relative terms to the ideal quantization error, we get
that the increase of the in-band error power due to leakages is

By 2901 ap41 plosg’ MY
~ N 1~ v
APQ(H)dBZIOIOgIO{l B e ey R T } @21
dyy_3 1 n
B
given that Ay = A/(2 M_1), with B, being the resolution of the last-stage
quantizer.

Note from eq(2.21) that:

» Cascade topologies are always more sensitive to leakages than single-loop
topologies.

» Unlike single-loop topologies, the sensitivity to leakages rapidly increases
when increasing the order of the modulator.
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Dynamic range (dB)

10 f %

» For a given order of the cascade, using a Ist-order front-end stage leads to
more sensitivity to leakages than using a 2nd-order stage.

» For a given cascade topology, the impact of leakages increases as the
resolution in the multi-bit last stage does, because the ideal quantization
error is reduced, while the error power due to leakages remains the same.

Finally, the above statements are illustrated in the following figures. The
curves for which the modulator order is specified correspond to ‘ideal’ single-
loop topologies 2 whereas the rest correspond to different cascade
architectures.

Fig. 2.4 shows the obtained dynamic range DR versus the amplifier DC
gain for several 4th-order architectures and different oversampling ratios. For
given L and OSR, the ideal DR of cascade architectures differs from that of a
single-loop implementation due to the scaling factor d,, _;—see eq(2.16).

Fig. 2.5 shows the required amplifier DC gain versus OSR in order to lose
only 1-bit in DR. Single-loop and cascade architectures of order 3 to 6 have
been considered.

Fig. 2.6 illustrates the increased sensitivity to leakages of multi-bit
cascades. For a 2-1-1 cascade, the required DC gain to have 1-bit loss in DR is
plotted, for resolutions in the last-stage quantizer ranging from 1 to 6 bits.

T T T T —T—T T T

B . AR T Peorannanns Wrrmrananan T I

*—x 4th-order
o—0 1-1-1-1
o—a 2-1-1
—v 2-2

- OSR=32
— OSR=16
---- OSR=8

10 100 1000 10000
Amplifier DC gain

FIGURE 2.4 Dynamic range vs. amplifier DC gain for several 4th-order A modulators.

2. With ‘ideal’ we refer to single-loop topologies implementing pure-differentiator (FIR)
NTF s, assuming their stable operation, regardless the loop order. That is, the performance
degradation introduced to ensure conditional stability is not considered (see Section 1.3.3).
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FIGURE 2.5 Sensitivity to integrator leakage of single-loop and cascade modulators.
Required DC gain vs. oversampling ratio for 1-bit loss in the modulator dynamic range.
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FIGURE 2.6  Sensitivity to integrator leakage in the 3-stage 2-1-1 multi-bit cascade.

Required DC gain vs. oversampling ratio for 1-bit loss in dynamic range.
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2.2 Capacitor Mismatch

In SC XA modulators, integrator weights are implemented by means of
capacitor ratios, so that the variation of the process parameters and sizes
cause in practice a deviation of the implemented weights from their nominal
values. For instance, if a weight g; is implemented as the ratio of m; to n;
unit capacitors, the actual implemented weight g * will present an error €
given by

8i

g,-* = gl-(l isgi)

S T L 2.22)
8 = miC, 8i 8i m; n; ¢ .

n.C

L u

where the worst-case error in the weight has been estimated as three times its
relative standard deviation and 6. = 6, /C,, is the relative sigma of the
unit capacitor C, used. Note from eq(2.22) that, for the same unit capacitor,

&, will be divided by 2 in a fully-differential implementation.

These weight errors alter the relationships among coefficients required
for the correct functioning of XAMs, so that they usually map into
modifications of the ideal noise transfer function. In this section we show
that—as for integrator leakage—capacitor mismatch causes an increase of
the in-band error power that is heavily dependent on the modulator
architecture.

2.2.1 Single-loop A modulators

2nd-order
loop

Let us consider the 2nd-order ZAM illustrated in Fig. 2.7a. Assuming that the
actual integrator weights deviate from their nominal values following
g* =g(1% sg_) , the modulator output in the z-domain is 13

Y(z) = STF(2)X(z) + NTF(z)E(z)
2 2

STF(z)=(1- \s )z =z (2.23)

81'_881

NTF(z)=(1+g,)(l-z ) , €y = 8 Ty

.2
where terms in &, have been neglected.
i

Note from eq(2.23) that the errors in the weights lead to a small

3. It is assumed that the nominal weights verify ¢, = g,' and g,' = 2g,'g,. In case
g, # g, the signal transfer function STF(z) will be multiplied by a factor g, /g," .
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(b)

FIGURE 2.7 Single-loop 2AMs: (a) 2nd-order modulator, (b) Lth -order modulator.

Lth-order
loops

decrease in the gain of STF, which can be neglected in practice. On the
other hand, the noise transfer function still provides a 2nd-order shaping of
the quantization error, but the mismatch causes an increase of the modulus of
NTF due to the errors in g,' and g, .

The output-referred in-band error power under capacitor mismatch is

A (1 +¢ )21t4
Pyle,) == —5—— (2.24)
12| 508K’

where eq(2.22) can be used to calculate the worst-case errors in g," and g,
considering their actual implementation in terms of unit capacitors.

Likewise, the output of an Lth-order single-loop XAM, like the one
illustrated in Fig. 2.7b, can be written as

_ _1.L
Y() 22 "X+ (L+e)(1 -2 ) E(2), &, = Bo * o By HE, . (229)

where the Lth-order shaping of E(z) is maintained and the increase of the
modulus of NTF leads to

5 2 2L
A { (1+e,)n J 226)

P (e)=z—
12| (op + 1)0SRETD

Expressing eq(2.26) in relative terms to the ideal quantization error, the
increase of the in-band error power due to capacitor mismatch is obtained as
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FIGURE 2.8 SNDR vs. relative input amplitude for a 2nd-order A modulator.

APy(g,)

= 201 1 2.27
B 0g1o( +8g) ( )

Note that it is independent of the oversampling ratio and only exhibits a
smooth increase with the loop order, because the more weights to be

implemented, the more error terms will be appear in € o—see eq(2.25).

This renders single-loop topologies relatively insensitive to capacitor
mismatch, and the performance of those modulators is not degraded for typical
values of o attainable in nowadays technologies (0.05% ~ 0.1%). This is
illustrated in Fig. 2.8, that shows the signal-to-(noise + distortion) ratio SNDR
of a 2nd-order loop versus the input amplitude, obtained through behavioral
simulation. Note that considering a capacitor mismatch as large as 1% does not
affect much the modulator SNDR.

2.2.2 Cascade A modulators

Let us consider an Lth-order N -stage cascade, like that in Fig. 2.3. If the actual

integrator weights are given by g* = g;(1te¢ g') , the modulator output—

ideally given by eq(2.15)—is now re-calculated as

(L-Ly) -1k
Y- B

~(L-L,-L,) 1 Lty
+d ez : 2(1—zl) Ey(z)+ ... (2.28)

Y(z) =7 " X(2)+€,2

+dyy_3(1+ey)(1 - Z_I)LEN(Z)

where errors g, €,, ..., &y are related to the errors in the integrator weights.
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Note from eq(2.28) that, besides an increase of the modulus of the last-
stage quantization error—similar to what happens in single-loop topologies—,
mismatch causes incomplete cancellation of the quantization error of the
remaining stages, so that they ‘leak’ to the modulator output. This makes
cascade topologies more sensitive to mismatch than single-loop modulators,
since part of the quantization error of the first stage, E,(z), is present at the
output with a shaping of order L, , a portion of E,(z) appears with a shaping of
order L, + L, , etc.

The output-referred in-band error power considering mismatch in the
weights becomes

2L
_ A% afn !
Pole)=13 (2L +1)
(2L, +1)OSR
A2 2 2L +Ly)
L2 €y - (2.29)
1271 [2(L, +Ly) +1]

[2(L, +L,)+1]OSR

2 2 2L

+A—Nd2 { (1+ey)'n }
2N-3

12 (2L +1)OSRPE+D

with A, being the spacing between adjacent levels in the quantizer of the ith
stage.

Eq(2.29) can be particularized for most common cascade topologies.
Results are summarized in Table 2.2, whereas the expressions for g, €,, ..
as functions of the errors in the integrator weights are shown in Table 2.3.

" Ey
Note from Table 2.3 that some errors contain contributions like ‘a — &g
relating weights of the same integrator, in which the effect of Egn and Eg will
be partially cancelled. For instance, if the weight g; is 1mplemented as the ratio
of a sampling capacitor formed by m; unit elements to a feedback capacitor
formed by n; unit elements and g," is the ratio of m;" unit elements to the same
n; unit elements above, the partial cancellation of their errors yields 14

L R A =3 —+ic (2.30)
' nicu, ' niCu ‘ &' gl m; m; ¢ .

4. In order to reduce the number of sampling unit capacitors and save area, it is common
practice to distribute the weights of a given integrator so that some unit capacitors are used
in more than one weight. In such a case, the errors may be further cancelled. For instance, if
g =m//n;, g" = m"/n;, and g; = (m; +m;")/n;, the error cancellation will lead to

c
m; +m;" ¢
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TABLE 2.2 In-band error power considering weights mismatch in cascade ZAMs.
Pye,)
2 2 2 2 2 4 2 2_6
1-1-1 Al &m A5 5 &m Ay 5| (L+g5)'m
30SR 50SR TOSR
2 2 2 2 2 4 2 2 6 2 2 8
1-1-1-1 Ajfl eim A5 o &m A3 o &7 Ay 5 (1+ey)'m
=1-1- 1— 3 +1—d1 3 +Ed3 5 +Ed5 0
30SR 50SR TOSR 90SR
A? s?rr4 A; 2 (1+£2)27'r8
2-2 - <+ =d; 5
12s505r°) 1 90SR
2 2 4 2 2 8 2 2 12
222 Al &m A5 o &m Ay 5| (L+g3)'n
nas 12 5]+ 5|t T
5OSR 90SR 130SR
2 2 4 2 2 6
21 ﬁ( gm ]+A_2d2{(1+82) n}
1
1250s8°) 1 70SR’
A? s?rr‘1 A; 5 sinﬁ A§ 5[ (1 +a3)27r8
2-1-1 | — < |+ 5d - |+ =d; 5
12(s0sr”) 12 70887 12°°| 90sR
Al eimt ) a3 of en® ) Ay of e’ ) Ay of(1+e)’n”
2-1-1-1 | — S|+ 5d) - |+ 545 5|+ 595 m
12(s0sr>) 12 \70sR") 12 7\90sr’) 12| 110SR
TABLE 2.3 Errors in the noise leakage of the different stages for cascade ZAMs.
€ €y €3 gy
e RSN EN R AR TN
€, —€, |+¢€,. €, n—€, |+E&,
1111 5 s 8 &l & ‘8 =€ ‘ +€, .| €,
84 84 83 84
2-2 €g, T 8y - -
2- €,.—¢, |+¢€, +¢€, €, +€, -
2-2-2 € w—¢ + ‘ 85 85 84 83 86 85
‘ 83 g3‘
2-1 €y - -
I + ‘C’g + Sg '
2-1-1 2 ! Eg _
‘s&,. - ag4‘ +E 4
-1-1- w— +€, "
2-1-1-1 o —Ee F 8oy | Ea

If the noise leakage from the first stage is considered to be dominant,
€q(2.29) can be simplified to

2L
A2 s?n’ ! A,2\, )
PQ(gg):E (2L, +1) +Ed2N—3

(2L, + 1)OSR

(I+ sN)2n'2L
(2L + 1)0SR*E+D 23D
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Capacitor mismatch, o (%)

100

1072

so that, by comparing it with eq(1.65), the increase of the in-band error power
due to mismatch is

B 2 2(L-Ly)
@"-1) 2141 £5OSR

2 ' ’ 2(L—-L
£, 2L+l 2L

2
APQ(sg)‘dB= 10log | (1 +&x)" + (2.32)

B
where Ay = A/ (2 N_ 1) and By is the resolution of the multi-bit quantizer.
Note from eq(2.32) that:

* Unlike single-loop topologies, the sensitivity to mismatch rapidly
increases with the oversampling ratio and the modulator order.

+ For a given order, using a Ist-order front-end stage entails a larger
sensitivity to mismatch than using a 2nd-order front-end stage.

» For a given cascade topology, the impact of mismatch increases when
increasing B, because the last-stage quantization error is reduced,
while the error power due to mismatch remains the same.

Fig. 2.9 shows the required capacitor matching versus OSR in order to lose
only 1bit in DR for several cascade XA modulators.

Fig. 2.10a shows SNDR curves of a 2-1-1 cascade, obtained through
Monte Carlo behavioral simulation with 6~ = 0.5% . Note that the modulator
performance is considerably degraded. Fortunately, present CMOS technologies
provide capacitor matching as good as 0.05% ~ 0.1% [Lin00], what greatly
limits the degradation due to mismatch (see Fig. 2.105).

LT

O

Ob--mme o

Oversampling ratio, OSR

FIGURE 2.9 Sensitivity to capacitor mismatch of cascade modulators. Required standard
deviation vs. oversampling ratio for 1-bit loss in the modulator dynamic range.
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FIGURE 2.10 SNDR curves of a 2-1-1 £AM operating with OSR = 32. Behavioral
simulation results for a 100-run Monte Carlo and worst-case estimation —eq(2.31)—for:
(@ o = 05%,(0) o, = 0.1%.
2.3 Integrator Settling Error

In practice, dynamic limitations in SC integrators—basically due to the finite
gain-bandwidth product GB and slew rate SR of the amplifiers—provoke
errors in the charge transfer. The impact of the associated output voltage settling
error on the modulator performance will be higher, the higher the sampling
frequency. As the clock frequency increases in XA modulators to cope with
wideband applications, integrator defective settling becomes one of the bottle
necks in present SC designs. On the one hand, the time for the integrator
operation is considerably shortened; on the other, the amplifier dynamic
requirements must be minimized for reduced power consumption.

A proper knowledge of the mechanisms degrading the settling of SC
integrators and quantitative analysis of the error becomes therefore mandatory
to get efficient designs. Integrator settling errors have been previously studied
by several authors, but although most SC integrator models take into account
the amplifier finite GB and SR [Sans87] [Dias92] [Will94] [Wang97]
[Mede99a], they do so only for the integration phase, whereas errors derived
from the limited sampling dynamic are omitted. This may lead to an under-
estimation of the defective settling error, specially important for high-speed
applications. As an illustrative example, Fig.2.11 shows the output voltage of
one of the integrators in a high-speed XAM. Note how the finite dynamic during
sampling may also be a limiting factor.
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FIGURE 2.11 Influence of the opamp limited dynamic during both operation phases. Transient

response of the 3rd-integrator output voltage in a 2-

1-1 £AM clocked at 64MHz [Rio01b].
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FIGURE 2.12 SC integrator (in dashed box), followed by a similar one for modeling purposes.

On the other hand, the SC

integrator model considered in [Robe91]

includes all former errors, but it focuses on filter design and the results
cannot be easily extended to £A modulators.

The study developed here

focuses on the analysis of the transient

response of a generic SC integrator, during both integration and sampling.
Results can be easily incorporated to CAD tools for the accurate simulation
of high-speed XA modulators [Ri099]. Compact expressions are also derived

for the estimation of the settling error power.

2.3.1

SC

Model for the transient response of SC integrators

In order to make a reliable analysis of the integrator transient response, the

integrator  generic scheme in Fig. 2.12 is considered. This scheme includes:

model
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Transient
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O
v, o Vout
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V. o= Yout Cout

A Im(vav.) I

FIGURE 2.13 Amplifier model.

* A number i of input branches, each of them formed by a sampling
capacitor Cg; and four switches—controlled by two non-
overlapping phases, ¢, and ¢,—which commute the sampling

capacitor between voltages v. . and Vipi-

ini
* A parasitic capacitor Cj associated to the summation node.
* A capacitive load C; , which includes the amplifier output node

parasitic and the one associated to the bottom plate of the
integration capacitor (C;) 15,

* A second integrator, whose j input branches are assumed to be
connected to the first integrator output during the sampling
phase. The j-th branch of the second integrator is connected to a
voltage Vi during the integration phase.

On the other hand, the model used for the amplifier is depicted in
Fig. 2.13. This model includes:

+ A single-pole dynamic.
* A non-linear characteristic, with maximum output current /.

This model of the SC integrator takes into account the amplifier GB
and SR limitations, as well as the parasitic capacitors associated to its
input and output nodes and switches. Moreover, the capacitive load at the
integrator output is assumed to change from the integration to the
sampling phase, reflecting the actual situation in most SC sections.

We set out the time origin just at the beginning of an integration phase.
Let v, .,y =v,,_ and v, , =v,, | be the amplifier input and
output voltages, respectively, at the end of the preceding sampling phase.
At t = 0 (see Fig. 2.14), charge-conservation imposes a jump on these
voltages to the following values

5. Cp and C; can also include the respective switch parasitics, which can be a
significant contribution, especially in high-speed high-resolution applications. This
being the case, Cp and C; are different during integration and sampling, because
the state (on/off) of each switch varies from one phase to the other.



86 Chapter 2 Non-ldeal Performance of A Modulators

0 TJ2 Ts
Chst
Vibnt =—)
Chs2 €L T
Vibn2 —)—
Chsj
Vippj —)H
FIGURE 2.14 SC integrator at the beginning of the integration phase.
C
(1+8)
G
Vapi = T (V1= Vint,es)Cs1 +
eq,1
C (2.33)
oot (Vi i = Vi, ) Csil + C_ Vaes
eq,i
CI
Vo, bi = Vo, es T CI + CL(Va, bi va, es)

where C' = Cp+C (1+Cp/Cy) and C,, ; is the equivalent capacitive load
at the amplifier output node during the integration phase, given by

CP+CS1+"'+CS1') (2.34)

C ,Z=CP+CSI+"'+CS1'+CL(1+ C
I

eq

Note from eq(2.33) that v, and v, jump at # = O in the opposite direction

to their final values. It must be also remarked that—unlike traditional models

[Sans87] [Dias92] [Will94] [Wang97] [Mede99a]—v, ., # 0, which reflects

the possibility of inheriting some residual charge in Cp from the preceding
sampling phase.

The integrator output voltage starts to evolve from the initial value in
eq(2.33) towards its final value, according to the equivalent circuit model in
Fig. 2.15. The evolution during integration depends on the initial value of the
amplifier input voltage. Two cases can be distinguished:
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FIGURE 2.15 Equivalent circuit for the SC integrator during integration.

* |Vapil £1,/8,> with I, being the amplifier maximum output current
and g, its transconductance. Then, the amplifier operates linearly and
its input node discharges following the well-known exponential law

vy, i(t) = v, biexp(—cgm t) (2.35)

eq,i
where g, » g,,, has been assumed.

. ‘va’ bi‘ >1,/g,,,so that the amplifier slews and its input node will then
discharge linearly

4

v (1) = v, biT @ sgn(v, )t (2.36)

eq,i

The slew mode will go on until # = ¢, ., when the condition for the

0,1°

amplifier to start operating linearly, v, (¢, ) = 1,/g,,, is satisfied.
From this condition we get

C, . Cc .
oi = o Va,bil =2 237)
o m
Finally, for t>¢, ;, v, ;(t) relaxes exponentially following
l 8m
Ve 1) = ~Lsgn(v, bi)exp[— (-1, ,.)J (2.38)
Em eq, i
During the integration phase v (¢) is given by
Cp Csi
Vo, i(t) = Vo, es™ (1 + F) Va, es + F(Vinl, es Vfbl, i) t...
I 1
c Co+Cqi+...+C (2-39)
Si pTls1 T Si
L+ FI’ Vini,es = Vppi, 1) + (1 + c l) V(1)

where v, (1) is calculated from equations (2.35), (2.38), or (2.36), depending
on the integrator transient response during this phase: linear, partial-slew, or
full-slew, respectively. These three evolutions are illustrated in Fig. 2.16.
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FIGURE 2.16 Transient response of the SC integrator during integration: (a) Linear,
(b) Partial-slew, and (c) Full-slew operations.

At the end of integration, t = T,/2, v, and v, will be given by

gm Ts) IU
% bexp(— -1, Vo pil S — (2.40a)
a, bi Ceq,i 2 ‘ a, bi g,
T T 1
Vasei = \Vabi~ 38V )5 » 3 <t s Vo >§ﬂ (2.40b)
eq,1t m
I g, (T T I
0 m s s 0
Lo Yexpl -2 (Ls_; ) st 1> -2 (240
gmsgn(va, bz)exp{ Ceq,i(z 0,1 J 2 0,1 va, bt‘ N ( C)
Cp Cs
Vo,ei = Vo,es™ (1 * F)Va, es Tt ?I(Vinl,es - Vfbl, i) .
c ! c c c (2.41)
Si P + s1 + ...+ Si
+ E(Vim', es Vfbi, i) + (1 + Cl I) Va,ei

Transient  Letv, ,; and v, ,; be the amplifier input and output voltage, respectively, at
during the end of the preceding integration phase. At t=7T /2 (see Fig.2.17)
sampling  charge-conservation imposes a new jump on these voltages to 16

C Ce, .
_ Snl Snj

Va, bs — Va, ei_C (Vo, ei_vfbnl,i)_ _C (Vo, ei_vfbnj,i)
eq, s eq, s

(2.42)
Cp

Vo,bs = Vo, ei + (1 + F) (vai, s Va, ei)

I

6. To simplify the analytical expressions it is assumed that the summation node of the next
integrator is totally relaxed at the end of the preceding integration phase. This is not
rigorously true, especially if it has followed a full-slew operation (what must be avoided
in a good design). The modification of the expressions above in order to account for this
possibility is straight-forward and is incorporated to the behavioral simulation of XAMs.
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FIGURE 2.17 SC integrator at the beginning of the sampling phase.
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FIGURE 2.18 Equivalent circuit for the SC integrator during sampling.

with C, o being the equivalent capacitive load at the integrator output node
during the sampling phase, given by

Cc
Cogs = Cp+(Cp+Cgy + ... +C5nj)(1 +FP> (2.43)
I
According to eq(2.42), v, and v, once again jump in the opposite
direction to their final values. Depending on the initial amplifier input voltage,
two possibilities can be distinguished for the integrator evolution during
sampling (see equivalent circuit in Fig. 2.18):
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* |V bl <1,/ 8, and the amplifier operates linearly
&m T
v () =v,, exp[— (t——ﬂ (2.44)
a, s a, bs Ceq,s 2
* |Vabs >1,/8n» so that the amplifier slews and its input node

discharges linearly following

v, () =v L sgn( )\ ¢t L 245
a,s =~ Va,bs C gV, bs _—2- (2.45)
eq, s

The slew will continue until ¢ = ¢,
the amplifier enters linear operation. From this condition we get

when v, (t, ) =1,/g, and

TG, G

v ]——EE 2.46
0,5 2 Io a, bx‘ g, ( )

Fort>1, ., v, () will relax exponentially
l 8m
v, (1) = —sgn(v, ,,)exp| - (t-1,,) (2.47)
’ Em ’ Ceq,s ’

During the sampling phase v () is given by

Cp
Vo, (1) = Vo eit (1 + E) [va,s(t)_va, il (2.48)
I

where v, (7) stands for equations (2.44), (2.47), or (2.45) depending on the
integrator evolution during this phase: linear, partial-slew, or full-slew,
respectively. These three possibilities are illustrated in Fig. 2.19.

At the end of the sampling phase, t = T, v, and v, are given by

0.4

0.2

Var Vo (V)

0.0

0.2
15 20 25 30 15 fns 20 25 30 15 20 25 30

(a) (b) (c)

FIGURE 2.19 Transient response of the SC integrator during sampling: (a) Linear,
(b) Partial-slew, and (c) Full-slew operations.
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8m T I
Ve, bsexp(—c - f) Panl <35 @49)
eq,s m
— _ o S T < 10
Van= va, es — Vabs™ ng YSgIl(Va’ bs)E > s = tu, s |Va, bs‘ > ;n (2.49b)
1 g 1
—=sgn(v,, bs)exp{— —(T,—1,, s)}, Ty>t, oo [Vape > (24%)
Em eq,s Em
Cp
Voon=Vo os = Vo,eit (1 + -5) [va’ es—Va, il (2.50)
I

Integration-  The analysis above of the SC integrator dynamic during integration and

sampling sampling can be easily concatenated, so that the transient evolution of the

process integrator output voltage is accurately described during the overall
integration-sampling process. Nine different evolutions—summarized in
Table 2.4—-can be obtained for the complete process.

TABLE 2.4 Possible evolutions during the integration-sampling process.

Evolution | Integration eq(2.41)| Sampling eq(2.50)
1 Linear €q(2.40a) | Linear €q(2.49a)
2 Partial-slew eq(2.40c) | Linear eq(2.49a)
3 Full-slew €q(2.40b) | Linear eq(2.49a)
4 Linear eq(2.40a) | Partial-slew €q(2.49¢)
5 Partial-slew eq(2.40c) | Partial-slew eq(2.49¢c)
6 Full-slew eq(2.40b) | Partial-slew eq(2.49¢)
7 Linear €q(2.40a) | Full-slew €q(2.49b)
8 Partial-slew eq(2.40c) | Full-slew eq(2.49b)
9 Full-slew €q(2.40b) | Full-slew eq(2.49b)

Ideally, the integrator output voltage at the end of the process is

s1
Voon=Von-1 T c, Vinton—1 = Vo1, n-1/2) ¥ -
(2.51)

si
+ F(Vmi, n=1=""Vin-1/2)
Ji

whereas the actual v can be obtained for each possible evolution by

o, n
linking the corresponding equations in Table 2.4. Every term obtained for
the actual v, , different from those in eq(2.51), derives from the integrator

defective settling due to the finite amplifier GB and SR.
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FIGURE 2.20 Transient evolution of an SC integrator, corresponding to case 5 in Table 2.4.

Fig. 2.20 shows an evolution with a partial-slew during both clock
phases, where the influence of the sampling dynamic is evident. In this
example, the deviation of the voltage at the end of the sampling phase is
larger than that at the end of the integration phase. As the former contains
the information being transmitted to the next integrator, considering only
the integration dynamic would lead to an under-estimation of the
defective settling error.

2.3.2 Validation of the proposed model

Comparison
with
experimental
results

The former equations for the transient response of SC integrators were
introduced in ASIDES [Mede99a], a behavioral simulation tool for
YAMs. A 2nd-order prototype in 0.7-um CMOS [Mede97] was used for
the validation of the proposed model. The XA modulator nominally
operates at sampling frequency f, = 2.46MHz with reference voltages
of £1.5V and provides 15-bit effective resolution at 19.2kS/s
(oversampling ratio OSR = 128). Experimental measurements of the
modulator in-band error power were taken increasing f; from its nominal
value, in order to make the defective settling error power the dominant
error source. The dynamic of the two integrators in the modulator was
also externally controlled, varying the amplifier bias currents.

Fig. 2.21 compares experimental and behavioral simulation results on
the modulator in-band error power, for two biasing conditions of the
amplifiers. Note how defective settling error power becomes dominant as
f, increases above 3MHz and 4MHz for the slow and fast case,
respectively. Note also the good agreement between simulation and
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FIGURE 2.21
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Comparison of the proposed model with experimental results on a 2nd-order ZAM:

(a) Slow case (g,, = 229pA/V, 1, = 16.7uA), (b) Fast case (g,, = 294pA/V, 1, = 28pA).

Comparison
with
traditional
models

experimental results. This agreement extends to the whole range of
variation of the sampling frequency—2.5MHz <f, <6.0MHz—, in
which the settling error power grows up to 25dB over other error
contributions.

Traditional models for SC integrators take into account the amplifier GB
and SR limitations during integration, whereas settling errors derived
from the sampling dynamic are omitted. This is done assuming that the
amplifier equivalent load during sampling is considerably smaller than
that during the integration phase; that is C, 05 “Coeqi- Under this
assumption, the integrator summation node is completely relaxed at the
end of the sampling phase, so that v, ,. = 0 and eq(2.50) turns into

Cp
Vo, es = vn, ei (1 + F) Vaj ei (2.52)
I
However, C, .« C, . is not a general situation. In practice, for

eq,s ~ “eq,i
many XAM designs, as soon as the sampling capacitors of the next

integrator Cs,,j s becomes comparable to the
capacitive load during integration, and may be even larger than C

are taken into account, C
eq,i in
some cases. This leads to an incomplete discharge of the integrator
summation node and therefore to an additional non-negligible error during

sampling.

In order to illustrate this, behavioral simulations have been carried out
for several high-speed ZAMs, using both the traditional and the proposed
models for the SC integrator dynamic. One of the modulators considered is
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a 2-1-1 multi-bit cascade that nominally operates at f, =
oversampling ratio OSR = 16, last-stage quantizer resolution B =

Settling error power vs. front-end amplifier g,, ona 2-1-1-1 XAM.

64MHz ,
4bit, and

reference levels +V, of = E1V. The XA modulator targets 14bit@4MS/s.
Fig. 2.22 compares the simulation results obtained using both models, showing
the in-band error power as a function of the sampling frequency. Note that the
defective settling error power increases as f, does, raising over the remaining
noise contributions. Nevertheless, the rate of increase is considerably lower for
the traditional model, what leads to unacceptably optimistic results because of
the under-estimation of the defective settling error power.

Behavioral simulations have been also carried out on a 2-1-1-1 multi-bit
cascade XAM [Ri098] that targets 12bit@4MS/s. The modulator operates with
a clock frequency of 32MHz, oversampling ratio of 8, 4-bit resolution in the
last-stage quantizer, and reference levels of £1V. Fig. 2.23 shows the settling
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error power as a function of the transconductance of the front-end amplifier, for
both the traditional and the proposed model. Note that neglecting the settling
error during the sampling phase — traditional model—Ieads in this case to
under-estimations of the in-band error power as large as 13dB.

2.3.3 Effect of the amplifier finite gain-bandwidth product

In this section, first-order analytical expressions are obtained for the effect of
the integrator settling error on the performance of XA modulators. For
simplicity, first we consider only the amplifier finite GB 7. In the next section,
the amplifier finite SR will be incorporated to the GB limitation and its effect
will be examined.

With finite GB only, we are assuming that the integrator evolves linearly
during both integration and sampling. This means that the amplifier is capable
to deliver an output current /,, that is large enough to avoid any slewing; that is,
the ‘dominant’ 8 integrator dynamic over the clock cycles corresponds to
evolution 1 in Table 2.4. If we consider the front-end integrator in a XA
modulator, the required /, in order to fulfil this can be determined using a
coarse, but efficient, approach: to suppose that the integrator dynamic is
dominated by the situations in which its input is close to V.. Applying this
approximation to eq(2.33), the dominant amplifier input voltage at the
beginning of integration would be

* = [ CL CS
Vaui® = 1+ ) Vs (2.53)

eq, i

so that, for a dominant linear integration—‘va bi*‘ <1,/g,— the required
output current is

1>(1+C—L) ng V. (2.54)
o C/C " ref i
The required 7, for a linear sampling evolution can be determined likewise. In
this case, a particular modulator architecture must be considered, because the
connection of the front-end integrator to the next block must be taken into
account. Let us consider a 2-1-1 cascade, with the first stage shown in Fig. 2.24.
Comparing it with Fig. 2.12 and using eq(2.42), the dominant amplifier input
voltage at the beginning of sampling would be

7. Obviously, considering that the slew rate is not limiting the integrator settling is a notable
simplification of the model formerly illustrated in Section 2.3.1. Nevertheless, this first-
order approximation to the problem will help to gain some insight of the settling effects on
different modulator topologies, depending on the design parameters.

8. In the sense of ‘most frequent’ or ‘most common’.
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e il

[

FIGURE 2.24 First stage of a 2-1-1 XA modulator; front-end integrator in dashed box.

Cs,1 (C Co(C
« _ Csnl (_SV O) SnZ(_SV v )
a, bs Ceq, s CI ref+ + Ceq, R CI ref+ ref,

(2.55)
_ 1 Cs
- Ceq,s CSntotEI+CSn2 Vref

where Cg,,,, = Cg,; + Cg,,. Thus, for a dominant linear operation during

sampling —‘v *‘ <1,/g,,— the required I is

a, bs

S 1 Cs
Io e CSntotE + CSn2 ngref (2.56)
eq,s 1

The dominant dynamic being linear, the incomplete settling causes a
degradation of the integrator gain, so that in this simplified approach

CS
vo,n = vo,n—l + Fl(l - 8St)(vin,n—l _th, n—l/Z) (2.57)

where the settling error &, contains terms in exp(-g,,/C

exp(—gm/Ceq’ s
that during sampling, &, can be approximated to

eq i Is/2) and in
- T,/2) . If the settling error during integration dominates over

. Em lv) _ GBi(HZ) _ norm
sst~exp(—ceq’i2 = exp[—2n—2fs J = exp(-2nGB; ) (2.58)

where GB;wrm stands for the amplifier GB during integration times the

duration of this phase (7,/2).

Under these assumptions, the output voltage of the front-end integrator
turns into

71, (2) =271, (2)
1-z1

Cs
v,(2) = EI(I - &) (2.59)
causing an error in the implemented weight. This effect—that can be extended
to the rest of integrators in the A modulator—will modify the relationships
among integrator weights required in this topology for full performance, leading
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Single-loop A
modulators

Cascade XA
modulators

to a deviation of the noise transfer function from the ideal one ™. In this
section we show that linear settling errors cause an increase of the in-
band error power that depends on the modulator architecture and OSR.

Let us consider the Lth-order A modulator illustrated in Fig.2.7b.
Assuming a linear settling error &, in all the integrators, the modulator
output in the z-domain can be calculated as

Y(z) = 27 X(2) + (1 + &) (1 - zfl)LE(z)

FEg ey

(2.60)

€5t = Ey

where terms in 8?;. have been neglected. Note from eq(2.60) that the
linear settling errors increase the modulus of the noise transfer function,
but the Lth -order shaping of the quantization error is preserved.

The output-referred in-band error power under linear settling error
can be therefore calculated as

2 1 2 2L
A { (Ite,)m } (2.61)

Py(e.)=—=
SUT12| (op 4 1)0SRPEHD

and, by comparing eq(2.61) with the ideal expression in eq(1.43), the
increase of the in-band error power is

APQ(S‘”)‘dB = 20log,(1 +¢,) (2.62)

Note that single-loop topologies are relatively insensitive to linear
settling errors: the increase of the in-band error power is independent of
the modulator OSR and exhibits a smooth increase for increasing orders
of the loop, because more error terms will be added in ¢, .

Considering the Lth-order N-stage cascade in Fig.2.3 and a linear
settling of integrators, the ideal modulator output in eq(2.15) turns into

(L

_L —(L-Ly) -1 L,
Y(z)=z X(z)+¢z (1-z27) E(2)

(L-L,-L,) (L +Ly)
+die, (-2 Ey(2)+ ... (2.63)

tdyy 41 +ep)(1—2 ) Ey(2)

with g, €,, ..., &y being the summation of the settling error of the
different integrators in each stage

9.  As for mismatch errors, for example.
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(2.64)

Ey = €
N st
Ly_q+1

Note from eq(2.63) that, besides an increase of the modulus of the last-
stage quantization error—similar to the effect in single-loop topologies—, the
settling error causes an incomplete cancellation of the quantization error of
the remaining stages, that leak to the modulator output. Therefore, cascade
topologies are more sensitive to settling errors than single-loop XAMs, because
E,(z) will appear at the output with a shaping of order L,, E,(z) with a
shaping of order L, + L,, etc., always smaller than the overall modulator order.

The output-referred in-band error power under linear settling error P (¢,,)
can be obtained using eq(2.29). This equation can be particularized for common
cascade topologies as shown in Table 2.2, using the expressions for
€1, €y, ..., Ey given in eq(2.64).

In the case of cascade XAMs using multi-bit quantization only in the last
stage, the simplified expressions in eq(2.31) for P (g,,) and eq(2.32) for AP,
are valid. Similar conclusions to those for the effect of capacitor mismatch can
be therefore drawn in the case of a linear settling:

» The sensitivity of cascade architectures increases as OSR and/or the
order of the modulator increases.

* For a given L, using a lst-order front-end stage leads to a larger
increase of the in-band error power than using a 2nd-order stage.

» For a given cascade topology, the impact increases as the resolution of
the multi-bit quantizer does, because the last-stage quantization error is
reduced, while the error leakage remains the same.

Fig.2.25 shows the dynamic range of several 4th-order single-bit
architectures versus the normalized amplifier GB, GB"""™" = GB/ (2f,) , for
several oversampling ratios. The curves labeled as ‘4th-order’ correspond to an
ideally stable single-loop, whereas the rest are cascade architectures. The ideal
DR of the cascade topologies differs from that of the single-loop
implementation due to the scaling factor d,, _;—see eq(2.63).

Note that a normalized amplifier GB of 0.75 ~ 1 is enough in the single-
loop modulator to achieve full performance. This means an amplifier GB of
1.5 ~ 2 times the clock frequency, regardless the oversampling ratio. The larger
sensitivity of cascade implementations to settling errors is also manifest. Note
that the linear settling requirements depend on the topology of the cascade,
ranging from GB ~ 1.5f; to 3.5f, as OSR increases.
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integration, for several 4th-order XA topologies.

2.3.4 Effect of the amplifier finite slew rate

As explained in Section 2.3.1, the linear integrator dynamic can be substantially
altered as soon as the amplifier limited SR is considered. Due to the switching
of the sampling capacitors in consecutive SC integrators (see Fig.2.12), the
capacitance at the summation and output nodes of a given integrator changes
from integration to sampling. The total charge stored will be then shared at the
beginning of each phase, inducing voltage jumps at the amplifier input and
output. If the initial amplifier input voltage is outside its linear region, the ampli-
fier will only be able to deliver its maximum output current /,, so that the
integrator transient response is slew-rate limited until the amplifier enters the
linear region again. Whether this situation occurs or not during the clock
phases—equations (2.37) and (2.46)—Ileads to partial-slew or to full-slew settling
during the corresponding phase.

The slew rate of a single-stage amplifier during integration SR; can be
calculated using equations (2.40b) and (2.41), whereas the slew rate during
sampling SR, can be obtained from equations (2.49b) and (2.50), yielding

Cp

IU
s, = (1+G0) Lo

Cp+ CS) 1,
eq,i CI eq,s

SR, = (1
l + C[ C

(2.65)

On the other hand, the integrator linear operation is determined by the amplifier
GB in each clock phase; i.e.,
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GB, = Cg'" GB, = Cg’”

eq,i eq, s

(2.66)

Obviously, if the dominant integrator dynamic along the clock cycles
involves full-slew during integration or sampling, the performance of the
modulator will be completely degraded. Nevertheless, that is not true for
partial-slew, as long as the slew rate is large enough to let sufficient time for the
linear transient to settle within the desired accuracy.

This effect is illustrated next through behavioral simulation of a 2-1-1
YAM, using the model for the integrator settling described in Section 2.3.1.
A normalized notation is used for GB and SR to gain generality, as follows

GB’.wrm _ GBi(HZ) SRr}oriﬂ _ SRi 5 — 1 53

’ 2f ' 812Vier 2 812V iy 2, (2.67)
GB"™ = GB(Hz) SR _ SR Zf — 1 ig_Ri_s |

g 2f * glzvref 2 gle”’f 2fs

where the expressions for SR”°"™ have been adapted from [Will94], whereas
g, and g,' stand for the signal and feedback weights, respectively.

Fig. 2.26a shows the SNDR obtained for an input sinewave of half-scale
amplitude, as a function of the settling parameters of the front-end integrator.
Capacitors used in the example lead to GB; = 1.3GB; and SR; = 1.6SR_ in
the first integrator. Note that, for a given amplifier GB, the modulator SNDR
increases as the slew rate increases, reaching full performance if 7, is large
enough. On the other hand, the slew rate required to achieve the optimum
SNDR decreases as the GB increases. This highlights the existing trade-off
between amplifier GB and SR specifications.

Fig. 2.26b shows the percentage of occurrence of each type of settling in the
front-end integrator during both clock phases, as a function of /,. The case
GB'Swrm = 1.5 has been selected. Note that the SNDR in Fig.2.26a starts
increasing as soon as full-slew settling disappears. On the other hand, it is
patent that full modulator performance can be achieved with dominant partial-
slew settling, so that dominant linear evolution is not mandatory. Indeed, a
dominant linear integration would require increasing the maximum output
current to /, > 1.75mA—eq(2.54)—, whereas /,>1.34mA would be needed
for a dominant linear sampling—eq(2.56)—, more than four times the

maximum output current actually required for full performance (~400pA ).

Finally, note that unlike linear settlings, the integrator response is non-
linear if it is slew-rate limited. Therefore, if the slew is partial or complete
during the clock phases, distortion arises at the modulator output spectrum. This
effect will be studied in detail in Section 2.6.4.
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Influence of the SR of the front-end amplifier on a 2-1-1 XAM: (a) Half-scale
SNDR vs. normalized SR for different values of the amplifier GB, (b) Percentage of occurrence

of each type of settling during integration and sampling vs. I, for GB. ™

=15.

(Vip = £15V, g = g, = 025, Cg=0.66pF, Cp = C; = 0.1pF, C,5; = C,5, = 0.45pF,
f, = 70.4MHz, and OSR = 32).



102

Chapter 2 Non-ldeal Performance of A Modulators

2.3.5 Effect of the switch finite on-resistance

Effect on
an ideal
integrator

Up until now the switches in SC integrators have been considered ideal. In
practice, due to their implementation using MOSFETS, they exhibit non-zero
on-resistance, capacitive parasitics, and leakage current 10 In this section,
we look into the impact of the switch on-resistance (R,,) on the YAM
performance. First, we study the effect of R, itself assuming an ideal SC
integrator. Then, the combined effect of R, and finite amplifier dynamic
will be considered ™1,

Let us consider the SC integrator in Fig. 2.27 and assume an ideal behavior,
except for the on-resistance R, of switches S; —S,. This being the case,
charge will be incompletely transferred to capacitor C; during integration,
due to the time constant 2R, Cg. A settling error &, ; will then appear at
the integrator output voltage at the end of the integration phase

CS
Voon = Von-17T Fl(l - gon,i)(vcgjn, 172~ Vv, n- 1/2) (2.68)

where v, ,, stands for the voltage across the sampling capacitor Cg at

the beginning of integration and ¢,,,, ; is given by
€ = exp(—;zj (2.69)
on, i 2R, Cs2

Obviously, v¢ , 1, Will be also affected by a settling error due to the time
constant formed by switches S, and S, with Cg during sampling, so that

Vesn-172 = Vinn—1(1 = €4, ) (2.70)

where e, = ¢ since the same duration is assumed for both phases.

on,i’

C
S1($1)
Vin o—/}_c)s Sy (02) b1
TS
Vip o {60 Yoo gy
S3(62) N t

FIGURE 2.27 SC integrator and clock phases.

10. Out of these non-ideal features, on-resistance and capacitance are the ones
compromising most the performance of high-speed XAMs. The parasitic capacitances
can be easily included in the appropriate capacitors in the settling model.

11. Through this section, a non-zero, but fixed, resistance is assumed. Section 2.6.3 shows
that actual switches exhibit a voltage-dependent resistance and hence may generate
distortion. Nevertheless, for the study of its impact on settling performance, R, can be
considered constant. In order to contemplate worst-case effects, R, is assumed to be
equal to the maximum switch resistance.
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Thus, the integrator output voltage is given by

1- €on, S)Z7] Vin(z) -z

1

/2
e (Z)} @.71)

b2 = (1 )f
0 CI on, i 1—z
Note that R, results in an integrator gain error and a systematic
deviation of the signal and feedback contributions. Therefore, similar
conclusions to those in Section 2.2 and Section 2.3.3 can be drawn for its
effect on the performance of a XA modulator:

* The noise transfer function of single-loop topologies will
increase in modulus, but the order of the quantization error
shaping will be preserved.

+ Cascade topologies will be more affected, since they rely in the
cancellation of the quantization errors in all but the last stage
through the fulfilment of relationships among integrator weights.
Low-order quantization errors will then leak to the modulator
output. The performance can be degraded if the time constant
2R, C is not small enough.

Effectonthe A more realistic situation to estimate the effect of R, is illustrated in
amplifier GB  Fig. 2.28a, considering the limited GB and the parasitic capacitances of
the amplifier and switches. In this case, a two-pole system is created
during integration (see Fig. 2.28b), where the poles can be obtained from

C,.. 1 g 8 1
24 S(e_c{,l_ N ﬂ) &m -0 @.72)
C ZRO,,CS C C 2RonCS

where C' = Cp+ C,(1+Cp/C)) and Cogi is given by eq(2.34).

C
S1(91)
Vin M]jf S4(¢2) Va ¢4
i T T,
Vfb o—" S Cp ——1
S3(62) i 2 (91) I do .
(a)
2R,, Cs 2R,, Cs
Vip F—va Vin o—A—
CP _
I ©
(b) 1

FIGURE 2.28 Influence of R, : (a) SC integrator with a single input branch, (b) Connection of
switches S; and S, during integration, (c) Connection of switches S, and S, during sampling.
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Assuming the common situation in which the pole of the amplifier,
GB; = g,/C,.y ;s is considerably smaller than the RC pole,
o,, = 1/(2R,,Cs), the poles p, and p, during integration can be
approximated from eq(2.72) to

- 8/ Cogi B GB;
PYeT¥,/Co i 2R,Cs ~ 1+GB /o, .
o Ceq,i 1 Ceq,i

P2=7c7aR, ¢y T T Con

on

where p, «p,, since GB; «®,, and C,, ;= C".

eq,i
Thus, the amplifier GB during integration can be redefined, including the
switch finite on-resistance

GB,
GB, ,, = —————— (2.74)
’ 1+GB;-2R,,Cq

Note that the effect of R, is to decrease the effective amplifier GB .

Taking into account equations (2.58) and (2.59)—for the effect of the
amplifier GB—and equations (2.70) and (2.71)—for the effect of R, —, the
integrator output voltage can be re-written into first-order approximation as

~1y,. _ 172
O]

Cy (1-¢
VU(Z) = El(l ~—€5—on, 1)[ 1-z1

where the error during sampling € is introduced by R, (see Fig. 2.28c¢)

on, s

_ 1 Ts> _ ( fon) _ norm
Eons = exp(—zRO”CS2 = exp —2n2fs = exp(-2nf,, ) (2.76)

and the settling error during integration €, _, ; is introduced by the combined

effect of the amplifier limited linear dynamic and the 2R, C time constant

T, GB™
Et_oni = exp(—GBij 0"—2-) = exp —ZRW 2.77)

on

A normalized notation has been adopted in equations (2.76) and (2.77) by
multiplying GB (in Hz) and f,, by the duration of the clock phases.

Note that eq(2.75) is similar to eq(2.71), but the integrator gain error is now
expected to be larger than the systematic deviation of the signal and feedback
contributions, since GB; « ®,, is assumed.

Fig. 2.29 illustrates the effect of the switch on-resistance on a 2-1-1
cascade, showing the attainable dynamic range as a function the amplifier GB,
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FIGURE 2.29 Dynamic range of a 2-1-1 cascade versus the normalized amplifier GB during

orm

integration, for several values of the normalized RC pole fzn = 1/(2n2R,,Cs) - 1/(2f,).

Effect on the
amplifier SR

for different values of f,, . Note that, as stated in eq(2.74), the effect of
R, is to decrease the effective amplifier GB. If R,, = 0 (f,, > ®),
GB!°™~1 for OSR = 16 and GB;’""~125 for OSR = 32 are
enough to achieve full performance. As the switch resistance increases,
the amplifier must be faster to compensate for the error introduced. Note
also that the performance degradation introduced by R, is larger as the

oversampling ratio of the cascade modulator increases.

Unlike previously assumed in Section 2.3.1, charge is not immediately
redistributed at the beginning of the clock phases when the on-resistance
of the switches is considered. This and other related effects are next
illustrated using electrical simulation results. Fig. 2.30 shows the transient
evolution of an SC integrator during one clock cycle, for different values
of R, . The amplifier finite GB and slew rate are taken into account, and
the border between linear and slew-rate limited operation is shown. Note
that the jumps at the beginning of integration are clearly affected by the
RC time constant, so that the spikes in v, (#) are softened as R,
increases. Since the magnitude of the initial jumps decreases, the duration
of the slew-rate limited evolution also decreases. This means that the
integrator will have more time to evolve linearly, but with a slowed-down
dynamic, since the effective GB is decreased—as stated in eq(2.74).
Therefore, the amplifier GB should be increased in order to let the linear
evolution settle within the desired accuracy.
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Vas Vo (V)
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FIGURE 2.30 Electrical simulation of the transient evolution of an SC integrator during
a clock cycle, for different values of the switch on-resistance.

The same applies during sampling, but the RC constant now affecting the

integrator dynamic will be given by the resistance R, , of the switches and the

sampling capacitor C, ¢ of the next integrator. As for the integration phase in
eq(2.74), the amplifier GB during sampling can be approximated to

/C, GB,
Em’ Teq.s s 2.78)

GB, ,, = =
SO T 148,/Cop s 2R, Cos 1+GB-2R,,,C,c

non non

Note that the formerly described effects of the switch on-resistance can not
be easily extended to the model for the transient response of a generic SC
integrator described in Section 2.3.1. If we consider the integrator in Fig. 2.12, a
system with j+ 1 poles will result during sampling—due to the j input
branches of the following integrator and the single-pole of the amplifier—,
whereas the system will have i + 1 poles during integration. If we restrict to SC
integrators in XA modulators, where the maximum number of branches required
is usually 3 (see the cascade modulators in Fig. 1.28 to Fig. 1.31), the complexity
of the problem can be reduced to 2 poles during sampling and 3 poles during
integration, but is still analytically prohibitive.

Therefore, an approximate method has been adopted in order to include the
switch on-resistance in the model proposed in Section 2.3.1. Only its effect on
the amplifier GB during integration and sampling is contemplated, but charge
is still considered to instantaneously redistribute at the beginning of the phases.
The approach is illustrated in Fig. 2.31, showing the transient evolution
implemented in behavioral simulations when the switch on-resistance is taken
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FIGURE 2.31 Bchavioral simulation of the transient evolution of an SC integrator during
a clock cycle, for different values of the switch on-resistance.

into account. For comparison purposes, the same integrator and values of R,
as in Fig. 2.30 are considered. Note that only the slow-down effect of the switch
resistance on the linear evolutions can be observed and their duration is
independent of R, since charge is considered to redistribute and the slew-rate
limited dynamic remains unchanged. This makes this approach conservative in
comparison with the dynamic exhibited in practice, where slewing is less
frequent and the duration of the linear dynamic is larger as R, increases.

on’

Fig.2.32 shows behavioral simulation results on the 2-1-1 cascade
modulator in Section 2.3.4, applying the approximation formerly described to
include the effect of the switch on-resistance. The half-scale SNDR is depicted
versus the slew rate of the front-end amplifier. The case GBzmrm =15 in
Fig. 2.26a has been selected and different values of R, are considered. Note
that as R, increases, the SR requirements to achieve full performance
increase, since more time is needed for the slowed-down linear dynamic to
settle within the desired accuracy. For instance, for the case R, = 150Q2, the
pole formed by the 2R ,C time constant is located at 11.4f, , whereas the
pole given by 2R, C,, is at 8.4f . Given that GB, = 3f, and
GB; = 1.3GB, = 3.9f,, the effective amplifier GB is reduced to
GB; ,, = 22f; and GB, ,, = 2.9f; . Thus, the maximum amplifier output

current must be increased from 7, > 400pA to /,>450pA in order to achieve
the expected SNDR .



108 Chapter 2 Non-ldeal Performance of A Modulators

Half-scale SNDR (dB)

1

1 1 1
0.5 1 1.5 2 25 3 3.5 4 4.5 5

1

10 ! !
0
Normalized amplifier SRy

FIGURE 2.32 Half-scale SNDR of a 2-1-1 ZAM vs. normalized SR of the front-end amplifier
and different values of R,,. (GBy"™ = 1.5, V,,, = +1.5V, g, = g' = 025, Cg=0.66pF,

Cp = C, = 0.1pF, C,5 = 0.9pF, f, = 70.4MHz, and OSR = 32).

2.4 Circuit Noise

Circuit (or electronic) noise generated in transistors and resistors is present in
all circuit implementations. Nevertheless, its importance is even higher in
switched-capacitor implementations, because circuit noise is also sampled at the
clock frequency. Given that many circuit noise sources have a wide-band
spectrum—such as thermal noise generated in the switches and in the amplifier
of the SC integrators—, they are undersampled by the SC network. This derives
in aliasing, so that circuit noise is several times folded-back over the baseband,
considerably increasing the in-band noise power.

This section studies in detail the sources and effects of electronic noise in
SC networks. The derived results—applicable in the noise analysis of general
switched-capacitor circuits—are particularized for SC A modulators at the
end of the section.
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2.4.1 Noise in track-and-holds

Let us consider the track-and-hold depicted in Fig. 2.33a, which consists of a
simple switched-capacitor 12 We make use of this basic circuit as a vehicle to

the analysis of circuit noise, prior to considering SC integrators and ZAMs.

Assume that the input signal v;, is zero and that the switch transistor M
has an on-resistance R, when ¢ = 1. Thus, the transistor can be modeled by a
resistor in series with a voltage source v to account for its thermal noise,
leading to the equivalent static noise model in Fig. 2.33bh. The noise waveform
across the capacitor v will then have the shape shown in Fig. 2.334: during
¢ = 1, v, tracks the noise v with time constant R, C; when ¢ goes low, the
last noise value remains sampled in v.. The waveform in Fig. 2.33d can be
therefore partitioned into a track component vg —also known as direct
component— (Fig. 2.33¢) and a sampled-and-held component viH (Fig. 2.331)
[Gobet81] [Fisc82] [Greg86]. Since the track and sample-and-hold operations
take place during non-overlapping time intervals and thermal noise is white by
nature 713, their power spectral densities can be added up to obtain the noise
PSD at the track-and-hold circuit

Sc(f)= Se(f)+SZf) 2.79)
EL VS Ron
M + +
Vin C Ve C Ves
(a) I B (b) I -
¢ A Te
—>

Ve
wagl&t @
v('l:' A
a 4NXI 4%%_%_4%t (e)
VCSHT
| — s

1 T
FIGURE 2.33 Noise in a track-and-hold: (a) Switched-capacitor, (b) Equivalent circuit

for the static noise, (¢) Clock signal, (d) Output noise waveform, (e¢) Track noise component,
(f) Sampled-and-held noise component.

12. Actually, a buffer is needed to get the hold operation, but it is not depicted for clarity.

13. Thermal noise is uncorrelated from sample to sample.
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Track The track component of the capacitor voltage can be expressed as
component ,
ve(r) = Vcs(t)gtT(Z) (2.80)
where v () stands for the capacitor voltage in the static noise model and
ng(t) is the gating function, defined as
I, nT <t<nT +14
g. (1) = (2.81)
r 0, nTj+rtp<t<(n+1)T,
with 1, being the duration of the track operation.
Applying the Fourier transform to eq(2.80), the spectral density of
vg(t) can be written as the convolution of the respective PSDs
T
Sc(f) = Scs(f)® Sg-cr(f)
sesH®|(Z) S sinc ey )51
= —= sinc”(nmt -n
CcS Ts ) Ew s K (2.82)
+0o0
T2 )
= (7) > Scs(f=nfy) - sinc” (nmtyf)
s n=—ow
where ® is the convolution product operator and f; = 1/T is the clock
frequency. The power spectral density of the thermal noise generated in the
switch transistor (in a double-sided representation in frequency) is
S¢ = 2kTR,, and, hence, the PSD of the static noise in the capacitor yields
2 2kTR,,
Scs(h) = SgH(NI™ = —— (2.83)
1+(@2nfR,,C)
where H(s) is the transfer function from the noise source to the capacitor
voltage
H(s) = — L (2.84)
1+sR,,C
Sampled- The sampled-and-held component of v(¢) can be written as
and-held .
component SH
ve (1) = { > ves(D3(f- nfs)J ® gTSH(t) (2.85)
n = —0

where grSH(t) is the gating function defined for the duration of the hold
phase Ty
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Taking the Fourier transform of eq(2.85) yields

2 +oo
s = (B sinc(weguf) 3 Seslf—nf,) (2.86)

n = —oo

The summations in Sé( f) and SEH( f) can be simplified to obtain
Sc(f) by using the concept of equivalent noise bandwidth. Eq(2.83)
shows that S.¢(f) is a narrow-band noise resulting from low-pass
filtering S¢ with H(f), as illustrated in Fig. 2.34. The total static noise
power in the capacitor can be calculated as

+00 +
2

Vg = j Ses)df = j SH(df =

—00

kT
b 2.87
C (2.87)

leading to the well-known k7/C expression.

The equivalent noise bandwidth BW, can be defined as the
bandwidth over which a constant spectral density S¢—i.e., the white
noise—has to be integrated in order to obtain the same total static noise
power. Note from Fig. 2.34 that eq(2.87) can be re-written as

ves = Sg-2BW, = 28¢ | |H(F) df (2.88)

= %

so that the equivalent noise bandwidth (in Hz) for the track-and-hold
circuit is
+00

2 1
BWn=J- HP2df =
0

4R, C

on

(2.89)

Folding-back By using the concept of equivalent noise bandwidth, the particular shape

effect of H(f), and consequently that of S.¢(f), can be obviated in the
following calculations. Considering equations (2.82) and (2.86), two
possibilities can be distinguished:

Scs(f)
A

Sg = 2kTR,,

/ X\j area = -5

— ~—

1
-BW, = ——— BW, = ——
" 4R,,C " 4R,,C

FIGURE 2.34 PSD for the track-and-hold circuit and equivalent noise bandwidth.
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(a) BW,<f./2

As illustrated in Fig. 2.354, no aliasing occurs in this case and the two
components of §.(f)—equations (2.82) and (2.86)—coincide within
the baseband with their contributions for n = 0. So

Sc(f) = (%T)zsﬁ (T%f) S, - sinc(ntg,f) (2.90)

(b) BW,>f/2
In this case, the noise is undersampled and aliasing occurs, increasing
the noise power in the baseband. This situation is illustrated in Fig. 2.35b
for the case BW, = 6f,/2. Since the number of bands that overlap in
the interval [-f,/2,+f,/2] is 2BW,k/f, , the PSD of the track-and-
hold circuit can be written as

) +BW, /f;
ir .2
Sc(H) = (7) Sg > sinc’(nmtpf)
Y n=-BW,/f, (291)

TSH)2 2BW, .2
+(— . -S¢-sinc’(ntT
T, 7 N suf)

The following approximation can be applied if BW, > 10f, [Fisc82]

»f
4f, 3f, of, f 0 f of, 3f, 4f,
(@
_ 0 >
»
| 1 |
| + | >
| -2 |
‘ | +2 | >
\ -3
3 | >
»
| 4 |
N B T
-8f, -7f, -6f, -bfy -4fy, -8f; 2f, s 0 f, 2f, Bf, 4f, 5fy 6f; 75 8
(b)

FIGURE 2.35  Replication of the equivalent noise bandwidth: (a) No aliasing occurs
(BW,<f,/2), (b) Aliasing occurs (BW, >f,/2 ). The corresponding index n is shown
inside each band.
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+BW, /f;
o, T,
> sinc”(nmtyf,) = = (2.92)
n=-BW,/f, T
yielding
S —( ) S (TSH)Z 2BW, 2.93
D=\g) 5 7)) 99

From equations (2.90) and (2.93) we obtain that the noise PSD for the
track-and-hold circuit in the interval [-f,/2, +f,/2] is

Tp I

( ) S¢+ ( ) Sg - sinc (anHf) BWnSE
S = 2.94
ct) T2 2BW, 1, @99

(D)5o+ (32)" 2200 5, sinc ety 50,5

where BW, = 1/(4R,,C).

Given that the switched-capacitor time constant must be much smaller than
the clock period for an accurate settling during the charge transfer

R, C«T; = BW,»f,/2 (2.95)
aliasing occurs, so that the noise PSD yields

SH

Sc(f) = (%) - 2kTR,, + (—S)zléf sinc (TE’CSHf) (2.96)

The second term in eq(2.96) —the sampled-and-held component— is
dominant due to the undersampling of the wide-band white noise. Note that this
makes that reducing R, below the value required for settling conditions is
useless, since it reduces the direct component of the PSD, but the dominant
component remains unchanged. Therefore, in order to effectively reduce the
power of the folded-back thermal noise, C must be increased.

2.4.2 Noise in SC integrators

Using the results derived in the previous section, the noise in an SC integrator
can be obtained in a straight-forward way. Let us consider the SC integrator in
Fig. 2.36. Three main sources of circuit noise can be distinguished:

» Thermal noise generated in the switches

» Thermal and flicker noise generated in the amplifier t14

14. Flicker (or 1/f ) noise is caused by the fluctuation in the number of carriers in the
transistor channel, so that a device with no current flowing through it has no 1/f noise.
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C A
S1(91) 4{ b1 ’ ’
Vin o—"— Cs Sy L
eave =
Vgl (s N
ref S3(4) O 2 (91) .
FIGURE 2.36 SC integrator with a single input branch and clock phases.
C
I[
2R, Cis 2R,, Cs Y
r— S T "
Vs — v K
Vs CP Vop p— CL
Vref ! mV
(@ — (b) -

FIGURE 2.37 Static equivalent circuits for noise evaluation in an SC integrator: (a) Noise
generated in switches S| and S, , (b) Noise generated in switches S5 and S, and in the opamp.

Switches
controlled

by ¢4

» Thermal and flicker noise accompanying the voltage references

Fig. 2.37 illustrates the static models used for the evaluation of each
noise source. Fig. 2.37a shows the model for the thermal noise introduced by
switches §; and S,, which are controlled by clock phase ¢,. Their on-
resistances are supposed to be equal with value R, which are in series with
a noise voltage source vg. Fig. 2.37b shows the model for the thermal noise
introduced by switches §; and §,, controlled by clock phase ¢,, and also
the noise in the amplifier and in the voltage references. A single-pole model

on’

with infinite DC gain is supposed for the amplifier and its equivalent input
noise is modeled by a voltage source v op at the positive input terminal. The
opamp parasitic input and output capacitances—Cp and C; , respectively—
are explicitly shown.

Considering Fig. 2.37a, the transfer function from the noise source to the
voltage of capacitor Cy is

1
He (s) = 297
o) = 53R G, @97

so that the equivalent noise bandwidth yields

+00

_ 2. 1
BW, s, = J; |Hsy, (D' = 75— KRG, (2.98)

This implies that switches that are fully ‘on” or ‘off” contribute no 1/f noise. That is
why flicker noise is only of concern in the amplifier [Bran97b].
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FIGURE 2.38 PSD of the input-referred noise generated by switches controlled by ¢ .

Switches
controlled

by ¢,

Given that the time constant 2R, C is normally much smaller than the
clock period for settling reasons, aliasing occurs and the input-referred noise
PSD in the frequency range [-f,/2,+f,/2] is given by

2BW, g4
C2BVnss ¢ iy = K e

Sin, sp,()) = 7 Sg-sinc”(nf/f,) = stsmc (nf/f)  (2.99)
where S¢ = 2kT-2R,, is the PSD of the thermal noise generated in
switches S, and S, , added together because they are assumed uncorrelated.

Note that, contrary to eq(2.96), no track term is present in eq(2.99),
since there is no direct path between the noise source and the integrator
output [Gobet81]. On the other hand, the sampled noise voltage is actually
held during a complete clock cycle (the held component is resampled during
¢, ), so that 14, = T [Fisc82] [Olia00].

Fig. 2.38 compares the input-referred noise PSD obtained using
€q(2.99) to electrical simulation results from HSPICE on an SC integrator
clocked at f; = 70MHz . Since HSPICE does not include noise sources in
the transient analysis, a white noise was externally generated and then
included in the electrical simulation using the DATA command.

Considering Fig. 2.37b, the transfer function from the noise source v to the
voltage of capacitor Cy yields

He, (5) 1+s/z
A =
50, (I+s/p)(1+s/p,)
(2.100)
with z =g—m p :g_m p :Ceq,i. 1
1 C' > 1_Ceq,i 5 2= C Z—RonCS
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Opamp
noise

where C' = Cp+C (1 +Cp/C)) and C,, ; is the equivalent capacitive load

at the amplifier output node during integration, given by

C,+C
i S) (2.101)
C

Cogi = Cp+Cs+ CL(l +

SC integrators are designed so that their settling is constrained by the
opamp bandwidth and not by the 2R, C time constant. Therefore, the zero
and the poles of H S¢2(S) fulfil p, <z, « p, and the equivalent noise bandwidth

can be calculated as

+00

2
BW, g, = J' Hgy (0 = 222
0 4z1(py +p,)

2

PiP2(P1P2+2)) Py 1
—_— == 2.102

4 4-2R ,Cq ( )
where it has been assumed that C,, ;~ C". Note that the noise bandwidth is
limited by the high-frequency pole, so that BW, S, > f;/2 and the white noise
folds back over the baseband. Since the sampled-and-held component is
commonly dominant, if the track term is neglected, the input-referred noise

PSD can be written as

ZBWn,Scb .2 kT . 2
Sin. S¢2(]‘) = f—2 - Sg-sinc”(nf/f) = asmc (nf/f,) (2.103)
s s

where S¢ = 2kT - 2R, is the spectral density of the thermal noise generated in
switches §; and S, , assumed uncorrelated.

The noise introduced by the amplifier—modeled in Fig . 2.37b by means of the

voltage source v, —will have a thermal and a flicker component.

P
The input-referred thermal noise of a MOSFET in saturation is
approximately

4kT

22, —w<f<+o (2.104)
38,

t
Smos =

whereas the flicker (or 1/f) noise, which is nearly independent of the bias
condition, is approximately given by

: K_ 1
= —=__ .= _ + 2.1
Shios T D AR (2.105)

where K is a process- and temperature-dependent parameter. Both noises are
uncorrelated in the same device, so their PSD s can be directly added.

Since the opamp noise is originated in its MOSFETs—mostly usually in
its input devices—, its PSD will have the generic shape shown in Fig.2.39.
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>

Sop(f) 4

t
Sop( = 4KTRgh

-~ » f (log)
fcr, op

FIGURE 2.39 PSD of the opamp noise showing the contributions of 1/f and thermal noise.
(Single-sided representation).

Flicker noise dominates at low frequencies and decreases with frequency. The
frequency at which 1/f noise is equal to the white thermal noise is called
corner frequency f,,..Beyond f,, , thermal noise dominates. Taking this into
account, the PSD of the opamp noise, referred to its input, can be written as

Suf) = S48, = 5, (1+7222) 2.106)

where S;p stands for the input-referred PSD of the opamp thermal noise.

In order to calculate the contribution of the opamp thermal noise at the
integrator input, its equivalent bandwidth can be used. The transfer function
from v, to the input voltage can be calculated as

1
H (s) =
on($) (1+s/p))(1+5/p,)
(2.107)
with p ==m LCeqi 1
! eq,i | : ¢ 2RunCS

where p, « p,, because the integrator settling is normally dominated by the
opamp bandwidth. Thus, the thermal noise equivalent bandwidth yields

PPy _Pi_ 8m
Ap,+py) 4 4C,,

+o0
BW, ,, = j |H,,(|df = (2.108)
0
so that it is limited by the gain-bandwidth product of the opamp during
eqi (In rad/s). Therefore, the sampled-and-held
thermal noise aliases into the baseband ( BW, > f,/2 ), leading to

integration, GB; = g,,/C

n, op
2BW, GB;
13 t . 2 13 . 2
Sin, opN = %’E * S,y - sinc (nf/f,) = FA’ * S, - sinc (nf/f,)  (2.109)
For a single-stage opamp, its thermal noise PSD can be written as
t 4kT
Sop = 2@(1+nt) (2.]]0)
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where g,, is the transconductance of the input transistor and n, is the noise
contribution factor of the remaining transistors —i.e., the summation of the
ratio of their transconductances to g, . The factor 2 accounts for the fully-
differential structure assumed for the opamp. Replacing eq(2.110) in eq(2.109),
the PSD of the opamp thermal noise at the integrator input yields

. _4KT(1+n)

.2
Sinopf) = =55 - sine”(nf/f,) @.111)

In order to calculate the contribution of the opamp flicker noise, it must be
first noted that the opamp is usually designed to have a corner frequency
considerably smaller than the sampling rate, f., ,, «f; —using large sizes for
the transistors contributing most [eq(2.105)]. On the other hand, the opamp
bandwidth must be several times larger than f; for an appropriate settling of the
integrator. Thus, the low-pass filtered version of the opamp flicker noise at the
integrator input is normally about the original flicker component at the opamp
input—i.e., S{)p(f)‘Hop (f)‘2 = Szpfcr, op” |f], where H,,(f) stands for
€q(2.107) in the frequency domain.

Even so, the sample-and-held flicker noise will also contain a folded-back
component due to the aliasing of the high-frequency 1/f noise. This effect is
illustrated in Fig. 2.40, where the tails of the 1/f noise fold back to the
baseband and originate a white component that adds to the original flicker
PSD. For the case considered ( f., = f,/10 ), this extra white contribution is
about l.lStOp. However, note that the aliasing of opamp thermal noise
is considerably larger. For instance, assuming that the opamp bandwidth is 4 times
the sampling frequency, the opamp thermal noise at the integrator input is
approximately nGB;(Hz)/f, = 4n = 12.6 times S’op [see eq(2.109)]. The
flicker noise that folds back is then less than 10% of the thermal component, so

5.0
4.5

& 40

(%)

-~ 35

@

2 3.0 ;

& Erp

3 I

< 2.0 | Total

% 1.5 component

ic 10 Folded-back
0.5 component
0.0 N (white)
25 . - -05 0 0.5 . 25

Normalized frequency, f/f;

FIGURE 2.40 Illustration of the folding-back effect on flicker noise for f,., = f,/10 .
Fundamental, sidebands, and total component of a sampled flicker noise.



2.4 Circuit Noise 119

that omitting it will only represent an underestimation of the white noise
power due to the opamp of 0.4dB within a given band 115,

Thus, the folded-back component of the 1/f noise will be generally
‘submerged’ by the aliased thermal noise [Fisc82] [Gobet83] [Enz96], so
that it can be neglected for noise computation. Thus, the input-referred
PSD of the sample-and-held opamp flicker noise can be approximated to

Sh, op(N = Stapf"W”p -sinc?(nf/f,) (2.112)

1

Noiseinthe The voltage references of the converter are normally generated from band-
references gap circuits or resistor ladders and are then buffered to the input branches of
the integrators in the XA modulator. They can not be absolutely ‘clean’, and
besides the corresponding DC voltage, they usually contain a thermal and a

1/f component, apart from other spurious signals.

Let us assume that the noise PSD at the buffer output contains thermal
and flicker noise, which are low-pass filtered by the reference buffer; i.e.,

fe

sl @)
]
where f, of stands for the corner frequency of the noise in the references
and H(s) for the transfer function of the reference buffer, which we will
approximate to the following single-pole function

Suef () = St Sy = St 1+

i
H(s) = —L 2114
©) =13 s/GB,,; (@119

with GB,, being the bandwidth of the reference buffer (in rad/s).

Thus, the noise in the references (source Vyef in Fig. 2.37b) contains a
thermal component with PSD equal to Sief within an equivalent
bandwidth BW, ref = GBref/ 4, as well as a 1/f component with
filtered tails. On the other hand, note from Fig. 2.37b that the noise source
V,er i in series with the switch noise source v, so that HS¢2(S)
[eq(2.100)] is the transfer function from v, of 10 the integrator input. Then,
the static noise associated to the references at the integrator input can be

obtained as

t fcr, re
Stf(1+ T\f) ()2 |Hgy ()2 @.15)

15. The underestimation is indeed lower, because the tails (high-frequency components) of

the 1/f noise are in practice low-pass filtered by HOP( .
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Total
noise

Assuming that the bandwidth of the reference buffer is similar to that of the
opamp 16 and thus much smaller than 1/ (2R,,Cy), the filtering effect of
HS¢2(s) on the noise PSD can be neglected [see eq(2.102)]; i.e.,

St 1+ “’f’f)\H(f)\z\Hst)\zNS A1+ ‘(ﬂ”)“’(f = ene

Therefore, the sampled-and-held noise associated to the references
contains a folded-back component due to the aliasing of its thermal noise, a
flicker component, and a white component due to the aliasing of the high-
frequency 1/f noise. Assuming f,, . or <ty > the latter can be neglected and
the input-referred PSD of the noise in the references can be approximated to

Sinref NS, ,(—’ef f”’ff) sinc’(nf/f,) @2.117)

In some cases, the voltage reference buffer is connected to large bypass
capacitors—usually off-chip, what requires an extra pad/pin. Whenever this is
possible, the current peaks needed for charging and discharging the reference
SC branches are provided by the external capacitor. Hence, the mission of the
on-chip reference buffer is to re-charge the external capacitor and to keep
the output impedance low within the signal band [Gust00] [Maul00]. This can be
achieved with very little power dissipation (see Section 4.4.7). Furthermore,
when this strategy can be applied, the noise in the references is limited to a very
narrow bandwidth and does not alias in the baseband. In telecom applications,
in which the low-frequency region is usually out of the signal band, its
contribution can habitually be neglected.

Adding the thermal noise introduced by the switches [eq(2.99) and eq(2.103)],

the opamp noise contributions [eq(2.109) and eq(2.112)], and the noise in the

references [eq(2.117)], the total input-referred noise PSD in the interval
[-f,/2,+f,/2] for the SC integrator in Fig. 2.36 yields

S m(f)~ﬁ sine”(nf/f,) + S, ;:ﬁufc‘;ﬂoe) - siné(nf/f)
; 2.118)
re Ccr, re : 2
+sjef( o [+ ‘—ﬂf) sinc”(nf/f,)

If the SC integrator has two input branches, like that in Fig. 2.41, a similar
procedure can be used to calculate the noise PSD in capacitor Cy,, leading to

16. This is a normal choice, because otherwise the dynamic of the first integrator would be
limited by that of the reference buffer.
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FIGURE 2.41 Two-branch SC integrator and clock phases.

GB,
Scsz(f)zczfj} sinc’(nf/f,) + Sop( 5 f’+fc"ﬂ””) sinc’(nf/f,)
(2.119)
t re fcr re .2
S ( 2ff 5 f) sine”(nf/f,)

where the first term stands for the thermal noise introduced by switches S5 to
Sg, the second term corresponds to the opamp noise contribution, and the last
term to the noise introduced by the references. Note that, in this case, C, a0 18
given by

Cp+Cg + Csz)

C,.i= CP+CSI+C52+CL(1+
¢

e (2.120)

Eq(2.119) can be referred to the integrator input, yielding

Sin 2 5¢, () = ZE(E2) - sin’ (a1

S’Up(%}‘j" . C"f ‘P)(C—j sinc’(nf/f,) 2.121)

Stf( 2fref fcrfmf)(c ) sincz(nf/fs)

The noise PSD of the two branches [eq(2.118) and eq(2.121)] can be
added, keeping in mind that the contributions from the switches are
uncorrelated, but the terms derived from the opamp noise are correlated 117,

Note that in this case the noise in the references is associated to the second input

17. Two noise sources v, , v,, with PSDs S,(f), S,(f) respectively, add yielding [Motc93]

Ve 20 = S 450+ 2p /5, (NS ()
where p is the correlation coefficient of the two random processes (-1 <p < 1).
If the noise sources are uncorrelated, p = 0 and the noise PSDs directly add up. If the
noise sources are fully correlated—as in this case—p = 1.
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branch and must be omitted from eq(2.118). Taking this into account, the total
input-referred noise PSD of the two-branch SC integrator in Fig. 2.41 yields

2kT Cq, .2
S, = —|1+==]-
)= 2 (14 22) sinc’ a1

t GBi fcr,n CSZ 2 .2
+ SO”(Z_fs + T‘p)(l + C—Slj sinc”(nf/f,) (2.122)

GB,,. f. ..\(Csn2
+s’,e,( ref +f”’”f)(—52j sinc’(nf/f,)
INC2f, Ifl /\Cgy

Note that:

» Thermal noise introduced by the switches can be reduced by increasing
the integrator input capacitor Cg; .

 In order to reduce the contribution of the opamp thermal noise, its GB
should be as low as the settling requirements allow. The same applies
for the thermal noise associated to the references.

* The 1/f noise components can be reduced by decreasing the corner
frequency. Also, cancellation techniques such as correlated double
sampling, chopper stabilization, and autozeroing can be employed for
further reduction of the flicker component [Enz96].

2.4.3 Circuit noise in A modulators

In a XA modulator, all integrators contribute to the input-referred circuit noise of
the modulator. Nevertheless, the noise contributions of the integrators other
than the first one is (at least) divided by the gain of the first integrator when
referred to the modulator input. Since the gain of an integrator within the
baseband is high—although not infinite (see Section 2.1)—, the noise
contribution of the remaining integrators can be considered negligible in
comparison with that of the front-end integrator. The input-referred circuit noise
of a LA modulator is therefore pretty much the same as that of the first
integrator.

For the calculation of the in-band error power, two cases can be
distinguished, depending on the values of the signal weight (g, = Cy,/C;) and
the feedback weight (g,' = Cy,/C)):

(a) g, =g, ,so that the modulator gain (G = g,/g,") equals unity.

In this case, the front-end integrator can have a single input branch
(see Fig. 2.36). Assuming that a single-stage opamp is used, the input-
referred circuit noise PSD is given by eq(2.118) and the input-referred
error power due to circuit noise Py ;, in the baseband [-f), +/}]
yields
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where the approximation sinc(nf/f)=1,f«f, hasbeenused. Note
that the 1/f noise component is integrated from a frequency f,>0 in
order to exclude DC and make the integral converge, yielding

_T2kT , o GBi o+ GB.y] 1
PCN,in:[FS-"SOpTl'F refTre}

OSR
y (2.124)
b
+ Zln(f) (Sf)pfcr, op + Si’effcr, ref)
o

where OSR = f,/(2f,) stands for the modulator oversampling ratio.

(b) g,#g,',so that the modulator has a gain G # 1.

The front-end integrator needs to be implemented using two input

branches (see Fig. 2.41). From eq(2.122), the input-referred in-band

error power due to circuit noise can be calculated as 718

- M(l +C52) 1

CN,in = CSI C_Sl OSR
GB. Co)\2 GB ., Coc)\27 1
r T2 =52 t ref(_SZ)
+[Snp 3 (1+C31) +Srgf—2 Cq, }_OSR (2.125)

To\[ ot Con\? | Cs\?
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Note from equations (2.124) and (2.125) that the terms due to thermal
noise are inversely proportional to the oversampling ratio, whereas the low-
frequency flicker components are independent of OSR .

Fully- In case the SC integrator is fully-differential, the number of switches will be
differential  doubled and the first term in equations (2.124) and (2.125) will be multiplied
circuitry by a factor 2. Although the in-band power due to the switches thermal noise

18. Note that the output-referred in-band error power due to circuit noise is calculated as
RS

Pey = | SequDISTEQI df

7./‘[7
Ifg, = g,', ISTF()l = 1 and Py = Penin-
. 2
If g,#2g,, ISTF(f)) = G and Pey = PCN,in'(CS]/CSZ) .
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will increase by 3dB, the signal power will increase by 6dB, so that the signal-
to-(switch noise) ratio will improve by 3dB in a fully-differential
implementation. On the other hand, the noise power introduced in the baseband
by the opamp and by the references will be the same, so that the signal-
to-opamp + reference noise) ratio improves by 6dB.

2.5 Clock Jitter

Jitter can be defined as a short-term, non-cumulative variation of the switching
instant of a digital signal from its ideal position in time [Lee01] (see Fig. 2.42a).
This inaccuracy is inherent to every clock generation circuitry—i.e., crystal
oscillators, PLL-based oscillators, etc.—and is mainly caused by thermal noise,
phase noise, and spurious components.

The effect of clock jitter on an SC XA modulator can be calculated by
analyzing its effect on the sampling of the input signal. Clock jitter during the
integration phase will only cause a higher-order error to be added to the
integrator settling error, and can therefore be neglected. This implies that
the effect is independent of the structure or the order of the modulator [Bran97b].

Clock jitter in the sampling phase—also called sampling time
uncertainty—results in non-uniform sampling of the converter input signal,
increasing the total error power. The magnitude of this increase is a function of
the statistical properties of the jitter and the input signal, but simple and
effective estimations of the error induced by jitter can be derived [Boser88].

For an input sinewave x(¢) with amplitude A, and frequency f, , the value
of the error in the sampled signal at each clock cycle is given by (see Fig. 2.42b)

A 1 At
+‘ <+
(a) >!
x(£)
At
t* error
| | ; 4 » t
«—> 4
< S »
al TX \ »
(b) \,/

FIGURE 2.42 (a) Jitter in a digital signal; (b) Effect of clock jitter in the sampling.
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d);—(tt) At = 2nf A cos(2nf .nT)At (2.126)

nT,

s

x(nT,+ At) —x(nT) =

where At is the uncertainty in the sampling instant.

Assuming that the sampling uncertainty Af is an uncorrelated Gaussian
random process with standard deviation G, the power of the error signal will
be uniformly distributed in the interval [-f,/2,+f,/2] , and the PSD is

2 2
A (2nf.G;)
— XX
=5 (2.127)
The in-band jitter noise power is then given by 119
) 2 2
A (2nf.0;)
P, = J‘fSde =3 TOSR (2.128)
b

Note that the error caused by clock jitter is inversely proportional to the
oversampling ratio and increases as the amplitude and/or frequency of the input
signal increase.

Since A < Ve and f.<f, , an upper bound (worst-case value) can be

calculated for P, yielding [Yin94a]

2 2 2 2
_ Vref (anbc./) _ Vref (TEf;,GJ)
Jowe — 2 OSR - 2 OSR3

(2.129)

Assuming that o, has a fixed value, independent of the clock frequency,
eq(2.129) shows that a XA modulator is OSR times less sensitive to jitter than a
Nyquist converter. If the jitter is proportional to the clock frequency, f,c; will
be constant, leading to a reduction of OSR3 in the in-band noise power 120,

2.6 Sources of Distortion

The non-idealities studied so far are linear and, as such, they can seriously affect
the modulator performance. In this section, the main non-linear effects present
in SC ZAMs will be treated. These non-linearities will generate distortion,
limiting the peak SNDR achievable at large input levels. In general, non-

19. If g, #g,', ISTF(f)l = g,/¢,/' = G with G being the modulator gain. In this case the
output-referred in-band jitter noise power will be multiplied by a factor G~.

20. If the clock jitter has a 1/f characteristic—close-in-noise—, the oversampling will not
reduce the in-band noise and the LA converter will be as sensitive to jitter as a Nyquist
converter [Bran97b].
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2.6.1

linearities are much more difficult to handle analytically that linear effects and,
although the effect depends on the structure of the modulator, in general there is
no clear advantage to either single-loop or cascade topologies [Bran97b].

Several simplifications have to be made before treating them. The most
extended approach is to consider each individual non-linearity as a small
perturbation of the ideal modulator response—i.e., as a weak non-linearity. On
the other hand, the non-linearities in the front-end integrator are considered the
ones directly affecting the overall converter linearity. When referred to the
input, non-linear effects in the remaining integrators will be attenuated by
the gain of the integrator(s) before them and their contributions are consider
negligible. It is also assumed in the analysis that the power of the harmonics
decreases when its order increases and, therefore, only 2nd- and 3rd-order non-
linear terms are usually considered.

Distortion introduced by an SC integrator is mainly due to voltage-
dependent behavior of capacitors and switches, and non-linearities associated to
the gain of the amplifier as well as its settling behavior. The non-linearity due to
the charge injection from the switches can be neglected employing clock phases
with delayed falling edges [Haigh83]. We will return to this in Chapters 3 and 4.

Distortion due to the non-linear capacitors

In the previous sections the capacitance of a capacitor has been assumed
constant, whereas in practice it exhibits a dependence on the stored voltage.
This relationship is commonly expressed with a Taylor expansion as

C(v) = C(1+alv+azv2+...) (2.130)

where C is the capacitance when the capacitor is discharged and a, a,, ... are
the non-linear coefficients, usually given in ppm/V, ppm/V2, ... T2l

Let us consider the SC integrator in Fig. 2.43, where the integration and
sampling capacitors are assumed to be non-linear. The charge transferred to the
integration capacitor after one clock cycle can be calculated as

Vo,n Vl,n—l V2,n—1
j C/(v)dv = J Cq(v)dv + j Cqr(v)dv (2.131)
Vo,n-1 0 0

yielding to the following difference equation for the integrator output voltage

21. Note that the representation in eq(2.130) does not mean that the total charge in a non-linear
capacitor is obtained as the product of its voltage and its capacitance evaluated at that
voltage. On the contrary, it means that an increment dv in the capacitor voltage v requires
an increment of charge dg;i.e., dqg = C(v)dv [Raza95].
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The distortion introduced by a non-linear capacitor is strongly dependent
on the placement of that capacitor within the modulator [Bran97b]. If the
considered integrator is at the front-end of a XA modulator, as in Fig. 2.41, one

of the branches is connected to the converter input (v, , = v whereas the

[ ))
in, n

other feeds the converted output back (v, , = Vibn = ~YnVyer)- Let us
consider, into first-order approximation, that the dominant source of distortion
is associated to capacitor Cg,, which samples the modulator input. In this case

€q(2.132) can be approximated to

- 1 a; a 2 , v
vo,n:vo,n—1+glvin,n—1 +Evin,n—l+?vin,n—1 _glyn_l ref (2'133)

with g, = Cg,/C; and g,' = Cg,/C; being the signal and feedback weights,
respectively. Considering that the converter input is a sinewave with amplitude
A, the input-referred amplitude and distortion of the 2nd- and 3rd-order
harmonics is given by
e, B a,
AZ:E 3Ax = HD2:2010g10 ZAX
(2.134)
_1(% - )
A3 = Z(;A;) = HDS = ZOIOgIO(EA)%)

If the XA modulator employs a fully-differential topology, a similar
expression to eq(2.133) is obtained, yielding

- 4 2 .
Vo,nzvz)r,n_vo,n:vo,nfl+glvin,n71(l+Evin,n71)_2g1yn_1vref (2.135)
C

L Cs1y, I

b1 Cs2 b2
Vo o
(4?2 [¢1
1

FIGURE 2.43 Two-branch SC integrator.




128

Chapter 2 Non-ldeal Performance of A Modulators

Note that, as known, the 2nd-order non-linearity is translated into a common-
mode voltage, which cancels out to first-order in a fully-differential
implementation. On the other hand, the input signal amplitude can be doubled
(A,; = 2A,) maintaining the same distortion level of a single-ended version:

1(% 1(% )
A, FD;Z(l—ZAgd) = HD, = 201og10b(1—2A§dﬂ
(2.136)

)
= ZOlog]O(ﬁAf)

The validity of the approximated results above can be demonstrated
through behavioral simulation, using eq(2.132) to account for the non-linearity
of the integrator capacitors. Note that in each clock cycle v, , must be
numerically solved, but a fast convergence is obtained using a simple iterative
loop.

Fig. 2.44a compares the spectra of the single-ended and the fully-
differential versions of a 2-1-1 modulator. The front-end integrator is
considered to have a non-linear sampling capacitor with a; = 500ppm/V and
a, = SOOppm/Vz, whereas the input amplitude is 0.7V in the single-ended
modulator and twice that value in the differential modulator. The measured 2nd-
and 3rd-order distortion components from the single-ended spectrum are
-81.2dB and -94.0dB, respectively. The corresponding values calculated
according to eq(2.134) are in very good agreement (—81.2dB and -93.8dB).
On the other hand, Fig. 2.44a also illustrates how the 2nd-order non-linearity is
cancelled in the fully-differential implementation, while preserving the 3rd-
order harmonic distortion for doubled input amplitude.

Fig. 2.44b compares the spectra obtained for the fully-differential 2-1-1
modulator in Fig. 2.44a with that obtained when the non-linearity in the
integration capacitor is also considered. Note that the effect is a rise in the noise
floor plus an increase of the 3rd-order harmonic distortion, which is measured
to be —89.9dB 722, Finally, Fig. 2.445b also includes the output spectra when the
non-linearity in all the integrators is considered. Note that the contribution of
the rest of integrators is negligible in comparison with that at the front-end,
leading to a small increase of the noise floor and the harmonic distortion
(—89.8dB in this case).

22. This effect is not included in eq(2.134) because is more difficult to handle analytically and
leads to results dependent on the structure and the order of the modulator [Bran97b].



2.6 Sources of Distortion

129

(a)

PSD x freq. bin (dB)

(b)

PSD x freq. bin (dB)

-100

-150

-200

-250

HD, g¢ = -81.2dB
HD5 g¢ = -94.0dB

HDs p = -93.9dB

—— Single-ended
—— Fully-differential

104

108
Frequency (Hz)

Cg (integ1)
—— Cgand C(integ1)
—— Cgand C (all integ)

-100
-150

-200

-250

-150 . .
815 820 825 830 835

x10° |1

10*

108
Frequency (Hz)

107

FIGURE 2.44 Simulated spectra of the 2-1-1 XAM with non-linear constants a; = 500ppm/V
and a, = 500ppm/V? in capacitors: (a) Comparison between the single-ended and the fully-
differential implementations, (b) Effect of the different non-linear capacitors on the fully-
differential implementation. (A, = 0.7V for single-ended, A, = 2- 0.7V for fully-differential).
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2.6.2 Distortion due to the amplifier non-linear gain

In Section 2.1 the effect of a fixed finite DC gain of the amplifiers was
analyzed. This gain is not constant in practice, but voltage-dependent: when the
amplifier output voltage increases, the drain-to-source voltage of the output
transistors decreases, causing a degradation of the amplifier output impedance.
This variation can be expressed with a Taylor expansion as

Apc(vy) = Apc(1+yv, + 7,02+ ...) (2.137)

where v, stands for the amplifier output voltage, A~ is the DC gain in the
quiescent point, and y,, v, ... are the non-linear coefficients, usually given in
%IV, %/V2, ...

The analysis of the leaky integrator presented in Section 2.1 can be easily
adapted to take into account the non-linear amplifier DC gain. Considering that
the ZA modulator has a front-end integrator like that in Fig. 2.41, eq(2.2) can be
re-written as the following difference equation

[ 1+Cp/C,
—_— . v
ADC(V 71)J on-1 glvin,n—l_gl‘y 71Vref
on = B + — (2.138)
1+ —fb 1+ i
ADC(Vo,n) ADC(Vo,n)

where vy, =v;, ., v ,= Vioon = YnVref s and kpi=1+g,+8,'+Cp/C;
is the inverse of the capacitive feedback factor during integration. Note that the
integrator output voltage in each clock cycle depends on the finite DC gain
evaluated for the previously stored voltage—A (v, , 1) —; as well as on the
actual voltage—Ap, (v, ).

Let us consider, into first-order estimation, that the distortion is mainly
introduced by the non-linear terms directly affecting the converter input signal
[Yin94a]. In this case, eq(2.138) can be approximated to

= 1 Kwi g 2 Yo Ve (2139

Va,nzvo,n—l+glvil1,n—l _ADC( _ylvo,n_YZVU,rl) _glynfl ref @. )
assuming that A;-» 1 and the non-linear coefficients y,,v, are small. Since
the output voltage v, , obviously depends on the converter input, the second
term in the above equation leads to the following non-linear terms

kg,
glvin,n— 1[1 _A];lc(l _’Ylvo,n_YZVg,n)J
(2.140)

k..
'fb
chlvin,n—II:1 +ADZC('Ylg1v,'n’n,] +'Y2812vi2n,n—1)J
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If the converter input is a sinewave with amplitude A , the input-referred
amplitude and distortion of the 2nd- and 3rd-order harmonics is then given by

21 kfbi 2) - (Yl kg, )
Ay = E(ADCylgle = HD,=20log, EA_DCglAX
(2.141)

kg kg
A= i(;‘D&’Cyzng;) = HD;= ZOIOgIO(YZzXbe_;g%Af)
Note that the distortion is proportional to kg, ; i.e., decreasing the integrator
weights will decrease the amplitude of the harmonics. Also, if the relative non-
linearity does not change, increasing the amplifier DC gain will help to reduce
distortion [Bran97b]. Besides this, if the amplifier is fully-differential, the 3rd-
order component is expected to dominate. Using a fully-differential structure in
the modulator will further reduce A, , while preserving HD5 ..

These results can be validated through behavioral simulation,
implementing eq(2.138) to describe the integrator behavior under non-linear

amplifier DC gain. Note that again v must be numerically solved in each

o,n
clock cycle. An iterative loop has been used, showing a fast convergence.

Fig. 2.45a compares the spectra of a single-ended 2-1 modulator for a
0.8-V input amplitude and different non-linear coefficients. The front-end
integrator has weights ¢, = g,' = 0.25 and a finite DC gain Aj, . = 500 with
v, = 10%/V, whereas y, is 20, 30, and 50%/V?. The measured 2nd-order
distortion is —90.8dB in all cases, that matches well the value of —90.5dB
calculated according to eq(2.141).

The 3rd-order distortion components are measured to be -97.4dB,
-94.6dB, and -90.8dB, respectively. The corresponding calculated values are
—104.4dB, -100.9dB, and -96.5dB, respectively. Note that there is a
significant deviation on the calculated values, but it can be explained
considering Fig. 2.45b, that compares the spectrum of the ideal modulator to that
obtained with a linear DC gain of 500. We can see that a 3rd-order component
exists even with y,,y, = 0; it is not due to distortion but to the uncancelled
pattern noise generated in the modulator first stage [Yin94a]. If the power of
this noise pattern is added to the values calculated with eq(2.141), the
estimations for HD; become -97.9dB, -96.0dB, and —93.3dB, respectively.
Note these new values are in better agreement to the ones measured.
Nevertheless, an under-estimation of HD5 is still noticed for y, = 50%/V2.
This deviation will increase for higher non-linear coefficients, since the non-
linearity can be no longer treated as a weak perturbation to the ideal modulator
response.
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FIGURE 2.45 Simulated spectra of the 2-1 modulator with A~ = 500 in the first opamp:
(a) Comparison of the non-linearity effects with y; = 10%/V and varying v, , (b) Illustration
of the generated noise pattern with A, = 500 and y; = y, = 0. (A, = 0.8V inall cases).
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2.6.3 Distortion due to the switch non-linear on-resistance

The effect of the non-zero switch on-resistance has already been studied in
Section 2.3.5 when analyzing the integrator settling. During the analysis R,
was considered constant, but in practice the switch on-resistance heavily
depends on the voltage across the nodes of the MOS transistors. As we show in
this section, this voltage dependency can generate noticeable distortion
depending on the location of the switch inside the integrator.

Let us consider the CMOS switch shown in Fig. 2.46a. Considering that the
nMOS and pMOS transistors operate in the linear region, their on-resistances
can be approximated to

Ry = 1 _ 1
Wy Vp+ Vg Wy
KNL_N [(VG V) - T} KNL_N[(VDD —Vin) =vewml
. X _ | (2.142)
P Wprvp + vy Wp
KPL_P[ _(VG_VTP)} KPL_P[VCM_(VSS_VTP)]

where vy, = (vp+vg)/2 is the common-mode voltage—i.e., the switch
input voltage. The total resistance of the transmission gate is obtained as

R, Ry Rp

on

1 L. (2.143)
Note from eq(2.142) that reducing the supply voltage when migrating to smaller

technologies causes an increase of the switch on-resistance, since threshold
voltages are not scaled down by the same amount [Bult00]. Also, R, heavily

250 T
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FIGURE 2.46 CMOS switch: (a) Schematic, (b) On-resistance versus common-mode voltage.
(Electrical simulation: 2.5-V supply, Wy/Ly = 8.5/0.25 ,and W,/Lp = 36.5/0.25).
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depends on the voltage being transmitted. This is illustrated in Fig. 2.46b, that
shows electrical simulation results for the switch on-resistance as a function of
the input voltage. This switch is used in the implementation of a 2-1-1 A
converter in 2.5-V 0.25-um CMOS technology (see Chapter 4).

In order to analyze the distortion introduced by the non-linear switches at
the front-end integrator, let us consider the integrator schematic shown in
Fig. 2.36. During the sampling phase the converter input signal is sampled on
capacitor C through switches S| and S, . Since S, is directly connected to the
input, the non-linear on-resistance of this switch can introduce considerable
distortion. On the other hand, switch S, has one terminal connected to a fixed
voltage—the analog ground—, so that at the end of the sampling phase the
voltage across S, remains approximately constant over clock periods. This
makes the distortion introduced by the switch S, considerably lower than that
generated in S, and it can be neglected in practice. The same applies for
switches S; and S, during the integration phase: §; has one terminal
connected to the reference voltage and S, is connected to the virtual ground of
the amplifier.

Therefore, in an approximated analysis of the induced distortion, only the
sampling operation through switches S, and S, needs to be considered. The
model used is shown in Fig. 2.47 and the procedure followed is similar to that in
[Geer02]. The operation during sampling can be described by the following
differential equations

dve )y () -v () VD) =ve (D)= Ve
s dt - Ron,l[vin(t)’ vb(t)] - Ron,Z[Vgnd]

where the on-resistance of §; is considered to be a function of the voltage

(2.144)

across its terminals, whereas R, , is just a function of the analog ground. For
the reasons above, this simplification introduces a negligible error in
comparison with considering R, , = f[v,(7) - Ve 1),V an al-

First, as in Fig. 2.46b, the characteristic of the switch is obtained by

on1 —f[V/n Vbt

Vb t Vb(t VC
Vin(D) st

lj
VCS( ) Ron,2 =f [Vgnd]

= Vgnd

FIGURE 2.47 Model used to study the distortion induced by the switches.
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Harmonic distortion (dB)

electrical simulation, for given process and transistor sizes. Then, the set of
equations in eq(2.144) is numerically solved for an input sinewave of fixed
frequency and amplitude, including the non-linear characteristic of switches S
and S, with a table look-up method. Finally, the transient signal is sampled at
the clock frequency in order to process the data.

Fig. 2.48a shows the 2nd- and 3rd-order harmonic components of the
sampled signal as functions of the frequency f, of the input signal, for switches
as those in Fig. 2.46. The amplitude of the sinewave is A, = 0.8V and
f; = 70.4MHz . Given the dynamic nature of the distortion, both HD, and
HD; increase proportionally to f,, at a rate of 20dB/dec. Assuming that the
amplitude of the harmonics decreases for increasing orders, the worst-case
distortion in a A converter will then be obtained for an input frequency equal
to 1/3 of the signal bandwidth (2.2MHz in the case considered).
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FIGURE 2.48 Harmonic distortion versus: (a) Input frequency, (b) Clock frequency, (¢) Input
amplitude, (d) Width of the switch transistors. Nominal switches are those in Fig.2.46
(Wy/Ly = 85/025, Wp/Lp = 36.5/0.25)and Cy = 0.66pF . When fixed, f, = 70.4MHz ,
f. = 7T00kHz ,and A, = 0.8V.
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Fig. 2.48b shows HD, and HD; as a function of the clock frequency for a
0.8V @700kHz input tone. Since the model in Fig.2.47 considers only the
sampling operation, the constant behavior of the harmonic distortion is
expected. However, note that, in practice, high clock frequencies will cause an
increase of the settling error, degrading the converter performance.

Due to the high non-linearity of the switch characteristic (see Fig. 2.46b),
the dependence of distortion on the input amplitude is not as evident as for the
former parameters. Fig. 2.48¢ shows the harmonic components versus A . As
expected, both HD, and HD; basically increase for increasing amplitudes.
Also, the 3rd-order harmonic distortion rises at 40dB/dec in the amplitude
range [0.02V, 0.3V]. However, the rate of increase for HD, differs from
20dB/dec for medium amplitudes. Moreover, both components are non-
monotonic for high input levels, where the power of higher-order harmonics
starts becoming comparable with that of the 2nd- and 3rd-order components.

The dependence of distortion on the switch dimensions is investigated in
Fig. 2.48d. The widths of the nMOS and the pMOS transistors were varied from
their nominal values—W,, = 8.5um and W, = 36.5um—, scaling them by
the same amount in order to preserve the shape of the characteristic shown in
Fig.2.46b. Note that the harmonic components decrease as the width of the
switch increases. For HD; this dependence is very linear, showing an
improvement of 25dB/dec approximately. However, a trade-off exists when
augmenting the switch dimensions. On the one hand, the average value of the
on-resistance decreases, reducing the harmonic distortion and the nominal
R,,Cg constant. On the other, the parasitic capacitive load introduced by the
switches can increase considerably, affecting the driving of the clock phases, the
integrator settling error, etc.

Finally, the shape of the switch characteristic is modified in order to
examine its effect on harmonic distortion. To that purpose, the size of the pMOS
transistor of the switch in Fig. 2.46b is maintained, but the width of the nMOS
transistor increases from its nominal value (8.5um) to equal W, (36.5um).
Fig. 2.49 shows the characteristic of each switch sizing as a function of the input
voltage. Note that, as W), tends to equal W, the non-linearity of the switch on-
resistance increases. This is illustrated in Fig. 2.50, that plots HD, and HD; as
a function of Wy, for input amplitudes of 0.8V and 0.2V. Note that the
distortion obtained when W, = W, is higher than that for the nominal W,
especially in the 2nd-order component. Nevertheless, even order harmonics can
be strongly reduced employing fully-differential circuitry.

Note also from Fig.2.49 that the average value of the on-resistance
decreases when W), tends to equal W,—137Q for W), = 8.5um and 74Q
for Wy, = 36.5um. Again a trade-off can be established when selecting the
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FIGURE 2.49 Switch resistance versus common-mode voltage, for varying width of the nMOS
transistor. (Electrical simulation: 2.5-V supply, Wp/Lp, = 36.5/0.25,and Ly, = 0.25um).

shape of the characteristic. If the sizing compensates the difference in the
transconductance parameter of the nMOS and pMOS transistors—i.e.,
K NWN ~ K pr , as in the nominal switch—the non-linearity is low, but the
average on-resistance is larger than for W, = W, (used in [Yin94a]
[Geer02]). In the latter case, the area occupied and the switch capacitive
parasitics increase, but the effect of the finite resistance on the settling
performance decreases. Therefore, special attention must be paid to the
selection of the switch during the design phase of the converter, since the former
trade-off must be solved depending on the requirements of a given application.
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FIGURE 2.50 Harmonic distortion versus width of the nMOS transistor, for: (a) A, = 0.8V,
(b) A, = 02V. (Wp/Lp = 36.5/025, Ly = 025um, Cg = 0.66pF, f, = 70.4MHz , and
f, = 7T00kHz ).
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2.6.4 Distortion due to the non-linear settling

As stated in Section 2.3.4, if the most common dynamic of an integrator is slew-
rate limited during integration or sampling over the clock cycles, the integrator
response is not linear and distortion will appear at the modulator output
spectrum. This effect is illustrated next through behavioral simulation
performed on the same 2-1-1 cascade modulator used through Section 2.3.4 —
the reader can refer to Fig. 2.26 for the sake of completeness.

Fig. 2.51 shows the modulator output spectrum for different values of the
normalized slew rate during sampling. These are SR:,Wm = 3,4,5, which
correspond to maximum output currents /, = 350, 465, 580pA in the front-
end integrator, respectively. As shown in Fig. 2.26, these values of /, led to a
dominant situation in which the dynamic is partial-slew during both integration
and sampling. Note from Fig. 2.51 that a 3rd-order harmonic component arises
in all the spectra, due to the non-linearity of the settling and the fully-
differential implementation of the modulator. The corresponding values for the
harmonic distortion are HD; = —90.9,-109.9, -115.8dB, respectively. Thus,
the expected SNDR in Fig.2.26 is not achieved for SR'swrm = 3 due to the
power of the harmonic, but not to an excessive error in the final linear settling.
Besides this, the 3rd-order harmonic component rapidly decreases when
increasing I,, showing that full performance can be achieved although the
dominant integrator dynamic is partially slew-rate limited.
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FIGURE 2.51 Simulated spectra of a 2-1-1 modulator considering the slew-rate limitation

of the front-end integrator (GB,""™ = 1.5 and A , = 0.75V).
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2.7 Summary

In this chapter the main error mechanisms degrading the performance of XA
modulators have been studied. These errors are caused by different non-
idealities affecting the analog building blocks and produce extra errors that add
to the in-band quantization error power and/or distortion. For demanding
specifications on the XA converter, they can severely limit the modulator
performance. Therefore, non-idealities have been studied in detail and
behavioral models and, whenever possible, closed-form expressions to estimate
their effects have been presented.

First, errors modifying the noise transfer function of the modulator have
been analyzed, such as the finite DC gain of amplifiers, the limited dynamic of
integrators, and the mismatch in capacitor ratios. As shown, single-loop
topologies are less sensitive to these errors than cascade topologies, which
suffer from noise leakage; i.e., the degradation of the shaping due to the leakage
of lower-order quantization errors to the modulator output.

Second, errors that can be associated to the modulator input have been
studied. The main sources of electronic noise have been identified and their
effects have been derived. The effect of the clock jitter on high-speed converters
has been also taken into account. Finally, non-linear non-idealities have been
considered and the generation of distortion has been studied.

The models and guidelines derived in this chapter have been extensively
used during the design phases of the two high-speed cascade XA modulators
presented in Chapters 3 and 4.



CHAPTER 3

A Wideband A Modulator
in 3.3-V 0.35-um CMOS

NOWADAYS, THE NEED FOR EVER FASTER DATA RATES in
broadband communication systems has boosted industrial interest in high-
performance data converters capable of achieving 12-to-16-bit accuracy for
signal bandwidths well in excess of 1IMHz. In addition, reducing production
costs pressures mixed-signal designers to pursue these challenging
specifications in mainstream digital CMOS processes, where analog primitives
are not fully optimized.

In this scenario, ZA converters are gaining ground in a field traditionally
dominated by Nyquist converters—especially pipeline. This change is being
endorsed by the smaller analog content of XA modulators and their larger
robustness against poorly matched devices—a natural benefit of oversampling
and noise-shaping techniques. Although initially employed for high-quality
digital audio, these pros have motivated designers to explore the use of XA
converters for signal bands up to telecom and video. The inherent increase of
complexity and speed of the digital post-processing required for these high-
speed A modulators fit into the very application scenario of modern digital
CMOS technologies.

This chapter presents a high-speed LA modulator that targets 14-bit
effective resolution for a 2-MHz signal bandwidth. These specifications pose a
significant design challenge, especially considering the implementation in a
deep-submicron digital CMOS process. The architecture selected is a 4th-order
cascade with low oversampling ratio. It employs a robust dual-quantization
strategy for increasing resolution, which needs no correction/calibration
techniques, thus simplifying the circuitry and reducing power dissipation.

The modulator design follows a top-down approach. First, the topology
selection is discussed in Sections 3.2 and 3.3. The requirements of the building
blocks in its switched-capacitor implementation are then derived in Section 3.4,
whereas their design at the transistor level is presented in Section 3.5. Finally,
experimental results of the fabricated prototype are presented.

141
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3.1 Design Methodology

Design methods are of prime importance for completing an efficient
implementation in an acceptably short design cycle. As an answer to this
necessity, a top-down methodology was developed in [Mede99a] for assisting
the design of £A modulators. Here we will make use of this methodology for
designing the targeted XA modulator. Its flow diagram is illustrated in Fig. 3.1
and considers three linked levels of the design flow:

* modulator level
* building block level
 transistor level

Each level receives specifications as inputs and serves design parameters
on the next level down in the hierarchy. Thus, e.g., design parameters obtained
from the modulator level are amplifier DC gain, bandwidth, etc., which are
specifications for the building block level.

At each level, specifications are translated into design parameters using
either equations, behavioral, or electrical models for evaluation purposes and
statistical optimization routines for providing ‘good-enough’ solutions. As
shown in Fig. 3.1, this process is supported by the following dedicated CAD
tools [Mede99a]:

Specs & Tech

Architecture
exploration

Preliminary
modulator sizing

Advanced
optimizer
core

Fine-tuning of
block specs

Cell sizing

Electrical
models
m
g

g

/ Layout

Physical
models

i Behavioral )
models Equations

FIGURE 3.1 Flow diagram of the methodology for the design of A modulators [Mede99a].
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+ SDOPT, a synthesis tool for XA modulators that combines an equation
database and a statistical optimizer. It allows architecture exploration
and transmission of the modulator specifications down to the building
block level.

* ASIDES, a time-domain simulator for XA modulators based on
detailed behavioral models of the building block non-idealities. It is
used as a design validation tool and for the fine-tuning of the building
block requirements.

+ FRIDGE, a general-purpose tool for automatic sizing of basic IC cells,
based on electrical simulation and a statistical optimizer. It allows to
obtain power-efficient designs of the modulator building blocks at the
transistor level.

These CAD tools have been updated with the results from the analysis
developed in Chapter 2 for the influence of the main block non-idealities on the
operation of ZA modulators. Closed-form expressions have been compiled into
the database of design equations associated to SDOPT, whereas the more
complex behavioral models have been incorporated to ASIDES.

3.2 Topology Selection

Let us consider the following expression that estimates the dynamic range of a
> A modulator at the architectural level, considering only quantization noise,

2L G-

DR|, ~ lOlogmB@B— 1)
Y

2 2L+ l)OSRZL”J

where L stands for the modulator order, OSR is the oversampling ratio, and B
is the internal quantizer resolution. This expression highlights the existing
trade-off among the three primary design parameters: L, OSR, and B.

For a given bandwidth, the sampling frequency f; of the ZA modulator—
and, thus, the amount of oversampling—is ultimately limited by the speed
capabilities of the intended technology. Whenever oversampling ratios as high
as 128 and above are compatible with the application frequency—such as in
energy metering, speech, and audio—, the 2nd-order single-bit XA modulator
has become a popular choice because of its simplicity and robustness. However,
high-frequency applications with medium/high resolutions—typically 12 bits
or more are needed for telecom—, are only feasible with moderate values of
OSR, thus forcing us to either increasing L or B in order to achieve the
required dynamic range.
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Whereas increasing OSR does not impose an additional complexity on the
2AM architecture (except for the increased dynamic requirements of the build-
ing blocks), in practice, augmenting L and/or B considerably involves the
modulator design, principally because of two important drawbacks already
explained in Chapter 1:

e Unlike 1st- and 2nd-order loops, higher-order loops are not
unconditionally stable.

+ The linearity of the multi-bit DAC in the feedback path of a multi-bit
>AM compromises that of the overall converter.

As stated through Chapter 1, both problems can be partially overcome. On
the one hand, high-order XAMs can be stabilized through different techniques;
e.g., by using optimized noise transfer functions with reduced out-of-band gain
[Schr93] [Adams97a], by properly choosing the integrator scaling factors
[OptE90] [Marq98b], or by resetting the integrators if unstable operation is
detected [OptE91] [Mous94]. However, as shown in Section 1.3.3, stable high-
order single-loop XAMs suffer from a considerable reduction of the achievable
DR in comparison with the ideal one, eq(3.1)—see for instance Fig. 1.24.

On the other hand, correction and calibration methods can be included in
multi-bit £AMs, in either digital or in the analog domain—see Section 1.5.
However, the performance of these techniques depends on the resolution of the
DAC being calibrated. DACs cannot be efficiently linearized within an
arbitrarily large resolution, so that the use of low-order multi-bit modulation
may not be enough to obtain a given dynamic range.

A direct solution to this problems is to increase both the modulator order
and the internal quantizer resolution, giving rise to moderate-order (3 ~5)
multi-bit architectures. In fact, the use of multi-bit quantization in high-order
single-loop modulators inherently improves their stability [Carl97] [Geer00]
[Broo02], so that they can be good candidates to obtain high-resolution high-
frequency operation, provided that the problem of the DAC non-linearity is
solved. Dynamic element matching techniques are normally included to
attenuate its impact, but often at the cost of higher circuit complexity and larger
occupation area.

With the same objective, the combination of high-order cascade (MASH)
architectures with multi-bit quantization was proposed. Cascade ZAMs
employing dual-quantization techniques gather the unconditional stability of
low-order loops (whenever only Ist- and 2nd-order stages are used) and the
advantages of multi-bit quantization, with relaxed linearity requirements for the
latter. The feasibility and efficiency of this approach, because it needs no
correction/calibration mechanisms, has been proved in many reported designs
[Bran91b] [Feld98] [Mede99b] [Mori00].
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The performance targeted for the XA modulator here is 14-bit effective
resolution (86-dB dynamic range) in a signal bandwidth of 2MHz. Given that
the signal bandwidth is high and a 0.35-um mainstream digital CMOS process
is to be used, oversampling must be restricted to low/moderate values
(OSR<24) in order to run the modulator at a feasible clock rate
(f,<100MHz ). As shown in Fig. 1.24, such a maximum value of the
oversampling ratio discards the use of low-order single-loop single-bit XA
topologies. Instead, cascade XA modulators can be considered, since the
required high-order shaping can be obtained without the loss of performance
derived from stabilizing high-order loops.

Several cascade architectures have been considered; namely:

* a3rd-order 2-stage cascade (2-1 ZAM)

* a4th-order 2-stage cascade (2-2 ZAM)
 a4th-order 3-stage cascade (2-1-1 ZAM)

+ a Sth-order 4-stage cascade (2-1-1-1 ZAM)
 a 6th-order 3-stage cascade (2-2-2 ZAM)

These topologies are depicted in Fig. 1.28 to Fig. 1.31 and the relationships
required for correct functioning are shown in Table 1.3 to Table 1.6.

As shown in Section 1.4, under ideal conditions, the z-domain output of an
Lth-order N -stage cascade XAM can be generalized as

Y(2) = z5X(2) + dyy_5(1 =27 HEEN(2) (3.2)

where L is the summation of the stages orders, and X(z) and Ey(z) stand for
the z-domain signal and last-stage quantization error, respectively. The scalar
d,_4 accounts for the signal scaling required to avoid premature overload of
the stages and equals the inverse of the product of the inter-stage coupling
factors. In general, this results in a value of d,, _5 larger than unity, which
means an amplification of the last-stage quantization error, thus generating a
systematic loss of resolution in comparison with the ideal case in eq(3.1).

With proper selection of the inter-stage couplings, the scaling factor can be
reduced to only 2 for all the cascades considered [Marq98b] [Rio00], except for
the 2-2-2 £AM, in which the scalar equals 8 [Feld98]. The former implies a
6-dB (1-bit) reduction in DR, whereas the latter leads to a 18-dB (3-bit)
reduction. In any case, these systematic losses are considerably lower than those
found in practical realizations of their single-loop counterparts.

Fig. 3.2 compares the ideal performance of the considered cascades as a
function of the oversampling ratio. Note that the use of a 2-1 architecture can be
discarded at this point, since 3rd-order shaping is not enough to achieve the
required dynamic range with OSR <24 . Ideally, modulator resolutions above
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FIGURE 3.2 Ideal performance of cascade ZAMs versus oversampling ratio.

14 bits can be obtained with the 2-2 and the 2-1-1 XAM operating with
20 < OSR <24, or the 2-1-1-1 and the 2-2-2 XAM with 14 < OSR £24.

Using multi-bit quantization can help to reduce the oversampling required
by these cascade XAMs. Moreover, if multi-bit quantization is exclusively used
in the last stage, the linearity requirements for the multi-bit DAC are relaxed,
since DAC error is high-pass filtered and most of its power falls out of the band.
Linear analysis shows that the z-domain output of an Lth-order N -stage
cascade XAM using multi-bit quantization only in the last stage becomes

Y(z) = 71X(2) + dyy_3(1 — 2 DEEN(Z) +dyy_5(1 -2 D)E"VE (2) (33)

where E,(z) is the z-transform of the non-linearity error in the last-stage DAC.
Such error presents a shaping of order L —L,; i.e., the order of the overall
modulator minus that of the last stage. This means that the influence of the DAC
non-linearity is attenuated inside the band, and hence some non-linearity can be
tolerated without correction/calibration. From eq(3.3), the in-band error power
for each of the cascades considered can be expressed as follows,
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where oé = [A/(28-1)]2/12 is the power of the last-stage quantization
error (A stands for the quantizer full scale and B for its resolution) and
63 =(A-INL/100)%/2 represents the DAC-induced error power [Mede99a],
with INL being the DAC integral non-linearity expressed in percentage of the
full scale (%FS). Note that this error power is attenuated by OSR~7 in
the 2-1-1 modulator, whereas it is attenuated by OSR~ in the 2-1-1-1 and the
2-2-2 cascades. They outperform the 2-2 modulator, in which DAC errors are
only 2nd-order shaped (OSR~>). The larger immunity of the former modulators
to DAC imperfections is a valuable characteristic taking into account the poor
performance of devices in digital CMOS processes and it can be exploited to
implement a calibration-free multi-bit XAM.

However, the sensitivity of cascade modulators to noise leakage can hide
some of the benefits of high-order filtering and multi-bit quantization. As
shown in Chapter 2, finite amplifier DC gain and capacitor mismatch cause
leakage of low-order shaped quantization error to the modulator output, which
degrades the dynamic range. This problem must be carefully tackled in digital
submicron technologies, where degradation of both MOSFET output
conductance and capacitor matching is more than foreseeable.

For the cascades considered here, finite amplifier DC gain causes a leakage
dominated by 1st-order shaped quantization error (Table 2.1), whereas capacitor
mismatch leads to 2nd-order shaping dominant leakage terms (Table 2.2). These
extra error contributions can indeed mask those in eq(3.4), because they are
attenuated by only OSR3 and OSRS, respectively. Hence, the feasibility of
these cascades depends on how demanding the requirements for the DC gain
and capacitor matching are, regarding the process capabilities.

These issues have been taken into account to identify possible selections of
{OSR, B} pairs for the cascades above in the presence of reasonable DC gain,
mismatch, and DAC errors. Results are summarized in Fig. 3.3, which shows the
effective resolution achieved by the cascade XAMs as a function of the last-
stage quantizer resolution B, with the oversampling acting as a parameter. The
value of OSR is depicted next to each curve. A DC gain of 2500, a capacitor
mismatch of 0.12%, and a DAC INL of 0.4%FS have been assumed in all
cases. Note that curves saturate in the presence of non-idealities, leading to a
practical useful limit for multi-bit quantization. For a given OSR, increasing B
over this limit will not further improve the modulator dynamic range.
Nevertheless, quantizer resolutions below this limit can be enough to
significantly relax the oversampling ratio, and hence the dynamic requirements
of the analog circuitry, with respect to single-bit approaches.

There are different alternatives to achieve 14-bit resolution depending on
the topology considered (encircled in Fig. 3.3a to Fig. 3.3d):
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FIGURE 3.3 ENOB of cascade ZAMs versus the resolution in the last-stage quantizer, for
oversampling ratios from 8 to 24: (a) 2-2 ZAM, (b) 2-1-1 £AM, (c) 2-1-1-1 ZAM, (d) 2-2-2 ZAM.
(Apc = 2500, o = 0.12%, and DAC INL = 0.4%FS).

* For the 2-2 ZAM, {OSR,B} = {24,1} and {22,3} can be selected.
Because of the larger sensitivity of this topology to DAC non-linearities, an
intermediate case using 2-bit quantization in the last stage is discarded,
because DAC errors mask the benefits of multi-bit quantization.

* For the 2-1-1 ZAM, the pairs {OSR,B} = {24,1}, {20,2}, {18,3},
and {16, 4} can be selected.

* For the 2-1-1-1 £AM, an effective resolution larger than 14 bits is obtained
for the pairs {OSR, B} = {18,1}, {16,2}, and {14, 3}.

* For the 2-2-2 ¥AM, possible pairs are {OSR, B} = {16, 1} and {14,2}.

After comparing the former figures, the 2-2 and the 2-2-2 XAM were
discarded for the targeted application, since they are outperformed by the 2-1-1
and the 2-1-1-1 cascade, respectively. On the one hand, the oversampling—and
thus the sampling frequency—required in the 2-2 modulator is high and the use
of dual-quantization does not relax it, because of the sensitivity to DAC errors.
For the same number of integrators, the 2-1-1 topology is more flexible and
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benefits from a considerable OSR reduction if multi-bit quantization is used.
On the other hand, the 2-2-2 ZAM employs one more integrator than the
2-1-1-1, but the benefits from a higher noise shaping are masked by its 3-bit
systematic loss in dynamic range and its larger sensitivity to mismatch.

Among the possibilities left, the best choice was considered to be the 2-1-1
YAM working with 4-bit quantization in the last stage and an oversampling ratio
of only 16. The reduction from 16 to 14 in oversampling ratio attainable with
the 2-1-1-1 cascade did not justify the presence and additional power/area
consumption of the extra stage.

The set of integrator weights of the 2-1-1 cascade were optimized attending
to the following criteria:
+ Fulfillment of the relationships in Table 1.4 for error cancellation.
* Minimization of the scaling factor d; that determines systematic losses.
* Maximization of the modulator overload level (X, ).
* Minimization of the output swing (OS) required for the integrators.
+ Easy implementation of capacitor ratios using unit elements.
* Minimization of the total number of unit capacitors to save silicon area.
» Easy implementation of the digital multipliers in the cancellation logic.
Table 3.1 shows the integrator weights selected for the 2-1-1 ZAM after
optimization (column [Rio00]), together with other sets reported in open

literature. For comparison purposes, resulting features—like systematic loss,
overload level, output swing, and number of unit capacitors—are also included.

Note that all sets of coefficients lead to d; = 2 and, therefore, to a
systematic reduction of the dynamic range of only 6dB (1bit). The overload

TABLE 3.1 Reported coefficients for the 2-1-1 cascade ZAM.

Weights [Rio00] [Yin94b] [Mede99b] | [Marq98a] [Geer99]
81581 1/4,1/4 1/4, 1/4 1/3,1/3
82 8 1,172 2/4,1/4 3/5,2/5
83 835 83" 1,1/2,1/2 1,3/8,2/8 5/6,3/6, 2/6
84 845 84" 1,1/2,1/2 1,1/4,1/4 1,1/3,1/3
dy, d,, dy, d, 1,2,0,2 2,2,0,2 2,2,0,2
ADR due to scaling| —6dB (—1bit) —-6dB (—1bit) —-6dB (—1bit)
Xor/(A/2) ~3dBFS -2.5dBFS -2dBFS
0S/(A/2) 0.75,1, 1, 1 0.75, 0.7, 0.6, 0.6 1,1,0.9,0.8
Unit capacitors 17(5+4+4+4)| 35(5+6+16+8) 29(4+8+11+6)
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level of the modulators is also similar (around -2.5dBFS). The main
differences are related to the required amplifier output swing and the number of
unit capacitors needed for the implementation of the weights. Regarding the
output swing of the amplifiers, coefficients in [Yin94b] and [Mede99b] impose
the more relaxed requirements—normalized OS of 0.75 for the amplifier in the
first integrator and 0.6 for the third and fourth integrators—, whereas those in
[Marq98a] and [Geer99] require a normalized OS close to 1 in all integrators.
Coefficients proposed here are halfway between these two sets in regard to
output swing demands, but also offer relaxed requirements for the front-end
integrator. As we will show, a large DC gain is usually required in this integrator
to attenuate distortion, so that a relaxed output swing is a desirable feature for a
low-voltage implementation. On the other hand, the set of coefficients in
[Ri0o00] requires fewer unit capacitors for its implementation. This leads to a
considerable reduction of the modulator occupation area, especially considering
the digital process to be used, in which capacitors are implemented as large
multi-metal structures with thick oxide. The proposed coefficients exhibit the
additional advantage of requiring only two-branch integrators, because the
largest weight in the three-weight integrators (third and fourth) can be obtained
as a combination of the other two.

Fig. 3.4 shows the block diagram of the selected 2-1-1 ZAM. Coefficients in
the multi-bit last stage are scaled by a factor 2 in comparison with those in Table
3.1. This is done to make g;" = 1 and have a loop gain of 1 when the gain of
the multi-bit ADC and DAC is 1. This way, their input and output full scales
coincide and their design is simplified, as shown in Section 3.5.5.

As shown in Fig. 3.3b, the 2-1-1 architecture can achieve the targeted
resolution (14 bits) for {OSR, B} = {16,4} and still provides some margin
for the contribution of other error mechanisms. However, another viable choice
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FIGURE 3.4 Block diagram of the dual-quantization 2-1-1 cascade ZAM.
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can result from {OSR,B} = {16,3}. In order to gain flexibility, the 2-1-1
YAM in Fig. 3.4 has been implemented with programmable A/D/A converter in
the last stage, capable to operate with either 2-, 3-, or 4-bit resolution. Thus,
combining this programming capability with the possibility of modifying the
oversampling ratio (decimation will be performed off-chip) will result into a
quite valuable test vehicle to validate the architectural study.

3.3 Switched-Capacitor Implementation

The block diagram of the 2-1-1 A modulator in Fig. 3.4 maps onto the fully-
differential SC schematic shown in Fig. 3.5. The first stage of the cascade
consists of two SC integrators and a comparator. The front-end integrator
contains a single input branch, since its signal and feedback weights are equal.
The second integrator has two input branches. At the back-end of the stage the
comparator performs the 1-bit quantization of the signal. The analog version of
that signal is fed back to the integrators using differential voltage references
(V, V:) and switches controlled by the comparator output. The second stage
also uses an integrator with two input branches. Although three weights must be
implemented for this integrator (g3 = 1, g5 = 0.5, and g;" = 0.5), the first
one is distributed between the two branches in order to save area. The same
applies for g, in the fourth integrator, which only requires two input branches
as well. This integrator drives a programmable ADC (B = 4, 3, 2) and the 3rd-
stage loop is closed through a programmable DAC. The 1-o0f-16 output code of
the ADC for B = 4 (1-of-8 if B = 3 and 1-of-4 if B = 2) is converted into
binary using a ROM that provides the 4-bit outputs Y3 (5 (Y5 (, if B = 3 and
Y; o ifB = 2).

The timing scheme of XA modulator is illustrated in Table 3.2. The
modulator operation is controlled by two non-overlapped clock phases, ¢, and
¢,. The integrator input signals are sampled during phase ¢, and then
integrated together with the corresponding feedback signals during phase ¢, .
The comparators and the ADC are activated at the end of ¢, (using ¢, as
strobe) to avoid any possible interference of the integrator transient response at
the beginning of sampling. The operation over time of each block for the
conversion of an input sample is summarized in Table 3.2. Note that the timing
guarantees a single delay per clock cycle.

Delayed versions of the two main phases are provided (¢,,; and ¢,,) in
order to attenuate signal-dependent charge injection [Lee85]. Complementary
versions of all the phases are also used for the control of the switches, which are
implemented as CMOS transmission gates.
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FIGURE 3.5 SC implementation of the 2-1-1 ZAM with programmable dual-quantization.
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TABLE 3.2 Timing of the XA modulator.

by (033 oy 0y
INTEGRATORS sample integrate sample integrate
regenerate sample regenerate sample
COMPARATORS 9 g = 2
refresh output NC (no change) | refresh output NC
store references -- store references --
ADC regeneration sample regeneration sample
refresh output NC refresh output NC
DAC refresh output NC refresh output NC

3.4 Specifications for the Building Blocks

This section derives the most important requirements for the modulator
building blocks 1, First, closed-form equations for the main errors that
determine performance are used to derive an initial modulator sizing
fulfilling the specifications. The architecture is then extensively simulated
using more complex behavioral models in order to fine-tune the initial sizing.

3.4.1 Modulator sizing

Fast
modulator
sizing

As illustrated in Fig.3.1, the second step of the modulator design flow
consists of a fast estimate of the building block requirements; i.e., the
specifications for the amplifiers, capacitors, switches, comparators, and
multi-bit quantizers in the SC implementation. For this task, the closed-form
expressions derived in Chapter 2 for the influence of the main block non-
idealities on the modulator operation are used. These expressions have been
compiled into a database of design equations associated to the tool SDOPT
[Mede95] [Mede99al—see Fig. 3.1. Covered issues include thermal noise,
integrator leakage and settling errors, capacitor mismatch, analog switch
errors, jitter noise, etc. Quantization error is linearly modeled using the
additive white noise approximation (see Section 1.1.2).

Table 3.3 summarizes the results for the sizing of the XA modulator. The
specifications have been grouped into five categories; namely, modulator,
front-end integrator, amplifier, comparators, and A/D/A converter. The most
significant in-band modulator errors are reflected at the bottom of the table.
The main considerations for this sizing are described next.

1. Recall that we denote this procedure as modulator sizing.
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TABLE 3.3 Modulator sizing and main in-band error contributions.

Topology 2-1-1
Dual-quantization 1bit / 4bit
Oversampling ratio 16
MODULATOR
Clock frequency 64MHz
Differential reference voltage 2V
Clock jitter 15ps (0.1%)
Sampling capacitor 0.5pF
Unit capacitor 0.5pF
FRONT-END Capacitor standard deviation 0.12%
INTEGRATOR Bottom parasitic capacitor 25%
Capacitor non-linearity 25ppm/V
Switch on-resistance 250Q
Open-loop DC gain 2500 (68dB)
Gain-bandwidth product (1.6-pF load) 235MHz
Slew rate (1.6-pF load) 380V/us
AMPLIFIER : _ -
Differential output swing 2V
Input equivalent noise 6nV//Hz
DC-gain non-linearity 20%/V?2
Hysteresis 30mV
COMPARATORS | Offset £10mV
Resolution time 3.5ns
A/D/A Resolution 4bit
CONVERTER DAC INL 0.4%FS
Quantization Noise -86.6dB
Ideal quantization noise -94.4dB
Amplifier DC-gain leakage -95.7dB
Capacitor mismatch leakage -88.9dB
DAC non-linearity error -95.9dB
Thermal Noise -84.8dB
kT/C noise -86.9dB
Amplifier noise —-88.9dB
Clock Jitter —-88.6dB
In-Band Error Power -81.6dB
Dynamic Range 84.6dB
Effective Resolution 13.8bit
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As shown in the first group of specifications, the 2-1-1 ZAM uses an 16 x
oversampling, which results in a clock frequency f, = 64MHz, given the 2-
MHz bandwidth intended for the A-to-D conversion. The last-stage quantizer
resolution is nominally 4 bits, but it can be programmed to 2 and 3 bits. The
reference voltage (Vref) is 2V, which implies that references V: and V, in
Fig. 3.5 are +1V and -1V, respectively. This leads to a full-scale range (A) of
4V using a 3.3-V supply, thanks to the differential implementation. Under linear
analysis and ideal modulator operation, the in-band quantization error yields

A} g8

P :d2._3.
3 12 90SR?

0=

(3-5)

where Ay = A/(2B-1) stands for the quantization step of the multi-bit third
stage and the scaling coefficient d; equals 2 with the set of integrator weights
used. Eq(3.5) leads to an ideal in-band quantization error of —94.4dB .

The second group of specifications in Table 3.3 includes the requirements
for the capacitor and switches in the front-end SC integrator. The value of the
sampling capacitor has been selected considering thermal noise and power
dissipation. As stated in Section 2.4, in-band thermal noise power originated by
the switches —kT/ C noise— can be estimated as

PkT/C;z'chSIT'ﬁ (3.6)
where Cg, stands for the front-end sampling capacitor and the factor 2 accounts
for the differential implementation. This contribution is approximately
—86.9dB for a sampling capacitor of 0.5pF. The selected value, although small,
still leaves some margin for other error mechanisms, while reducing the
equivalent capacitive load of the front-end integrator, and thus the amplifier
dynamic requirements and power dissipation. As we show later on, the
reduction of capacitive load becomes an important task for high-speed
operation in the intended digital technology, since capacitors are implemented
using multi-metal sandwich structures that exhibit a large parasitic from the
bottom plate to substrate (above 25% of the nominal capacitance).

Due to the sensitivity of cascades to noise leakage, a good capacitor
matching is also required. As stated in Table 2.2, this leakage term is
proportional to OSR- in the 2-1-1 SAM. For a mismatch error contribution of
approximately —-89dB, the matching required is around 0.12%, which is
feasible for multi-metal capacitors in the intended technology. On the other
hand, the tolerated switch on-resistance (R, ) is around 250€Q2. This value is
large enough to implement switches as standard transmission gates with the
nominal 3.3-V supply, with no need for clock-boosting techniques [Wu98]
[Bult00].
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The third group of specifications in Table 3.3 corresponds to the amplifier.
Following a similar procedure to that in Section 2.1, noise leakage due to finite
amplifier DC gain in the first stage —which is dominant— can be estimated as

2
Cs1/Cn+ ¥ Co,i/Cp 5

P o i=12 . T
RET2 Ape 30SR3

1

(3.7)

where A, stands for the open-loop amplifier DC gain, Cg, and C;; stand for
the sampling and integration capacitors in the first integrator, respectively,
whereas Cy, ; and C}, stand for those in the second integrator, with two input
branches. Note that eq(3.7) accounts for the value of integrator weights and
capacitor sharing in the second integrator, for a more exact estimation of the
contribution of the leaky integrators—expressions in Section 2.1 were
approximated for comparison purposes among cascade architectures (see
footnote 1 in Chapter 2). For a DC gain of 2500, the corresponding error
contribution is around -95.7dB, which is comparable with the ideal
quantization noise and considerably lower than that of capacitor mismatch.

The required gain-bandwidth product (GB) of the amplifier is estimated to
be around 235MHz. This value leads to GB~3.7f,, which is enough for
proper integrator settling and still provides some margin for the slowing-down
effect caused by switch on-resistance on the integrator dynamic response. From
eq(2.74), the effective amplifier GB can be recalculated as

GB . ~__GB _ _ GB
effly, = T7 GB/f,,  1+GB-2n-2R, C,

(3.8)

which leads to approximately 170MHz; i.e., GB eff= 2.7 f, given that
fon = 10f; , with the selected values for R, and Cg, . On the other hand, the
amplifier slew rate, SR = 380V/us, is large enough to avoid a dominant full-
slew dynamic of the integrator.

Once the effective GB of the amplifier is determined, its contribution to
the total thermal noise can be estimated using eq(2.109) as

+f,
2n - GB . 2n-GB
=~ ZC e ¢t g L T eff ¢
P Jf 2fs Sop df 50SR Sop 3.9
b

where GB,; is in Hz and S;p stands for the input-referred thermal noise PSD
of the amplifier (in V2/Hz). From eq(3.9), the in-band contribution fir a
reasonable amplifier input-referred noise of 6nV/./Hz is approximately
—89dB, which is 2dB lower than the K7/ C contribution.

The fourth and fifth group of specifications in Table 3.3 refer to the
quantizers in the 2-1-1 cascade. Note that the main requirement for comparators



3.4 Specifications for the Building Blocks 157

Fine-tuning
of blocks
specs

is a low resolution time—around 3.5ns; i.e., below a quarter of the clock
frequency—, whereas offset and hysteresis are not demanding. On the other
hand, requirements on the multi-bit quantizer are basically imposed to the
DAC non-linearity. Since multi-bit quantization is only used at the last
stage, DAC errors will add to the last-stage input and will be therefore 3rd-
order shaped, so that an /NL as large as 0.4%FS can be tolerated without
affecting the modulator linearity. Hence, power and area consuming
correction or calibration techniques are avoided.

Finally, given the high-speed operation of the modulator, the jitter
requirements on the clock signal must be also considered. Using eq(2.128),
the in-band jitter noise can be estimated as

A_f . (2nf,5,)? - Xor- Vie)? . (2nf,5))*
2 OSR — 2 OSR

P

I

(3.10)

where A and f, stand for the amplitude and frequency of the modulator
input signal, respectively, and o, for the sigma of the clock jitter. Note
from eq(3.10) that the maximum input amplitude considered corresponds to
that at the modulator overload level. For an overload level around —5dBFS
(X =0.56V,,), ajitter of 0.1% the clock period—i.e., 15ps—is enough
for a maximum in-band contribution of approximately —88.6dB .

The former in-band errors are summarized at the bottom of Table 3.3.
The main error source is thermal noise —especially k7/C noise—, which
contributes —84.8dB. Quantization noise follows contributing —86.6dB ,
capacitor mismatch being dominant. According to these estimations, the
total in-band error is —81.6dB, leading to a DR of 84.6dB (13.8bit).

At this point, the modulator sizing must be validated through more
accurate time-domain simulations. This is mandatory given the limited
complexity of the equations that can be realistically included in the design
database—starting from quantization error, for which the additive white
noise approximation is used. Such simulations cannot be carried out at the
modulator level using electrical simulators, since transistor descriptions
are not yet available and, in any case, CPU-time needed is prohibitive
[Wolff97] [Mede99a]. Dedicated behavioral simulators are used instead. As
shown in Fig. 3.1, the modulator design flow followed here incorporates the
tool ASIDES [Mede99a], a behavioral simulator that supports non-linear
difference equations and employs event-driven simulation for enhanced
efficiency. The models developed in Chapter 2 for the effect of the different
modulator non-idealities have been incorporated to this tool. This way, non-
idealities with relatively complex models—such as that for the settling of
integrators—can be more accurately evaluated, including also distortion
generated by non-linear effects.
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FIGURE 3.6 SNDR curves at 4MS/s obtained through behavioral simulation.

Fig. 3.6 shows the SNDR curves obtained through behavioral simulation of
the 2-1-1 modulator with the sizing in Table 3.3. In addition to the nominal 4-bit
resolution in the last stage, the curves for B = 3 and 2 are also depicted. For
comparison purposes, Fig. 3.6 includes in dashed lines the estimated SNDR
using the equations database. Note that results agree within 1dB outside the
overload region (not considered in the equations database). According to
behavioral simulation results, the modulator DR is approximately 85.5dB with
4-bit quantization in the last stage. For B = 3 and 2, DR is 84.5dB and
80.5dB, respectively. Only in the last case in-band quantization error dominates
over thermal noise, so that a reduction in the modulator performance is clearly
visible when the multi-bit resolution is decreased to 2 bits.

The latter issue can also be observed in Fig. 3.74, that shows the modulator
output spectrum obtained from a 64k-sample FFT for an input tone at 250kHz
with amplitude of 0dBV (—6dBFS, near overload). Results correspond to 4-
and 2-bit quantization in the last stage. In both cases, the cumulative error
power is plotted for comparison purposes. For B = 4, the cumulative error
error is white-noise limited (10-dB/dec slope) within the signal band (vertical
line at 2MHz), whereas it is quantization-error limited outside the band
(90-dB/dec slope, due to the 4th-order shaping). For B = 2, it increases at the
upper part of the band, where quantization error is dominant.

Fig. 3.7b shows the large-input region of the SNDR curve for B = 4.
Results correspond to a 30-run Monte Carlo simulation, assuming a mismatch
0f 0.12% in the unit capacitors. The estimated spread in SNDR due to capacitor
mismatch is 2dB. On the other hand, note from Fig. 3.7a that, in spite of the
large input amplitude, small 2nd- and 3rd-order harmonic components are
generated, so that SNDR almost coincides with SNR for the full input range.
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3.4.2

Integrator scaling

Thanks to oversampling, some specifications in Table 3.3 referring to the front-
end integrator can be relaxed for the remaining integrators. The value of the
sampling capacitor in those integrators can be progressively scaled down, since
their contributions to the overall kT/C noise are attenuated within the signal
band by the gain of the preceding integrators. Nevertheless, matching
considerations preclude using very small capacitors—especially, in the second
integrator, whose contribution to mismatch leakage is comparable with that of
the first integrator. Taking this into account, the value of the unit capacitor is
scaled from 0.5pF to 0.25pF in the second, third, and fourth integrators.

A more aggressive treatment can be applied to the required amplifier input
noise, which allows a considerable reduction from the original specification of
6nV/ JH_Z at the modulator front-end. This value is scaled to 15nV/ A/H—z in the
second integrator and 50nV/ JITZ at the modulator back-end.

Similarly, the amplifier DC gain of the third and fourth integrators can be
reduced from 2500 to only 500, since their contributions due to the in-band
noise leakage are proportional to OSR~7 and OSR-?, respectively. On the other
hand, the DC gain of the first stage allows also some reduction. Since the total
in-band shaped error is dominated by capacitor mismatch (see Table 3.3), a
larger integrator leakage can be tolerated in the dominant first stage without
degrading the modulator performance. For this reason, the amplifier DC gain in
the second integrator is scaled to one half its original value. Although leakages
of the first two integrators are of similar importance, that of the front-end
integrator is kept to 2500 for a larger attenuation of the distortion generated by
the DC-gain non-linearities (see Section 2.6.2).
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The scaling applied to the specifications of the integrators are summarized
in Table 3.4. The modulator performance after integrator scaling has been
re-evaluated using behavioral simulation, exhibiting no degradation with respect
to that shown at the end of the previous section.

TABLE 3.4 Scaling of the integrator specifications.

SPECs 1stinteg | 2ndinteg | 3rd Integ ‘ 4th Integ
Unit capacitor 0.5pF 0.25pF 0.25pF
Open-loop DC gain 2500 (68dB) | 1250 (62dB) 500 (54dB)
Input equivalent noise 6nV/JHz | 15nV/J/Hz 50nV/./Hz

3.5 Design of the Building Blocks

This section describes the topology selection for the different building blocks in
the A modulator and their sizing at transistor level, in order to fulfill the
formerly derived specifications.

3.5.1 Amplifiers

Major issues to be considered in the design phase of amplifiers are the
requirements imposed on:

* Open-loop DC gain. As previously stated, the sensitivity of cascade
architectures to integrator leakage demands an amplifier DC gain of 62dB
in the first stage, although a reduction to 54dB can be allowed for OA3 and
OA4. However, linearity issues force the DC gain of the front-end
amplifier (OA1) to be increased to 68dB.

* Dynamics. The settling dynamics are critically dependent on the equivalent
capacitive load that each integrator must drive. Moreover, as discussed in
Section 2.3, capacitive loads change from sampling to integration. Given
the SC implementation in Fig. 3.5, these loads can be estimated as

Cp
Ceq,s = CP+(CL+CS}'I,S)(1 +F\)
1
(3.11)
Cs+Cp
Ceq’i = CS+Cp+(CL+CSn,i)(1 + a )
1

where Cg and C; are the respective sampling and integrating capacitors of
the integrator being considered, Cp and C; refer to the permanent
parasitics at the integrator input and output nodes, Cg, . stands for
capacitances loading the integrator only during sampling (e.g., sampling
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capacitors of the next integrator in the cascade), and Cy, ; refers to
capacitors loading the integrator only during integration. This last variable
is introduced to take into account the additional capacitive load seen by the
last-stage amplifier during ¢, due to the multi-bit ADC, which uses an SC
input stage (explained in detail in Section 3.5.5). Note that C; is
determined by the amplifier output node parasitic and, eventually, the
comparator input capacitance (for OA2 and OA3). On the other hand,
bottom plate parasitics of the sampling and integration capacitors must also
be considered. This is specially important in this implementation, because
of the large bottom parasitic of the multi-metal capacitors used.

From the former issues, it turns out that an accurate estimation of inte-
grator equivalent loads requires a previous knowledge of the capacitances
involved in amplifiers and comparators, which can only be obtained after
their complete design at transistor level. As an starting point, an initial
estimation has been made with already known capacitances and assuming
equal input and output capacitances in each amplifier (0.1pF and 0.2pF,
respectively) and negligible comparator input capacitance. Table 3.5
summarizes the estimated equivalent loads for the four amplifiers. Note
that the capacitive load is similar in the first three amplifiers (also from
sampling to integration), but becomes considerably larger for OA4 during
integration, because of the driving of the multi-bit ADC.

TABLE 3.5 Equivalent capacitive load for the amplifiers.

Amplifier Cops Cey.i
OAl 1.49pF 1.51pF
0A2 1.24pF 1.32pF
0OA3 1.24pF 1.32pF
OA4 0.56pF 4.89pF

*  Qutput swing. For a given reference voltage in a £A modulator, output
swing demands on the amplifiers strongly depend on the value of integrator
weights. For the 2-1-1 £AM with the set of weights selected (see Fig. 3.4),
the required output swing is reduced to only the reference voltage.
Therefore, a differential output swing of only +2V is needed, which is not
demanding when operating with a 3.3-V supply. The output swing in the
last integrator must be however a bit higher for making use of the multi-bit
quantizer full scale.

The minimum output swing of each amplifier can be more exactly
estimated using behavioral simulation. Fig. 3.8 depicts the histogram of the
integrator output voltages for an input signal with amplitude of 0dBV
(—6dBFS, near overload). Results show that the output swing required is
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FIGURE 3.8 Histogram of the integrator outputs for a 0dBV input tone (64-k clock cycles).

around 1.5V in the first amplifier (OA1), £2.0V in the second (OA2)
and third (OA3), and £2.2V in the fourth (OA4).

Based on these estimations, behavioral simulations have been carried out
to extract optimized dynamic requirements for the amplifiers that do not limit
the modulator performance. Table 3.6 summarizes these dynamic specifica-
tions, together with the ones previously derived.

TABLE 3.6 Amplifier specifications.

OA1 OA2 OA3 OA4
DC gain 2500 (63dB) 1250 (62dB) 500 (54dB) 500 (54dB)
GB 235MHz (1.6pF) | 300MHz (1.4pF) | 240MHz (1.4pF) | 160MHz (4.5pF)
SR 380V/us (1.6pF) | 360V/us (1.4pF) | 285V/us (1.4pF) | 165V/us (4.5pF)
Input noise 6nV/./Hz 15nV//Hz 50nV//Hz 50nV/./Hz
oS +1.5V +2.0V +2.0V +2.2V
In order to avoid over-sizing and minimize power consumption, the
diversity of specifications shown in Table 3.6 recommends a dedicated design
for each amplifier. This involves proper selection of the amplifier topology
and optimum sizing of transistors. These tasks have been completed with the
support of the optimization tool FRIDGE [Mede99a] (see Fig. 3.1). This tool
combines statistical optimization with electrical evaluation for optimum
sizing of cells at transistor level.
Front-end The large DC gain required in the first integrator involves the design of its
amplifier amplifier in the intended 3.3-V 0.35-pum technology. As a consequence of

the output conductance degradation in short-channel transistors, high gain
and high speed are difficult to achieve simultaneously with workable output
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FIGURE 3.9 Two-stage amplifiers: (a) class A/A; (b) class A/A with telescopic first stage; (c)
class A/AB; (d) class A/AB with telescopic first stage; (e) gain-boosted folded-cascode amplifier.

swing. A way to overcome this problem is resorting to multi-stage amplifier
topologies. However, the required DC gain, though large, is small enough to be
attained with just two stages. Thus, complex compensation schemes can be
avoided. Fig. 3.9 shows possible two-stage candidates, namely:

class A/A amplifier [Raza00] (Fig. 3.9a)

class A/A amplifier, with a telescopic first stage [Raza00] (Fig. 3.96)
class A/AB amplifier [Rabii97] (Fig. 3.9¢)

class A/AB amplifier, with a telescopic first stage [Raza00] (Fig. 3.94)
gain-boosted folded-cascode amplifier [Bult90] (Fig. 3.9¢)

The performance of these amplifiers has been confronted with the
previously mentioned criteria of simplicity and reduced power consumption.
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For a direct application of the main conclusions, our analysis, partially based on

theoretical foundations, has been supported by design experiences in the

0.35-um CMOS technology. In fact, several designs for each amplifier

topology have been obtained using FRIDGE, trying to fulfil the specifications

for OA1 with minimum power consumption. Minimizing occupation area

played a secondary role, since the integrator dimensions are determined more

by the size of the multi-metal capacitors than by the amplifier itself. Main

conclusions are the following:

The DC-gain requirement is too demanding for simple stages, such as the
one in Fig. 3.9a. As the drain-to-source voltage increases, the degradation
of the output conductance in minimum-length transistors obligates to resort
to non-minimum L devices, thus compromising speed. Theoretically, a
gain improvement by a factor 2 is obtained using a class AB second stage
(Fig. 3.9¢) and the same applies to the position of the lowest non-dominant
pole. With this topology, a 68-dB DC gain, 250-MHz GB amplifier was
obtained consuming 52mW. Power was reduced to 35mW while keeping
performance by allowing certain gain in the 2nd-stage current mirror.

The trade-off between gain and speed is better solved by including a
cascode stage. Obviously, in order to accommodate a large output swing,
this stage should be the first one (Fig.3.9b and Fig.3.9d). Thus, the
achievable DC gain using minimum-length transistors increases
considerably. For instance, a design of Fig. 3.9b with 80-dB DC gain and
250-MHz GB consumes 37mW, whereas a 93-dB DC gain, 250-MHz GB
amplifier implemented with the topology of Fig.3.9d consumes 30mW.
Apart from consumption, the use of a class AB second stage improves the
common-mode rejection figures. However, it also complicates the
stabilization of the common-mode voltage, requiring two independent
common-mode feedback (CMFB) nets for the first and second stages.

The gain-boosted folded-cascode has been
successfully employed with 5-V  supplies
[Bult90] [Marq98a], where the boosting
amplifier can be a simple two-transistor
common-source stage (see Fig. 3.10). In spite of
its simplicity, this structure significantly involves

the amplifier frequency response, because it

introduces a pair of complex poles and a zero FIGURE 3.10 Gain-
typically around GB. In order to maintain a good  boosting with a simple
integrator transient response, the frequency of  ¢ommon-source stage.
the non-dominant pole and zero must be well above GB and, in addition,
the quality factor of the complex poles must be small. This implies a large

power dissipation in the boosting amplifier. To illustrate this, a folded-
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cascode has been sized with the boosting strategy in Fig. 3.10. It fulfils the
DC-gain and dynamic requirements of OA1 with 26mW, from which 75%
is dissipated on the boosting amplifiers. However, the output swing is
limited because the voltage across M is forced to the gate-to-source
voltage of Mp. In a 3.3-V technology, such arrangement leads to an
unacceptably low output swing. To avoid this limitation one has to resort to
differential OTAs to boost the cascode stage [Geer99], which further
complicates the frequency response and augments the power consumption,
making it comparable with that achieved with less complex architectures.

The discussion above drives our attention to amplifiers in Fig.3.95 and
Fig.3.9d. Although that in Fig.3.9c is capable of achieving the required
performance with comparable power consumption, the DC gain obtained is just
that in Table 3.6. Increasing the DC gain in order to have a safety margin
implies larger power dissipation, because of the formerly mentioned limitations.
As shown, this problem can be solved by using a telescopic first stage.

The class A/A amplifier with Miller compensation has been adopted for its
simplicity. The complete amplifier schematic is shown in Fig. 3.11. A nulling-
resistor technique to compensate for the first non-dominant pole (output pole)
would reduce power dissipation, but the compensation must be assured for
process and temperature variations and, more important, for varying amplifier
loads (from sampling to integration). The value of the resistor, usually
implemented with a MOSFET, may also vary with the output voltage coupled
through the compensation capacitor, which degrades the integrator transient
response. Although it is possible to compensate for these effects [Johns97]
[Raza00], the required extra power and design complexity may mask the initial
advantages of the topology.

-
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FIGURE 3.11 Two-stage amplifier (OA1): (a) Core, (b) SC CMFB net.
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FIGURE 3.12 Simulated small- and large-signal transient response of the front-end integrator.

Remaining
amplifiers

The amplifier biasing stage is implemented by transistors M, —M .
The CMFB net is of dynamic type, which has no voltage range issues and
static power dissipation. Note that an inverting stage (M,,, M,, ) is added to
the basic SC net in order to implement the negative common-mode feedback.

OAL has been optimized with FRIDGE to fulfil the requirements in
Table 3.6. As a result, the bias current /5 is set to 52uA ; compensation and
CMFB capacitors are 0.61pF and 86fF, respectively. Electrical simulation
results are given in Table 3.7. Note that the obtained DC gain is considerably
larger than required, as a result of the telescopic first stage. However, further
fine-tuning of the amplifier sizing does not imply significant reduction of
power consumption, which is limited by speed requirements. The lowest
non-dominant pole in the open-loop frequency response of the amplifier is
typically at 830MHz, which corresponds to the output pole (~g, ,/C,,)-
Thus, reducing as much as possible the compensation capacitor significantly
improves the power consumption. Fig. 3.12 shows the small- and large-signal
transient response of the front-end integrator. Note that it behaves like a first-
order system. In spite of the onset of slew rate in the large-signal step, the
integrator settles properly in the available time slot.

Because of the medium/low DC gain required for these amplifiers, a cascode
single-stage can be used. Among these structures, the telescopic offers the
best speed/power figure, since it does not suffer from mirror poles, the signal
path can be formed only with nMOS transistors, and just a bias current is
required. Also, the typical differential output swing of this topology with 3.3-
V supply is around the required value (4V). The only problem is that, to
accommodate such an output swing, the input and output common-mode
levels must be different. Although this can be easily done in an SC integrator,
it requires an additional well-controlled voltage reference. To avoid this
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FIGURE 3.13 Folded-cascode amplifier (OA2, OA3, OA4): (a) Core, (b) SC CMFB net.

problem, a folded-cascode amplifier can be used. The price to pay is a larger
power dissipation than that obtained with a telescopic amplifier.

Two folded-cascode amplifiers have been sized using FRIDGE. Both
amplifiers share the topology shown in Fig. 3.13. One of the designed versions is
intended to fulfil the specifications of both OA2 and OA4, what can be
accomplished with the same transistor sizes just by changing the bias current
(120pA and 175pA, respectively). OA3 uses a different sizing and a bias
current of 100nA. The corresponding CMFB nets use 86-fF capacitors.
Electrical simulation results for the amplifiers are summarized in Table 3.7.
Note that the power consumption of OA4 is larger than that of OA2 and OA3 as
a consequence of its larger loading capacitance.

TABLE 3.7 Electrical simulation results for the amplifiers.

OA1 OA2 OA3 OA4
DC gain 80.0dB 62.8dB 55.7dB 62dB
GB 250MHz (1.6pF) | 311MHz (1.4pF) | 261MHz (1.4pF) | 167MHz (4.5pF)
PM 67° (1.6pF) 65° (1.4pF) 71° (1.4pF) 79° (4.5pF)
SR 390V/us (1.6pF) | 410V/us (1.4pF) | 320V/us (1.4pF) | 185V/us (4.5pF)
Input noise 5nV/./Hz 3.2nV//Hz 4.1nV//Hz 3.8nV//Hz
oS +2.5V 3.1V 2.9V +3.1V
Power 38.5mW 4.5mW 4.0mW 6.6mW

Fig. 3.14 shows the small- and large-signal transient response of the fourth
integrator. Note that the large-signal step is slew-rate limited, with a final linear
response. According to the settling model, such a characteristic can be tolerated,
thus reducing power dissipation.
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FIGURE 3.14 Simulated small- and large-signal transient response of the fourth integrator.

3.5.2 Comparators

The single-bit quantizers at the end of the first and second stages of the
modulator demand a low resolution time, whereas hysteresis as large as 30mV
can be tolerated. The same applies for comparators in the last-stage A/D
converter, which is implemented using a flash structure. These requirements
recommend the use of a dynamic comparator based on a regenerative latch
[Rodr99]. Fig. 3.15 shows the architecture employed for the implementation of
comparators [Yuka85], which has been widely used in ¥A modulator design. In
practice, this topology is capable of achieving resolutions about that required
with no pre-amplifying stage.

An alternative latched comparator [Yin94b] [Marq98a] employs a pMOS-
input differential pair to perform the voltage-to-current conversion at nodes X1
and X2 (instead of M| and M,), and a switch short-circuiting both nodes to
keep M; and M, ON during reset. This improves the common-mode rejection
ratio of the comparator and may speed up the response. However, it consumes
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FIGURE 3.15 Comparator: (a) Regenerative latch, (b) SR latch.
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during the reset phase and the power consumption cannot be too small in order
to have sufficient transconductance at the differential pair.

Because of this, the simplified regenerative latch illustrated in Fig. 3.15a
has been adopted. It is activated by ¢, at the end of the integration phase,
solving the difference of the integrators outputs. At the beginning of the next
integration phase, the outputs of the latch are forced to the low state and an SR
flip-flop, depicted in Fig. 3.155, latches the comparator output until the next
activation. The main features of the comparator, obtained by electrical
simulation, are summarized in Table 3.8.

TABLE 3.8 Electrical simulation results for the comparator.

Hysteresis <10mV
Resolution time, LH 2.5ns
Resolution time, HL 2.3ns

Power consumption 0.65mW

3.5.3 Switches

Due to the high operation speed of the XA modulator, the value of the finite
switch on-resistance (R, ) is mainly constricted by dynamic considerations. As
shown in Section 2.3.5, the influence of R, in combination with the finite
amplifier dynamics must be carefully evaluated, since it leads to a further
degradation of the integrator response.

Fig. 3.16 illustrates this effect, showing the transient evolution of the front-
end integrator output voltage during a clock cycle, for several values of R, .
Note that, as the switch on-resistance increases, charge-transfer at the beginning
of integration and sampling is not instantaneous anymore and the integrator
dynamic is slowed down. Using behavioral and electrical simulations, it has
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FIGURE 3.16 Transient evolution of 1st-integrator output voltage in a clock period.
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FIGURE 3.17 DC curve of the implemented analog CMOS switch.

been evaluated that switch on-resistances around 250Q can be tolerated, with
minor degradation of the modulator performance.

The required R, can be achieved using standard transmission gates
operated at the nominal 3.3-V supply. The use of clock-boosting strategies, low-
V, transistors, or similar techniques can be thus avoided [Wu98] [Bult00]. The
analog CMOS switch is implemented with an nMOS transistor of aspect ratio
8/0.35 and a pMOS transistor of 29.5/0.35 . Fig. 3.17 shows the characteristic
of the switch as a function of the signal level. Note that the applied switch sizing
tries to compensate the difference in the transconductance parameter of the
nMOS and pMOS transistors—i.e., KyWy~KpWp , with W, and W, being
the width of the nMOS and pMOS transistors, respectively 2. As stated in
Section 2.6.3, the non-linearity exhibited by the switch characteristic can be
therefore reduced, in order to limit distortion.

3.5.4 Capacitors

Integrator weights are physically implemented through arrangements of unit
capacitors. For matching and thermal noise considerations, the value of the unit
capacitor is selected to 0.5pF for the first integrator and 0.25pF for the rest. The
total number of unit capacitors required for the differential implementation of
the 2-1-1 XA modulator is only 2 x 16, smaller than for other sets of
coefficients—e.g., 2 x29 capacitors for the weights in [Marq98a] and
[Geer99], and 2 x 35 for those in [Yin94b]. Table 3.9 summarizes how the
integrators weights are obtained through unit capacitor combinations.

2. The switch charge injection plays a secondary role here, because the delayed-phase
switching (see Section 3.5.6) makes it signal independent.
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TABLE 3.9 Implementation of integrator weights.
1st Integrator 2nd Integrator | 3rd Integrator | 4th Integrator
_ Ciy _ G +GCy, _ G +GC, _ G+ Gy,
81 = 8 = 83 = 84 =
CiotCi3+Ciy+Cs Cr3+Coy C33+Csy Cys
C C C C
g = 11 g = 2,2 g = 3,1 gy = =l
Cia+Ci3+Cy+Cys Co3+Cyy Cy3+Cyy Cus
C C
_ _ g = 3,2 g = k2
Cy3+Csy Cys

Unit capacitors are implemented using a multi-metal sandwich structure,
employing the five metal layers available in the 0.35-um digital CMOS
technology. A side view of the sandwich capacitor is illustrated in Fig.3.18a,
whereas Fig. 3.18b shows its top view. Metal-1, metal-3, and metal-5 are
connected together, constituting the bottom plate. Metal-2 and metal-4 build up
the top plate. Using this structure, the 0.5-pF unit capacitor is approximately
52pum x 52um size and the 0.25-pF unit is 36pum x 36um . The bottom-plate
parasitic capacitor, specially important for evaluating the integrator settling
requirements, is above 25% of the nominal capacitance.

In practice, the actual values of integrators weights may differ from the
nominal ones due to capacitor mismatch. These deviations result into
incomplete cancellation of the quantization errors of the first and second
modulator stages, thus degrading the modulator performance. The in-band
quantization error, taking into account noise leakage due to capacitor mismatch,
can be estimated for the 2-1-1 2AM to be—see eq(2.31)

2 A2 (1+ eg4,,)2n8

A o m! 2.3,
PQ(sg):12 €] 50SR5+d3 B SOSRY (3.12)

where A; = A/(28-1) stands for the quantization step of the multi-bit third
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FIGURE 3.18 Multi-metal sandwich capacitor: (a) Side view, (b) Top view.
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Using eq(2.22) and footnote 4 in Section 2.2.2, the former error terms can
be calculated for the actual implementation of weights in Table 3.9, leading to

e .= Ly 1s e, == L 1
87 N1 4 G 27 pN2 2
€,0—& -3 l—lc € -3 l+1cs
83" 8 ﬁ 1 2 Cy 84"~ ﬁ 1 1 Cy

with 6 being the standard deviation of the unit capacitor in each integrator.

(3.13)

Equations (3.12) and (3.13) have been used to evaluate the impact of
mismatch in each integrator on the modulator performance. Fig. 3.19 shows the
modulator ENOB against capacitor mismatch, considering the influence of
each integrator separately. The same equation database as in Section 3.4 is used,
with modulator parameters in Table 3.3. For each integrator, the standard
deviation on its unit capacitor is considered to vary from 0.1% to 1%, whereas
that of the remaining integrators is fixed to 0.12% 3. Note from Fig. 3.19 that
larger sensitivity to mismatch is placed in the first stage of the cascade. The
influence of the first and second integrators is quite similar and both are
dominant in regard to noise leakage. Mismatches in the third integrator are of
less importance, whereas those in the fourth integrator are almost negligible.

Fig. 3.20 shows the symbolic layout of capacitors implementing the
integrators weights in the XA modulator. Note that only capacitors in the first
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FIGURE 3.19 ENOB vs. capacitor mismatch (6~ = o(AC,;/C;) = 0.12% when not varying).

3. This value has been extracted from the characterization of capacitor matching in the
intended technology, where multi-metal capacitors with different structures and sizes exhibit
a sigma around 0.05% ~ 0.25% . For 0.5-pF and 0.25-pF capacitors with the structure in
Fig.3.18, the matching is in the range of 0.05% ~ 0.15% .
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FIGURE 3.20 Representation of the layout of unit capacitors (D stands for dummy).

integrator actually use a common-centroid topology, whereas the matching of
the remaining weights is just based on closely-placed unit capacitors.

3.5.5 Programmable A/D/A converter

A/D
converter

The last-stage multi-bit quantizer is implemented by means of a selectable-
resolution A/D/A converter, capable of 2-, 3-, or 4-bit quantization. The
structure of this programmable A/D/A converter basically corresponds to that
of a 4-bit architecture, whose digital output code can be adapted for 2 or 3 bits
of resolution. The SC implementation of the 4-bit A/D/A converter is
illustrated in Fig. 3.21.

The A/D converter uses a fully-differential flash architecture [Lewis87]

[Bran91b] and compares the diffeiential input voltage viJr ,v; (4th-integrator

s
During ¢, references v: , v, are stored in the input capacitors, which are then
used to compute the difference (vi+ -v;)—( v: —v,) during ¢, . At the end of
¢,, comparators are activated to solve the sign of that difference. The
thermometer output code of the 15 comparators is then translated to a 1-of-16

code using AND gates.

output) with reference voltages v, , v, generated in a resistive-ladder DAC.

Comparators in the ADC are identical to those used in the 1st- and 2nd-
stage single-bit quantizers (see Fig. 3.15), with no need for a pre-amplifying
stage. Multi-metal sandwich capacitors of value C = 0.25pF are used and
the analog switches are identical to those in the SC integrators (8/0.35 for
the nMOS and 29.5/0.35 for the pMOS transistor).

The timing scheme of the switches has been adapted to reduce the
capacitive load to the fourth integrator. Nevertheless, it suffers from input-
dependent charge injection from switches controlled by ¢, . This problem has
been overcome making these switches considerably smaller (1/0.35 for both
nMOS and pMOS), with no degradation of the converter performance.
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FIGURE 3.21 A/D/A converter: (a) Block diagram, (b) Partial view of the SC implementation.

D/A It consists of a simple resistor ladder that:

converter » provides the reference voltages for the operation of the ADC, and

» generates the analog output of the overall A/D/A converter, through
the selection of the voltages generated in the ladder by the 1-of-16
output code of the ADC (d,,_;5).

The ladder consists of 30 unit resistors of value R = 50Q connected
between reference voltages V: =+1V and V, = -1V, providing a
differential full scale of +2V with a 1.33-mA current consumption. The value
selected for R ensures a small settling error in the voltage references
transferred to the ADC (during ¢, ) and in the sampling capacitors of the
fourth integrator (during ¢, ). Resistors are implemented using unsalicided
p+ poly layers due to their high resistivity, good matching, and low
dependence on voltage and temperature variations.
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Control  The 4-bit A/D/A converter can be adapted to provide 2- or 3-bit resolution
circuitry  using a digital control circuitry—see Fig. 3.22. The selection of the desired
resolution is done with two signals, S5, and S,,, as shown in Table 3.10.
TABLE 3.10 Selection of resolution in the programmable A/D/A converter.
S35, Sy | Output code | Resolution
00 1-0f-16 4 bits
01 1-of-4 2 bits
10 1-of-8 3 bits
11 not allowed
The functionality of the control circuitry is shown in Fig. 3.23, for both the
4bit-to-2bit and the 4bit-to-3bit conversion. Conceptually, it consists in the OR
operation of the appropriate digital outputs d,_;s* of the 4-bit ADC in order
to accommodate them to a 1-of-4 or 1-of-8 code. For instance:

* digital output d, of the programmable ADC must be given by
dg* +dy* +dy* +d | * +d,* if the selected resolution is 2 bits. It
must activate analog switches controlled by d,, in the 4-bit DAC,
while forcing switches controlled by dg, dy, d,;, and d, to be off.

+
do.15 PV
+ .
Vi 15 | ConTrOL | 07 [ Vpact
- ADC CIRCUITRY DAC
Vi o— do.3 — VbAc
! s ! Ve
Sap  Sap
FIGURE 3.22 Block diagram of the programmable A/D/A converter.
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FIGURE 3.23 Programmable A/D/A converter: (a) 4bit-to-2bit, (b) 4bit-to-3bit conversion.
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FIGURE 3.24 Partial view of the control circuitry.

* digital output d5 must be given by d,,* +d,;* if the selected
resolution is 3 bits, and must activate switches controlled by d,; in the

4-bit DAC, while switches controlled by d,, are forced to be off.

Note from Fig. 3.23a that the 4bit-to-2bit conversion leads by construction
to a 2-bit A/D/A converter with full scale of 2V, given that
(24 -1)/ (22 —1) = 5 is an integer. In the case of the 4bit-to-3bit conversion
(Fig.3.23b), (2*~1)/(2°~1)= 2.14 is not an integer. The 3-bit A/D/A
converter has by construction a full scale of +1.87V and an offset error of
133mV (0.25LSB). Nevertheless, cascade multi-bit XAMs present very low
sensitivity to offset errors in the DAC [Mede99a], so that the overall modulator
performance is not degraded, as confirmed through behavioral simulation.

The implementation of the control circuitry in the programmable A/D/A
converter is illustrated in Fig. 3.24.

3.5.6 Clock phase generator

Fig. 3.25 shows the schematic of the clock phase generator. Two non-overlapped
clock phases—¢,, ¢,— are obtained from an external clock signal. Delayed
versions of these phases—¢,,, ¢,,—are generated in order to attenuate
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FIGURE 3.26 Timing of the clock phases in the A modulator.

signal-dependent charge injection [Lee85]. The complementary versions of all
these phases are also generated—a;, 02, ¢4, dog—Tfor the control of the
CMOS switches. All phases are properly buffered at the output of the clock
driver, to account for the different capacitive load of the signals.

Fig. 3.26 illustrates the timing of the generated clock phases. The non-
overlapping time f,, and the phase delay 7, are approximately 0.35ns and
0.31ns, respectively.

3.6 Layout and Prototyping

The XA modulator has been implemented in a standard digital 0.35-um CMOS
technology that uses an epitaxial process with heavily-doped bulk. High-
performance mixed-signal circuits are specially challenging in this kind of
processes, because of the great impact of the on-chip switching activity of the
digital circuitry on the analog section.
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Due to the conductive nature
of the deep substrate, injected
disturbances can propagate through
the chip through this low-impedance
path (see Fig.3.27), instead of the
epitaxial layer, that presents higher
resistivity [Felde99] [Libe00]. This
means that traditional layout
techniques are of little effectiveness
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FIGURE 3.27 Current lines in an
epitaxial process with low-resistive bulk.

in low-resistive bulk epitaxial processes. Guard-rings used for shielding analog
parts provide a conductive path only for surface currents (in the epi layer). On
the other hand, the separation of digital and analog blocks at considerable
distance usually does not provide sufficient attenuation of the switching noise
injected to analog devices, since the substrate can be considered as a single

node, at least to a first approximation.

In spite of the limited effectiveness of these common strategies, they have
been incorporated in the prototype. The layout of the 2-1-1 dual-quantization
YAM is shown in Fig. 3.28 and considers the following issues:

= s
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| Decoupling capacitors |
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Torwab | Gorpeas, - Tamams, Casr,

FIGURE 3.28 Layout of the prototype.
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Increased distance among sensitive analog blocks and noisy digital ones.
Centroid layout techniques with unit transistors are employed for matched
transistors in the amplifiers and in the regenerative latches.

Separate analog and digital power supplies are used.

Analog power supplies—V,,, Vgg4—are employed in the analog
blocks, the substrate, and the guard-rings. Separated routing lines are used
for that purpose.

Digital power supplies—Vp,,,, Vgp—are used in the modulator digital
blocks: clock phase generator, SR latches, 4-bit ROM, etc.

Powerful digital buffers have been designed for the high-speed outputs of
the cascade stages (Y|, ¥,, Y3 ( ;). Dedicated power supplies—Vp,pp5,
V¢spy—are used for them.

Pads with ESD protection are used for signals driving transistor gates (S5,
S,,> CLK, and amplifier bias currents), whereas no protections are used
for the modulator differential input voltage and references Vj , V..

The modulator digital outputs (Y,, Y,, Y3 (3) and the digital power
supplies (Vppp,Vssp and Vppp,,Vegp,) also use pads with no ESD
protection. Since no biasing is required for these pads, they have been be
placed outside the pad ring.

Given the low resistivity of the substrate, some degradation of the

prototype performance is foreseeable, due to the switching noise introduced by

the digital circuitry—especially, by the digital buffers that drive the output of

each modulator stage off the chip. In order to palliate its impact, the prototype

accounts for a possible reduction of the digital supplies below their nominal

value (3.3V) without affecting the modulator performance, as a direct strategy
to reduce the power of the switching activity.

The prototype occupies an area of 1.32mm? without pads (4.30mm? pads

included) and has been packaged in a 44-pin ceramic quad flat pack.

3.7 Experimental Results

A two-layer printed circuit board (PCB) was designed for testing the £A
modulator. Its schematic is illustrated in Fig. 3.29. The PCB includes:

Separate ground planes for the analog and the digital signals.
Decoupling capacitors in the supply and the reference voltages lines.
Termination resistors for impedance coupling in the digital output lines.
ESD protection for sensitive input pins.

A lst-order RC anti-aliasing filter at the modulator differential input.

Independent biasing control of the amplifiers.
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FIGURE 3.29 Schematic of the PCB for the test of the prototype.

FIGURE 3.30 PCB for the test of the prototype.
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Fig. 3.30 shows a photograph of the PCB. In order to avoid socket
parasitics, samples were directly soldered to the PCB. Nine modulator samples
have been evaluated, all being operative and providing similar performance.

The test set-up for the ZA modulator comprises a high-linearity sinusoidal
source with differential output (Tek SG5010) and a digital test-unit (HP82000).
The latter generates the off-chip clock signal, acquires the output bit-streams of
the modulator stages, and provides the supply and reference voltages. The test
set-up is controlled with C-routines from a work-station. Bit-streams are
transferred from the digital tester to the work-station, where MATLAB is used
to perform the error cancellation logic. Henceforth, unless otherwise specified,
measurement results are computed from the modulator output spectrum,
obtained through 64k-sample FFT of its overall output bit-stream. By default,
the oversampling ratio is 16 and the multi-bit resolution is 4 bits.

Preliminary evaluation of the prototype showed a degradation from the
expected performance. Fig. 3.31 depicts the measured in-band error (IBE) as a
function of the sampling frequency ( f; ). Note that the measured /BE is about
-78dB at f, <24MHz . This leads to a modulator dynamic range of 81dB 14
(13.2bit) at digital output rate DOR<1.5MS/s. This dynamic range is
approximately 4dB lower than predicted by the equation database and
behavioral simulations. Moreover, /BE exhibits a rapid increase with f; , being
—63dB at the nominal 64-MHz clock frequency. This leads to a dynamic range
DR = 66dB (10.7bit) in the 2-MHz band, which is 3-bit lower than expected.

At low clock rate, the measured dynamic ranges are 81dB (13.2bit), 80dB
(13.0bit), and 78dB (12.7bit) for B equal 4, 3, and 2, respectively. When
increasing the sampling frequency, the improvement in dynamic range obtained
by increasing B is smaller and it practically vanishes at nominal clock rate.

_50 T T T T T

In-band error power (dB)
&
(6]

10 2‘0 ?;0 4‘0 5‘0 60 70
fs (MHz)
FIGURE 3.31 Measured in-band error power vs. clock frequency (OSR = 16, B = 4).

4. The full-scale amplitude of the differential input signal is 2V (3-dB power).
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3.7.1

3.7.2

Next, tests applied trying to identify the source of performance degradation
will be discussed.

Performance of the A/D/A converter

First, the functionality of the A/D/A converter was measured from specific
samples including the ADC, the DAC, and the clock driver. The same test set-
up formerly described was used.

The ADC performance was measured using the code-histogram method for
sinewaves [Doer84] [IEEEO1]. An input tone with 2.16-V amplitude and 103-
kHz frequency was applied to the ADC, operating with 4-bit resolution at
64-MHz clock frequency. The digital output codes for 100 input periods were
acquired with the digital tester. From the histogram of the 16 digital output
codes, the analog voltages corresponding to the code transitions were estimated.

The DAC performance was measured forcing each of the 16 digital input
codes with the digital tester and measuring the corresponding analog output
voltage with a high-accuracy multimeter (HP34401A).

Measured performances are summarized in Table 3.11 and show that the
A/D/A converter meets the specifications required by the A modulator. In all
measured samples, DAC INL is well below 0.4%FS. The programmability to
2 and 3 bits of resolution proved also to be fully operative.

TABLE 3.11 Measured performance of the A/D/A converter.

ADC DAC
%FS LSB %FS LSB
Offset error -2.017 -0.303 0.313 0.047
Gain error 4.595 0.689 —-0.623 -0.094
DNL 2.873 0.431 0.125 0.019

INL 1.531 0.230 0.104 0.016

Influence of jitter noise

In eq(2.128) in-band jitter error was estimated to be proportional to the square
of both the amplitude A, and frequency f, of a sinusoidal input. These
dependencies were used to evaluate the influence of clock jitter, considering it
a possible source of performance degradation at high-speed operation.
Measurements were performed at f; = 64MHz for variations in A with fixed
f» and vice versa. This is illustrated in Fig. 3.32, which shows the modulator
baseband spectrum for a —15dBV input tone at frequencies varying from
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10kHz to 160kHz (maximum frequency of the Tek SG5010 signal generator).
No change in the noise floor is observed, although eq(2.128) predicts a 24-dB
increase of /BE from 10kHz to 160kHz, if jitter noise were the dominant error.

Since no variations could be observed for the measured /BE in the cases
considered, jitter noise was finally discarded as a limiting source of error.

Influence of settling errors

Defective settling of the integrators was initially foreseen as a possible cause of
performance degradation at high clock frequencies, especially considering:

» on the one hand, the difficulty to accurately estimate parasitic capacitances
in the final implementation during the early design phases of the
modulator, and,

* on the other, the use of a novel technology whose characterization had not
been yet confirmed by silicon results.

For the reasons above, we adopted a current biasing scheme that can be
independently controlled for each amplifier at the PCB level.

Fig.3.33 shows the measured /BE at f, = 64MHz when varying the bias
current of each amplifier, while keeping the rest at their nominal values (52p A,
120pA, 100pA, and 175pA for OA1 to OA4, respectively). Note that /IBE
significantly decreases when increasing the bias currents—especially, for the
second and third amplifiers. At first glance, this contradicts the results in
Section 3.5.1 for the optimization of the amplifier dynamics using behavioral
simulations, where settling errors were not limiting the modulator performance.

For a better understanding of this discrepancy, the modulator schematic
and its corresponding extracted layout were electrically simulated using

0 . . ,
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FIGURE 3.32 Baseband output spectrum for a —15dBV input tone at different frequencies.
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FIGURE 3.34 Electrical simulation of the modulator at f, = 64MHz : (a) Histogram of the
integrator outputs, (b) Histogram of the A/D/A converter output.

HSPICE. Fig. 3.34 compares both simulation results for a -6dBV@250kHz
input tone at f, = 64MHz . The histograms of the four integrator outputs are
plotted in Fig. 3.34a, whereas Fig. 3.34b shows the output of the multi-bit A/D/A
converter. Note that there are differences between the two simulations,
especially in the swings of the third and fourth integrator outputs, and therefore
also in the multi-bit converter output. These discrepancies in the histograms are
caused by parasitic capacitances, which are included in the extracted layout, but
not in the schematic. Parasitic capacitances in the final layout were thus under-

estimated during the early design phases.

Originally, the bottom parasitic of multi-metal capacitors was estimated to
be around 25% of the nominal capacitance. This figure was revised in the
extracted layout, showing that it can reach 40% as a consequence of the large
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fringing capacitance in the intended technology. Given that parasitics are larger
than expected, the equivalent capacitive loads for the amplifiers are also larger.
Consequently, the amplifier dynamics must be faster for a non-limiting settling
at high clock rates. This explains the measured /BE improvement when
increasing the amplifier bias currents. The inclusion of the extracted parasitics
in behavioral simulations predicts the need of increased bias currents. Their
final values are fixed to SOpA, 175pA, 175nA , and 350pA for OA1 to OA4,
respectively. With these bias currents, the measured /BE is reduced by 3dB at
the nominal 64-MHz clock rate (/IBE = —66dB).

3.7.4 Influence of switching noise

The switching activity of the digital section was considered a potential cause of
performance degradation. This possibility was already taken into account
during the design phase, so that the chip floorplan includes considerable
distance among noisy digital blocks and sensitive analog ones, as well as
shielding to reduce crosstalk effects and guard rings to provide a low-
impedance return path to noisy digital lines. Different power supplies are used
in the analog and digital sections, in order to reduce supply bounce effects on
analog blocks. Also, dedicated power supplies are used for the digital buffers
driving the high-speed bit-streams of the three stages off the chip. The pad ring
is neither closed, in order to avoid a direct coupling of the switching signals at
the pad level. The final design of the A modulator accounts for a possible
reduction of the digital supplies below 3.3V without affecting the modulator
performance, as a direct strategy to reduce the power of the switching activity.

The influence of switching noise was first evaluated through the reduction
of both digital supplies (digital core and digital output buffers). Results show
that the modulator performance is not appreciably affected by the reduction of
the voltage supplied to the internal digital blocks. However, it is significantly
improved when the supply of the high-speed digital buffers is reduced. This is
illustrated in Fig. 3.35, which shows the measured /BE versus the clock rate for
two different operating conditions: nominal ones and reduced supply for the
digital output buffers plus increased amplifier bias currents. Note that, in the
latter case, the performance degradation at high clock rates is considerably
decreased. At the nominal rate, /JBE = —70.5dB; i.e., a 7.5-dB reduction is
obtained in comparison with the nominal operation conditions. As formerly
stated, the increased bias currents lead to a 3-dB reduction, whereas an
additional 4.5-dB reduction is obtained when decreasing the supply of the
output buffers to 1.2V, which is the lowest value for proper operation.

The performance of the XA modulator was re-evaluated under the latter
operating conditions. Fig. 3.36 shows the measured in-band output spectra for a
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FIGURE 3.35 Measured in-band error power vs. clock frequency (OSR = 16, B = 4).
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FIGURE 3.36 Measured output spectrum at (a) 32-MHz and (b) 64-MHz clock rate.

—-15dBV@103kHz input tone. Sampling frequencies are 32 MHz (Fig. 3.364)
and 64MHz (Fig. 3.36b). The spectra labelled ‘4th-order mb’ correspond to the
overall modulator output, whereas the ones labelled ‘2nd-order’ and ‘3rd-order’
correspond to the first-stage output (2nd-order XAM) and to the combination of
the first and second stages (2-1 XAM), respectively. Note from the above figures
that the performance of the first and second modulator stages is similar at both
clock rates. Nevertheless, in Fig. 3.365 the noise floor is higher and a larger
contribution of the last-stage shaped error is also noticeable at the upper part of
the signal band. This means that, as the sampling frequency increases, the
performance of the multi-bit last stage is degraded and non-shaped errors
increase.

In order to further investigate this degradation, experimental data were
collected at 32-MHz and 64-MHz clock rate and processed in MATLAB
considering several oversampling ratios. Fig. 3.37 shows the computed SNDR
against OSR for a —15dBV input test signal. For comparison purposes, the
corresponding curves obtained through behavioral simulation are also included.
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FIGURE 3.38 SNDR versus clock frequency in the: (a) 1-MHz band, (b) 2-MHz band.

Both simulated curves are almost equal, since settling errors do not limit
performance. A priori, the SNDR should be limited by 4th-order shaped errors
(90dB/dec) for low OSR (wide signal band), whereas it should be limited by
white noise (10dB/dec) for high OSR (narrow signal band). The slopes of the
measured curves in Fig. 3.37a and Fig. 3.37b are in agreement with this, what
indicates that the shaping order of quantization errors is not degraded in the
prototype —thus, noise leakages are not limiting performance—and that non-
shaped errors limit the low-frequency region of the spectra. However, there is a
shift of the two measured curves from the simulated ones, which is more
significant the larger the clock rate. Therefore, both non-shaped errors and 4th-
order shaped quantization errors in the last stage increase as the clock rate does.

A similar conclusion can be derived from Fig. 3.38, which shows the
measured SNDR versus clock frequency for the same test input, computed in
fixed signal bands of IMHz (Fig. 3.38a) and 2MHz (Fig. 3.38b). The simulated
curves are also included. Note that now, there is no shifting of the experimental
curves from simulated ones—as occurred in Fig.3.37—, but a variation of their
slopes, since the degradation effects increase with the sampling frequency.
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Given that the measured in-band error power decreases if the output buffers
supply is lowered, it is more than reasonable to conclude that they are the source
of most of the on-chip switching activity that degrades the modulator
performance. In fact, the analog blocks closest to the digital buffers are the
fourth integrator in the cascade and the multi-bit quantizer (see Fig. 3.28), which
explains the degradation of their performance as the clock rate increases.

3.8 Performance Summary

Fig. 3.39 shows the modulator SNDR curves measured at 32-MHz and 64-MHz
sampling frequency, for noise computed in the 1-MHz and 2-MHz signal band,
respectively. The respective dynamic ranges are 79.5dB (12.9bit) and 73.5dB
(11.9bit).

Table 3.12 summarizes the measured performance of the prototype in both
signal bands. The corresponding values of the figures-of-merit FOM, and
FOM,—defined in equations (1.70) and (1.71), respectively— are also
included. The total power dissipation at 64-MHz clock rate is 78.3mW, from
which 60.2mW (77%) are consumed in the analog blocks, 4.5mW (6%) in the
digital section, and 13.6mW (17%) in the digital output buffers.

Note that, in spite of the expected performance degradation caused by the
on-chip switching activity, the prototype provides an A-to-D conversion of
approximately 13bit@2MS/s and 12bit@4MS/s . Moreover, this is achieved in
a standard digital CMOS technology that suffers from poor device matching
(especially, in multi-metal capacitors) and large substrate conductivity—
disadvantages that are not found in analog or mixed-signal oriented processes.
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FIGURE 3.39 Measured SNDR curves in the 1-MHz and 2-MHz signal bands. Respective
clock rates are 32MHz and 64MHz. (OSR = 16, B = 4, and 103-kHz input tone).
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TABLE 3.12 Summary of measured prototype performance.

1-MHz band 2-MHz band
Topology 2-1-1(4b)
Oversampling ratio 16
Reference voltage 2V
Clock frequency 32MHz 64MHz
Digital output rate 2MS/s 4MS/s
Dynamic range 79.5dB 73.5dB
ENOB 12.9bit 11.9bit
SNDR peak 71dB 67dB
THD -80dB
Power consumption 73.7mW 78.3mW
FOM, 4.82 5.12
FOM, 3.96 1.86
Active area 1.32mm? (pads excluded)
Supply voltage 3.3V (1.2V in digital O ’s)
Technology 0.35-um STD CMOS (1P5M)

3.9 Performance Comparison with the State of the Art

Table 3.13 shows the state of the art in high-speed low-pass ZAMs implemented
in CMOS processes. Considered prototypes achieve resolutions larger than 11
bits at rates above 1MS/s. Their features are summarized including information
about the technology and the modulator architecture. The list of abbreviations
used can be found in Section 1.7 on page 56. For comparison purposes, the
presented prototype is included at the bottom of the table.

It must be noted that the prototype here exhibits the largest
full-scale/supply ratio, which is 2 -2/3.3 = 1.2. The closest reported values
are 1.1 in [Jiang02] (1.8-V supply) and [Feld98] (3.3-V supply), and 1.0 in
[Grilo02] (2.7-V supply) and [VleuO1] (2.5-V supply). From the viewpoint of
the practical implementation of a XAM, the larger the value of this ratio, the
more demanding the requirements of output swing on amplifiers and of linearity
on amplifiers and switches, what obviously impacts the power consumption
needed to fulfill them. Although this ratio thus affects the global features of the
designs, it is not taken into account in the following comparison with the state
of the art—albeit it would benefit the prototype—, in order to use the two
figures-of-merit (FOM, and FOM,) commonly established in literature.

Fig. 3.40a to Fig. 3.40d depict the main performance parameters of each
high-speed ~AM against its digital output rate. The performance of the ICs are
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TABLE 3.13 State-of-the-art high-speed low-pass A prototypes in CMOS technologies.

ENOB| DOR . Vref |Vsupply| Power
REFs (bit) | (S/s) OSR Architecture Technology ) ) W) FOM,| FOM,
[Bran91b] | 12 |2.IM| 24 2-1(3b) lumSTD | 15| 5 | 4im | 477 2.14
[Yin94b] |15.82|1.5M | 64 2-1-1 2um BiCMOS| 2.5 | 5 | 180m | 2.07 | 69.61
2(5b)-0(12b)
[Broo7] | 145 |25M| 8 | (sbashwimpps, | “OMMS |1 s &3 | s00m | 8.63 | 6.70
12-b pipeline] (2P]
[Feld98] | 12.5 | 1.4M | 16 2-2-2(1.5b) 0.7umMS 2p)| 1.8 | 3.3 | 8Im | 9.99 | 1.45
[Marq98a] | 14.8 | 2M | 24 2-1-1 lumMS 2p] | 2 5 | 230m | 4.03 | 17.66
[Geer99] 15 |[22M] 24 2-1-1 0.5umMS 2p]| 0.9 | 3.3 | 200m | 2.77 | 29.48
[Mede99b]| 13 [22M| 16 2-1-1(3b) 0.7um STD | 2 5 55m | 3.05 | 6.70
B 2(4b)-1(4b)-1(4b) | 0.5um MS
[Fuji00] 15 |25M | 8 | S s | Dnlowvy | 2 5 | 105m | 1.28 | 63.81
158 | 2.5M | 24 295m | 2.07 | 68.85
[Geer00] 3rd-or(db) pwa) | O-OHMMS g
11.5 {12.5M| 8 [2P] 380m [10.50| 0.69
13 222 1.2 150m | 8.32 | 2.46
[Mori00] 22M | 24 0.35um MS 33
12 2-2(5b) [2P] 1 99m |10.99| 0.93
[LampO1] | 13.5 [1.56M]| 32 2-2(3b) [LR] 035um— | — | 25 | 50m | 276 |10.47
2(5b)-2(3b)-1(3b)
[Vlew0l] | 155 | 4M | 16 D5 P-DWA] 0.5um MS [2P]| 1.25| 2.5 | 150m | 0.81 [142.94
- 2nd-or(4b) 0.35um
[Grilo02] | 13 | IM | 32 [1stor DEM) BieMos | 14| 27 |11:88m| 1.45 | 14.10
[Gupta02] | 14.6 | 2.2M | 29 2-1-1(2b) [28] | 0.35um STD | 1.5 | 3.3 | 180m | 3.29 | 18.81
. Sth-or(4b)
Diang02] | 138 | 4M | 8 | R Dway | O-18Hm STD | 1 1.8 | 149m | 2.61 | 13.63
[Kuo02] 13.7 [1.25M 1 4th-or(4b) 0.25um MS 0675 2.5 100m | 6.01 | 5.53
13.0 | 2M [FB-FF, I-DWA] [MiM] 105m | 6.41 | 3.19
[Reut02] 14 |2.5M| 32 |5th-or(1.5b) [FFS, LR]| 0.25um STD | — | 2.5 | 24m | 0.59 | 69.79
4th-or(1.5b) 7
[Veldo2] | 113 | 4M | 40 | o o e bpsy | O-18um STD 1.8 | 6.6m | 0.65| 9.62
14.16| IM | 64 8.20 | 5.57
[Lec03] 22 035umMS | 6 | 18 | 150m
12 | 2Mm | 32 [2P] 18.31] 0.56
[Mil103] 12.8 |1.25M]| 18 2nd-or(6b) 0.18um MS 12 27 30m | 3.30 | 5.51
117 [3.84M| 12 [mDWA] [dual-gate, MiM] 50m | 4.00 | 2.04
129 | 2M 73.7m | 4.82 | 3.96
This Work| 16 2-1-1(4b) 035um STD | 2 | 3.3
11.9 | 4M 783m | 5.12 | 1.86
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summarized in terms of the achieved ENOB, the normalized power
consumption, and the values of the figures-of-merit.

Note that the overall features of the prototype compare well with the state
of the art, in spite of the degradation of its dynamic range due to the switching
noise in the conductive substrate. In deed, the prototype outperforms the 3.3-V
ICs reported [Feld98] and [Mori00] regarding resolution, power consumption,
and figures-of-merit, although both are implemented in mixed-signal
technologies, which benefit from poly-poly capacitors (better matching) and
lightly-doped bulks (reduced switching noise). It also outperforms the global
features of the XAM in [Bran91b] and improves the normalized power and
FOM, of [Broo97], although both ICs operate from a 5-V supply.

3.10 Summary

This chapter presents the implementation of a high-speed XA modulator
targeted to achieve an A-to-D conversion of 14-bit resolution over a signal
bandwidth of 2MHz. The topology selected is a 4th-order 3-stage cascade
(2-1-1 2AM) employing dual-quantization. Given that multi-bit quantization is
only used in the modulator last stage, quantization error power can be reduced
with no compromise of the modulator linearity, avoiding therefore the need of
correction/calibration mechanisms.

The requirements of the building blocks in an SC implementation are
derived with the support of dedicated CAD tools, which make extensive use of
the models and equations developed in Chapter 2 for the effect of non-idealities
on the performance of £A modulators. The topology of the different blocks is
described and their designs are presented at transistor level.

The prototype has been implemented in a 0.35-pum standard digital CMOS
technology operated at 3.3-V supply, with no use of extra process steps, higher
on-chip voltages, or low-Vt transistors. Multi-metal structures with thick-oxide
are used for capacitors and standard transmission gates for the switches.

The resolution measured for the prototype exhibits a degradation due to
switching noise problems associated to the conductive substrate. In spite of this,
the prototype achieves 13bit@2MS/s and 12bit@4MS/s, with reduced power
budgets of 74mW and 78mW, respectively.

The measured performance of the designed XA modulator is comparable
with state-of-the-art high-speed XAMs reported in open literature and proves the
feasibility of their implementation in deep-submicron digital CMOS
technologies.



CHAPTER 4

A ZA Modulator in 2.5-V 0.25-um
CMOS for ADSL/ADSL+

WIRELINE SOLUTIONS FOR BROADBAND ACCESS to the
Internet and home networking are continuously evolving to provide increasing
data rates and more functionality. Asymmetric digital subscriber line (ADSL) is
an example of such applications and extensions of this technology, like ADSL+
(with doubled number of channels) or VDSL (providing video-rate reception),
are just round the corner. This motivates the increasing demand for highly-
linear fast analog front-ends capable to achieve more than 12-bit accuracy for
signal bandwidths ranging from 1MHz to 20MHz [CasiO1], with the ultimate
goal of incorporating them to system-on-chip (SoC) commercial solutions for
that applications implemented in modern VLSI CMOS processes. The XA ADC
presented in this chapter is an example of this industrial interest.

The design of an ADC oriented to these applications becomes a difficult
task, beyond the high-accuracy and high-speed requirements themselves. The
use of a deep-submicron CMOS process will force the ADC to operate at low
voltage supply, using transistors whose threshold voltages are comparatively
high, avoiding extra process steps to improve the features of the devices, but
maintaining a reduced power budget. At the same time, the ADC must coexist
with large noisy digital circuits in the same die (the DSP of the SoC), with no
performance degradation.

In this hostile environment, while ADC topologies traditionally oriented to
high-speed applications—such as pipeline [Guil01]—have to resort to area and
power consuming calibration methods to improve their linearity, the high
intrinsic linearity exhibited by XA ADCs, employing relatively simple analog
circuitry, has stimulated the interest for embedding them into SoCs.

Nevertheless, only low-oversampling £AMs are feasible in broadband
applications, because the sampling frequency must be limited so that the speed
requirements of the analog circuitry are achievable in a CMOS process. Thus,
high-order shaping and/or multi-bit quantization must be used in order to
enhance resolution. Among the alternatives to that purpose, the combined use of
multi-stage XA architectures and dual-quantization techniques has demonstrated
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to be a feasible solution to circumvent both the stability and linearity problems
involved, while leading to efficient and robust silicon implementations
[Bran91b] [Mede99b] [Mori00] [LampO01] [Rio0Ola] [Gupta02].

Yet, the viability of SC ZA cascades in deep-submicron CMOS depends on

two key process features: the supply voltage and the performance of capacitors.

The supply voltage affects the selection of the reference voltage, which
defines the available dynamic range and also imposes the output swing
requirements in the integrators. This impacts the selection of the amplifier
topology, and its capability to trade DC gain, speed, and output swing must
be carefully considered—especially in the front-end stage of the ZAM.
Single-stage amplifiers traditionally used in high-speed applications are
not adequate in low-voltage implementations, because cascode devices will
be required to achieve enough DC gain, and the attainable output swing
will be small. Among the alternatives, two-stage amplifiers offer the
possibility to yield a large DC gain, still providing large enough output
swings. This allows to increase the value of the reference voltage, thus
augmenting the modulator full scale to useful levels.

Besides the amplifiers, the performance of the switches with low supply
voltages needs also careful control, especially for dynamic distortion
considerations [Yu99]. For broadband A modulators, solutions can be
found in clock-boosting strategies, low-Vt transistors, or high-voltage
devices available in double-oxide processes [Wu98] [Bult00]. However,
these techniques often lead to an increase in circuit complexity, power
dissipation, or process cost—apart from potential reliability problems—,
and should be avoided whenever possible.

The second relevant technology feature refers to the quality of the
capacitor structures. Typical capacitor matching requirements in cascade
YAMs range from 0.05% to 0.2% standard deviation. Also, capacitor
parasitics have an important impact on the settling of integrators—and
thus on the power consumption—, so that small parasitics are desirable for
the efficient implementation of high-frequency XAMs. Finally, capacitor
linearity must be also considered, although its requirements are usually
relaxed provided that symmetrical fully-differential circuitry is used.

A first option is to use multi-metal sandwich capacitors, in spite of their
large bottom-plate parasitics. However, their capacitance density is not
high and it does not scale with the technology shrinking [Apar02], what
results in considerable area occupation. Moreover, they sometimes suffer
from gradients in the process of polishing of inter-metal dielectric [Lei98],
which reflects in poor matching properties. Metal-insulator-metal (MiM)
capacitors are now becoming available in many CMOS processes; they
exhibit excellent matching and linearity, and small bottom parasitics.
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In this scenario, this chapter presents a high-speed cascade XAM targeted to
be incorporated in a customer premises equipment (CPE) modem for digital
subscriber line applications (both ADSL and ADSL+). The prototype is
implemented in a 0.25-pm CMOS process with MiM capacitors and has a
differential full scale of 3V operating from a single 2.5-V supply, with no need
for higher on-chip voltages or low-Vt transistors. The potential problems
associated to this low-voltage implementation have been circumvented while
keeping the original philosophy of simple, robust, non-calibrated analog
circuitry of ZAMs. Two-stage amplifiers are used at the front-end in order to
achieve both large DC gain and output swing. Standard CMOS transmission
gates are used for the switches, thus avoiding the use of clock-boosting.

Section 4.1 discusses the selection of the cascade topology, with special
emphasis on the deep-submicron CMOS process to be used. The specifications
for the main modulator blocks are obtained in Sections 4.2 and 4.3, whereas the
complete design is presented in Sections 4.4 and 4.5. Finally, Section 4.6 shows
the measured performance of the prototype.

4.1 Topology Selection

The topology of the XAM has been selected among cascade candidates using
single- or multi-bit quantizers. Given the broadband application considered, the
oversampling ratio must be restricted to a small value, and these architectures
offer a high-order shaping without involving the modulator stability.
Furthermore, an enhanced, linear operation can be achieved incorporating a
multi-bit quantizer only in the last stage of the cascade, while the remaining
stages are single-bit; this dual-quantization scheme avoids correction/
calibration methods in the multi-bit DAC.

The potentialities of these architectures have led us to propose a family of
cascade XAMs that can be easily expanded to any order, while preserving a low
systematic loss of resolution (only 1bit) and a high overload level. It comprises
a 2nd-order loop followed by 1st-order stages, which are identical thanks to the
selected integrator coefficients (see Appendix A). Cascades belonging to this
family can be described by three design parameters: the modulator order (L),
the oversampling ratio (OSR ), and the number of bits in the last-stage quantizer
(B). Thus, a triad {L, OSR, B} is used to codify them.

An analytical procedure has been developed to estimate their power
consumption. Appendix B details the underlying expressions, which
contemplate both architecture and technological features, together with
simplifying assumptions inspired in practical design solutions. The aim here is



196

Chapter 4 i A 2A Modulator in 2.5-V 0.25-um CMOS for ADSL/ADSL+

not only to draw conclusions about architectural choices, but also to track their
evolution under technology scaling. To that purpose, the comparison of the
performance they can achieve is made from a twofold perspective:

» For a given technology, the performance of the cascade modulators is
compared for varying converter specifications, and

» For given converter specifications, the architectures are evaluated in the
technology road map.

The comparison is made according to the following figure-of-merit [Good96]

Power(W) 1012
7 ENOB(bit) . DOR(S/s)

FOM, = @.1)

where DOR stands for the digital output rate, i.e., the Nyquist rate.

In a first comparison step, the triads {L, OSR, B} describing specific
cascades have been evaluated along the curve in the resolution-speed plane
shown in Fig.4.1 (dashed line). Although this particular resolution-speed
relationship is arbitrary, it fits the usual requirements for wireline telecom
ADCs: ISDN (Integrated Services Digital Network), ADSL, VDSL, etc., which
have been placed in the figure for illustration. For each section of the resolution-
speed curve, the cascade architecture with the minimum FOM, has been noted
down. Note that, as the output rate increases, the oversampling ratio decreases
and, simultaneously, the increased number of bits in the multi-bit quantizer
shows up to compensate for the oversampling reduction. Note that the 4.4-MS/s
DOR employed in ADSL+ falls into the region led by the architecture
{4,16,3}; i.e., a 4th-order 2-1-1 cascade with 3-bit quantization in the last
stage and using 16 x oversampling, which will be the choice for our design.

17 :
(4,64, 1)
~ - (3, 64, 2} {L, OSR, B}
(4,32, 1) 1
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AN
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~
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FIGURE 4.1  Most efficient cascade ZAM for each region of the resolution-speed plane,

considering a 2.5-V  0.25-um CMOS technology. (o, = 0.1%, INL = 0.25%FS,
Apc = 3000, and two-stage amplifiers have been assumed).
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FIGURE 4.2
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architectures obtaining 14bit@4.4MS/s.

In a second step, we estimate how the performance of cascade XAMs is

going to evolve under technology changes, taking advantage of the fact that
some technology features enter the formulation of their power consumption.
Fig. 4.2 shows the estimated evolution of FOM | for three cascade topologies;
namely, {4,24,1}, {5,16,1.5}, and {4, 16,3}, aimed at obtaining 14 bits at
4.4MS/s . Two facts are noticeable:

* Despite the reduction of the supply voltage, the overall power

dissipation does not decrease below 0.18pum. This is basically due to
the reduction in the supply voltage, which imposes a reduction in the
reference voltage and, hence, a compensating increase in the sampling
capacitors. Since the incomplete settling error power must be also kept
constant, this mechanism leads to an increased current absorption,
which makes the power consumption increase below 0.18um. The
location of the inflection point depends on the converter specifications.
For instance, if for the same speed, the resolution is to be increased, the
inflection point moves to the right in Fig. 4.2.

Fig. 4.2 also illustrates the dynamic nature of the architecture selection
in Fig. 4.1. Note that the {4, 16,3} cascade XAM outperforms for
0.25um and above, but it does not below 0.18um . The reason behind
is that the multi-bit modulator has a fixed amount of power contributed
by the last-stage quantizer that is not present in the single-bit
implementation ({4,24,1} XAM). In addition, the latter takes
advantage of the faster technologies to compensate for the increased
oversampling ratio with respect to the multi-bit modulator.
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4.2 Switched-Capacitor Implementation

Fig. 4.3 shows the fully-differential SC schematic of the selected {4, 16,3}
YAM. The first stage of the cascade includes two integrators—with one and
two input branches, respectively—and switches controlled by the comparator
outputs to feed the quantized signal back. The second stage uses an integrator
with only two input branches to implement weights g5, g5', and g;", since the
values used (see Fig. A.4) allow to distribute g5 between the two SC branches.
The same applies for g, in the fourth integrator. This integrator drives the 3-bit
ADC and the loop is closed by a 3-bit DAC. The 1-0f-8 output code of the ADC
is converted into binary by a ROM that generates the corresponding bit-streams.

The modulator operation is controlled by two non-overlapped clock
phases. The integrator input signals are sampled during phase ¢, . During phase
¢, the algebraic operations are performed and results are accumulated in the
feedback capacitors. In order to attenuate signal-dependent charge injection,
delayed versions of the two phases (¢,;, ¢,,) are also provided. This delay is
incorporated only to the falling edges of the signals (switches turn-off), while
the rising edges are synchronized in order to increase the effective time slot for
the modulator operations [Marq98a]. The comparators and the last-stage ADC
are activated at the end of ¢,—using ¢4 as strobe—to avoid any possible
interference due to the transient response of the integrators at the beginning of
sampling. This timing guarantees a single delay per clock cycle.

4.3 Specifications for the Building Blocks

The design of the XA modulator has been faced following the top-down
methodology described in Section 3.1. Table 4.1 summarizes the modulator
sizing achieving 13bit@4.4MS/s. Five groups of specifications are enclosed:
modulator, front-end integrator, amplifier, comparator, and A/D/A converter. In
this procedure, the worst-case performance has been evaluated in the presence
of variations in the process (for instance, changes in device parameters),
temperature, and supply. Table 4.2 shows a summary of the most significant
contributions to the in-band error power. Main considerations made for this
sizing are described next.

The first step of the modulator sizing is the selection of the reference
voltage. In this selection, both the overloading characteristics of the modulator
and the type of signal being converted must be considered. In our case, the
overload level is nearly —5SdBFS (see Fig. A.2), while the largest input is the
—15dB discrete multi-tone (DMT) signal shown in Fig. 4.4a. Note that,
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TABLE 4.1 Modulator sizing.

Topology 2-1-1
Dual-quantization 1bit / 3bit
MODULATOR Oversampling ratio 16
Clock frequency 70.4MHz
Differential reference voltage 1.5V
Clock jitter 15ps (0.1%)
Sampling capacitor 0.66pF
Unit capacitor 0.66pF
FRONT-END Capacitor standard deviation (1-pF MiM cap) 0.05%
INTEGRATOR Capacitor tolerance +20%
Bottom parasitic capacitor 1%
Switch on-resistance 150Q
Open-loop DC gain 3000 (70dB)
Gain-bandwidth product (1.5-pF load) 265MHz
AMPLIFIER Slew rate (1.5-pF load) 800V/ps
Differential output swing +1.8V
Input equivalent noise 6nV/.J/Hz
Hysteresis 20mV
Offset +10mV
COMPARATORS
Resolution time 3ns
Input capacitance 0.2pF
A/D/A Resolution 3bit
CONVERTER DAC INL 0.5%FS

although its power is not too high, large peaks appear from time to time, thus
yielding the high crest factor [Gust00] peculiar to DMT signals (5.4 in our
case). Fortunately, the duration of these peaks is short enough not to overload
the modulator. In order to illustrate this, Fig. 4.4b shows behavioral simulation
results of the modulator SNDR for such an input signal as a function of the
reference voltage. In spite of the presence of signal peaks of approximately 1V,
the modulator SNDR is correct up to Vier = 1.3V L In order to provide a
safety margin, Vier = 1.5V was taken. In a two-stage fully-differential
amplifier supplied with 2.5V, this reference voltage provides a margin of
500mV for the saturation voltage of the output transistors. As shown in Fig. 4.3,

Vier is implemented using differential references, so that V, of = V: -V..

In Table 4.2 the in-band power of quantization error has been split up in its
four contributions associated to: the ideal quantization error [first term in
eq(A.4)], finite DC gain [first term in eq(A.5)], capacitor mismatch [second
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TABLE 4.2 Main in-band error contributions.

Nominal | Worst-Case

Quantization Noise -88.1dB -86.2dB
Ideal quantization noise -90.3dB
Amplifier DC-gain leakage -99.8dB
Capacitor mismatching leakage
(6 = 0.05% | 60 = 0.1% for 1pFy | >>4dB | —89.4dB
DAC non-linearity error -96.4dB
Thermal Noise —-84.8dB -82.2dB
kT/C noise -88.1dB -86.0dB
Amplifier noise —87.5dB —84.5dB
Clock Jitter -90.1dB
IN-BAND ERROR POWER -82.3dB -80.3dB
e AR
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FIGURE 4.4 (a) Time-domain representation of a —15dB DMT signal; (b) SNDR of the
converted DMT signal as a function of the reference voltage.

term in eq(A.5)], and last-stage DAC non-linearity [second term in eq(A.4)].
Note that the quantization error leakage is dominated by capacitor mismatch.
Although MiM capacitors exhibit good matching—o . = 0.05% for 1-pF
caps—, the use of small unit capacitors (0.66pF) for dynamic considerations
increases the sensitivity of the cascade, so that we have assumed twice that
value for 6. The contribution of the 3-bit DAC non-linearity is 6dB below the
ideal quantization noise for INL = 0.5%FS, which is easily achievable

1. Note that this would never be the case for a 1-V amplitude input sinewave, since it would be
inside the overload region of the modulator with 1.3-V reference (see Fig. A.2).
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without calibration. The noise leakage due to the amplifier DC gain is almost
negligible for A, - = 3000. However, as later discussed, this value is not be
further relaxed to avoid excessive distortion due to the DC-gain non-linearity.

A small sampling capacitor (C¢ = 0.66pF ) is used in order to reduce the
capacitive load of the integrators and, hence, their power dissipation. So, white
circuit noise becomes dominant. An approximate expression for its in-band
error power is

_4kT 1 2n-GBy

» = C, OSR* T20SR ‘o “2)

Pey = Pyryct P,
where S; ,» stands for the input-referred thermal noise PSD of the amplifier (in
V2/Hz) and GB, 4 is the effective amplifier gain-bandwidth product (in Hz),
which during integration that can be approximated to

GB GB

GB ;= =
“1+GB/f,,  1+GB-2n-2R

c. 4.3)

on

with GB being the amplifier gain-bandwidth product (in Hz), R, the switch
on-resistance, and f,, the pole associated to the RC constant of the SC branch
during integration.

The first contribution in eq(4.2) yields a worst-case value of —86.0dB —
for maximum temperature (+110°C) and —20% tolerance in the capacitor
value. On the other hand, for GB and R,, fixed according to settling
considerations to 265MHz and 150€2, respectively, the effective bandwidth is
250MHz. An equivalent thermal noise at the amplifier input of 6nV/./Hz is
therefore enough to obtain a noise contribution similar to that of the k7/C
noise (—87.5dB). Besides, the worst-case amplifier white noise contribution
corresponds to the largest GB,4, which varies along the design corners.
Assuming that it can be as large as twice its nominal value (i.e., S00MHz), the
worst-case amplifier noise contribution yields —84.5dB .

As stated in Section 2.3.3, the limited amplifier GB introduces basically a
gain error in the integrator transfer function. This error is specially important in
the integrators of the first stage of the cascade, because the quantization error of
this stage will leak to the modulator output. For the architecture considered
operating with OSR = 16, the amplifier must fulfill GB(Hz) > 2.5f; to avoid
degradation of the modulator performance due to incomplete settling, with f;
being the sampling frequency.

If the finite on-resistance R, of the switch is also considered, the effective
amplifier response is slowed-down, as stated in eq(4.3). This effect is illustrated
in Fig. 4.5a, that shows behavioral simulation results for the in-band error power
as a function of the normalized amplifier GB, for different values of R, . The
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FIGURE 4.5 (a) In-band error vs. normalized amplifier GB for different values of the switch
on-resistance; (b) In-band error vs. normalized amplifier SR for different input amplitudes.

corresponding values of the normalized RC -pole are also depicted. Note that,
as the RC-pole decreases, the amplifier GB must be increased in order to
compensate for the slow-down effect. A switch resistance of 150Q2 is fixed for
this design. On the one hand, as will be shown further on, this resistance can be
obtained using standard CMOS transmission gates, without clock-boosting. On
the other, the amplifier GB must be increased just to GB(Hz) > 3.2f, in order
to maintain the modulator performance. Assuming that approximately 85% of
the clock cycle is left for the integrator operation (after ensuring non-
overlapping and delay in the clock phase signals), the required GB is
approximately 265MHz.

The required amplifier slew rate (SR) is established guarantying that the
slew-rate limited evolution at the beginning of integration and sampling is fast
enough for the subsequent linear dynamic to settle to the desired accuracy. For
this modulator a normalized slew rate SR/(V,or-f) =5 is sufficient to
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ensure correct performance. However, since the operation of the front-end
integrator is partially slew-rate limited, the dynamic will be also partially non-
linear and appreciable distortion may arise. This effect is illustrated in Fig. 4.55,
where behavioral simulation results are shown for the modulator in-band error
power as a function of the normalized amplifier SR, for different amplitudes of
a sinewave input. Note that, for the correct conversion of an input sinewave of
maximum amplitude (0.85V), the normalized SR must be increased up to 6.5.
Assuming that 85% of the clock cycle is left for the integrator operation, the
required SR is approximately 800V/ps.

Thanks to oversampling, some specifications in Table 4.1 referring to the
front-end integrator can be relaxed for the rest of integrators. Specifically, the
value of the sampling capacitor in those integrators can be progressively scaled
down, since their contributions to the overall k7/C noise are attenuated in the
signal band. Nevertheless, matching considerations and reliability preclude
using very small capacitors. In this design the scaling of the nominal Cj
(0.66pF) is limited to 32%, which means that 0.45-pF unit capacitors are used in
the rest of integrators. On the contrary, the input-referred white noise of the
amplifiers at the modulator back-end can be considerably increased without
jeopardizing performance.

A more aggressive reduction can be applied to the other circuit
requirements. For instance, the amplifier DC gain of the third and fourth
integrators can be reduced to 600, because the in-band powers of the respective
quantization error leakages are proportional to OSR™ and OSR7, and the
effect of their non-linearity is negligible in comparison with that of the front-
end integrator. Moreover, the slew rate can be relaxed to 350V/us, as their
settling behaviors are not so important.

Table 4.3 summarizes the specifications for the four integrators in the
cascade after scaling.

TABLE 4.3 Scaling of the integrator specifications (1.5-pF load).

SPECs 1stInteg | 2nd Integ | 3rd Integ \ 4th Integ
Unit capacitor 0.66pF 0.45pF 0.45pF
Open-loop DC gain 3000 (70dB) 600 (56dB)
Gain-bandwidth product 265MHz 210MHz
Slew rate 800V/us 350V/ps
Input equivalent noise 6nV/./Hz 50nV//Hz
Differential output swing +1.80V +1.60V
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4.4 Design of the Building Blocks

4.41 Amplifiers

Front-end
amplifiers

The trade-off among DC gain, dynamics, and output swing, always present
in an amplifier [Raza00] [Malo0Ol], becomes tighter in low-voltage
implementations. It has been already shown that the selection of the
reference voltage and the topology of the front-end amplifier are interrelated
in deep-submicron cascade XAMs, the reason being that large enough Ve
requires two-stage amplifiers in order to achieve the DC-gain and dynamic
requirements. Fortunately, this is not the case for amplifiers at the modulator
back-end, whose DC gain can be largely relaxed, so that a single-stage
topology may be enough. Thus, in order to avoid over-sizing and optimize
the power consumption, two different amplifiers have been designed: a high
DC gain, high-speed amplifier for the first stage (OPA), and a modest DC
gain, high-speed amplifier for the third and fourth integrators (OPB).

The circuit-level sizing tool FRIDGE [Mede99a] was used to explore
the potential of different topologies, ranging from single-stage telescopic and
folded-cascode amplifiers to two-stage multi-path compensated amplifiers,
some including gain-boosting stages. The search criteria were the
achievement of the specifications for OPA and OPB with minimum power
dissipation and reduced circuit complexity.

OPA is implemented using a two-stage two-path compensated architecture,
shown in Fig. 4.6. It uses a telescopic first-stage and both Miller and Ahuja
compensation [Ahuja83] through capacitors C, and C,., respectively. The
common-mode feedback (CMFB) nets employed in the first and the second
stage are dynamic, because they have no static consumption and help to
circumvent voltage range problems.

ac?

A p-type input scheme has been preferred, the main reason being the
possibility of cancelling the body effect in the pMOS devices—one of the
mechanisms for substrate noise coupling [Arag99] [Char01]. Another reason
for this choice is that, in the target technology, 1/f noise of nMOS devices
is considerably larger than that of pMOS ones. Although 1/f noise usually
plays a secondary role in telecom converters, since it normally does not
aliases and the low-frequency region of the spectrum is commonly out of the
signal band, the 1/f noise PSD of very small devices can be huge
[Kung88] and sometimes poorly modelled [ZhouO1], thus deserving special
attention in deep-submicron implementations. This trend precludes using
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FIGURE 4.6 Two-stage two-path compensated amplifier (OPA).

minimum-length transistors, even more noticeably than if only matching
considerations are taken into account. In our case, the devices contributing most
to the input-referred amplifier noise are M, M, and M, M, . In order make the

I/f noise contribution negligible, the length of those devices was increased up
to 0.5um for the pMOS and 2pm for the nMOS. In the worst case the in-band
error power due to the 1/f noise of the front-end amplifier is —103.6dB, low
enough not to degrade the performance.

Table 4.4 summarizes the target values imposed to the parameters of OPA
during the optimization process in FRIDGE. Those featured after full amplifier
sizing are included in the table. The second column corresponds to electrical
simulation results in typical operation conditions. Results in the third column
correspond to the worst-case value of each parameter in a corner analysis,
considering fast and slow device models, £5% variation in the 2.5-V supply,
and temperatures in the range [-40°C, +110°C].

TABLE 4.4 Electrical simulation results for OPA (1.5-pF load).

Target Typical Worst-case
Open-loop DC gain >70dB 78.6dB 73.5dB
Gain-bandwidth product >265MHz 446.8MHz 331.5MHz
Phase margin >55° 64.0° 57.9°
Slew rate >800V/us 1059V/us 883V/us
Differential output swing >+1.80V +2.09V +1.86V
Input capacitance <200fF 126fF 129fF
Input equivalent noise <6nV/JHz 5.1nV //Hz 5.5nV//Hz
Power consumption <20mW 17.2mW 19.4mW
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Back-end
amplifiers

FIGURE 4.7 Folded-cascode amplifier (OPB).

A single-stage folded-cascode architecture was selected for amplifier OPB,
which is enough to accomplish its moderate DC-gain requirement with
reduced power dissipation. The amplifier schematic is depicted in Fig. 4.7.

As in OPA, a p-type differential pair is used to cancel the body effect in
the input devices. A switched-capacitor CMFB net is also employed.

Table 4.5 summarizes the specifications pursued for OPB during its

optimization in FRIDGE. The amplifier features, obtained by electrical
simulation after full sizing, are included in the second column (typical
conditions) and in the third column (worst-case value in the corner analysis).

Non-
linearities

TABLE 4.5 Electrical simulation results for OPB (1.5-pF load).

Target

Typical

Worst-case

Open-loop DC gain

>56dB

58.0dB

56.8dB

Gain-bandwidth product

>210MHz

393.5MHz

331.7MHz

Phase margin

>60°

70.3°

67.7°

Slew rate

>350V/ps

377V/us

373V/ps

Differential output swing

>+1.60V

+1.97V

+1.72V

Input capacitance

<350fF

300fF

343fF

Input equivalent noise

<50nV /./Hz

4.1nV//Hz

5.1nV/ J/Hz

Power consumption

<7.5mW

6.6mW

6.9mW

Besides the former aspects concerning the amplifier design itself, two non-
idealities deserve special attention in this low-voltage implementation, since
they can critically affect the performance of the A modulator:

* DC gain non-linearity. When the amplifier output voltage swings, the
drain-to-source voltage of the output transistors changes, and so does
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FIGURE 4.8 DC gain non-linearity for: (a) OPA, (b) OPB at several process corners.

the output impedance. This effect (illustrated in Fig. 4.8 for OPA and OPB
for different design corners) translates into a dependence of the open-loop
DC gain on the output voltage, so that the DC gain reaches its maximum at
the central point and decreases as the output approaches the rails.

Such a non-linearity can be modeled by a second-order polynomial
dependence of the gain on the output voltage (see Section 2.6.2), but this is
only valid for weak non-linearities; i.e., for small voltage excursions
around the central point. On the contrary, in this 2.5-V implementation it is
expected that small-gain regions of the DC curves are often visited during
the normal operation of the modulator (shadowed areas in Fig. 4.8).

In order to accurately account

Calculate
integrator
output level

for this non-linearity in Table
behavioral simulations, we can
resort to a table look-up

volt.1 gain.1
volt.2 gain.2

procedure from amplifier DC
curves obtained by electrical
simulation, whose data are
included in ASIDES [Mede99a]
through a fast-convergence

volt.n gain.n

Convergence?

Yes
iterative procedure, illustrated FIGURE 4.9 Flow graph to account
in Fig. 4.9. for the DC-gain non-linearity.

Non-linear settling. From the point of view of settling errors, linear
integrator dynamics are not mandatory, but slew-rate limited dynamics can
be allowed as long as they are followed by a linear dynamic that settles to
the desired accuracy. This trade-off between bandwidth and slew rate has
been exploited in the design of amplifiers to fulfill the final settling
requirements with reduced power consumption. Besides settling itself,
distortion arising from partially slew-rate limited dynamics needs also to
be precisely estimated in behavioral simulations.
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FIGURE 4.10 Two-dimensional table look-up for the integrator transient response.

To this purpose, ASIDES includes the non-linear model for the transient
response of integrators with single-stage amplifiers (such as OPB)
presented in Section 2.3.1. However, integrators in the modulator first
stage employ a two-stage amplifier with non-constant slew rate (OPA). In
order to accurately account for them in behavioral simulations, a table
loop-up procedure has also been employed from integrator transient
responses obtained by electrical simulation. As illustrated in Fig. 4.10, the
files used for the table look-up contain information of the error voltages in
the integrator outputs at the end of one integration-sampling process (one
clock cycle), for a given initial condition and input step amplitude.

4.4.2 Comparators

The resolution specifications for the comparators in the first and second stage
are not very demanding: offset and hysteresis smaller than 10mV and 20mV,
respectively. However, the maximum comparison time is only 3ns—a quarter
of the worst-case clock period. For this reason, the latched comparator in
Fig. 4.11 has been adopted. It includes a differential-pair input transconductor
[Yin92], which attenuates the impact of common-mode interferences, a CMOS
regenerative stage, and a SR latch. In this circuit, the small voltage imbalance
created across the nMOS switch controlled by ¢, during the reset phase is rail-
to-rail regenerated during the positive-feedback comparison phase. The latter
starts when ¢,, goes high, thus making the latch react before the integrator
output changes at the beginning of ¢, . This strategy avoids using an extra SC
stage at the comparator front-end. Differenced supply paths are used for the pre-
amplifier and the regenerative latch in order to reduce the sensitivity to digital
switching noise and supply bounce.
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FIGURE 4.11 Comparator: (a) Pre-amplifier and regenerative latch, (b) SR latch.

ol

Monte Carlo and corner analysis have been used to characterize the
comparator after full sizing. Table 4.6 summarizes its worst-case performance.

TABLE 4.6 Worst-case electrical simulation results for the comparator.

Hysteresis 127.5nV | Offset 6.3mV
Resolution time, LH 3.9ns Resolution time, HL 2.8ns
Input capacitance 0.1pF | Power consumption 0.3mW

4.4.3 Switches

The design of the CMOS switches has been tackled with two main
considerations in mind. First, the on-resistance heavily affects the integrator
dynamic, slowing down its transient response. Second, the switch on-resistance
can be highly dependent on voltage in low-voltage implementations. The
sampling process with such a non-linear resistance causes dynamic distortion
[Yu99] at the ZAM front-end, the more evident the larger the signal frequency.
Among the solutions to these problems, resorting to larger aspect ratios
increases parasitics and power dissipation, whereas including clock-boosting
[Wu98] [Bult00] increases complexity and leads to a less robust design.

According to settling considerations, resistances in the range of 150Q can
be tolerated in combination with the amplifier dynamics. In our process, such a
value can be obtained using standard-threshold CMOS transmission gates, with
no need for clock boosters. The sizes of the pMOS and nMOS devices—
36.5/0.25 and 8.5/0.25, respectively—have been selected to equalize their
transconductances, keeping the resistance of the transmission gate as linear as
possible. Fig. 4.12a shows its nominal DC curve.

In order to evaluate the distortion, the non-linear sampling has been
extensively simulated using the differential circuitry in Fig. 4.12b. Note that the
distortion will be mainly determined by switches » and S, (connected to the
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FIGURE 4.12 Switch on-resistance: (a) DC curve, (b) Circuit for evaluating distortion.
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FIGURE 4.13 Worst-case dynamic distortion introduced by the switches for a: (a)
0.85V,y @ 366kHz sinewave input signal, (b) ~15dB DMT input signal.

input), whereas S,, and §,, are connected to the central voltage that is
constant. Electrical simulations have been performed at f, = 70.4MHz to
compute the first five in-band harmonics for a O.85Vpd @366kHz input
sinewave. Also the DMT signal in Fig. 4.4a has been considered. Fig. 4.13
shows the worst-case results obtained for both type of inputs during the corner
analysis. The worst-case total harmonic distortion (THD) is —96dB for the
input sinewave and the maximum multi-tone power ratio (MTPR ) [Gust00] of
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FIGURE 4.14 Metal-insulator-metal capacitor: (a) Top view, (b) Side view.

the converted DMT signal is —81dB . Both figures are small enough for our
application, so that clock-boosting is not required.

444 Capacitors

Capacitor ratios implementing the integrator weights of the SC ZAM use unit
elements. Taking into account thermal noise and mismatch, the value of the
unit capacitor is fixed to 0.66pF for the front-end integrator and to 0.45pF for
the rest. The total number of unit elements required for the differential
implementation of the modulator is only 2 x 16. They have been arranged and
laid out in a way similar to that shown in Table 3.9 and Fig. 3.20.

Capacitors use metal-insulator-metal (MiM) structures available in the
intended technology, which allows thin inter-metal oxide between metal-4 and
metal-5. Side and top views of a MiM capacitor are illustrated in Fig. 4.14.
With these structures, the 0.66-pF unit capacitor occupies approximately
27um x 27um and the 0.45-pF unit is 22pum x 22pum. Their bottom-plate
parasitics are only around 1% of the nominal capacitance, what significantly
helps to limit the equivalent capacitive load of the integrators. The mismatch
exhibited by MiM capacitors is approximately 0.1% for 1-pF capacitance.

4.4.5 A/D/A converter

A/D
converter

The multi-bit quantizer in the modulator last stage converts the 4th-integrator
output into digital with 3-bit word-length (Y; o, in Fig. 4.3) and then back
into an analog representation (vp, -+, vpsc—) to close the 3rd-stage loop.
The 3-bit A/D/A converter is implemented with a flash ADC and a resistive-
ladder DAC. A partial view of it is shown in Fig. 4.15.

The ADC has a fully-differential flash architecture and compares the
. . . + - . +
differential output of the fourth integrator v, , v, with voltage references v, ,
v, generated in the DAC. A static input scheme has been adopted, instead of
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FIGURE 4.15 Partial view of the A/D/A converter.

the dynamic one used in the 0.35-um prototype in Chapter 3 (see Fig. 3.21).
This way the use of storage capacitors at the ADC input is avoided, resulting in
a considerable area saving.

Comparators in the flash ADC are similar to those used in the modulator
first and second stage (see Fig. 4.11). Given that, in this case, the differential
input signal is compared with a differential voltage reference, an extra
differential pair is added to the pre-amplifying stage. The size of the input
transistors is also decreased in order to reduce the capacitive load to the fourth
integrator (connected to the ADC during both integration and sampling).

During the reset phase ¢,, the difference (viJr -v;)- (v:r -v,) is
amplified, to be regenerated by the latches during ¢,,. The thermometer code
provided by the seven comparators in the ADC is then translated into a 1-0f-8
output code using AND gates.

Electrical simulations under Monte Carlo and corner analysis have been
carried out for characterizing the worst-case comparator performance. Results
are summarized in Table 4.7.

TABLE 4.7 Worst-case electrical simulation results for comparators in the ADC.

Hysteresis 34.7uV | Offset 9.9mV
Resolution time, LH 2.7ns Resolution time, HL 1.7ns

Input capacitance 50fF Power consumption 0.3mW
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D/A The resistive-ladder DAC is used to:
converter

» generate the voltage references for the ADC operation, and

» generate the analog output of the A/D/A converter, by selecting one
of the voltage references generated in the ladder through the 1-0f-8
output code of the ADC (d,, 5 ).

The ladder consists of 14 segments of 50-Q unit resistors connected
between reference voltages Vr = 2.0V and V, = 0.5V, thus providing a
differential full scale of +1.5V with 2.1-mA current consumption. The
reference voltages to the DAC are obtained directly from the on-chip analog
supply by simple voltage division, whereas those provided to the SC
integrators are obtained from a dedicated on-chip voltage generator. The
underlying reasons for this will be exposed later on in Section 4.4.7.

The value of R is selected so that the settling error in the generated
voltage references is low enough for a correct comparison in the ADC.
Additionally, the settling error of the voltage sampled by capacitors in the
fourth integrator during ¢, is also small enough.

Resistors have been implemented using unsalicided n+ poly, due to its
low dependence on voltage and temperature variations. According to the
technological data of the intended process, standard deviations ranging from
0.5% to 1% can be expected for resistances around 1k} using this layer.
Thus, in order to guarantee that INL < 0.5%FS, each of the 50-Q resistors is
obtained by connecting larger devices in parallel (eleven 550-Q resistors).

4.4.6 Clock phase generator

Fig. 4.16 shows the clock driver that generates the non-overlapped clock
phases—¢,, ¢,—from a master clock signal CLK . Delayed versions of the
phases—¢,,;, ¢,,—are also generated in order to attenuate signal-
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FIGURE 4.16 Clock phase generator and drivers.
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dependent charge injection [Lee85]. As shown in Fig. 4.3, the delay is
incorporated only to the turn-off of the switches (falling edges of the signals),
while their rising edges are synchronized in order to increase the time slot
available for sampling and integration [Marq98a]. Complementary versions
of the phases are also generated to control the CMOS switches. All signals
are properly driven at the output using a buffer tree that equalizes the
differences in capacitive load among the phases.

After ensuring reliable non-overlapping time and phase delay, the worst-
case effective phase eye is 6ns, which means that approximately 85% of the
clock period is left for the modulator operation.

4.4.7 Auxiliary blocks

Reference
voltage
generator

Besides the A modulator itself, the implementation of the prototype includes
several on-chip auxiliary blocks, which are described next.

The reference voltages required for the modulator operation—namely,
Vier = V:— V. = 1.5V and the central voltage V_, = 1.25V—can be
obtained from the 2.5-V supply as

- 3 1
V: -V, = g(VDD - Vss) Vem = E(VDD - Vgs) (4.4)

The circuit in Fig. 4.17 has been used to implement the required ratios
(3/5 and 1/2) in robust manner and generate these references on-chip.

The analog ground V_, is obtained from a simple resistive ladder,
whereas an asymmetric OTA (amplifier V,, -OP;see Fig. 4.184) is used to

buffer the voltage to the XAM. References V;r , V, are obtained from a fully-
differential amplifier in inverting configuration with gain 3/2. When

4R 6R Z

X

2R

A X
4R 6R vy

FIGURE 4.17 Reference voltage generator (R = 3kQ).
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FIGURE 4.18 (a) Single-ended OTA (amplifier V,,,-OP ); (b) Fully-differential OTA and

(c) Static CMFB net (amplifier V

ref “OP ).

connected to the resistive ladder, the 3/5-ratio is implemented. The fully-
differential amplifier V,,.-OP consists of a symmetric OTA with static CMFB
net (see Fig. 4.18b and Fig. 4.18¢).

The main design considerations for the generation of these references are a
fast settling [Pies02] and a low output impedance in the V;r , V. lines in order to
avoid dynamic distortion at the integrators [Ribn91b]. The latter prevents using
the same reference voltages in the resistive-ladder DAC (see Section 4.4.5). A
7-Q maximum output impedance is obtained along the signal band through the
combined use of an on-chip resistive amplifier and two big external capacitors.
An extra external capacitor is connected between the reference voltages, valued
according to the (pad+ wire + lead + pin) parasitics, so that the spurious
components around half the sampling frequency are removed from the
differential reference voltage.

References V:, V. are connected to the integrator sampling capacitors
during integration (¢,,), but disconnected from them during sampling (¢, ,),
what leads to a ringing in that signals due to charge-redistribution effects. As
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FIGURE 4.19 Master current generator.

shown in Fig. 4.17, a dummy capacitive load, which connects to the generator
during ¢, ,, has been included to compensate for this effect.

The bias currents needed in the XA modulator are all internally generated, as
shown in Fig. 4.19, from a single master current of 330p A, provided by an
external 3.75-kQ resistor. This current is mirrored and properly scaled to bias
the amplifiers in the integrators, the pre-amplifying stages of the comparators,
and the two amplifiers in the reference voltage generator. A single tail current
is used for biasing the comparators in the ADC.

The anti-aliasing filter at the modulator input has been also included on-chip.
It consists of a simple 2nd-order RC filter, whose bandwidth can be
programmed to accomplish either ADSL (up to 1.1MHz) or ADSL+ (up to
2.2MHz) band requirements.

4.5 Layout and Prototyping

The prototype floorplan, illustrated in Fig. 4.20, was carefully studied and the
following measures, valid for non-epi resistive substrates, were adopted
[Arag99] [Char01]:

* Increased distance among analog and digital blocks, in order to attenuate
the impact of the switching activity.

» Use of separate analog, mixed, and digital supplies, which are distributed
on-chip through distinguished low-impedance paths.

* Analog supplies—Vpp,, Vgg4—are employed for the current biasing
of analog blocks (mainly, amplifiers and pre-amplifying stages of
comparators) and in the substrate and wells of the analog section.
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FIGURE 4.20 TIllustration of the prototype floorplan.

Mixed supplies—Vpap> Vgeap— are used in the integrator switches,
the dynamic CMFB nets of the amplifiers, the regenerative latches of
comparators, and the buffer tree driving the clock phases.

Digital supplies—V,pp , Vggp— are used in the clock phase generator
and the buffers driving the output of the modulator stages.

Placement of guard-rings (with dedicated pads and pins) surrounding the
different chip sections, in order to avoid the spreading of switching noise
and provide a quiet substrate for the sensitive analog blocks.

Preserved layout symmetry and extensive use of common-centroid
techniques, aimed at gaining insensitivity to common-mode interferences.

An U-shaped bus distributes the clock signals along the die, including
shielding to reduce cross-talk and provide a low-impedance return path.

An U-shaped bus structure is used to distribute the supplies, references,
and central voltage along the analog section.

Extensive use of on-chip decoupling, including a mixed on/off-chip
decoupling scheme for the analog supply [Inge97].

The pad ring is divided into four parts (analog, mixed, digital, and digital
10s) by blocking diode cells for power separation and reduced cross-talk.

Use of multiple bonding techniques, in order to reduce wire inductance and
reduce supply bounce effects.
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4.6 Experimental Results

Fig. 4.21 shows a microphotograph of the A modulator and auxiliary blocks
fabricated in a 0.25-pum CMOS process. It occupies 2.78mm? (pads excluded)
and has been packaged in a 44-pin plastic quad flat pack.

Apart from the modulator described here, other blocks pertaining to the
final application (not shown) were included in the prototype chip, among them a
phase-locked loop (PLL) and a decimation filter. These blocks were arranged so
that the A modulator could be tested as a stand-alone block or in combination
with the PLL and the digital filter. The PLL can be programmed to 2 x or
4 x multiplication of the externally provided clock signal, whereas the digital
filter can be programmed to ¥ 8, { 16, or ¥ 32 decimation. These configurations
are aimed at reducing the switching activity of the digital 10 buffers at the pad-
pin level—a major source of performance degradation.

In order to avoid socket parasitics, each prototype sample is mounted onto
a dedicated 4-layer printed circuit board (PCB), shown in Fig. 4.22, which
includes typical measures for signal integrity, such as separate analog, mixed,
and digital ground planes, intensive decoupling and filtering, proper impedance
termination, etc. [Berr99]. Ten modulator samples have been tested, all being
operative and exhibiting similar performance.

The input signal is generated by a high-resolution (-100dB THD)
sinusoidal source with floating differential output (Tek SG5010), its common-
mode voltage referenced to the on-chip generated central voltage V. The
output samples, either from the modulator bit-streams or from the decimation
filter, are acquired by a digital tester (HP82000) that also provides the master
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FIGURE 4.21 Microphotograph of the prototype in 0.25-pm CMOS.
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FIGURE 4.22  4-layer PCB used for testing.
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FIGURE 4.23 In-band error power vs. modulator sampling frequency.

clock stimulus and the supply voltage. The test set-up is controlled with C-
routines from a work-station, where MATLARB is used to process the transferred
output samples. When the XA modulator is tested as a stand-alone block, the
error cancellation logic and the decimation are also implemented by software.

Fig. 4.23 shows the total in-band error power as a function of the modulator
sampling frequency, for the nominal oversampling ratio (OSR = 16) and twice
this value. Two curves are plotted for each value of OSR, corresponding to
clock-rate acquired (£AM alone) output samples and decimated (PLL + XAM +
decimator) output samples. Note that in the former case, the in-band error
power increases as the sampling frequency does. This effect, explained by the
increasing switching noise injected by the 10 buffers 2, causes a degradation of
around 9dB in performance at the nominal sampling frequency (70.4MHz).
Nevertheless, when both the PLL and the decimator are used—so that the
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FIGURE 4.24  Bascband output spectrum for a -6dBV(@160kHz input sinewave
measured at nominal sampling frequency.

switching frequency of input and output buffers are divided by 4 and 16,
respectively—, the loss of performance is reduced up to 3dB. Note also that,
although the digital filter activity generates an increase of the in-band error
power at intermediate sampling frequencies, its impact is largely suppressed at
the nominal rate, thus demonstrating the validity of the decoupling schemes
used, especially at the reference voltages. A similar behavior is obtained for 32
oversampling ratio.

Fig. 4.24 shows a 16k-sample FFT of the decimated converter output for a
-6dBV@160kHz input sinewave. Despite the large signal level, no significant
harmonic distortion is observed. In fact, in Fig. 4.24 the spurious-free dynamic
range (SFDR) is 90dB, whereas the THD computed up to the fifth harmonic is
—87dB, so that the SNDR almost coincides with the SNR.

Fig. 4.25 shows the measured SNDR curves for both OSR = 16 and
OSR = 32, the error power being computed in the ADSL+ band (from 30kHz
to 2.2MHz) and in the ADSL band (from 30kHz to 1.1MHz), respectively. The
measured dynamic range is 78dB (12.7bit) for OSR = 16 and 85dB (13.8bit)
for OSR = 32, with SNDR peaks of 72.5dB and 80dB, respectively.

The good linearity of the converter also manifests as low integral and
differential non-linearity (/INL and DNL, respectively). Both curves are shown

2. The switching activity can be considered the responsible for the degradation at high
sampling frequencies. Indeed, the measured performance loss is smaller the higher the
temperature —considered range is [-40°C, +110°C]—, what can be explained by the
slow-down effect of temperature on the digital circuitry, thus reducing the power of high-
frequency components associated to the switching activity. Moreover, the case of maximum
temperature is also the worst case for the integrator settling, so that settling errors can be
discarded as a relevant source of degradation. Also, an increase of 30% in the master bias
current does not modify the measured in-band error versus sampling frequency.
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FIGURE 4.25 Measured SNDR curves in the 1.1-MHz (ADSL) and 2.2-MHz (ADSL+) bands.
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FIGURE 4.26 Measured INL and DNL . Vertical-axis units are LSBs of 14 bits.

in Fig. 4.26. They have been obtained applying the code-histogram method
[Doer84] [IEEEO1] to 89 output data records, each one containing 8192
consecutive output samples for a 0.8V@59.62kHz input sinewave. The input
signal frequency is selected so that an integer number of signal periods fits into
the record length (8192). Due to the uncertainty in the actual signal frequency, it
may happen that the output vector does not contain an integer number of signal
periods, thus corrupting the code histogram and, hence, the INL/DNL
measurements. In order to avoid this problem, the first of the output records is
examined and truncated to include an integer number of signal periods. The rest
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FIGURE 4.27 First 100 samples of several converter output records for a 0.8V@59.62kHz
input sinewave.

of records are also truncated by the same amount, so that all the records have the
same number of samples. Thus, the only difference among the data records is
the phase of the sinewave, which can not be controlled (see Fig. 4.27). However,
this situation helps to hit the converter output codes in a more uniform way, thus
requiring fewer samples than in the case in which all the samples were taken
consecutively. Then the output code histogram is obtained and the actual width
of each code bin can be estimated from it. The units for INL and DNL in
Fig. 426 are LSBs of 14 bits in a full scale of =+0.8V; ie.,
1LSB = (2-0.8)/(2"4—1) = 97.7uV. The measured INL and DNL are
within £0.85 and +£0.80LSB,;, respectively. These low values are obtained
thanks to the use of dual-quantization (with no need for correction/calibration of
the DAC non-linearity) and a careful control of the distortion introduced by the
front-end amplifier and switches.

4.7 Performance Summary

Table 4.8 summarizes the prototype features in the ADSL band
(30kHz — 1.1MHz) and in the ADSL+ band (30kHz - 2.2MHz), at 32 x and
16 x , respectively. The measured dynamic ranges are 85dB (13.8bit) and 78dB
(12.7bit), respectively. Note that, although the prototype is sensitive to the on-
chip switching activity, the measured resolution is degraded by only 3dB
(0.5bit) from the expected value.

The total power dissipated in the XA modulator is 65.8mW, from which
12% (7.8mW) is consumed in the digital blocks, 4.5% (3mW) in the mixed-
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TABLE 4.8 Summary of measured prototype performance.

1.1-MHz band 2.2-MHz band
(ADSL) (ADSL+)

Topology 2-1-1(3b)
Oversampling ratio 32 I 16
Reference voltage 1.5V
Clock frequency 70.4MHz
Digital output rate 2.2MS/s 4.4MS/s
Dynamic range 85dB 78dB
ENOB 13.8bit 12.7bit
SNDR peak 80.0dB 72.5dB
SFDR 90dB
THD -87dB
Power consumption 65.8mW

Analog 55.0mW (includes 10mW in auxiliary blocks)

Mixed 3.0mW

Digital 7.8mW
FOM, 2.10 2.25
FOM, 16.98 7.39
Active area 2.78mm? (pads excluded)
Supply voltage 2.5V
Technology 0.25-pm MS CMOS (1P5M) [MiM]

signal section, and 83.5% (55mW) in the analog section. The latter includes the
consumption of the on-chip auxiliary blocks (reference voltage generator,
master bias generator, and anti-aliasing filter), which accounts for 10mW (18%)
of the total analog power.

The corresponding values of the figures-of-merit FOM| and FOM,—
defined in equations (1.70) and (1.71), respectively— are also included in Table
4.8. The value of FOM, is 2.10 in the ADSL band and 2.25 in the ADSL+
band. The respective values of FOM, are 16.98 and 7.39.

Note that this prototype in 2.5-V 0.25-um CMOS considerably improves
the performance of that in 3.3-V 0.35-um CMOS presented in Chapter 3 (see
Table 3.12). In spite of the supply voltage reduction, the achieved resolution is
around 1-bit larger, whereas the power dissipated in the modulator core is
reduced in approximately 30%. This results in a significant improvement of the
values of FOM (the better, the smaller) and FOM, (the better, the larger).

Besides this, the following issues are also worth mentioning when
comparing both prototypes:
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* None of the prototypes uses low-Vt transistors or on-chip voltages higher
than the nominal supply.

* The ratio full-scale/supply is maintained in both XA modulators—in our
case 2-2/33=2-15/25=1.2. That is, the prototype in 0.25-pm
CMOS achieves the same relative full scale as the 0.35-pm prototype,
although the scaling of the transistors threshold voltages with the
technology shrinking is smaller than that of the supply voltage.

* The prototype in 0.25-um CMOS has been designed to be compliant with
industrial applications, considering technological corners and temperatures
in the range of [-40°C, +110°C].

* The XA modulator in 0.25-um CMOS has been integrated together with

its decimation filter in the same die. The performance of the complete XA
ADC has been also validated.

4.8 Performance Comparison with the State of the Art

Table 4.9 shows the state of the art in high-speed low-pass XAMs implemented
in CMOS processes. Considered prototypes achieve resolutions larger than 11
bits at rates above 1MS/s. Their features are summarized including information
about the technology and the modulator architecture. The list of abbreviations
used can be found in Section 1.7 on page 56. For comparison purposes, the
prototype presented here is included at the bottom of the table.

It must be noted that the two prototypes here exhibit the largest full scale
relative to the supply voltage, which is 1.2 in both cases. The closest reported
values are 1.1 in [Jiang02] (1.8-V supply) and [Feld98] (3.3-V supply), and 1.0
in [Grilo02] (2.7-V supply) and [VleuO1] (2.5-V supply). From the viewpoint of
the practical implementation of a XAM, the larger the value of this ratio, the
more demanding the requirements of output swing on amplifiers and of linearity
on amplifiers and switches, what obviously impacts the power consumption
needed to fulfill them. Although this ratio thus affects the global features of the
designs, it is not taken into account in the following comparison with the state
of the art—albeit it would benefit both prototypes—, in order to use the two
figures-of-merit (FOM, and FOM,) commonly established in literature.

Fig. 4.28a to Fig. 4.284 depict the main performance parameters of each
high-speed XAM against its digital output rate. The performance of the
prototypes is summarized in terms of the achieved ENOB, the normalized
power consumption, and the values of the figures-of-merit.
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TABLE 4.9 State-of-the-art high-speed low-pass ZA prototypes in CMOS technologies.

ENOB| DOR . Vrer | Vsupply| Power
( FoM,| FOM.
REFs (bit) | (Sls) OSR Architecture Technology V) ) W) 4 >
[Bran91b] | 12 | 2.1M| 24 2-1(3b) IumSTD | 1.5 | 5 | 4lm | 477 | 2.14
[Yin9db] | 15.82| 1.5M | 64 21-1 2um BiCMOS| 2.5 | 5 | 180m | 2.07 | 69.61
2(5b)-0(12b)
[Brooo7] | 145 |25M| 8 | (sbaashwinpps, | “OMMS |1 s &3 | s00m | 8.63 | 6.70
12-b pipeline] [2P]
[Feld98] | 12.5 | 1.4M] 16 222(1.5b)  |0.7umMS 2p1] 1.8 | 33 | 8lm | 9.99 | 145
[Marq98a] | 148 | 2M | 24 21-1 lumMS 261 | 2 | 5 | 230m | 4.03 | 17.66
[Geer99] | 15 | 2.2M| 24 2141 0.5um MS [2p]] 0.9 | 33 | 200m | 2.77 | 29.48
[Mede99b]| 13 | 22M] 16 2-1-1(3b) 0.7umSTD | 2 | 5 | 55m | 3.05| 6.70
- 2(4b)-1(4b)-1(4b) | 0.5um MS
[Fujioo] | 15 [25m| g | 2O0FICOMIEN | Ny | 2| 5 | 10sm | 128 | e3s1
158 |25M | 24 295m | 2.07 | 68.85
[Geer00] 3rd-or(4b) pwa) | OOSHMMS g
115 [12.5M] 8 [2P] 380m | 10.50] 0.69
13 222 12 150m | 832 | 2.46
[Mori00] 20M | 24 0.35um MS 33
12 2-2(5b) [2P] 1 99m [ 10.99] 0.93
[LampO1] | 13.5 |1.56M| 32 |  2-2(3b) [LR] 035um— | — | 25 | Som | 2.76 | 10.47
2(5b)-2(3b)-1(3b)
[Vlewol] | 155 | 4M | 16 DDA lo.sum MS e 125| 25 | 150m | 0.81 (14294
: 2nd-or(4b) 0.35um
[Grilo02] | 13 | 1M | 32 ) okt | 14| 27 |1188m| 145 | 14.10
[Gupta02] | 14.6 |22M| 29 | 2-1-1(2b) (25] | 0.35um STD | 1.5 | 33 | 180m | 3.29 | 18.81
. Sth-or(4b)
Uiang02] | 138 | am | 8 | SOOI [ 018umSTD | 1| 18 | 149m | 261 | 13.63
137 [125M ) 100m | 6.01 | 5.53
[Kuo02] 12 4th-or(4b) 025um MS g g75| 55
13.0 | 2M [FB-FF, I-DWA] [MiM] 105m | 6.41 | 3.19
[Reut02] | 14 | 2.5M| 32 |Sth-or(1.5b) [FFS,LR]| 025um STD | — | 2.5 | 24m | 0.59 | 69.79
4th-or(1.5b) B
[Veldo2] | 113 | 4M | 40 | W20 1 0.18um STD 18 | 6.6m | 0.65]| 9.62
1416 IM | 64 820 | 5.57
[Lec03] 22 035umMS | 49 | 18 | 150m
12 | oM | 32 [2p] 1831 0.56
12.8 [125M] 18 ) 30m | 330 | 5.51
[Mill03] 2nd-or(6b) 0.18um MS 12 27
117 |3.84M| 12 [mMDWA] [dual-gate, MiM] S0m | 4.00 | 2.04
Workin | 129 | 2M 73.7m | 4.82 | 3.96
Chapter 3 16 2-1-1(4b) 035umSTD | 2 | 33
Work Ay| 119 | 4M 783m | 5.12 | 1.86
138 [22M | 32 2.10 | 16.98
This Work 2-1-1(3b) 0.25umMS | 5 | 55 | 65.8m
127 [44M | 16 [MiM] 225 739
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Note from Fig. 4.28 that prototype in 2.5-V 0.25-pm CMOS presented in
this chapter outperforms the 2.5-V ICs reported in [Grilo02], [Kuo02], and
[LampO01], and the 2.7-V design in [Mill03]. The AM here achieves larger
bandwidth and resolution and better figures-of-merit, except for the value of
FOM, in [Grilo02], which benefits from the higher efficiency of a BiCMOS
process to achieve a low power consumption. Only four low-voltage ICs
[VleuO1] [Jiang02] [Veld02] [Reut02] improve the global performance of this
0.25-pum prototype.

4.9 Summary

This chapter presents a high-speed £A modulator targeted to be incorporated in
a CPE modem for ADSL and ADSL+ applications. The employed architecture
is a 4th-order cascade (2-1-1 ZAM) with dual-quantization. Multi-bit
quantization (3 bits) is used only in the last stage of the cascade, so that
quantization error is reduced without jeopardizing the modulator linearity. The
use of correction or calibration mechanisms is therefore avoided.

The prototype is implemented in a 0.25-pm CMOS process with MiM
capacitors and operates from a single 2.5-V supply, with no need for higher on-
chip voltages or low-Vt transistors. Standard transmission gates are used for the
switches. The anti-aliasing filter and circuitry for the generation of the reference
voltage are also integrated on-chip. The requirements of the main blocks have
been derived using the models and equations developed in Chapter 2 for the
effect of non-idealities in SC ZAMs. The design of the different cells has been
discussed and presented at transistor level. Special attention has been paid to
critical issues in low-voltage implementations, such as non-linearities
associated to the amplifier DC gain and to the switch on-resistance.

The power consumption of the XAM and its auxiliary blocks (clock phase
and reference voltage generators, and I/O buffers) is limited to only 65.8mW
and the total area occupation is 2.78mm?2. The prototype achieves an effective
resolution of 13.8bit in the ADSL band and of 12.7bit in the ADSL+ band. High
linearity is also obtained. The measured spurious-free dynamic range is 90dB,
whereas integral and differential non-linearity measured with the code-
histogram method are within +0.85 and +0.80LSB ;. , respectively. The IC
performance compares well with state-of-the-art high-speed XAMs published in
open literature.

This prototype proves the feasibility of implementing high-performance
YA ADCs in low-voltage deep-submicron CMOS processes, with no need for
correction techniques for improved device matching, non-standard low-Vt
transistors, or higher on-chip voltages that can involve lifetime issues.



CHAPTER 5

A >A Modulator with
Programmable Signal Gain for
Automotive Sensor Interfaces

DURING THE LAST FEW YEARS there has been a significant increase
in the use of electronic sensory systems for the automotive [FlemO1]. This is
partially fuelled by advances in micro-electro-mechanical systems (MEMS)
technology and by the possibility to combine sensors together with DSPs in the
same package and even in the same chip [Eddy98]. Linked to this trend, the
need arises to design CMOS analog front-ends (AFEs), and specifically ADCs,
capable of coping with the stringent requirements of the automotive industry.

Fig. 5.1 shows a typical conceptual block diagram for an automotive sensor
chip. On the one hand, the converter must be compliant with a very large
temperature range—typically [-40°C,+175°C]—and with many other hostile
environmental issues [John99] [Malc00] [Wang0O1]. On the other hand, the AFE
must cope with weak signals (ranging from microvolts to hundreds of
millivolts) in the presence of large temperature and process-dependent offset.
The changing input signal amplitude can be handled through programmable
gain in the pre-amplifier + ADC system—similar to what happens in multi-
purpose sensors [Wang01]. Given the stringent noise requirements that must be
usually imposed on the pre-amplifier, the use of an ADC with selectable signal
gain can considerably simplify the architecture and design of the pre-amplifier.
Also, large accuracy and bandwidths up to 10kHz ~ 20kHz are needed at the
ADC to increase the quality of the information delivered to the DSP, and hence
the smartness of the system [Eddy98].

Vexc »
Pre-amplifier

4
= -+

MEM Transducer Control signals

FIGURE 5.1 Conceptual block diagram of a ‘smart’ sensor chip.
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In order to handle these challenges, it is advised to use XA-based ADCs
rather than Nyquist ADCs due to several reasons:

e They are better suited than full Nyquist ADCs to achieve high
resolution (16bit ~ 17bit) in the band of interest with moderate power
consumption.

* The action of feedback renders XAMs very linear, and high linearity is
a must for automotive applications.

» The behavior of some sensing devices fits well to XA-based ADCs,
thus easing partial or total integration of the sensor within the converter
[Kulah00] [Maki02].

* XAMs can incorporate programmable signal gain without significant
performance degradation.

However, detailed modeling of circuit non-idealities and involved design
plans are needed to take advantage of all these potentials while addressing the
stringent environmental and robustness requirements. Actually, several XAMs
that digitize 20kHz ~ 25kHz signals with medium-to-high resolution have been
reported [Rabii97] [Coban99] [Yang03] [Yao04]. To the best of our knowledge,
the highest resolution (18.7bit) is featured by the modulator in [Yang03],
whereas the lowest power consumption is reported in [Yao04], which targets
14bit within a 20-kHz signal bandwidth. In all these cases, the modulator signal
gain is fixed to unity.

This chapter describes a chopper-stabilized SC 2-1 cascade ZA modulator
for automotive sensor interfaces in a 0.35-pm CMOS technology. To obtain a
better fitting with the characteristics of the different sensor outputs, the circuit
can be digitally programmed to yield four signal gain values—x 0.5, x 1,
x2, and x4-—and has been designed to operate within the stringent
environmental conditions of automotive electronics—[—40°C, +175°C]. In
order to relax the amplifiers dynamic requirements for the different modulator
signal gains, switchable capacitor arrays are used for all the capacitors in the
first integrator. The circuit is clocked at 5.12MHz and the overall power
consumption is 14.7mW from a single 3.3-V supply. Experimental results
show an overall dynamic range of 110.1dB within a 20-kHz signal bandwidth
and 113.8dB for 10-kHz signals. These performance features place the
reported circuit at the cutting edge of state-of-the-art high-resolution XA
modulators. Also, the herein presented modulator IC is one of the few high-
resolution circuits with embedded programmable signal gain reported to date.

The chapter is organized as follows. Section 5.1 describes general design
considerations. Section 5.2 applies those considerations to the proper selection
of the modulator architecture and obtains a set of optimized specifications for
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the constituent building blocks. These specifications are inputs for the electrical
design of the circuit cells, which is covered in Section 5.3. Finally, experimental
results are presented and the performance of the chip is compared with current
state-of-the-art designs.

5.1 Basic Design Considerations

The in-band error power (/BE) of a XAM can be approximately expressed as
IBE=Py+Pcy+ P, +P, (5.1

where PQ, Pey, P,;, and P, stand for the in-band error powers of
quantization error, circuit noise, non-linearity errors, and defective settling
error, respectively. XAMs can be designed such that the quantization error
dominates; i.e., such that P+ P,;+ P, « PQ. In our case, and given the high
accuracy target, making the quantization error dominate would lead to huge
power consumption and area occupation. Instead, it is more efficient to make
the design such that P, = Py + P, + P,. Two basic needs arise related to this
criterion:

+ To make a comparative balance among the several error contributions.

* To find expressions linking the dominant errors to circuit design
parameters.

Regarding the balance among error contributions, and owing to the limited
bandwidth of the application (20kHz), it can be assumed that P, « P~y will be
easily fulfilled. Besides, since the available supply voltage grants large enough
room for signal excursion, it can be assumed that P, « P.y. Under these
assumptions, the basic design criterion reduces itself to equalize the in-band
contributions of quantization error and circuit noise; i.e., PQ =Peoy-

Let us now focus on the expression of the in-band error power associated to
circuit noise as a function of the circuit design parameters. Consider for this
purpose that the front-end integrator of the programmable-gain £AM can be
represented by the two-branch SC integrator in Fig.2.41. In this conceptual
schematic the input and feedback branches employ different capacitors in order
to implement a modulator signal gain G = g,/g,' = Cg,/Cy,.

As discussed in Sections 2.4.2 and 2.4.3, the main sources of circuit noise
are the thermal and flicker noise in the amplifier, and the thermal noise
associated to the switches on-resistance. Also, noise coming from the reference
voltage generation block must be accounted for as a combination of white noise
and flicker noise. Flicker noise will be handled at architectural level by applying
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chopper techniques [Malc00] [WangOl1], so that only white circuit noise
remains to dictate the electrical design considerations. From eq(2.125), its
input-referred in-band error power can be approximated to

4kT ( CS2) ; 2nGB; ( Csz)
Py, = —i ] 1+
CN, in C OSR +C +S +

S1 P20SR CSl (5.2)
., 2nGB,,; 2 '
*Srer 305k ‘(CSI)

where S and Sref stand for the 1nput -referred thermal noise PSD of the
amplifier and the reference (in vZ/ Hz), respectively, GB; is the amplifier
gain-bandwidth product during integration (in Hz), and GB,, is the bandwidth
of the reference buffer (in Hz). Note that the K7/ C noise from the switches is
multiplied by factor 2 if compared to eq(2.125) in order to account for the fully-
differential implementation. Besides, the amplifier gain-bandwidth product
during integration is given by 2nGB; = g,/ C with C, @i being

eq,i’

Copi = Cpt C(1 +G)+CL[1 + (5.3)

e

Cp+Cgy(1+G)
&)

If referred to the ZAM output, the in-band error power due to white circuit
. . 2 o
noise can be obtained as Py ,,, = Pcy i, - G, thus yielding

_4kT 1 2nGB;

p - osp (1+0O)+ “Sop”
CNout CSZ OSR

2nGB
Sosg Ser (1 + G+ ——2. Syer (54)

20SR

Note from eq(5.4) that the k7/C noise and the amplifier noise
contributions increase with the modulator signal gain. If G > 1 this means that a
larger Cg, and a smaller S;p than in the typical situation (with G = 1) are
required in order to compensate for the increased noise. What’s more, the
amplifier equivalent load increases as well—see eq(5.3)—and, hence, the power
budget to meet the integrators dynamic requirements will need to be
considerably increased.

Seeking minimum power consumption dictates setting G as close as
possible to unity. Actually, for G = 1 the two branches in Fig.2.41 can be
merged into one, further reducing P, and C, @i This is the choice commonly
found in literature. However, such a choice for a sensor A/D interface like that
shown in Fig. 5.1 implies that the programmability must be incorporated into the
pre-amplifier, what usually renders its design more complicated.

In the application under consideration, the automotive sensor interface
must accommodate a huge range of signal amplitudes (130-dB below full scale)
within a 20-kHz bandwidth. For this purpose, the pre-amplifier is designed with
a fixed gain of x 10, whereas the ZA modulator can be digitally programmed
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to yield four signal gain values—x 0.5, x 1, x2, and x 4. This solution
simplifies the architecture and design of the pre-amplifier, which in this case
consists of a resistor-feedback instrumentation topology—a priori a less
demanding design than using a programmable-gain (x5, x 10, x 20, and
x 40) amplifier based on switchable elements (capacitors or resistors), given
the stringent noise and linearity requirements. Table 5.1 summarizes the
expected maximum signal levels at the pre-amplifier input (v;,), at the ZAM
input (v;,5p)> and at the ZAM output (v,,,» 1) for the different cases.

TABLE 5.1 Maximum signal levels at the sensor interface for the different XAM
signal gains.

ZAM signal gain, G Vin,peak VinsAM,peak | VYoutsAM,peak
0.5 0.283V 2.83V 1.41V
0.141V 1.41V 1.41V
2 0.071V 0.71V 1.41V
0.035V 0.35V 1.41V

5.2 Architecture Selection and High-Level Sizing

The £AM architecture has been selected among cascade candidates pertaining
to the expandible 2 — 142 family described in Appendix A. An instance of this
family is univocally described by three parameters: the oversampling ratio
(OSR), the modulator order (L), and the internal quantizer resolution (B).

How are the values of these parameters chosen? A first observation is that,
for every value of L and B, as OSR increases, there is a transition from one
region where P,» Py into another where P, « Py. This is illustrated in
Fig. 5.2, which shows the effective resolution obtained by behavioral simulation
for three different XAMs as a function of OSR. The same front-end integrator
was considered in the three modulators. Note from Fig. 5.2 that there is a
transition for each curve from a slope of (L + 0.5)bit/octave—IBE dominated
by P,—to another of 0.5bit/octave—I/BE dominated by Pcy. The
intersection of these lines defines the breakpoint where P, =P y. The only
way to shift these breakpoints up is by enlarging the sampling capacitor, since
kT/C noise ultimately limits P .

This observation provides rationale supporting the choice of P, =Py,
namely:

* Within the region dominated by quantization error, the sampling
capacitor, and hence the demands on building block dynamics, area,
and power, are larger than needed.
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FIGURE 5.2 ENOB vs. OSR for three ZAMs: a 2-1-1(3b) cascade (L = 4, B = 3),
a2-1 1-bit cascade (L = 3, B = 1), and a 2nd-order 1-bit XAM.

+ Within the region dominated by white noise, oversampling becomes
less efficient and either L or B, or both, may allow a reduction without
significant impact on resolution.

Actually, most state-of-the-art circuits are designed to operate close to this
breakpoint.

A second qualitative observation is related to the choice of OSR. On the
one hand, the condition P, =Py defines an univocal relationship between
each {L, B} pair and OSR. On the other hand, since the target bandwidth for
the ZAM is medium/low, constraints on OSR are not strong. This means that
there are fairly large degrees of freedom to set L, OSR, and B. As a rule-
of-thumb, since the targeted resolution is only moderately high, the oversampling
ratio does not need to be extremely high. This means that the breakpoint in
Fig.5.2 can be moved to the left, providing room for many possible
combinations of B and L.

The actual selection of the XAM architecture is driven by power
minimization. An analytical procedure has been developed to estimate the
power consumption of cascade XAMs pertaining to the 2-1572 family.
Appendix B details the underlying expressions, which contemplate both
architectural and technological features. The procedure schematically consists
of the following steps:

» For given values of L, OSR, B, Vref, and G, we calculate PQ and
select Cg, so that PQ + Py is smaller than the maximum allowed
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in-band error power. At this step, the noise leakages due to capacitor
mismatch, finite amplifier DC gain, or errors in multi-bit quantizers are
also contemplated.

* C,,; is estimated from eq(5.3). Then, a linear settling model with
settling time constant C, 0./ 8m
amplifier transconductance, taking into account that it takes a number
In(2ENOB) of time constants to settle within ENOB resolution.

is used to estimate the required

* The amplifier transconductance is related to its power dissipation, for
which the candidate amplifier topology must be known a priori.
Suitable selections are closely linked to the process technology: supply
voltage, minimal device length, etc. Potential choices are folded-
cascode amplifiers for supply voltages above 3V and two-stage
amplifiers below 2.5V [Raza00].

* Once the first integrator power dissipation is estimated, that of the
remaining integrators —which have, in practice, less demanding
specifications— can be estimated as a fraction of it. The overall
modulator power is then obtained by adding up all the contributions,
together with the dynamic power in the SC stages.

5.2.1 Modulator architecture

Previous considerations have been applied to estimate the power consumption
required by a large number of XA architectures in order to fulfill the target
specifications of DR > 110dB at 40kS/s. All AMs considered correspond to
single-bit cascades of the 2-1 L=z family or 2nd-order single-bit loops.

Table 5.2 shows the three XAMs with the lowest estimated power
dissipation for each modulator signal gain. The comparison of the different
architectural alternatives led us to choose the 2-1 cascade XAM with
OSR > 128 . Note from Table 5.2 that the 2-1 £AM (shown in Fig. 5.3) obtains
the best results, except for G = 4. In this case, the lowest power consumption
is obtained by a 2nd-order ZAM with OSR = 512, the third-order cascade
being the second one in the ranking. However, the 2nd-order loop does not
qualify for some values of G .

5.2.2 SC implementation

Fig. 5.4 shows the fully-differential SC schematic of the selected ZAM. Note
that the SC branch connected to the input signal in the first integrator uses
double sampling to achieve an extra signal gain of two, without increasing
circuit noise [Enz96]. The other branch receives the DAC outputs. Making use



236

Chapter 5 A ZA Modulator with Programmable Signal Gain

X o—0.25G S

r» 0.25

TABLE 5.2 Outcome of the XAM architecture selection procedure.

>AM signal | Order, | Oversampling Estimated power
gain, G L ratio, OSR consumption (mW)
3 128 6.77
0.5 3 256 8.12
4 128 8.27
3 128 8.48
1 3 256 9.77
4 128 10.32
3 128 12.69
2 3 256 13.85
2 512 13.88
2 512 23.24
4 3 128 24.21
3 256 25.02

of the spare connection of this branch, an external DC signal (Voff) can be
applied during ¢, to center the sensor signal in the modulator full-scale range.
This solution renders unnecessary a third branch for offset compensation; it can
hence be eliminated, and results in no further increase of thermal noise.

The integrator in the second stage of the modulator incorporates only two
input branches for implementing weights g5, g,', and g;", since the values
used (see Fig.5.3) allow to distribute g; between the two SC branches.

The modulator operation is mainly controlled by two non-overlapped clock
phases: ¢, (sampling) and ¢, (integration). Delayed versions of these phases
(¢,7 > ¢y ) are also provided in order to attenuate signal-dependent charge
injection. As illustrated in Fig. 5.4, the delay is incorporated only to the falling
edges of the signals (turn-off of the switches), while the rising edges are

G

|

Cancellation Logic

FIGURE 5.3 Block diagram of the programmable signal gain 2-1 cascade ZAM.
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FIGURE 5.4 Fully-differential SC implementation of the programmable signal gain 2-1 ZAM.

synchronized for increasing the effective time slot for the modulator operations
[Marq98a)]. The comparators are activated at the end of phase ¢,—using ¢4
as a strobe signal—to avoid any possible interference due to the transient
response of the integrators outputs at the beginning of the sampling phase. This
timing guarantees a single delay per clock cycle. Besides these clock phases,
additional one are required to control the chopper switches that are used in the
first integrator to attenuate flicker noise (see Fig. 5.4). As will be described in
Sections 5.3 and 5.4, these chopper phases are controlled by a master clock with
programmable frequency in order to have a better control of the flicker noise
experimentally for the different signal conditions.
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The programmable modulator signal gain (G = 0.5, 1,2,4) has been
mapped onto switchable capacitor arrays in the front-end integrator, each of
them formed by a variable number of unit capacitors (C, = 1.5pF ), as shown
in Fig. 5.5. Such numbers have been selected for minimum power dissipation,
bearing in mind the circuit noise limitation and the maximum temperature target
(+175°C). In order to keep the amplifier dynamic requirements as relaxed as
possible for all cases of modulator signal gain, we propose to switch all unit

capacitors instead of just those forming the input sampling capacitors. This is
based on the following issues:

For large gains (G>1) Cy, is larger than Cg,. Hence, the output-
referred thermal noise power is amplified with respect to the unity-gain
case as it is multiplied by (1 + Cg,/Cg,)—see eq(5.4).

For low gain (G < 1) the situation is the contrary. Now the output-
referred noise power is attenuated with respect to the unity-gain case,
what allows us to decrease the capacitance values, mainly Cg, . This
strategy also relaxes the required amplifier dynamics because its
equivalent capacitive load will also be decreased.

In order to simultaneously handle the modulator signal gain
(2C,/Cy, Tl) and the first integrator feedback weight (Cg,/C;
always equal to 0.25), the value of all capacitances must be changed
by re-arranging the number of unit capacitors forming them.

1. An extra signal gain of 2 is considered as a consequence of using double sampling in the first
integrator.
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5.2.3 High-level sizing and building-block specifications

The top-down methodology described in Section 3.1 has been followed for the
design of the ZAM. In this flow [Mede99a], the modulator specifications are
mapped onto building-block specifications using statistical optimization for
design parameter selection and compiled equations (capturing non-ideal
building-block behavior) for evaluation. This process is fine-tuned by
behavioral simulation using ASIDES in order to cover non-idealities more
accurately than when compiled equations are used. Worst cases for speed
(largest capacitor values) and for thermal noise (highest temperature and lowest
capacitor values) have been also contemplated.

The outcome of this sizing process is summarized in Table 5.3, where OPA
denotes the amplifier used at the front-end integrator and OPB refers to the
amplifier used at the second and third integrators (see Fig.5.4). The
specifications of the building blocks collected in Table 5.3 define the starting
point for their design, which is described in Section 5.3.

The system-level performance of the modulator has been verified for the
parameters in Table 5.3. Fig.5.6a shows the SNDR curves obtained by
behavioral simulation for the different modulator signal gains. Note that the
SNDR,,, is larger than 100dB in all cases. Fig. 5.6b shows the simulated in-
band output spectra for a —20dBV@5kHz input sinewave. The cumulative
error power within the signal band is also depicted and shows that the
modulator dynamic range is clearly limited by white noise (10-dB/dec slope).
The in-band error power is around —103dB in all cases, as required for the
proposed application. Considering the modulator full-scale of 22V , the former
value provides a DR of 106dB (17.3bit) for G = 1, which is boosted by the

modulator signal gain to a DR of 118dB (19.3bit) for G = 4.

5.3 Design of the Building Blocks

This section details the architecture selection and sizing of the main modulator
building blocks at transistor level, according to the requirements formerly
obtained in Section 5.2.

5.3.1 Amplifiers

The key features for the design of the amplifiers are their open-loop DC gain,
dynamic requirements, and output swing. Regarding the latter, the set of
integrator weights used for the XAM (see Fig. 5.3) allow us to relax the required
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TABLE 5.3 High-level sizing of the programmable signal gain 2-1 ZAM.

Topology 2-1
Internal quantization 1bit
MODULATOR | Oversampling ratio 128
Clock frequency 5.12MHz
Differential reference voltage 2V
G =05 1.5pF
. . G=1 3.0pF
Sampling capacitor
G=2 9.0pF
G=4 24.0pF
FRONT-END Unit capacitor 1.5pF
INTEGRATOR
Capacitor standard deviation (1.5-pF MiM cap) 0.1%
Capacitor non-linearity 25 ppm/V2
Bottom parasitic capacitor 5%
Switch on-resistance 650Q2
Open-loop DC gain 2500 (68dB)
DC-gain non-linearity 15%/V°
OPA Gain-bandwidth product (44.2-pF load) 15MHz
Slew rate (44.2-pF load) 17V/ps
Differential output swing 2.5V
AMPLIFIERS -
Open-loop DC gain 1400 (63dB)
DC-gain non-linearity 15%/V°
OPB Gain-bandwidth product (8.9-pF load) 15MHz
Slew rate (8.9-pF load) 28V/us
Differential output swing 2.5V
Hysteresis + Offset 30mV
COMPARATORS —
Resolution time 50ns

output swing to be only slightly larger than the reference voltage (£2V ), which
is feasible when operating with a 3.3-V supply in differential mode.

A single-stage folded-cascode architecture, shown in Fig. 5.7, was selected
for the two amplifiers considered in the ZAM (OPA and OPB). N-channel input
transistors are employed to take advantage of the twin-well technology feature
in removing the body effect of nMOS transistors. The common-mode feedback
(CMFB) nets have been implemented using SC circuits, which provide fast,
linear operation with small power dissipation.



5.3 Design of the Building Blocks

241

100 —

SNDR (dB)

0 !
-100 -90 -80 -70 -60 -50 -40 -30 -20

-10 0 10
(a) Input signal amplitude (dBV)
-20 T T T T T T T T T
B -30
A} —
ol N -35 G=4 |
! G=2
N -40
[
-60 [ 1/ ~ » -45 G=1 i
-50
L G=05 ]
< 80 55
< -60
o 00k 47 48 49 5 5.1 i
Q
@D
& 120 K—’ ;
- \ bl ‘ | I i
A e v
)‘) H I I \ \[
6 8 10 12 14 16 18 20

(b) Frequency (kHz)

FIGURE 5.6 Behavioral simulation results for the different signal gains of the ZAM:

(a) SNDR curves; (b) In-band output spectra.

Although both amplifiers share the same topology, two different sizings
have been completed in order to optimize the power consumption, given that the

requirements for OPA are more demanding than for OPB (see Table 5.3).

Table 5.4 and Table 5.5 summarize the obtained electrical performance for
OPA and OPB after full sizing, regarding the target values imposed during the
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FIGURE 5.7 Fully-differential folded-cascode amplifier: (a) Amplifier core and bias stage;
(b) SC CMFB net.

TABLE 5.4 Electrical simulation results for OPA (45-pF load).

Target Typical Worst-case
DC gain >68dB 74.0dB 71.1dB
Gain-bandwidth product >15MHz 22.6MHz 15.8MHz
Phase margin >60° 86.4° 85.5°
Slew rate >17V/us 22.1V/us 21.1V/ps
Differential output swing >12.50V +2.75V +2.50V
Power consumption minimum 7.1lmW 7.2mW

TABLE 5.5 Electrical simulation results for OPB (9-pF load).

Target Typical Worst-case
DC gain >63dB 68.3dB 65.1dB
Gain-bandwidth product >15MHz 34.4MHz 23.8MHz
Phase margin >60° 83.5° 81.4°
Slew rate >28V/us 38.1V/us 35.7V/us
Differential output swing >12.50V +2.75V +2.50V
Power consumption minimum 2.3mW 2.4mW
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optimization procedure with FRIDGE [Mede99a]. The tables depict the value of
the amplifier electrical parameters for typical operation conditions, as well as
the worst-case value of each parameter in a corner analysis—considering fast
and slow device models, £10% variation in the 3.3-V supply, and temperatures
in the range [-40°C, +175°C].

The amplifier non-linear features (mainly non-linear DC gain and
dynamics) deserve special attention in a high-linear implementation. In order to
accurately account for them in behavioral simulations, we have resorted to the
table look-up procedure described in Section 4.4.1—which is based on curves
obtained by electrical simulation—for validating the amplifier DC curves and
the transient response of the front-end integrator.

5.3.2 Comparators

The comparators at the end of the modulator stages demand a voltage resolution
smaller than 30mV and a resolution time around 50ns—a quarter of the clock
period. Fig. 5.8 shows the selected comparator topology, based on a regenerative
latch with a pre-amplifying stage [Yin92]. It consists of a nMOS input
differential pair (M, ,), a CMOS regenerative latch, and a SR latch. The
regenerative latch is composed of a nMOS flip-flop (M; ,) with a pair of
nMOS switches (M ) for strobing and a nMOS switch (M, ) for resetting,
and a pMOS flip-flop (M ) with a pair of pMOS pre-charge switches (M ).
Different voltage supplies have been used for the pre-amplifier and for the
regenerative latch in order to reduce the comparator sensitivity to injected

digital switching noise and supply bounce.

(b)
FIGURE 5.8 Comparator: (a) Pre-amplifier and regenerative latch; (b) SR latch.
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TABLE 5.6 Electrical simulation results for the comparators.

Typical Worst-case
Offset 0.75mV 9.92mV
Hysteresis 30puv 120pV
Resolution time, LH 4.10ns 8.60ns
Resolution time, HL 3.90ns 6.15ns
Power consumption 0.43mW

The positive feedback is activated at the end of the integration phase (when
&24 goes high) in order to make the latch react before the integrators outputs
change at the beginning of ¢, . At the beginning of the next integration phase,
the latch is forced to the state (S, R) = (0, 0) for maintaining the comparator
output until the next strobing.

After full sizing, the performance of the comparator was evaluated using
Monte Carlo simulations and corner analysis. Table 5.6 summarizes the worst-
case values of the electrical parameters. As expected, the resolution is limited
by mismatching, with the offset being dominant with a worst-case value of
9.92mV—compliant with the specifications in Table 5.3.

5.3.3 Switches

The main design issue related to the analog switches is their finite on-resistance
(R,, ), which can be initially constricted by dynamic considerations. Incomplete
settling caused by the switches is traditionally reduced by making
R,,Cq.f;«1. In our circuit R,, values up to 650Q can be tolerated with
minor degradation of the modulator performance. These values can be obtained
using CMOS switches with aspect ratios of 6.5/0.35 for the nMOS transistor
and 23.5/0.35 for the pMOS, operating with the nominal 3.3-V supply.

Besides, high linearity is a must in the application considered. Thus, in
addition to the approximate value of switch on-resistance, its voltage-
dependence must be carefully addressed by analyzing the non-linear sampling
process at the front-end integrator. This non-linearity causes a dynamic
distortion that is larger, the larger the sampling capacitor and the signal
frequency [Yu99]. In our case this distortion is particularly noticeable for the
switch size given above if G = 4, where Cgy = 24pF. In order to push
distortion below the specifications of the application, the value of R, was
decreased by resorting to transistors with larger aspect ratios. This possibility
was preferred to including clock-boosting [Wu98] [Bult00], since the latter
increases complexity and may compromise the robustness of the design.
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for evaluating distortion.

TABLE 5.7 THD caused by the analog switches for a 1V 4 @ 20kHz input tone.

MOST model Temperature THD
-40°C -100dB
Slow +25°C -101dB
+175°C -102dB
-40°C -104dB
Typical +25°C -105dB
+175°C -107dB
-40°C -109dB
Fast +25°C -110dB
+175°C -112dB

Nevertheless, resorting to larger aspect ratios increases the switch
parasitics and, thus, the overall power dissipation. For this reason, we have
studied the sampling process at the front-end integrator (see Fig. 5.94) in depth,
seeking optimization. Electrical simulations of the circuit in Fig. 5.95 have been
done using corner analysis for a 0dB@20kHz input sinewave. The differential
voltage stored in capacitors Cg; was collected at a rate of 5.12MHz, and the
Kaiser-windowed FFT was processed. Table 5.7 summarizes the THD values
obtained for CMOS switches with aspect ratios of 29.1/0.35 for the nMOS
transistor and 105.9/0.35 for the pMOS, which exhibit an R, ~ 60Q2 . Note that
the worst-case THD generated by the analog switches is —100dB—compliant
with the required specifications.

Table 5.8 encloses the final sizing of the CMOS switches in the XAM.
These sizings ensure a dynamic distortion and a defective settling that are low
enough for the application considered and, thus, make unnecessary the use of
clock-boosting or similar techniques.
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TABLE 5.8 Sizing of the CMOS switches in the ZA modulator.
nMOS (um/um) pMOS (um/um)
1st Integ. 29.1/0.35 105.9/0.35
2nd, 3rd Integ. 6.5/0.35 23.5/0.35

5.3.4 Capacitor arrays

Capacitors have been implemented using metal-insulator-metal (MiM)
structures available in the intended technology, which allows thin inter-metal
oxide between metal-2 and metal-3. With this structure, the 1.5-pF unit
capacitor used to implement the integrator weights is 31.6pum x 31.6pum in size
and exhibits an estimated mismatch of 6(AC/C) = 0.1%.

Given that the noise leakage caused by capacitor mismatch is a critical
issue in cascade ZAMs, special attention has been paid to the layout of the
capacitor ratios in common-centroid arrangements—a task that is complicated
in our case by the programmable modulator signal gain. All the capacitors at the
first integrator are made up of unit capacitors that are connected or disconnected
from an array structure depending on the value of the signal gain—see Fig. 5.5.
The active unit instances in the programmable common-centroid structure for
the different modulator signal gains are symbolically depicted in Fig. 5.10.

5.3.5 Auxiliary blocks

Besides the programmable signal gain XAM itself, some auxiliary blocks have
been also included on chip; namely, the clock phase generator, the master-bias
current generator, and the gain-selection logic.

Two clock phase generators have been incorporated to the prototype: one
of them generates the master clock phases (Fig.5.11a), whereas the other
provides the chopper phases required by the first integrator (Fig. 5.115). Both
generate two non-overlapped clock phases (¢;, ¢,— ¢y, ¢p.,) from a
common external clock signal CLK. Versions of these phases with delayed
falling edges (¢4, $2y— Prgen> P2gcn) are also generated in order to
attenuate signal-dependent charge injection [Lee85] while maximizing the
effective time slot for the modulator operations [Marq98a]. Given that the XAM
employs CMOS switches, the complementary versions of all these phases are
also provided. At the back-end of both generators a buffer tree is used to
equalize the assorted capacitive loads among the signals. In order to relax the
integrators dynamic requirements, especially for the case G = 4, the duty
cycle of the external clock signal is not set to 0.5: around 77.5% of the clock
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FIGURE 5.10 Conceptual layout of the programmable capacitor array at the front-end integrator.

period is devoted to integration and 22.5% to sampling. The complete clock

scheme is conceptually shown in Fig. 5.11c. The non-overlapping and the delay

times are approximately 0.2ns.

All the bias currents needed in the A modulator are internally generated
by the circuit shown in Fig. 5.12. An external 15.4-kQ resistor is used to
generate a single master current of 110pA, which is mirrored and properly
scaled for biasing the amplifiers in the integrators and the pre-amplifying stages

of the comparators.

As previously described, the programmable modulator signal gain is
implemented by connecting or disconnecting unit capacitors from a capacitor
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array at the front-end integrator. The selection of the modulator signal gain is
controlled by the logic circuit shown in Fig. 5.13, where Gain_sel MSB and
Gain_sel LSB are the most significant bit (MSB) and the least significant bit
(LSB) of an external control signal, respectively. In practical implementations
of the complete ‘smart’ sensor, this signal is directly controlled by the DSP (see
Fig. 5.1), thus allowing the automatic accommodation of the A/D interface to the
different signal amplitudes provided by the sensor.

5.4 Layout and Prototyping

The modulator has been designed and fabricated in a single-poly, five-metal
0.35-um CMOS technology. Fig.5.14 shows the prototype layout and a
microphotograph of its main parts. The layout has been carefully designed

according to the following considerations:
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FIGURE 5.14 (a) Layout of the AM; (b) Microphotograph of the main parts of the chip.

» The front-end analog blocks and the digital section have been placed in
opposite parts of the chip in order to maximize their relative distance
and, thus, attenuate the impact of the switching activity.

+ Separated analog, mixed, and digital supplies have been used. Analog
power supplies are employed for the current biasing of the analog
blocks (mainly, the amplifiers and the pre-amplifiers stages of the
comparators), as well as the voltage biasing of the substrate and wells
in the analog section of the chip. Mixed supplies are dedicated to the
integrator switches, the SC CMFB nets of the amplifiers, and the
comparators regenerative latches. Digital power supplies are used for
the biasing of the clock phase generators and for the two buffers
driving the output of the modulator stages out of the chip.

» The analog, mixed, and digital sections of the chip include guard-rings
surrounding them, in order to maintain a low impedance return path
and to avoid the spreading of digital switching noise to the sensitive
parts of the modulator.

* The layout has been kept symmetrical and centroid layout techniques
with unit transistors have been employed for matched transistors in the
amplifiers, and in the pre-amplifying stages and regenerative latches of
the comparators.

The complete modulator occupies an area of 5.7mm” (pads included) and
has been encapsulated in 64-pin plastic quad flat package—see Fig. 5.15a.
Multiple pads and pins have been used at the power supplies in order to reduce
wire inductance and supply bounce.
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FIGURE 5.15 (a) Bonding diagram of the ZAM; (b) PCB used for testing purposes.

5.5 Experimental Results

The circuit has been tested using a printed circuit board (PCB), shown in
Fig. 5.15b, that includes intensive filtering and decoupling strategies, as well as
proper impedance termination to avoid signal reflections. The performance of
the XAM was evaluated using a high-resolution (-100dB THD) sinusoidal
source to generate the input signal and a digital tester to generate the clock
signal and to acquire the output bit-streams of the modulator stages. The same
unit provides the supply and reference voltages. After the acquisition, which is
automatically performed by controlling the test set-up through proprietary
C-routines, data are transferred to a work-station to perform the digital post-
processing using MATLAB. The digital filtering was performed with a sinc
filter implemented by software.

Fig. 5.16a shows the effect of varying the chopper frequency on the
modulator performance. The figure depicts the measured 64k-point Kaiser-
windowed FFT of the modulator output, clocked at SMHz and considering a
—20dBV@S5kHz input sinewave, a modulator signal gain of G = 1, and
chopper frequencies equal to £, = f,/16,f,/4,f,/2. Note that, the lower f_,,
the more flicker noise appears in the baseband, thus degrading the modulator
performance. This is better illustrated in Fig. 5.16b, which shows the measured
SNDR versus the input signal amplitude for G = 1 and different cases of f,;, .
It can be noted that the best performance is clearly achieved for ., = f,/2. For
this reason, all the measurement results that are henceforth discussed have been
obtained for this value of f,, .
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FIGURE 5.17 Measured in-band output spectra for the different modulator signal gains.

Fig. 5.17 shows the measured in-band output spectra for a —20dBV@5kHz
input signal and the different modulator signal gains (G = 0.5, 1,2,4). The
measured in-band spectra are close to those obtained by behavioral simulation
(see Fig. 5.6b), with a measured in-band error power around —96dB in all cases.
Considering the modulator full-scale of £2V, the former value provides a DR
of 99dB (16.2bit) for G = 1. This resolution can be notably improved by the
programmable modulator signal gain. This is illustrated in Fig. 5.18, where the
measured SNR and SNDR are represented against the input signal amplitude.
Note that, for G = 4, the input-referred DR is approximately 104dBV; i.e.,
110-dB below the full-scale reference voltage.

However, it must be noted from Fig. 5.18 that, in most cases of signal gain,
the SNR and SNDR peaks are reached at signal amplitudes smaller than
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FIGURE 5.18 (a) SNR and (b) SNDR curves for the different modulator signal gains.
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FIGURE 5.19 In-band error power as a function of the input signal amplitude.

expected. Indeed, the in-band error power clearly increases for large input
amplitudes, as illustrated in Fig.5.19. Behavioral simulations reveal that this
non-linear phenomenon is due to an incorrect operation of the chopper circuitry,
which seems to be caused by the dielectric relaxation of the MiM capacitors at
the first integrator [Fatt90]. This effect, often not properly characterized in most
technology processes, may lead to an underestimation of the in-band error
power during the design phase, especially in high-resolution ADCs.
Nevertheless, if the reference voltage is reduced from 2V (nominal) to 1V, the
SNR,,, . improves in approximately 5dB, as illustrated in Fig. 5.20.

The performance of the modulator has also been measured for a signal
bandwidth of 10kHz. Fig. 5.21 plots the SNR versus the input signal amplitude
for the different modulator signal gains and reference voltages of 1V and 2V.
Note that, in addition to the resolution improvement that is obtained by
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FIGURE 5.21  SNR vs. input amplitude in the 10-kHz bandwidth: (a) V,,, = 1V;
(®) V,pp = 2V.

doubling the oversampling ratio, the modulator behavior near full scale is better
than that in Fig.5.18a and Fig. 5.20a.

Table 5.9 summarizes the measured modulator performance by displaying
its most significant figures. As a matter of conclusion, these features are
compared in Fig. 5.22 with current state-of-the-art XAMs by using the figure-
of-merit FOM,—defined in eq(1.71)—to quantify the quality of ZAMs.Note
that the better the XAM, the larger the value of FOM, .

Table 5.10 compares the performance of those XAMs in Fig. 5.22 that
achieve FOM, >200. All ZAMs in Table 5.10 use SC techniques and achieve
medium/high resolutions within signal bandwidths smaller than 25kHz. Note
that, thanks to the combined use of modulator signal gain programmability and
high—resolution*z, the prototype achieves the largest FOM, reported to date.
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TABLE 5.9 Summary of measured prototype performance.

Vier(V) | BW(kHz) | G | SNR/ SNDR peak 2 (dB)| DR (dBV)/ DRFS (dB)
0.5 80.2/73.5 85.1/91.6
20 1 81.3/80.4 91.1/97.1
2 82.9/82.5 96.9/102.9
2 4 78.8/70.8 104.1/110.1
0.5 88.0/ — 90.3/96.3
10 1 86.8/ — 94.3/100.3
2 89.0/ - 100.1/106.1
4 87.3/— 107.8 / 113.8
0.5 85.2/76.8 85.7/85.7
20 1 84.0/81.8 91.9/91.9
2 87.3/85.7 100.1/100.1
| 4 85.8/83.7 104.1/104.1
0.5 88.5/— 90.1/90.1
10 1 88.8/ — 100.0/100.0
2 90.7 / - 103.0/103.0
4 90.1/ - 108.0/108.0
Topology 2-1
Sampling frequency 5.12MHz
Power consumption 14.7mW
Active area 5.7mm? (pads included)
Supply voltage 3.3V
Technology 0.35-um MS CMOS (1P5M) [MiM]

FOM,

a. In the case of BW = 10kHz, measurements are given for an input signal frequency of 5kHz
and hence, only SNR is computed.
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FIGURE 5.22 Comparison with state-of-the-art ZAMs.
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TABLE 5.10 Performance comparison for reported XAMs with FOM, >200.

ENOB DOR Power
REFs (bit) (kS/s) (MW) FOM,
[Snoe01] 16.65 22 2.5 232.3
[Rabii97] 16.1 50 25 246.3
[Nys97] 19 0.8 2.175 2524
[Yang03] 18.7 40 68 266.3
[Kerth94] 21 0.8 25 351.3
[Yao04] 14.4 40 0.13 358.9
[Coban99] 16 40 1 428.8
. 18.1 40 536.1
This work 37 20 14.7 6159
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5.6 Summary

This chapter describes the design of an SC ZAM to be included in an automotive
sensor interface. The modulator targets a dynamic range larger than 110dB at
40kS/s and presents a programmable signal gain of x0.5, x1, x2, and
x 4. The main design considerations have been discussed and applied for
selecting the most appropriate modulator architecture in terms of resolution,
speed, and power consumption. The topology selected is a 3rd-order cascade
(2-1 ZAM) with single-bit quantization.

The prototype has been implemented in a 0.35-um CMOS process with
MiM capacitors and operates at 3.3-V supply. The requirements of the building
blocks have been derived and their design has been presented at transistor level.

2. It is important to note that the dynamic range of the XAM presented here is enhanced by the
action of the modulator signal gain programmability. This is one of the key features of the
proposed modulator and it is very important for sensor applications in which there is a
changing signal range. Note that if the unity-gain case is considered, the FOM, decreases,
being 25.4 for 20-kHz signals.
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Experimental results show an overall dynamic range of 110.1dB within a
20-kHz signal bandwidth and of 113.8dB for 10-kHz signals, with a power
consumption of 14.7mW.

These performances place the reported circuit at the cutting edge of state-
of-the-art XAMs for similar applications, achieving the largest value of FOM,
reported to date.



APPENDIX A

An Expandible Family of
Cascade XA Modulators

Given the high signal bandwidths required in nowadays telecom applications,
the oversampling ratio of XAMs must be restricted to low values in order to run
the modulator at a feasible clock rate. Thus, high-order shaping and/or multi-bit
quantization must be usually used in order to achieve the required modulator
resolution. Among the variety of existing alternatives, the combination of both
cascade XA architectures and dual-quantization techniques have proved to be a
feasible and efficient approach to enhance the limited dynamic range attainable
at low oversampling. These architectures circumvent the stability problems
associated to high-order ZA loops by cascading only 1st- and 2nd-order stages,
whereas mechanisms for correcting the non-linearity of the multi-bit DAC can
be avoided provided that multi-bit quantization is not used in the modulator
front-end stage [Bran91b] [Mede99b] [Mori00] [Lamp01] [Rio0O1a] [Gupta02].

Further investigation of the potentialities of these architectures have led us
to propose an easily expandible, modular family of high-order cascade AMs.
Thanks to a proper selection of the integrator coefficients, this family of
cascades preserves a low systematic loss of resolution and a high overload level,
regardless the overall modulator order.

A.1 Topology Description

Fig. A.1 shows the generic block diagram of the proposed family of high-order
cascades, henceforth called 2-12-2 XAM. An Lth -order modulator is formed
with a 2nd-order stage followed by L —2 identical 1st-order stages. As in all
cascade £AMs, the outputs of the L — 1 stages are combined and processed in
the digital domain through simple operators to cancel out the quantization noise
generated in each stage but the last one. Linear analysis shows that the output of
the 2-1£-2 ZAM can be expressed in the z -domain as

Y(z) = z71X(2) +2(1 -z HLEN(2) (A1)

259
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FIGURE A.1  Lth-order £A modulator using a 2-1£-2 cascade.

where X(z) stands for the input signal, which is simply delayed, and E(z)
stands for the last-stage quantization error, which is Lth -order shaped. Note that
the cascade response equals that of an ideal Lth-order XAM, except for the
scaling factor 2. This factor derives from the signal scaling required to avoid
premature overload when transmitting the signal from one stage to the next.

By integrating the error term in eq(A.1) over the signal band, the in-band
quantization error power is obtained as
2L

P, = 4c2 L

0 9 2L+ 1)OSR?L+1 (A-2)

where Gé = A2/12 is the power associated to the quantization error in the
last-stage single-bit quantizer (A = 2V,or stands for its full scale). Note that
the factor 2 in eq(A.1) quadruples the in-band quantization error power and,
thus, leads to a reduction of 6dB (1bit) in the dynamic range of the 2-1£-2
cascade in comparison with an ideal Lth-order ZAM. This systematic loss of
resolution is one of the smallest possible and considerably smaller than that of
other high-order cascades [Feld98] [Miao98] [Mori00]. More importantly, it is
constant, regardless of the number of stages.

In fact, the most appealing feature of this architecture—with the set of
coefficients proposed—is that it can be easily set to any order, just by changing
the number of identical Ist-order stages. As shown in Fig. A.2, a correct
operation is maintained with constant overload level, regardless the overall
modulator order.
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FIGURE A.2
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SNDR curves of the 2-1L-2 cascade for several modulator orders (OSR = 16).

The set of integrator coefficients depicted in Fig. A.1 presents also the
following interesting properties:

* The output swing required in all integrators does not exceed the
quantizer full scale. Such an appealing feature for low-voltage

implementations is illustrated in Fig.A.3 for the 5th-

order cascade.

» The largest coefficient of each three-weight integrator can be obtained
as the summation of the others, so that three-branch SC integrators are
not required. By proper sharing of the SC input stages, all coefficients
can be implemented with just two-branch integrators, which minimizes

the total number of unit capacitors.

» All Ist-order stages contain the same coefficients, so that they can be

electrically identical. This considerably simplifies
physical implementation of the modulator.

the electrical and
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FIGURE A.4 Lth-order 2-1£-2 cascade SAM employing dual quantization.

Also, as shown in Fig. A.4, a dual-quantization operation [Bran91b]
[Dias93] [Tan93] can be easily achieved in the 2-11-2 cascade AM by
including multi-bit quantization only in the last stage, while the remaining are
single-bit. This being the case, the coefficients in the last-stage integrator can be
multiplied by a factor 2 in order to have a loop gain of 1 if the full scales of the
multi-bit ADC and DAC coincide, what considerably simplifies their design.

If errors in the multi-bit DAC are considered in the linear analysis, the
output of the dual-quantization 2-1£~2 $AM can be obtained as
Y(z) = 25X(2) +2(1 -z DHEW(2) +2(1 -z )L DE(2) (A3)

where E[,(z) stands for the error of the last-stage multi-bit DAC in the z-
domain, which is (L — 1)th-order shaped. Thus, provided that errors in the
multi-bit DAC are considerably high-pass filtered, its non-linearity can be
tolerated to some extent with no need for calibration/correction mechanisms.

The in-band quantization error power can be estimated as

» o2 2L \do2 g2(L-1)
= (e}  ——— (e} —
e € (2L+1)OSRL+! b (@L-1)0SR?L-1

i op=L (A o=l (L)
with GQ—12 351 , Op 5 A 100

(A4)

In:

where cé is the power of the last-stage quantization error (A = 2V, stands
for the multi-bit quantizer full scale and B for its resolution) and o3 is the
power associated to the DAC errors, with /NL being the DAC integral non-
linearity expressed in %FS .
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A.2 Non-ldeal Performance

As stated in Chapter 2, SC implementations of cascade modulators suffer from
certain non-ideal behaviors more than their single-loop counterparts; namely,
finite amplifier DC gain and capacitor mismatch. Both non-idealities modify the
ideal integrator z-domain transfer function, thus altering the quantization error
transfer function. Since this variation is not correlated to changes of the
cancellation logic, mismatch appears between the analog and digital processing
that precludes perfect cancellation of the low-order quantization errors.

Into first-order approximation, the in-band power of the error leakages is
independent of L, because they are generated in the modulator first stage,
which is the same for whatever L. Making use of equations (3.7), (3.12), and
(3.13), it can be expressed as

25 n2
: +
16A%. 30SR3

A2
APQ(H78g = 1—2-(

36021 ) (A.5)
o .
“508R3
where A, stands for the 1st-stage amplifier DC gain and o is the capacitor
standard deviation. Comparing equations (A.2) [or (A.4)] and (A.5) for a given
OSR, it is clear that for certain values of Ap ., 6., and L, leakages may
dominate the in-band error power, thus imposing an upper bound to the practical
values of L.

In order to estimate this limit under realistic circuit imperfections, Fig. A.5a
shows the simulated half-scale SNDR as a function of the amplifier DC gain
for OSR = 16. Fig. A.5b shows the SNDR histograms obtained from Monte
Carlo behavioral simulation assuming 0.1% sigma in capacitor ratios—0.05%
is currently featured by metal-insulator-metal (MiM) capacitors in CMOS
processes. Under these conditions, mainly because of the matching sensitivity,
the 7th-order architecture seems not worth implementing for OSR = 16.
Nevertheless, the 6th-order modulator provides 90-dB worst-case SNDR with a
DC gain of 2500. Specially robust is the 5th-order cascade requiring a DC gain
of 1000 to achieve 80-dB worst-case SNDR for OSR = 16. It is important to
remark that these gains are basically needed for the 1st-stage amplifiers. The
DC-gain requirement for the integrators in the remaining L —2 stages of the
cascade are much more relaxed. This is also applicable to other circuit
imperfections such as electronic noise, finite dynamics, non-linearity,
mismatch, etc. This practice allows us to use simpler circuit topologies and
layouts for these stages, thus saving area and power consumption.

In the same way as the modulator order, in practice, the number of bits in
the last-stage quantizer (B) cannot be arbitrarily large. As shown in Fig. A.6, for
a given oversampling ratio, the evolution of the overall effective resolution with
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FIGURE A.6 ENOB of 2-1L-2 cascade ZAMs versus the resolution in the last-stage
quantizer, for oversampling ratios from 8 to 24: (a) 2-12 ZAM, (b) 2-13 ZAM.
(Ape = 2500, 6 = 0.12%, and DAC INL = 0.4%FS).
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B tends to saturate due to the presence of leakages. In fact, when increasing the
last quantizer resolution in 1bit generates less than 1-bit increase in the overall
modulator resolution, the dual-quantization architecture starts losing efficiency
and may become unsuitable for the specifications and technology considered.

Nevertheless, depending on the signal bandwidth, the reduction in
oversampling ratio that can be achieved by resorting to multi-bit quantization
may define the border between feasible and unfeasible implementations. For
instance, let us consider the 4th-order cascade (2-12 ZAM) in order to obtain
14-bit effective resolution. According to Fig. A.6a, its single-bit version would
require OSR = 24, whereas a 3-bit version with OSR = 16 is also feasible.
For a signal bandwidth of 2.2MHz, the oversampling ratios mean 105.6-MHz
and 70.4-MHz clock rate, respectively. Apart from an eased testing, certain
power saving can be expected by using the multi-bit modulator.



APPENDIX B

Power Estimator for
Cascade XA Modulators

In this Appendix we present an analytical procedure to estimate the power
consumption of single-bit and multi-bit cascades XAMs based on the expandible
Lth -order 2-1£-2 topology proposed in Appendix A.

Both architecture and technological features are contemplated in the
underlying expressions, together with simplifying assumptions inspired in
practical design solutions.

B.1 Dominant Error Mechanisms

Let us start assuming that, in whatever practical design of a high-frequency A
modulator, the dominant sources of in-band error power are quantization error,
white circuit noise, and incomplete settling error. The latter is specially
important for telecom converters, in which a sampling frequency at the edge of
the CMOS feasibility will have to be used.

Under these initial assumptions, the dynamic range (DR) of the ZA
modulator can be roughly expressed as follows

2
DR = 3.22ENOB-1~ Vie/2

=—0 B.1)
PQ +Poy+ Py,

where V, of is the reference voltage that determines the modulator full scale
(A = 2Vref) and Py, Pcy, and P, are the in-band powers of quantization
error, white circuit noise or thermal noise, and settling error, respectively.

The selection of the reference voltage impacts P, and, although more
indirectly, also Py and P,. Moreover, V, . is obviously constrained by the
supply voltage, because it imposes a given output swing requirement in
integrators, which must be feasible in the intended technology. In conclusion,
the selection of V. is closely related to the amplifier topology and its
capability to trade DC gain, speed, and output swing [Raza00] [Malo0O1]. In
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practice, an upper bound for a feasible selection of 'V, is given by fl

Vref =V

supply — U v

sat

(B.2)

where V., is the saturation voltage of the amplifier output devices and n,, is
the number of transistors in the output branch, which again depends on the
specific amplifier topology. If a single-stage amplifier is used, cascode devices
will be required to achieve enough DC gain, so that n,, >4. This common
choice is not adequate in low-voltage implementations, where an excessive

value of V/

sar Will result in a very small value for V..

Among the alternatives, two-stage amplifiers offer the possibility to still
yield a large open-loop DC gain, while their output branches can contain only
two transistors (n,, = 2). This allows to increase the value of the reference
voltage and to set the modulator full scale to an useful level.

Next, for the sake of simplicity, we will assume for the time being that
settling error can be controlled by design so that P, « P, Pcy; 1.e., eq(B.1)
simplifies to

V2,/2

=l (B.3)
Po+ Py

With respect to P, it is formed by three main error mechanisms:

» Last-stage quantization error,
» Last-stage DAC non-linearity (only if multi-bit quantization is used),
and

* Non-cancelled portion of the low-order quantization errors caused by
integrator leakage and capacitor mismatch.

A close expression including the former non-idealities can be obtained for
the expandible 2-1£-2 cascade SAM by adding up equations (A.4) and (A.5),
what results in

» o2 2L 42 g2(L-1)
=405 ————————— +405H  —mm— +
Q Q (2L+1)OSR*L+1 b @L-1)0SR*™-1
(B.4)
(zvref)z_( 25 _m + 3602 )
12 \16A2. 30SR? “508R3
with
1 (2V,.0\? 1 INL\?
2 - L (Zlref 2~ 1, 2 (L
op = s (23_1) GD:2 (2Vrgf) (100) (B.5)

1. A fully-differential modulator employing symmetrical references £V, is assumed.
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where cé is the power associated to the last-stage quantization error (B stands
for the resolution of the multi-bit quantizer), c3 is the error power associated to
the DAC, with INL being the DAC integral non-linearity in %FS, A, stands
for the 1st-stage amplifier DC gain, and G, is the capacitor standard deviation.

Concerning P -y, it is usually dominated by the white noise injected by the
switches and the front-end amplifier, whose PSD is folded-back over the
baseband by undersampling. A conservative expression for the in-band power
of white noise can be derived (see Section 2.4.2)

2kT 1 4kT 1 16kT

Pev = PuasctPop=2 70" 55r 3¢, OSR ~ 3C, OSR

where Cy is the value of the sampling capacitor.

B.2 Estimation of Power Consumption

Equations (B.3) to (B.6) show that the dynamic range of a cascade ZAM
can be roughly expressed as a function of the following design parameters: L,
OSR, Cy, Ap, and o, to which we have to add B and INL if the last-stage
quantizer is multi-bit. So, for given values of A, 6, and INL, the minimum
value of the capacitor C required to obtain a given DR can be obtained as a
function of L, OSR, and B. Once Cy is known, the equivalent load for the
amplifier in the integrator can be estimated as

Ceq;CS+CP+CL(1 +

Ci+Cp
z ) (B.7)

I
where C;, the integrator feedback capacitance, is related to Cg through the
integrator weight (C; = Cgy/g;) whereas Cp and C; stand for the integrator
summing node and output node parasitics, respectively. Estimating the latter
two capacitances is a difficult task because of their extreme dependence on the
actual amplifier design.

Usually, the main contribution to Cp, is the amplifier input parasitic. In a
fully-differential topology, it is formed by the input transistor gate-to-source
capacitance C s (both channel and overlap contributions) and its overlap gate-
to-drain capacitance o amplified by Miller effect [Raza00]. Neglecting C o>

Cp=Ch+Cy+ C(1+Apc ) =

5 (B.8)
= 2C, Wy Ly + Cp /Wy AL (A +2)

1
3 X m-in m

where C, ' is the gate oxide capacitance density and AL;, stands for the lateral
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diffusion of drain/source regions below the gate, both technology-dependent
parameters. Apart from the input transistor dimensions (W,,, L;,), the other
unknown variable in eq(B.8) is its input-to-output gain A e, - This is equal to
the complete amplifier gain for single-stage amplifiers or to the 1st-stage gain if
multi-stage topologies are used. It can even be around unity if cascode devices
are used, such as in telescopic or folded-cascode amplifiers [Raza00] [Malo01].
Now, making use of the well-known (as much as inadequate) square-low

expression for the input transistor drain current

_ 2L, Ip, m[g

e S ALu(Ac, + 2)} (B.9)

where V= V;g— Vp is the input transistor overdrive voltage.

The other unknown capacitance in eq(B.7), C;, has two main
contributions: the first one is due to the bottom parasitic of the integration
capacitor C; and the second one is due to the amplifier itself. The former
contribution can significantly vary depending on the type of capacitors. With
modern MiM structures it turns out to be very small, ranging from less than 1%
to 5% of C;. Because of this, C; tends to be dominated by the amplifier output
parasitic load, which strongly depends on the actual output devices and, overall,
on the amplifier topology. Even the supply voltage, via output swing and DC-
gain requirements, makes an impact on the transistor sizes and hence on C, .
For a given amplifier schematic, the latter influence makes C; slightly increase
under technology scaling and shrinking supply voltages, because wider output
devices are required to accommodate similar output swings. All things
considered, a reliable estimation of this capacitance prior to the sizing of the
amplifier is not possible. Based on previous design experiences, we will assume
a constant value equal to 2.5pF.

Returning to the settling error power, P, an accurate estimation would
involve the following calculations. For example, just for a single-pole amplifier
model, complicate expressions are derived [Mede99a] if a non-linear (slew-rate
limited) settling is considered. Further complexity arises from considering both
sampling and integration incomplete charge-transference and the contribution
of the non-zero switch on-resistance (see Section 2.3). Hence, the treatment will
be simplified assuming that the slew rate of the amplifier is large enough and
the switch on-resistance small enough to neglect their impact on the integrator
transient response, so that the settling is linear with time constant equal to
C,,/ 8, This being the case, it takes a number In(2£V9%) of time constants to
settle within ENOB resolution; i.e., the following relationship should be
fulfilled

In[2(ENOB+DIC, /g, <T./2 (B.10)
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where T is the sampling period. Note that an extra bit has been added in order
to make room for the inaccuracy of this simplified model. The above expression
can be used to estimate the minimum value of the transconductance parameter

8y = 2In[2ENOB+DIC, f (B.11)

where f =1/T, is the sampling frequency. This is the transconductance
required for a single-stage amplifier with equivalent output load C,, . For multi-
stage amplifiers, the previous relationship must be carefully tackled because
both parameters, total transconductance and equivalent output load, lose control
of the amplifier dynamics. However, provided that the main pole of the
amplifier is set by the input stage and an eventual inter-stage compensation
capacitor, eq(B.11) can still be used to determine the input stage
transconductance, that is related to the input transistor current as follows

g, = % (B.12)
ovD

Equations (B.7), (B.9), (B.11), and (B.12) can be handled in an iterative
way to determine the current required through the input transistors of the
amplifier, whose actual topology sets the power consumption. Whenever
possible, a single-stage amplifier should be used because of its better
performance/power figure. However, as discussed previously, as technologies
scale down and supply voltages shrink, two-stage amplifiers are gaining
ground. Moreover, in practice two gain stages are not enough to achieve the
overall gain requirement, so that the first one often includes cascode devices in
a telescopic-cascode configuration. Let us consider this topology as an
archetype in modern deep-submicron technologies. The current through the first
stage has been already estimated as 2Ij ;. Assuming, for the sake of
simplicity, a fixed ratio 1;, between the currents flowing through the input and

output branches, the total current through the amplifier can be estimated as

Ig=2Ip iy + 2Miolp iy + Ip in=[2(1 + ;) + 111 4, (B.13)

where an extra I, ;, has been added to account for the biasing stage of the
amplifier.

The power dissipation of the first amplifier can be estimated with eq(B.13).
That of the remaining amplifiers in the cascaded stages can be decreased,
following the scaling rule commonly applied to amplifier requirements in XA
modulators. This power reduction may come from either a relaxed set of
specifications or the subsequent simplification of the amplifier topology.
Sometimes, even when a two-stage amplifier may be required for the first
integrator, it is possible to use a single-stage topology for the rest of integrators.
So, we can write
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L
Iy total = 13[1 + 'Z Xij (B.14)

i=2

with y; being the ratio of the current absorption of the i-th amplifier to the first
one. From this, the static power dissipated in the amplifiers is:

L
Pop, sta IBVsupply(] + '227(,) (B.15)
i=

Besides this static consumption, which usually accounts for around 80% of
the total power, there are other contributing blocks, namely:

* L-1 latched comparators used as single-bit quantizers and those in
the last-stage multi-bit quantizer, usually implemented by a flash ADC,;
i.e., (28 -1) more latches. This consumption must include the static
power dissipated in a convenient pre-amplifying stage.

» Last-stage multi-bit DAC (if B > 1). The relaxed requirements for this
block allows us to implemented it with a resistor ladder. Its main
design considerations are resistor matching and linearity (both causing
INL) and the current it must drive, which must be large enough to
provide a good settling. The current requirement scales with the
sampling frequency and the capacitive load involved. The latter can be
considered almost constant, because the last-stage capacitors should be
set to the minimum required to achieve certain level of matching
(thermal noise playing a secondary role). So, we can empirically write

J
Ppac = Vappylpac™ f_s* (B.16)
N

where I, -* is the current through the DAC required for operating at
a certain frequency of reference, f* .

* Dynamic power in SC stages. The dynamic power dissipated to switch
a capacitance C, between the reference voltages at a frequency f; can
be estimated as C,f; Vrzef , which tends to increase in high-speed high-
resolution converters. Its actual value depends on the integrator
weights used. In our case, the following expression provides a good
estimate

Pge = 2[5Cu1 +4(L- 1)Cu2]fsvr2ef (B.17)
where the factor 2 comes from the differential implementation; Cu] is
the unit capacitor used in the first integrator, whereas C ey is the one
used in the rest of integrators, usually smaller than CMl .
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» Small digital blocks: flip-flops, gates, cancellation logic, etc. Apart
from being small, they do not make any difference for the architectures
considered and will be neglected here. Of course, this does not apply to
the decimation filter, whose power consumption is comparable to that
of the £A modulator. Moreover, since the order of the digital filter must
equal L + 1, high-order XAMs require more complex filters than low-
order ones. However, an increase of the modulator order entails a
decrease of the oversampling ratio and the filter can be operated at a
lower frequency, dissipating less power. To our purpose, we can
consider an essentially constant power consumption in the digital filter.

By adding up all the contributions, the power dissipation of the cascade A
modulator can be estimated as:

Power = P +Pprc+[(L-2)+(28-1)]P + Py (B.18)

op, sta comp
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of DACs, 144, 146, 147, 154, 157, 201,
259, 262, 268, 269

of the amplifier gain, 130-132, 150, 159,
202,207, 208

of the integrator settling, 100, 138, 204,
208, 209

of the switch on-resistance, 102, 133-
137,170, 194, 210, 211, 244, 245

Nyquist frequency, 3, 7, 11
Nyquist theorem, 3
Nyquist-rate ADCs, 2, 5,7, 16, 65, 125

o)

Optimization, 142, 183, 239
of circuit cells, 162, 206, 207, 243, 245
of the integrator coefficients, 149
of the NTF, 28-32, 66
Out-of-band components, 2, 3, 11, 29, 30, 48,
144
Overload
modulator overload, 16, 25, 33, 41, 42,
149, 157, 161, 195, 198, 200, 201,
259, 260
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quantizer overload, 4, 6, 37, 44, 145
Oversampling
ADCs, 7, 8
fundamentals, 7, 11, 12, 18, 233, 234
low oversampling, 145-149, 187,
195-197, 259, 265
ratio, 7

P

Parallel £A modulators, 52-54
Pattern noise, 1, 20, 131
in Ist-order £A modulators, 22, 23
in 2nd-order £A modulators, 25, 26
PDM
buffer, 218, 232
signal, 14, 15
Performance
comparison XA ICs, 54-65, 189-192, 225-
228, 254-256
ideal performance XA modulators, 17-20
metrics of A modulators, 15-17
Power spectral density (PSD)
of circuit noise, 109-122, 156, 202, 232,
269
of clock jitter, 125
of quantization error, 5
Printed circuit board, 179-181, 183, 219, 220,
251
Probability density function (PDF) of
quantization error, 5
Programmability
of the multi-bit quantizer resolution, 151,
152,173,175, 176, 182
of the XA modulator gain, 229-233, 236-
238,246, 247, 252,254, 256
programmable capacitor array, 246, 247
Prototyping, 177, 217, 249

Q

Quantization,
fundamentals, 3-7
multi-bit quantization, 19, 43, 44, 49, 51,
52, 54, 60, 144, 146-149, 157, 192,
193,228, 259, 262, 265, 268

single-bit quantization, 43, 49, 54, 67,
256
Quantization error,
cancellation of quantization error, 34-38,
41,42, 51,72, 181, 220, 259, 263
colored quantization error, 22, 66
fundamentals, 4-10
statistical properties, 5, 6
white noise approximation, 6, 13, 20, 22,
43,153,157
Quantizer, see also Quantization
model, 3-5
overload, 4, 6, 37, 44, 145

Reference voltage, 134, 151, 154, 155, 161,
166, 174, 189, 194, 197, 198, 200, 201,
205, 212-214, 240, 252, 253, 261, 267,
268
noise in the reference voltage, 113, 114,

119, 120, 231, 232
generation of the reference voltage, 181,
215-217, 224, 251

Regenerative latch, 168, 169, 209, 210, 243

Resistive-ladder DAC, 173, 212, 214, 216

Resolution, see Effective resolution

S

Sample-and-hold, 3, 109
Sampling,
double sampling, 56, 235, 238
fundamentals, 2, 3
sampling frequency or sampling rate, 7,
8, 11, 18, 52, 70, 83, 92-94, 118,
143, 148, 181, 186-188, 193, 202,
216, 220, 221, 255, 267,271, 272
sampling time uncertainty, 124
SDOPT, tool for the high-level sizing of £A
modulators, 143, 153
Second-order £A modulators, 24, 27, 35, 44,
52,77-79, 93, 186, 235
Settling error, 83-108, 124, 136, 174, 183-185,
197,214, 231, 267, 268, 270
SC integrator model, 84, 85
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effect of the amplifier gain-bandwidth
product, 95-99, 156, 202
effect of the amplifier slew rate, 99-101,
156, 203
effect of the switch on-resistance, 102-
108, 156, 202, 244
Shielding, 178, 185, 218
Sigma-delta (£A) ADCs, 11-13, 16, 18, 45, 48,
52-54,125, 134, 135, 139, 193, 225
Sigma-delta (£A) modulators,
basic structure, 11, 13, 14
cascade XA modulators, see Cascade XA
modulators
continuous-time XA modulators, 54, 59,
60
design methodology, 33, 142, 198, 239
figure-of-merit, 55, 65, 189, 192, 196,
224,225,228,254
first-order £A modulators, 14, 15, 20, 22,
24,25,38
high-order XA modulators, see High-
order single-loop XA modulators
and Cascade XA modulators
ideal performance, 17-20
idle tones, 20, 22, 25, 43
Lee-Sodini XA modulator, 28, 29, 31
Leslie-Singh XA modulator, 49
multi-bit XA modulators, see Multi-bit
> A modulators
parallel A modulators, 52-54
pattern noise, see Pattern noise
performance metrics, 15-17
second-order XA modulators, 24, 27, 35,
44,52,77-79, 93, 186, 235
single-loop XA modulators, see Single-
loop XA modulators
state of the art, 54-65, 189-192, 225-228,
255
Signal-to-noise-ratio (SNR), 16, 17
Signal-to-(noise+distortion)-ratio (SNDR), 16,
17
Signal transfer function (STF), 13, 14, 21, 32,
33,37,77,78,
Single-ended circuits, 128, 129, 131, 216
Single-loop ZA modulators,
first-order XA modulators, 14, 15, 20, 22,
24,25,38
high-order XA modulators, see High-
order single-loop A modulators

second-order XA modulators, 24, 27, 35,
44,52,77-19, 93, 186, 235
Single-quantizer XA modulators, see Single-

loop A modulators
Single-stage XA modulators, see Single-loop
XA modulators
Slew rate, 166, 167, 200, 203, 204, 206, 207,
240, 242
effect on the integrator settling, 83, 95,
99, 100, 105, 107, 154, 156, 200,
203,270
effect on the modulator distortion, 138,
204, 208, 209
SR latch, 168, 209, 210, 243
Stability, 14, 18, 49, 75
criterion, 22, 24, 29
of cascade XA modulators, 34, 144, 194,
195,259
of high-order single-loop £A modulators,
18, 27-29, 32, 43, 44, 50, 66, 75,
144
stabilization techniques, 33
State of the art, 1, 54-65, 189-192, 225-228,
230,231, 234, 254, 255, 257

Substrate, 155, 217, 218, 250
conductive substrate, 178, 179, 188, 192
substrate noise coupling, 205
Supply bounce, 185, 209, 218, 243, 250
Switch on-resistance, 109, 155, 169, 203, 210,
211,228, 231, 244, 270
effect on an ideal integrator, 102, 103
effect on the amplifier gain-bandwidth
product, 103-105, 156, 202
effect on the amplifier slew rate, 105-108
non-linearity, 102, 133-137, 170, 194,
210, 211, 244, 245
Switched-capacitor (SC) circuits, 55, 108, 109,
113, 141, 151, 198, 207
Switching noise, 177-179, 185, 188, 192, 220,
221

T

Thermal noise, 108-110, 153, 157, 158, 201,
202, 212, 231, 232, 236, 238, 239, 267,
272
in the switches (kT/C), 110-116
in the amplifier, 113, 116-119
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in the references, 113, 119-120 VvV
in SC integrators, 113, 120-122
in XA modulators, 122-124 Voltage reference, see Reference voltage

Tones, see Idle tones
Track-and-hold, 109, 111-113
Trimming, 46, 49 W

White noise, 48, 111, 113, 115, 116, 119, 158,

U 187,231, 234, 239, 269
white noise approximation of the
quantization error, 6, 13, 20, 22, 43,

Unit elements, 46, 48
153,157

unit capacitors, 25, 41, 42, 77, 78, 80,
149, 150, 154, 158-160, 170-173,
200, 201, 204, 212, 238, 240, 246,
247,261,272

unit resistors, 174, 214,

unit transistors, 179, 250





