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Preface

Scaling transistors into the nanometer regime has resulted in a dramatic
increase in MOS leakage (i.e., off-state) current. Threshold voltages of
transistors have scaled to maintain performance at reduced power supply
voltages. Leakage current has become a major portion of the total power
consumption, and in many scaled technologies leakage contributes 30-50%
of the overall power consumption under nominal operating conditions.
Leakage is important in a variety of different contexts. For example, in
desktop applications, active leakage power (i.e., leakage power when the
processor is computing) is becoming significant compared to switching
power. In battery operated systems, standby leakage (i.e., leakage when the
processor clock is turned off) dominates as energy is drawn over long idle
periods.

Increased transistor leakages not only impact the overall power
consumed by a CMOS system, but also reduce the margins available for
design due to the strong relationship between process variation and leakage
power. It is essential for circuit and system designers to understand the
components of leakage, sensitivity of leakage to different design parameters,
and leakage mitigation techniques in nanometer technologies. This book
provides an in-depth treatment of these issues for researchers and product
designers.

This book also provides an understanding of various leakage power
sources in nanometer scale MOS transistors. Leakage sources at the MOS
transistor level including sub-threshold, gate tunneling, and junction currents
will be discussed. Manifestation of these MOS transistor leakage components
at the full chip level depends considerably on several aspects including the
nature of the circuit block, its state, its application workload, and
process/voltage/temperature conditions. The sensitivity of the various MOS
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leakage current sources at the transistor level to these conditions will be
introduced. These leakage currents at the transistor level translate at the
system level in various ways and therefore impact the overall system in a
diverse manner. For example, transistor leakages manifest differently under
normal operation compared to typical testing conditions, such as burn-in
testing. Transistor leakages impact power consumption of the system
depending on the system state (e.g., active condition vs. standby condition).
Active system leakage power can be significantly higher than standby system
leakage, due to elevated temperature and the difficulty to trade-off leakage
power for performance. The impact of leakage components also depends on
the style of circuit and module type (e.g., memory vs. logic).

To deal with transistor leakage, a variety of solutions is required at all
levels of design. The solutions include leakage modeling and prediction,
transistor modifications, circuit techniques and system modifications. This
book provides an in-depth coverage of promising techniques at the transistor,
circuit, and architecture levels of abstraction.

The topics discussed in this book include sources of transistor leakage
and its impact, state assignment based leakage reduction, power gating
techniques, dynamic voltage scaling, body-biasing, use of multiple
performance transistors, leakage reduction in memory, impact of process
variation on leakage and design margins, active leakage power reduction
techniques, and impact of process variation and leakage on testing.
Additionally, two case studies will be presented to highlight real world
examples that reap the benefits of leakage power reduction solutions. The
last chapter of the book will highlight transistor design choices to mitigate
the increase in the leakage components as technology continues to scale.

This book would not have been possible without the concerted effort of
all its contributing authors. We would like to thank them for their
contribution and help with reviewing other chapters to ensure consistency.
We would also like to express sincere thanks to non-contributing reviewers —
Dinesh Somashekar and Keith Bowman, both of Intel Corporation. I (Siva)
would like to recognize the dedicated contribution of my late colleague and
friend at Intel Corporation, Brad Bloechel, without whom, lot of the
experimental results in the chapters 2, 6, 8, and 9 would not have been
possible. He will be missed. Finally, we want to thank our families for their
patience and support through the process of compiling this book together.

Siva G. Narendra
Tyfone, Inc.

Anantha Chandrakasan
Massachusetts Institute of Technology



Chapter 1

TAXONOMY OF LEAKAGE:
SOURCES, IMPACT, AND SOLUTIONS

1.1 INTRODUCTION

Benefits of CMOS technology scaling in the nanometer regime comes
with the disruptive consequence of increasing MOS transistor leakages. This
increase in transistor leakages not only impacts the overall power
consumption of a CMOS system, but also reduces the allowed design
margins due to the strong relationship between process variation and leakage
power. Therefore to continue to reap the benefits of technology scaling, it is
essential for circuit designer and system architects to understand the sources
of leakage, its impact on circuit and system designs, and solutions to
minimize the impact of leakage in such designs. To effectively deal with the
impact on circuit and system designs due to leakage, designers need to
utilize prediction, reduction, adaptation, and administration techniques.

In this chapter, facts on why leakage power sources are becoming
increasingly relevant in CMOS systems that use nanometer scale MOS
transistors will be clarified. Leakage sources at the MOS transistor level
including sub-threshold diffusion current, gate and junction tunneling
currents will be discussed.

These leakage currents at the transistor level manifest themselves in
various ways and impact the overall system in a diverse manner. For
example, transistor leakages manifest themselves differently under normal
operation compared to typical testing conditions, such as burn-in testing.
Transistor leakages also impact power consumption of the system differently
depending on if the system is in active condition compared or standby
condition, as will become obvious later. In a given technology generation,
impact of leakage components depends on the style of circuit, such as
memory or logic. Additionally the impact on the circuit and systems depends
on environmental conditions such as process corner, power supply voltage,
and temperature of operation. In this chapter we will explain in further detail
the diverse impact transistor leakages have on circuit and systems.



2 Leakage in Nanometer CMOS Technologies

To deal such diverse range of impacts due to transistor leakages, a variety
of solutions is required at all levels of design. The solutions constitute
leakage prediction, reduction, adaptation, and administration techniques.

By the nature of its origin MOS transistor leakage components in
nanometer technologies depend exponentially on parameters, such as oxide
thickness, channel length, temperature, and supply voltage. Given that
leakage power is expected to become or has already become a significant
portion of the total power it is imperative to predict system leakage in the
presence of variation in transistor and environmental parameters. In this
chapter a statistical approach to predict system leakage will also be
introduced.

"
v

Prediction
Reduction
Adaptation
Administration

Solutions

Sources
 —

v

Figure 1-1. Taxonomy of leakage — sources, its impact, and solutions to reduce the impact.
Sources originate at the transistor level influenced by the environment. Impact of the sources
manifest in various ways at the circuit and system levels. Solutions can be implemented at
the transistor, circuit, or system levels. Reduction and adaptation techniques help minimize
the impact; prediction helps understand the source and nature of its impact; and
administration helps administer and manage an array of solutions.

Reduction of leakage has to be addressed at all levels of the design
hierarchy — transistor, circuit, and system. Techniques such as state
assignment based leakage reduction, power gating techniques, dynamic
voltage scaling, substrate-biasing, use of multiple performance transistors,
leakage reduction in memory, active leakage power reduction techniques,
and transistor design choices will explained in detailed in dedicated chapters.

Since leakage depends exponentially on several transistor and
environmental parameters, it is becoming harder to meet the required system
specifications, such as power and performance, over the entire range of these
parameters. Adaptation of the system to changes in these parameters helps
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reduce the impact leakage will have on the design margin. Techniques such
as adaptive body bias and adaptive supply voltage will be discussed in detail
in latter chapters. Impact of process variation and leakage on testing, and
two case studies to highlight real world examples that reap the benefits of
leakage reduction solutions will also be discussed.

While administration is not specifically discussed in the book, this is an
important aspect of all leakage reduction techniques. It should be clear that
there is no single technique that solves all the impacts of leakage. An array
of techniques is required and administration of these techniques will be
essential to provide effective leakage reduction. Administration includes
tools to evaluate the benefits of a technique; tools to productively implement
the technique; design, silicon space, and testing resources to put the
technique into practice. The two case studies covered will provide examples
of aspects of solution administration. The taxonomy of leakage as dealt in
this book is illustrated in Figure 1-1.

1.2 SOURCES

To understand the sources of leakage components at the MOS transistor
level, it is important to appreciate how transistors and systems that use them
have evolved over time to follow Moore’s law [1]. MOS transistor based
integrated circuits have transformed the world we live in. It is estimated that
there are more than 15 billion silicon semiconductor chips currently in use
with an additional 500,000 sold each day [2].

The ever shrinking size of the MOS transistors that result in faster,
smaller, and cheaper systems have enabled ubiquitous use of these chips.
The requisite to continually follow Moore’s law and reap its associated
benefits is making leakage sources to be more relevant than before. Let us
look at the evolution of semiconductor chips that use MOS transistors as the
building block.

Among these semiconductor chips, a prevalent component is the high-
performance general-purpose microprocessor. Figure 1-2 illustrates the
timeline on technology scaling and new high-performance microprocessor
architecture introductions in the past three decades. This trend holds in
general for other segments of the semiconductor industry as predicted by
Moore’s law [1]. In 1965, Gordon Moore showed that for any MOS
transistor technology there is a minimum cost that maximizes the number of
components per integrated circuit. He also showed as transistor dimensions
are shrunk (or scaled) from one technology generation to the next, the
minimal cost point allows significant increase of the number of components
per integrated circuit as shown in Figure 1-3.
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Figure 1-2: Timeline on technology scaling and new microprocessor architecture
introduction.

Historically, technology scaling resulted in scaling of vertical and lateral
dimensions of the transistor and the associated interconnect structure by
0.7X each generation. This results in delay of the logic gates to be scaled by
0.7X and the integration density of logic gates to be increased by 2X. From
the timeline shown in Figure 1-2 it is clear that there were two distinct eras
in technology scaling — constant voltage scaling and constant electric field
scaling.

Constant voltage scaling era (First two decades): Technology scaling
and new architectural introduction in this era happened every 3.6 years.
Technology scaling should scale delay by 0.7X translating to 1.4X higher
frequency. However, frequency scaled by 1.7X with the additional increase
primarily brought about by increase in the number of logic transistors
through added circuit and architectural complexity. As it can be seen from
Figure 1-2 the number of logic transistors increased by 3.3X in each of the
new introductions. Technology scaling itself would have provided only 2X —
the additional increase was enabled by increase in die area of about 1.5X
every generation [3].

Constant electric field scaling era (Past decade): Technology scaling
and new architectural introduction in this era happened every 2 years along
with supply voltage (V4) scaling of 0.7X. As always technology scaling
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should scale delay by 0.7X translating to 1.4X higher frequency, but
frequency increased by 2X in each new introduction. The additional increase
in frequency was primarily brought by decrease in logic depth through
architectural and circuit design advancements. The number of logic
transistors grew only by about 2.1X every generation, which could be
achieved without significant increase in die area. Since switching power is
proportional to Area x g/distance x V44 X Vyq X F, it increased by (1 x 1/0.7 x
0.7 x 0.7 x 2 =) 1.4X every generation. Although the die size growth is not
required for Jogic transistor integration, it is important to note that the total
die area did continue to grow at the rate of 1.5X per generation [3] due to
increase amount of integrated memory.

10°

1962
10* _\/
102 -\9_70/

10

Relative manufacturing
cost/component

1 1 1 1 1
1 10 10® 10° 10* 10°

Number of components per
integrated circuit

Figure 1-3: Basic form of Moore’s law.

In the past decade, technology and new architecture product cycles
reduced from 3.6 years to 2 years. From the product development
perspective, this requires concurrent engineering in product design, process
design, and building of manufacturing supply lines [4]. The past decade also
required supply voltage scaling imposed by oxide reliability and the need to
slow down the switching power growth rate. The slow down in switching
power depends on the magnitude of supply voltage scaling [5]. From the
process design stand point supply voltage scaling requires threshold voltage
scaling [6, 7] so that the technology scaling can continue to provide 1.4X
frequency increase. To prolong the tremendous growth the industry has
experienced in the past three decades threshold voltage scaling and
concurrent engineering has to continue. These requirements pose several
challenges in the coming years including increase in sub-threshold, gate
tunneling, and junction tunneling leakage components [7, 8].
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1.2.1 Gate tunneling leakage

With scaling of the channel length, maintaining good transistor aspect
ratio, by the comparable scaling of gate oxide thickness, junction depth, and
depletion depth are important for ideal MOS transistor behavior [7]. The
concept of aspect ratio is introduced in Figure 1-4.

Device _ L
aspect Esi y.
ratio QT“ %) O

Figure 1-4: MOS transistor aspect ratio is the ratio of the horizontal dimension to the
vertical dimension. L is the channel length, T, is the oxide thickness, D is the measure of
the depletion depth, and X; is the junction depth. Larger the aspect ratio the more ideal the
behavior of the MOS transistor.

Unfortunately, with technology scaling, maintaining good transistor
aspect ratio has been a challenge. In other words, reduction of the vertical
dimensions has been harder than that of the horizontal dimension. With the
silicon dioxide gate dielectric thickness approaching scaling limits there is
now a rapid increase in gate direct tunneling leakage current [9, 10]. Figure
1-5 shows the area component of gate leakage current in A/cm’ versus gate
voltage. The oxide thickness limit will be reached approximately when the
gate to channel tunneling current becomes equal to the off-state source to
drain sub-threshold leakage. This is expected to be ~1 nm physical oxide
thickness.

104

10° 1

Isare (Alem?)

10°

Gate Voltage (V)

Figure 1-5: Gate leakage versus gate voltage for various oxide thicknesses [11].
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Unfortunately, due to quantum mechanical and polysilicon gate depletion
effects, both the gate charge and inversion layer charge will be located at a
finite distance from the oxide-channel interface with the charge location
being a strong function of the bias applied to the gate. The location of the
inversion layer charge in the silicon substrate for a transistor with a typical
bias when quantum mechanical effects are taken into account is ~1 nm from
the oxide-channel interface. This increases the effective oxide thickness by
~0.3 nm (the reduction from 1 nm in silicon to 0.3 nm in oxide is due to
difference between the dielectric constants of silicon and silicon dioxide).
Taking charge spread on both sides of the interface along with poly
depletion, changes the ~1 nm oxide tunneling limit into an effective oxide
thickness of ~1.7 nm.

To combat this limit researchers have been exploring several alternatives,
including the use of high permittivity gate dielectric, metal gate, novel
transistor structures and circuit based techniques [12, 13, 14, 15, 16, 17]. The
use of high permittivity gate dielectric will result in thicker and easier to
fabricate dielectric for iso-gate oxide capacitance with potential for
significant reduction in gate leakage. Identification of a proper high
permittivity dielectric material that has good interface states with silicon
along with limited gate leakage is in progress [12]. However, it has also been
shown that use of high permittivity gate dielectric has limited return [13].
Use of metal gate prevents poly-depletion resulting in a thinner effective
gate dielectric. However, identification of dual metal gates to replace the n+
and p+ doped polysilicon is essential to maintain threshold voltage scaling.
In addition, novel transistor structures such as self-aligned double gate,
FinFET, and tri-gate MOS transistors that promise better transistor aspect
ratio [14, 15, 18] are being explored.

1.2.2 Sub-threshold leakage

As discussed earlier, to limit the energy and power increase in future
CMOS technology generations supply voltage will have to continually scale.
Along with supply voltage scaling, MOS transistor threshold voltage will
have to scale to sustain the traditional 30% gate delay reduction. Reduction
in threshold voltage results in the increase in sub-threshold leakage current.

To elaborate, in a MOS transistor, when the gate control voltage with
reference to the source voltage (V) is above the threshold voltage (V) the
dominant mechanism of drain current is primarily drift based. Drift current
in MOS transistors is proportional to (VgS—V[)“, where 1<0<L2. The drive
current of a ON-state MOS transistor which is used to charge or discharge
the output capacitor therefore will be proportional to (Vg-Vy)® This
indicates, albeit in an over-simplified manner, that if V44 is reduced there
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needs to be a corresponding reduction in Vr to maintain the drive current.
Now, as the transistor approaches the OFF-state, the V, goes below V..
Under this condition the drain current mechanism becomes predominantly
diffusion based. Diffusion current, like bipolar transistors, depends
exponentially on its control voltage. In other words the drain current changes
exponentially with V for V,, below V.. Figure 1-6 illustrates how reduction
in V, therefore results in larger sub-threshold leakage current. In the
illustration, for a sub-threshold swing (S) of 85mV/decade, the sub-threshold
leakage current (Iogs) will increase by 10X if the V, is reduced by 85mV.

1
0.8
0.6
04
0.2

0

Drain current
{Linear scale)

= 1
E 01
@ 0.01
2 0.001
= 0.0001
0.00001
0.000001

Gate voltage

Figure 1-6: Relationship between threshold voltage (V,) and sub-threshold leakage current
(Iopr) for NMOS transistor. Assumes that the source terminal voltage was OV, so the gate
voltage is same as V.

Additionally, with technology scaling, the MOS transistor channel length
is reduced. As the channel length approaches the source-body and drain-
body depletion widths, the charge in the channel due to these parasitic
diodes become comparable to the depletion charge due to the MOS gate-
body voltage [11], rendering the gate and body terminals to be less effective.

Figure 1-7 shows cross-sectional schematic of long channel and short
channel transistors and their corresponding band conduction bands. The
band diagram indicates the barrier that majority carriers in the source
terminal have to overcome to enter the channel. In a given technology
generation, since the source-body and drain-body depletion widths are pre-
defined based on the dopings, the rate at which the barrier height increases
as a function of distance from the source into the channel is constant. As the
band diagram illustrates in Figure 1-7, the finite depletion width of the
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parasitic diodes do not influence the energy barrier height to be overcome
for inversion formation in a long channel transistor.

However, when the channel length is reduced the barrier for the majority
carriers to enter the channel also is reduced as indicated in the figure. This
results in reduced threshold voltage. In other words, anytime the depletion
charge between the source-body and drain-body terminals become a larger
fraction of the channel length the threshold voltage reduces. For the same
reason in short channel transistor the barrier height, and therefore the
threshold voltage are a strong function of the drain voltage. As the figure
indicates the barrier reduces as the drain voltage is increased. This barrier
lower and drain induced barrier lowering (DIBL) with channel length scaling
results in increased sub-threshold leakage currents, apart from the increase in
sub-threshold leakage due to V, reduction required with technology scaling.

Long Channel Short Channel

Depletion

vdsT

Figure 1-7: Barrier height lowering due to channel length reduction and drain voltage
increase in an NMOS field-effect transistor.

It is important to note due to V,’s dependence on channel length and
drain voltage in short channel transistors, it is hard to pin point one value Vy
for such transistors. For these devices at least Vi npar (Vi when V4=>0) and
Visaturaion (Vewhen Vg= Vy4) should be quoted. Also, one of the goals of
transistor design is to maximize Ioy of a nominal channel length transistor,
for a given Iorr of the worst case channel length transistor. The difference
between nominal channel length and the worst case channel length arises
from channel length spread due to parameter variation. Use of this metric
captures the importance of reducing transistor level parameter variation. This
metric is also accurate because (i) delay of a critical path is set by the
average Ioy of transistors in that path and (ii) the leakage power is sum of all
the Iogr in the chip therefore will be dominated by the worst case channel
length device when considering sub-threshold leakage.
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1.2.3 Junction tunneling leakage

To combat the sub-threshold leakage increase due to barrier reduction we
need a MOS transistor with good aspect ratio. The challenge of dramatic
increase in gate direct tunneling leakage with oxide thickness scaling limits
was mentioned in Section 1.2.1. Scaling of junction depth to maintain the
aspect ratio, in scaled transistors, leads to increase in the transistor series
resistance. Therefore this limits how far the junction depth can be reduced.
With channel length reduction, it is therefore necessary to increase the
channel doping near the source-to-body and drain-to-body junctions to
minimize the effect of barrier lowering. This increased doping in the channel
edge is sometimes referred to as halo doping.

As the doping near these junctions are increased with scaling, junction
tunneling leakage in the channel edge becomes more prevalent due to the
emergence of n+ to p+ junctions. It is well known that reverse biased
junctions that have heavy dopings on both side results in direct tunneling
across these junctions. Furthermore with reducing volume of the transistors
the metal silicide being used for source, gate, and drain terminals increase
the probability of creating traps in the nearby heavily doped junctions,
further increasing the junction tunneling. Raised source and terminals will
help minimize this effect since the silicide distance to the junction is
increased.

lg leakage @ 30nm
§

1508 i i ioff leakage @ 30nm
i 1
1EO7TF 4 @——/
’f‘E“ $ 10nm
% 1E08 : 150m
i
i 1E09 ; 20nm
5 ?30nm
- {E.40 :
H
1E-11 :
1
1E412 :
0 5 10 15 20

18
Doping Concentration (10/cm3)

Figure 1-8: Junction edge leakage vs. doping concentration. Circles - data, squares -
extrapolated points. Other sources of leakage at 30 nm have been added to the graph. [19]

Figure 1-8 shows the junction edge leakage (I;z) as a function of substrate
doping at 25°C and 1V reverse bias. Although the leakages are high (above
InA/um at 30 nm channel length), they are still a lot less than sub-threshold
and gate leakages at 30 nm. For the shorter channel transistors, extrapolating
to the 10 nm gate lengths, and assuming a 1.6X doping concentration



1. Taxonomy of Leakage 11

increase per technology generation, the junction leakage approaches
luA/um. Note that the data does not comprehend the impact of trap assisted
increase in junction leakage.

It is worth noting that one of the scaling limits for the traditional MOS
transistor structure arises from the fact that the depletion thicknesses of the
drain-to-body and source-to-body junctions are finite. Therefore, there is a
minimum channel length below which these junctions will short each other,
resulting in direct drain-to-source tunneling. This is predicted to the
fundamental limiter for scaling of the traditional MOS transistor structure
[20].

1.3 IMPACT

It should be evident by now that in a given technology there is a trade-off
between the three leakage sources. Increase in sub-threshold leakage current
due to reduction in aspect ratio can be combated by reducing the oxide
thickness and/or by increasing the channel doping near the junction ~ these
will result in increase of one or both tunneling leakage currents.

Since different circuit styles may use different types of transistors, the
relative importance of the leakage and therefore the optimization of the
transistor parameters for each of these transistors may differ. For example, in
SRAM circuits compared to logic circuits, it is customary to use longer
channel length transistor to minimize impact of random dopant variations.
Therefore, SRAM circuits maybe dominated by gate leakage, while logic
transistors will be dominated by sub-threshold leakage. Similarly decoupling
capacitors that are used to filter power supply noise are long channel MOS
transistors. Therefore these transistors will suffer from increase in gate
leakage, while sub-threshold and junction leakages have virtually no impact
on such decoupling capacitors.

100,000
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1,000 F

loff (na/u)

100 b
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30 40 S50 60 70 80 90 100

Temp (C)

Figure 1-9: Temperature dependence of sub-threshold leakage current per unit um transistor
width, under the generational lengths of 0.18 um to 0.05 um.
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Sub-threshold leakage current in scaled technologies depends
exponentially on temperature (Figure 1-9) since it is a diffusion mode of
transport, while the tunneling currents have very weak temperature
dependence. So, any temperature variation will significantly affect the sub-
threshold leakage current. All leakages components discussed in this section
have strong direct exponential dependence on the supply voltage. So any
voltage variations will affect the leakage current consumed. Also, more
recently the electric field across critical dimensions such as oxide thickness
have be increasing for high-performance designs, since thinner oxide are
more reliable and can support higher fields. This has resulted in slow down
on supply voltage scaling to push the performance envelope. This further
aggravates the various leakage current components in high-performance
design.

Furthermore, leakage current’s strong environmental parameter (voltage,
temperature, and process corner) dependencies make the power estimation of
such a CMOS system complex. For example, the leakage power consumed
by MOS circuit block in active state where the temperature will be higher
will be very different from the same circuit in idle state. Note that a nearby
circuit block’s active state temperature will influence the idle state leakage
of another block. The power consumed by a part in burn-in testing, where
the temperature and voltage conditions are higher than normal operation,
will strongly depend on the leakage sources and their sensitivity to
temperature and voltage.

B Vds: 50 mV
EmVvds: 1.1V
n: 110

3¢ threshold
voltage variation
(mV)

0.18 0.36 0.72
L (um)

Figure 1-10: Dependence of threshold voltage variation on channel length and drain voltage
in 0.18 um channel length generation; n is the number of MOS transistor samples measured.

Additionally, transistor threshold voltage and therefore the sub-threshold
leakage power have a strong dependence on the channel length, due the prior
explained barrier lowering effects (Figure 1-10). So the power consumed by
a circuit block will depend on the variations in the channel lengths of the
constituent transistors of that circuit block. With scaling due to
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improvements in lithography techniques channel length scaling has been
more aggressive compared to the ability to reduce oxide thickness and
junction depth. This results in worse transistor aspect ratio and barrier lower
effects with scaling, leading to increase sub-threshold leakage power
dependence on channel length.

1.4 SOLUTIONS

The above mentioned leakage sources and their dependencies on
environmental parameters make the impact of the leakage sources at the
circuit and system levels quite intricate and diverse. Therefore, there is no
one solution that will transcend all the negative effects of the transistor
leakage sources.

The solution space spans the transistor, circuit, and system levels. They
can be further divided in to (i) reduction and adaptation techniques that
directly help minimize the impact of leakage and parameter variation, (ii)
prediction methodologies that help understand the source and nature of its
impact, and (iii) and administration method that help implement and manage
an array of solutions.

1.4.1 Reduction and adaptation

The rest of the book will deal with explaining different reduction and
adaptation techniques. In Chapter 2, the use of input vectors to minimize the
idle leakage of a circuit block with virtually no performance impact is
covered. In Chapters 3 and 4, power gating techniques and methodologies
are explained. It is worth noting that power gating techniques help address
all components of power consumption when a circuit block or a chip is in
idle mode, at the expense of some degradation in circuit performance.
Chapter 3 covers dynamic voltage scaling based power reduction as well. In
Chapter 5 substrate biasing technique that allows electrical modulation of
transistor threshold voltage is explained and its usage for power reduction is
presented. Chapter 6 covers various adaptive design techniques to minimize
impact of parameter variation on power consumption and design margins.
Chapter 7 covers memory leakage reduction techniques.

There are two types of leakage power that is of importance (i) active
leakage power and (ii) standby leakage power. Active leakage power is
defined leakage power consumed by a nanoscale CMOS system when it
doing useful work and standby leakage power is consumed when the system
is idle. Chapter 8 focuses attention on extending traditionally standby or idle
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leakage reduction techmiques for active leakage reduction. Also, uses of
multi-performance transistors for power reduction are described in Chapter
8. Chapter 9 covers impact of leakage and parameter variation on testing.
Chapter 12 introduces transistor design in technologies that are dominated
by leakage.

1.4.2 Prediction

The present scaling trends have lead to leakage power being as much as
40% of the total power in the 90 nm generation [21]. Under this scenario, it
is not only important to be able to reduce leakage power, but also to be able
to predict leakage power more accurately. In this section we highlight the
importance of including parameter variation in predicting leakage power
accurately. Failure to do so will result in gross underestimation or
overestimation, both of which are unacceptable.

Due to the wide variation expected in threshold voltage of MOS
transistors from die-to-die and within-die during the life time of a process,
present leakage current estimation techniques provide lower and upper
bounds on the leakage current. The upper and lower bounds are at least an
order of magnitude apart and leakage power of most chips lies between the
two bounds as shown in [22]. In older technology generations, basing system
design on the two leakage current bounds was acceptable since leakage
power was a negligible component of the total power. In most systems, the
worst case bound is assumed for the design. In technology generations where
as much as half of the system power during active mode can be due to
leakage, using the worse case bound estimation technique will lead to
extremely pessimistic and expensive design solutions. One cannot base the
system design on the lower bound since it will lead to overly optimistic and
unreliable design solutions. Therefore, it will be crucial to estimate leakage
current as accurately as possible. The upper and lower bound estimate
equations and measurements are provided in the next part of this section.

The lower bound leakage current estimation of a chip is given as follows,
I, =—21

_ g
leak-1 —
k

k

p n

P
where, w, and w, are the total PMOS and NMOS transistor widths in the
chip; k, and k, are factors that determine percentage of PMOS and NMOS
transistor widths that are in off state; I°, and I°, are the expected mean
leakage currents per unit width of PMOS and NMOS transistors in a
particular chip. The mean leakage current is obtained for transistors with
mean threshold voltage or channel length. The upper bound leakage current
estimation of a chip is related to the transistor leakage as follows,
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where, %, and 7%, are the worst-case leakage current per unit width of
PMOS and NMOS transistors. The worst-case leakage current is obtained
for transistors with threshold voltage or channel length 30 lower than the
mean leakage currents per unit width of PMOS and NMOS transistors in a
particular chip.

To include the impact of within-die threshold voltage or channel length
variation it is necessary to consider the entire range of leakage currents, not
just the mean leakage or the worst-case leakage. Let us assume that the
within-die threshold voltage or channel length variation follows a normal
distribution with respect to transistor width, with & being the mean and o
being the sigma of the distribution. Let I° be the leakage of the transistor
with the mean threshold voltage or channel length. Then by performing the
weighted sum of transistors of different leakage, we can estimate the total
leakage of the chip. This is achieved by integrating the threshold voltage or
channel length distribution multiplied by the leakage, as shown below.

2
~(x—u) _
°w ] xma 2 (a-x)
e

Lieak = — 20 e ¢ dx
ko o2z xmin

In the above equation, the first exponent estimates the fraction of the total
width for the transistor leakage estimated by the second exponent. If the
distribution considered within-die is threshold voltage variation then x in the
above equation represents threshold voltage and a will be equal to ng [7]. If
the distribution considered is channel length then x in the above equation
will represent channel length and a will be equal to A. A can be estimated for
a technology by measuring the relationship between channel length and
transistor leakage. In the rest of this section, we will assume that the
distribution of interest is the channel length, since this parameter is used to
characterize a technology. Using error function properties, we can simplify
the above equation to estimate the leakage of a chip that has both PMOS and
NMOS transistors including within-die variation as follows [23],

o EE_Z_ R "nz
Towp 24%  | Iiwn 242
P kn

Lpak—w =

where, w, and w, are the total PMOS and NMOS transistor widths in the
chip; &, and &, are factors that determine percentage of PMOS and NMOS
transistor widths that are in off state; I°, and I°, are the expected mean
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leakage currents per unit width of PMOS and NMOS transistors in a
particular chip; o0, and 0, are the standard deviation of channel length
variation within a particular chip; A, and A, are constants that relate channel
length of PMOS and NMOS transistors to their corresponding sub-threshold
leakages.

2 500

% &l u: 0.65

£ 400 - 21 leak-u | o: 0.27
@304 | u: 1.08

2 200 - Ileak-w{ o: 0.3

3

£ 100 - | pu: 6.5
g 0 A% o:3.8

0.1 1 10 100

Ratio of measured to
calculated leakage

Figure 1-11: Ratio of measured to calculated leakage current ratio distribution for 1t s Lieai-ts
and ;..,, techniques (Sample size: 960).

Measurements in Figure 1-11 indicates the leakage power for most of the
samples are underestimated by 6.5X if the lower bound technique is used
and overestimated by 1.5X if the upper bound technique is used. The
measured-to-calculated leakage ratio for majority of the transistor samples is
1.04 for the technique described in this section. The calculated leakage is
within £20% of the measured leakage for more than 50% of the samples, if
the new Iy, technique is used. Only 11% and 0.2% of the samples fall into
this range for the 4., and I, techniques respectively. I,q.,, technique can
be used to predict chip level leakage with better accuracy once transistor
level leakage, parameter variation, and total transistor widths are known.

We explained in this section how channel length parameter variation
needs to be comprehended to improve the prediction accuracy of a standby
leakage power in a system dominated by sub-threshold leakage. Similarly,
for active leakage variation in temperature and power supply voltage will
have to be comprehended. Also, in general in variation in transistor
parameters that significantly modify the tunneling current sources will also
have to be comprehended to improve the prediction [24].
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1.4.3 Administration

An integrated processing system offering over 200 Giga instructions per
second, with 2 billion logic transistors and additionally an order of
magnitude more memory transistors, using less than 20 nm physical gate
length transistors, operating below 700 mV supply voltage by year 2015 —
this is the expected roadmap should the scaling trends continue. Can we
achieve this — maybe, maybe not! Nevertheless to attempt at implementing
the vision of such a processing system, it is essential that its design
comprehend leakage power and parameter variation. Given that there is no
global scheme to solve all sources of leakage and its impact, and given that
these solutions could transcend across the hierarchy of design from
transistors to systems, it is essential to have a comprehensive administration
of the different techniques. While this topic is not covered in this book,
Chapters 10 and 11 discuss real world examples that highlight administration
of leakage power reduction techniques.

The expected evolution of present day CMOS VLSI computational units
to nanoscale CMOS VLSI computational units is speculated in Figure 1-12.
Essential features include adaptive techniques to reduce design margins,
special purpose computation units to improve computational energy
efficiency, dense memory choices that enable continued scaling of integrated
random access memory, and effective power management schemes that
while occupying silicon area enable integration of additional transistors for
computation. All of this will be possible if and only if there is cohesive
interaction between transistor, circuit, architecture, and platform designers!

Therefore, as the scaling trend continues it will be imperative to develop
comprehensive administration standards, since the success of the minimizing
the impact of leakage power will require collaboration across several
hierarchies of design teams and corporations.

Environmental Adaptation

Process Logie Adaptation
Voltage Baseband signal processing

T tu
Present fonaminy - Next decade | image processing

Administration
Power
Workload
Frequency
Thermal

Figure 1-12: Speculated evolution for future nanoscale silicon based CMOS systems.
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Chapter 2
LEAKAGE DEPENDENCE ON INPUT VECTOR

Siva Narendra®, Yibin Ye', Shekar Borkar!, Vivek De', and Anantha
Chandrakasan*
YTyfone, Inc., USA, TIntel Corp., USA, and *Massachusetts Institute of Technology, USA

2.1 INTRODUCTION

As described earlier to limit the energy and power increase in future
CMOS technology generations, the supply voltage (Vg49) will have to
continually scale. The amount of energy reduction depends on the magnitude
of Vy scaling. Along with V4 scaling, the threshold voltage (V) of MOS
transistors will have to scale to sustain the traditional 30% gate delay
reduction. These V44 and V, scaling requirements pose several technology
and circuit design challenges. In this chapter the term leakage refers to sub-
threshold leakage, unless otherwise explicitly mentioned.

One of challenge with technology scaling is the rapid increase in sub-
threshold leakage power due to V, reduction. Should the present scaling
trend continue it is expected that the sub-threshold leakage power will
become a considerable constituent of the total dissipated power. In such a
system it becomes crucial to identify techniques to reduce this leakage
power component. It has been shown previously that the stacking of two off
transistors has significantly reduced sub-threshold leakage compared to a
single off transistor. The stack effect can therefore be used not jus for
leakage reduction by forcing stacks, but also using natural stacks that
existing in logic gates. Natural stacks can be realized by loading an
appropriate primary input vector such that it propagates to maximize the
total channel width of stacked transistors that are OFF.

In this chapter we present a model that predicts the stack effect factor,
which is defined as the ratio of the leakage current in one off transistor to the
leakage current in a stack of two off transistors [1]. Model derivation based
on transistor fundamentals and verification of the model through statistical
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transistor measurements from 0.18 wm and 0.13 pm technology generations
are presented. The scaling nature of the stack effect leakage reduction factor
is also discussed. The derived model for leakage reduction depends on
fundamental transistor parameter. This makes the model viable to predict
potential leakage savings using stack effect techniques in future transistors.

There are number of solutions including reverse body bias, power gating,
and multi-performance transistors can be used to reduce power during
standby mode. All of these will be discussed in detailed in the later chapters.

In this chapter after the introduction of stack effect, we will review a new
standby leakage control scheme which exploits the large reduction in
leakage current achievable by simultaneously turning OFF more than one
transistor in NMOS or PMOS stacks. Usually, a large circuit block consists
of a significant number of logic gates where transistor stacks already exist,
such as the PMOS stack in NOR or NMOS stacks in NAND gates.

This first solution, using stack effect in natural stacks that already exists,
enables effective leakage reduction during standby mode by installing a
vector at the inputs of the circuit block so as to maximize the number of
PMOS and NMOS stack with more than one OFF transistor. In contrast to
the other leakage reduction techniques this scheme offers leakage reduction
with minimal overheads in area, power, and technology requirements.
Extensive circuit simulations of a sample circuit block to (a) elucidate the
dynamics of leakage reduction using transistor stacks, (b) influence on
overall leakage power reduction of the circuit block during both active and
standby modes of operation, and (c) determine the standby leakage
reductions due to the use of natural stacks will be discussed [2].

Another solution to the problem of ever-increasing leakage is to force a
non-stack transistor to a stack of two transistors without affecting the input
load. By ensuring iso-input load, the previous gate’s delay and the switching
power will remain unchanged. Logic gates after stack forcing will reduce
leakage power, but incur a delay penalty, similar to replacing a low-V,
transistor with a high-V, transistor in a dual-V, design. In a dual-V, design
the low-V, transistors are used in performance critical paths and the high-V,
transistors in the rest. Further details of dual-V, design technique will be
described in Chapter 8 under multi-performance transistors.

Usually a significant fraction of the transistors can be high-V, or forced-
stack since a large number of the paths are non-critical. This will reduce the
overall leakage power of the chip without impacting operating clock
frequency. In this chapter we discuss the stack forcing method to reduce
leakage in paths that are not performance critical. This stack forcing
technique can be either used in conjunction with dual-V, or can be used to
reduce the leakage in a single-V, design.
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Although it is not covered in depth in this chapter, it should be pointed
out that vector dependent leakage behavior can not only be used to reduce
standby sub-threshold current, but also total standby leakage current in the
presence of tunneling sources. The current of transistor due to just the gate
leakage is more when a transistor is ON compared to OFF, due to larger
area. The gate leakage area of a transistor that is OFF is usually just the
drain-gate overlap area, while in the case of a transistor that is ON it usually
includes the drain-gate overlap, source-gate overlap, and channel areas. This
is reverse of sub-threshold leakage current, therefore understanding of the
relative contribution of the different leakage currents and proper
methodology to identify the leakage minimizing input vector is critical [3].
Having said that, it is also necessary to realize under most conditions for
logic circuits sub-threshold leakage will be a more dominant component.

2.2 STACK EFFECT

To reiterate, should the present scaling trend continue it is expected that
the sub-threshold leakage power will become as much as 50% of the total
power in the 0.09 um generation [4]. Under this scenario, it is not only
important to be able to predict sub-threshold leakage power more accurately
as discussed in the previous section, it becomes crucial to identify techniques
to reduce this leakage power component. It has been shown previously that
the stacking of two OFF transistors has significantly reduced sub-threshold
leakage compared to a single OFF transistor [2, 5, 6]. This concept of stack
effect is illustrated in Figure 2-1.

Vd{l
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Figure 2-1. Leakage difference between a single OFF transistor and a stack of two OFF
transistors. As illustrated by the energy band diagram, the barrier height is modulated to be
higher for the two-stack due to smaller drain-to-source voltage resulting in reduced leakage.



24 Leakage in Nanometer CMOS Technologies

In this section, a model is derived that predicts the stack effect factor,
which is defined as the ratio of the leakage current in one OFF transistor to
the leakage current in a stack of two OFF transistors. Model derivation
based on transistor fundamentals and verification of the model through
statistical transistor measurements from 0.18 um and 0.13 pum technology
generations are presented. The scaling nature of the stack effect leakage
reduction factor is also discussed.

Let ; be the leakage of a single transistor of unit width in OFF state with
its Vos = Vi, = 0 V and V,, = V. If the gate-drive, body bias, and drain-to-
source voltages reduce by AV,, AV,, and AV, respectively from the above-
mentioned conditions, the leakage will reduce to,

—-—[AVg +4 LS +k, AVb:|

1
I'-1, 103

where S is the sub-threshold swing, 4, is the drain-induced barrier lowering
(DIBL) factor, and k, is the body effect coefficient. The above equation
assumes that the resulting V, > 3kT/q [7]. For a two-transistor stack shown
in Figure 2-2 a steady state condition will be reached when the intermediate
node voltage V, approaches V, such that the leakage currents in the upper
and lower transistors are equal. Under this condition, the leakage currents in
the upper and lower transistors can be expressed as,

—(1+ﬂ.d+k7 )Vx
— S
Istack-u - Wu II ]0
AV V)
— S
Istack-l - WIII 10

and the intermediate node voltage by equating the two current can be derived
to be,

w
_u
ldVdd+Slog w

vV =
X 1+k +24
14 d

For short channel transistors the body terminal’s control on the channel is
negligible compared to gate and drain terminals, implying k, << 1 + 24,.
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Hence, the steady state value, V,, of the intermediate node voltage can be
approximated as,
Yu
A J 1% ™t S log W

Yy 1424
ey

Substituting V, in either Iy, q.,, Or Ly will yield the leakage current in a
two-stack given by,
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Figure 2-2. Load line analysis showing the leakage reduction in a two-stack.

The leakage reduction achievable in a two-stack comprising of transistors
with widths w, and w,compared to a single transistor of width w is given by,
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AV
I, . w 4 dd(;q)
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The stack effect factor, when w, = w; = w, can be rewritten as,

ﬂdVdd[H/ld]
¥ 210 s 1424, :]011

where U is the universal two-stack exponent which depends only on the
process parameters, A, and S, and the design parameter, V. Once these
parameters are known, the reduction in leakage due to a two-stack can be
determined from the above model. It is essential to point out that the model
assumes the intermediate node voltage to be greater than 3k77g.

To confirm the model’s accuracy we performed transistor measurements
on test structures fabricated in 0.18 um and 0.13 um process technologies.
Results discussed in the rest of the section are from NMOS transistor
measurements, but similar results hold true for PMOS transistors as well.

Figure 2-3 shows NMOS transistor measurements under different
temperature, V,,, body bias, and channel length conditions for 0.18-um
technology generations, which prove the accuracy of the theoretical model.
It is important to note that the model discussed above doesn’t include the
impact of diode junction leakages that originate at the intermediate stack
node. In Figure 2-3, the model’s accuracy deviates the most under reverse
body bias for nominal channel length transistors, where the ratio of diode
junction leakage to sub-threshold leakage current increases.
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Figure 2-3. Measurement results showing the relationship between stack effect factor X for a
two-stack to the universal exponent U. Lines indicate the relationship as per the analytical
model and symbols are from measurement results. White symbols are for nominal channel
transistors and gray_symbols are for transistors smaller than the nominal channel length.
Triangle, circle, and square symbols are for V; of 1.5, 1.2, and 1.1 V respectively. Zero body
bias is when the body-to-source diode of the transistor closet to the power supply is zero
biased and reverse body bias is when the diode is reverse biased by 0.5 V.

It is known that the stack effect factor strongly depends on A, as
suggested by the model. In addition, a decrease in the channel length (L) will
increase A, in a given technology [8]. So, any increase in the leakage of a
single transistor due to decrease in L will not increase leakage of a two-stack
at the same rate. This is illustrated in Figure 2-4 where increase in two-stack
leakage is at a slower rate than that of a single transistor. Therefore,
variation in L will result in smaller effective threshold voltage variation for a
two-stack compared to a single transistor. Figure 2-5 illustrates the average
stack effect factor for the nominal channel transistors in both 0.18 um and
0.13 um technology generations obtained from both the measurements and
the model. The increase in stack effect factor at a given V,, with technology
scaling is attributed to increase in A, which is predicted by the analytical
model. The higher stack effect factor for the low-V, transistor in 0.13 pm
technology generation is due to the same effect.
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Figure 2-4. Measurement results indicate a slower rate of increase in leakage of two-stack
compared to that of a single transistor. This should translate to reduction in the variation of
effective threshold voltage.
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Figure 2-5. Nominal channel length transistor measurement results showing stack effect
factor across two technology generations. The increase in stack effect factor is attributed to
worsening of short channel effect, A, which is predicted by the analytical model. The higher
stack effect factor for the low-V, transistor in 0.13 pum technology generation is attributed to
the same reason. Lines are from analytical model and symbols are from measurement.

In 0.13-wm generation, the low-V, transistor will dominate chip leakage.
Figure 2-6 shows the scaling of stack effect from a 0.18 um transistor to a
0.13 um low-V, transistor based on transistor measurements under different
V4 scaling scenarios. Since A, is expected to increase due to worsening
transistor aspect ratio and since V,, scaling will slow down due to related
challenges [9], stack effect leakage reduction factor is expected to increase
with technology scaling. The predicted scaling of stack effect factor from
0.18 wm to 0.06 um is depicted in Figure 2-7.
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Figure 2-6. Nominal channel length transistor measurement results indicating the scaling of
stack effect factor from 0.18 um to 0.13 pm low-V, under different V,, scaling conditions.
The low-V, transistor will dominate leakage in 0.13 pm technology, so the comparison is
made with the low-V, transistor.
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Figure 2-7. Prediction in the scaling of stack effect factor for two V4 scaling scenarios in
nominal channel length transistors. V,, for 0.18 wm is assumed to be 1.8 V.,

This scaling nature of stack effect factor makes it a powerful technique
for leakage reduction in future technologies. In the next sections, we
describe a circuit technique for taking advantage of stack effect to reduce
leakage at a functional block level. In the first case, the natural stacks
present in circuit blocks are used to reduce leakage in standby state, by
loading appropriate input vectors to maximize amount of transistor width in
stack mode. In the next case, forced stacks are used to minimize leakage of
transistors in non-performance critical paths.
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2.3 LEAKAGE REDUCTION USING NATURAL STACKS

Typically, a large circuit block contains a significant number of logic
gates where transistor stacks are already present, like the PMOS stack in
NOR or NMOS stack in NAND gates. The technique described here enables
effective leakage reduction during standby mode by loading a vector at the
primary inputs of the circuit block so as to maximize the number of PMOS
and NMOS stack transistor widths with more than one OFF transistor. In
contrast to techniques reported in the past [10, 11, 12], the proposed scheme
offers leakage reduction with minimal overheads in area, power, and process
technology change. In particular, this technique has the potential to replace
the need for a high-V, transistor for standby leakage.

Extensive results from circuit simulations of individual logic gates and a
32-bit static CMOS adder, designed in a 0.1 um, is discussed to elucidate the
dynamics of leakage reduction due to transistor stacks, examine its influence
on the overall leakage power of the adder during both active and standby
modes of operation, and determine the standby leakage reductions yielded
by application of the new leakage control technique. Two different V, values
were considered throughout the analysis. The low-V, is 100 mV smaller than
the high-V,.

0 02 04 06 08 1
Intermediate Node Voltage (mV)

Figure 2-8. 2 NMOS stack in a NAND gate and DC solution for intermediate node voltage.

A 2-input NAND gate is used to illustrate the dynamics of leakage
reduction in 2-transistor stacks with both transistors OFF, as shown in
Figure 2-8. From the DC solution of NMOS sub-threshold current
characteristics, shown in Figure 2-8, it is clear that the leakage current
through a 2-transistor stack is approximately an order of magnitude smaller
than the leakage of a single transistor. This reduction in leakage is can be
viewed to come about due to negative gate-to-source biasing and body-effect
induced V, increase in M1, or reduced drain-to-source voltage in M2 which
causes its V; to increase, as the voltage V, at the intermediate node converges
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to ~100 mV. Thus, as shown in Figure 2-9, smaller amounts of leakage
reduction are obtained at higher temperatures due to larger sub-threshold
swing. For 3- or 4-transistor stacks, the leakage reduction is found to be 2-
3X larger in both NMOS and PMOS, as illustrated in Figure 2-10.

NMOS

High Vt

BTN DO O =N

X Reduction in Leakage

50 70 90 110

Temperature

[~
S

Figure 2-9. Leakage reduction in 2 NMOS and 2 PMOS stacks at different temperatures and
different target threshold voltages, from simulations.

High Vt Low Vt

2NMOS 10.7X 9.96X
3 NMOS 211X 18.8X
4 NMOS 315X 26.7X

2 PMOS 8.6X 7.9X
3 PMOS 16.1X 13.7X
4 PMOS 23.1X 18.7X

Figure 2-10. Leakage current reduction in multiple stacked transistors.

It is essential that we point out an anomaly — according to Figure 2-10,
the simulation results show that low-V, transistors have lower leakage
reduction compared to high-V, transistors. This is contradictory to the
measurements and the model derived -in the previous section. Low-V,
transistors have larger DIBL therefore should have larger leakage reduction
due to stack effect as per the measurements and model. The simulation
results due to the models used do not predict the expected behavior of
leakage reduction due to stack effect when the V; is lowered.

Generally speaking, this should be a note of caution to the reader, do not
always believe the simulations without proper validation! Absolute values of
measured results will probably be different from the simulation results
described in this section. It is also important to keep in mind, that measured
results will always have a statistical spread of values instead of a single
value due to the impact of process variation on leakage, as shown in the
previous section. Other than the mentioned threshold voltage related
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anomaly the simulation result’s ability to quantify the benefit of natural
stacks for leakage reduction presented in this section holds.

Inputl: A=1, B=0; Input2: A=0, B=1
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Figure 2-11. Transient behavior of leakage current convergence time constant in a 2 NMOS
stack under different temperature and initial input conditions.
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Figure 2-12. Dependence of leakage convergence time constant of stack leakage on threshold
voltage, temperature, and initial input conditions.
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Figure 2-13. Leakage current increase with threshold voltage reduction at the transistor and
adder block levels.
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Figure 2-14. Distribution of standby leakage current in the 32-bit adder for a large number of
random input vectors.

Back to the simulated data, the time required for the leakage current in
transistor stacks to converge to its final value is dictated by the rate of
charging or discharging of the capacitance at the intermediate node by the
sub-threshold drain current of M1 or M2. This time constant as shown in
Figure 2-11 is, therefore, determined by drain-body junction and gate-
overlap capacitances per unit width, the input conditions immediately before
the stack transistors are turned OFF, and transistor sub-threshold leakage
current, which depends strongly on temperature and V. Therefore, the
convergence rate of leakage current in transistor stacks increases rapidly
with V| reduction and temperature increase, as shown in Figure 2-11 and
Figure 2-12. For Low-V, transistors in the 0.1 um technology, this time
constant in 2-NMOS stacks at 110°C ranges from 5-50 ns depending on
input conditions before both transistors are turned OFF.
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Figure 2-15. Distribution of active leakage current in the 32-bit adder with low-Vt transistors
(left) and high-Vt transistors (right) at different frequencies.

Increase in the active and standby leakage of the 32-bit static CMOS
Kogge-Stone adder with V-reduction, as shown in Figure 2-13, is smaller
than that in individual transistors, due to the presence of a significant
number of transistor stacks in the design. The standby leakage power varies
by 30%-40%, depending on the input vector, as shown in Figure 2-14, which
determines the number of transistor stacks in the design with more than one
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OFF transistor. Figure 2-15 shows that the adder leakage during active
operation is dictated by the sequence of input vectors as well as the
operating clock frequency. Magnitude of the stack leakage time constant at
elevated temperatures relative to the time interval between consecutive
switching events determines the extent of convergence of the leakage to
steady-state value. As a result, the active leakage corresponding to each
input vector becomes higher as the clock frequency increases from 100 to
1000 MHz resulting in larger average leakage power at higher frequencies.

[}

Circuit Block

Latches
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standby standby

clk Cstandby

Figure 2-16. Implementation of the standby leakage control using natural stacks through input
vector activation.

Figure 2-16 shows an implementation of the new leakage reduction
technique where a standby control signal, derived from the clock gating
signal, is used to generate and store a predetermined vector in the static input
latches of the adder during standby mode so as to maximize the number of
NMOS and PMOS stacks with more than one OFF transistor. Since the
desired input vector for leakage minimization is encoded by using a NAND
or NOR gate in the feedback loop of the static latch, minimal penalty is
incurred in adder performance. As shown in Figure 2-17, up to 2X reduction
in standby leakage can be achieved by this technique. In order that the
additional switching energy dissipated by the adder and latches, during entry
into and exit from "standby mode", be less than 10% of the total leakage
energy saved by this technique during standby, the adder must remain in
standby mode for at least 5 [us, as summarized in Figure 2-18.

A standby leakage control technique, which exploits the leakage
reduction offered by natural transistor stacks, was presented. Based on
simulation results that showed up to 10X leakage reduction at gate level
resulted in up to 2X reduction in standby leakage power. By using natural
stacks this can be achieved with minimal overheads in area, power, and
process technology change. We also elucidated the dynamics of leakage
reduction due to transistor stacks, and its influence on overall leakage power
of large circuits. Since with technology scaling the leakage reduction due to
stack effect is expected to increase as described in the previous section, this
technique will become more effective. Additionally, the time constant for
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leakage convergence depends on the sub-threshold leakage current itself, so
with scaling this time constant will reduce rapidly due to exponential
increase in sub-threshold leakage.

Figure 2-17. Adder leakage reduction using the best input vector activation compared to the

High Vt Avg. % Reduction
Worst 35.4%
60.7%
Low Vt Avg. 33.3%
Worst 56.5%

average and worst case standby leakage causing input vectors.

High Vt Low Vt
Savings 2.2uA 0.0384mA
Overhead 1.64 n] 1.84 nJ
Min. time in standby 84 uS 5.4uS

Figure 2-18. Standby leakage power savings and the minimum time required in standby
mode.

2.4 LEAKAGE REDUCTION USING FORCED STACKS

As shown earlier, stacking of two transistors that are OFF has
significantly reduced leakage compared to a single OFF transistor. However
due to the iso-input load requirement and due to stacking of transistors, the
drive current of a forced-stack gate will be lower resulting in increased
delay. So, stack forcing can be used only for paths that are non-critical, just
like using high-V; transistors in a dual-V, design [13, 14]. Forced-stack gates
will have slower output edge rate similar to gates with high-V; transistors.
Figure 9 illustrates the use of techniques that provide delay-leakage trade-
off. As demonstrated in the figure, paths that are faster than required can be
slowed down which will result in leakage savings. Such trade-offs are valid
only if the resulting path still meets the target delay. Figure 2-19 shows the
delay-leakage trade-off due to n-stack forcing of an inverter with fan-out of
1 under iso-input load conditions in a dual-V, 0.13 pm technology [15].
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Figure 2-19. Stack forcing and dual-V, can reduce leakage of gates in paths that are faster
than required.

By properly employing forced-stack one can reduce standby and active
leakage of non-critical paths even if a dual-V, process is not available. This
method can also be used in conjunction with dual-V,. Stack forcing provides
wider coverage in the delay-leakage trade-off space as illustrated in Figure
2-20.

0.13 um; Vdd: 1.4 V; zero body bias; 80°C
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Figure 2-20. Simulation result showing the delay-leakage trade-off that can be achieved by
stack forcing technique under iso-input load conditions. Iso-input load is achieved by making
the gate area after stack forcing identical to before stack forcing. Several such conditions are
possible, which enhances delay-leakage trade-off possible by stack forcing. The two-stack
condition for a given V, with the least delay is for w,=w;=V2w. This trade-off can be used with
or without high-V, transistors. The simulation anomaly described in Section 2.3 for Figure 2-
10 is evident here as well.
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Figure 2-21. A sample path where natural stack is used to reduce standby leakage by applying
a predetermined vector during standby. No delay penalty is incurred with this technique.
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Figure 2-22. Using stack-forcing technique the number of logic gates in stack mode can be
increased. This will enable further leakage reduction in standby mode. Increase in delay under
normal mode of operation will be incurred.
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Figure 2-23. If a gate can have its input as either “0” or “1” and still force stack effect then
that gate will have reduced active leakage. The more the number of inputs that can be either
“0” or “1” the higher the probability that stack effect will reduce active leakage.

Functional blocks have naturally stacked gates such as NAND, NOR, or
other complex gates. By maximizing the number of natural stacks in OFF
state during standby by setting proper input vectors, the standby leakage of
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functional block can be reduced, as was explained in the last section. Since it
is not possible to force all natural stacks in the functional block to be in OFF
state the overall leakage reduction at a block level will be far less than the
stack effect leakage reduction possible at a single logic gate level [2]. With
stack forcing the potential for leakage reduction will be higher. Figure 2-21
and Figure 2-22 illustrates such an example.

Forcing a stack in both n- and p-networks of a gate will guarantee
leakage reduction due to stacking, independent of the input logic level. Such
an example is shown in Figure 2-23. To reiterate, stack forcing can be
applied to paths only if increase in delay due to stacking does not violate
timing requirements. Gates that can force stack effect independent of its
input vectors will automatically go into leakage reduction mode when the
intermediate node of the stack reaches the steady state voltage. This will
boost standby and active leakage reduction since no specific input vector
needs to be applied.

2.5 SUMMARY

We presented a model based on transistor fundamentals that predicted the
scaling nature of stack effect based leakage reduction. Transistor
measurements verified the model’s accuracy across different temperature,
channel length, body bias, supply voltage, and process technology.

A standby leakage control technique, which exploits the leakage
reduction offered by natural transistor stacks, was presented. Based on
simulation results that showed up to 10X leakage reduction at gate level
resulted in up to 2X reduction in standby leakage power. By using natural
stacks this can be achieved with minimal overheads in area, power, and
process technology change. Modes for using stack forcing to reduce standby
and active leakage components were discussed.

Since with technology scaling the leakage reduction due to stack effect is
expected to increase as described in the previous section, this technique will
become more effective. Additionally, the time constant for leakage
convergence depends on the sub-threshold leakage current itself, so with
scaling this time constant will reduce rapidly due to exponential increase in
sub-threshold leakage. These reasons make the stack effect based leakage
reduction techniques attractive in nanoscale CMOS circuits.



2. Leakage Dependence on Input Vector 39

REFERENCES

(1]

[2]
(31

(4]
(51
[6]

(7]
(8]

91
[10]
[11]

[12]
[13]

(14]

(15]

S. Narendra, S. Borkar, V. De, D. Antoniadis, and A, Chandrakasan, “Scaling of stack
effect and its application for leakage reduction,” Intl. Symp. Low Power Electronic and
Design, pp. 195-200, 2001,

Y. Ye, S. Borkar, and V. De, “A Technique for Standby Leakage Reduction in High-
Performance Circuits,” Symp. of VLSI Circuits, pp. 40-41, 1998,

D. Lee, W. Kwong, D. Blaauw, and D. Sylvester, "Simultaneous sub-threshold and
Gate-Oxide Tunneling Leakage Current in Nanometer CMOS Design," Intl. Symp. Low
Power Electronic and Design, pp. 287-292, 2003.

A. Grove, http://www.intel.com/pressroom/archive/speeches/grove_  20021210.pdf,
IEDM 2002 Keynote Luncheon Speech.

J.P. Halter and F. Najm, “A gate-level leakage power reduction method for ultra-low-
power CMOS circuits,” Custom Integrated Circuits Conf., pp. 475-478, 1997,

Z. Chen, M. Johnson, L. Wei, and K. Roy, “Estimation of Standby Leakage Power in
CMOS Circuits Considering Accurate Modeling of Transistor Stacks,” Intl. Symp. Low
Power Electronics and Design, pp. 239-244, 1998.

A, Chandrakasan, W. J. Bowhill, and F. Fox, Design of High Performance
Microprocessor Circuits, IEEE Press, pp. 46-47, 2000.

Z. Liu, C. Hy, J. Huang, T. Chan, M. Jeng, P. Ko, and Y. Cheng, “Threshold Voltage
Model for Deep-Submicrometer MOSFET’s,” [EEE Transactions on Electron
Transistors, vol. 40, no. 1, pp. 86-95, January 1993.

Y. Taur, “CMOS Scaling beyond 0.1pum: how far can it go?” Intl. Symp. on VLSI
Technology, Systems, and Applications, pp. 6-9, 1999.

S. Thompson et. al., Symp. VLSI Tech., pp. 69-70, 1999,

S. Mutoh et. al, JEEE JSSC, pp. 847-854, Aug. 1995.

T. Kuroda et. al, IEEE JSSC, pp. 1770-1779, Nov. 1996.

L. Su, R. Schulz, J. Adkisson, K. Beyer, G. Biery, W. Cote, E. Crabbe, D. Edelstein; J.
Ellis-Monaghan, E. Eld, D. Foster, R. Gehres, R. Goldblatt, N. Greco, C. Guenther, J.
Heidenreich, J. Herman, D. Kiesling, L. Lin, S-H. Lo, McKenn, “A high-performance
sub-0.25 um CMOS technology with multiple thresholds and copper interconnects,”
Intl, Symp. on VLSI Technology, Systems, and Applications, pp. 18-19, 1998.

D. T. Blaauw, A. Dharchoudhury, R. Panda, S. Sirichotiyakul, C. Oh, and T. Edwards
“Emerging power management tools for processor design,” Intl. Symp. Low Power
Electronics and Design, pp. 143-148, 1998.

S. Tyagi, M. Alavi, R. Bigwood, T. Bramblett, J. Bradenburg, W. Chen, B. Crew, M.
Hussein, P. Jacob, C. Kenyon, C. Lo, B. Mcintyre, Z. Ma, P. Moon, P. Nguyen, L.
Rumaner, R. Schweinfurth, S. Sivakumar, M. Stettler, S. Thompson, B. Tufts, J. Xu, S.
Yang, and M. Bohr, “A 130 nm Generation Logic Technology Featuring 70 nm
Transistors, Dual Vt Transistors and 6 layers of Cu Interconnects,” Intl. Elec.
Transistors Meeting, pp. 567-570, December 2000.


http://www.intel.com/pressroom/archive/speeches/grove_

Chapter 3

POWER GATING AND DYNAMIC VOLTAGE
SCALING

Benton Calhoun, James Kao!, and Anantha Chandrakasan
Massachusetts Institute of Technology, USA and 1Silicon Labs, Inc., USA

3.1 INTRODUCTION

This chapter examines power gating and dynamic voltage scaling as
leakage reduction techniques. Both of these approaches use the power supply
voltage, V4, as the primary knob for reducing leakage currents. Power
gating refers to cutting off, or gating, a circuit from its power supply rails
(V44 and/or V) during standby mode, and dynamic voltage scaling refers to
changing the voltage supply (Vg4 and/or V) to achieve leakage savings.

Section 3.2 of this chapter describes power gating techniques. After
describing generic power gating for leakage reduction, the section focuses on
the Multi-Threshold CMOS (MTCMOS) power gating technique. We
describe the significant issues related to MTCMOS design such as sleep
transistor sizing and sequential logic design. Section 3.3 discusses the
application of dynamic voltage scaling to the problem of leakage reduction.
Section 3.3 describes the potential savings that standby voltage scaling can
achieve and the methods for retaining state. It also examines using sub-
threshold operation to reduce total energy.

3.2 POWER GATING

Power gating refers to using a MOSFET switch to gate, or cut off, a
circuit from its power rail(s) during standby mode. The power gating switch
typically is positioned as a header between the circuit and the power supply
rail or as a footer between the circuit and the ground rail. During active
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operation, the power gating switch remains on, supplying the current that the
circuit uses to operate. During standby mode, turning off the power gating
switch reduces the current dissipated through the circuit. Since the switch
gates the power when the circuit is in standby, it is also commonly called a
sleep transistor.

For the most basic implementation of power gating, the sleep transistors
are the same type of device as the transistors that implement the functional
part of the circuit. Turning off the sleep transistor provides leakage reduction
for two primary reasons. First, the width of the sleep transistor usually is less
than the total width of the transistors being gated. The smaller width
provides a linear reduction in the total current drawn from the supply during
standby. Secondly, leakage currents diminish whenever stacks of transistors
are off due to the source biasing effect. Many methods for reducing leakage
leverage the source biasing effect [1], [2], [3].
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Figure 3-1. (a) Off-current reduction through the source biasing effect using switched source
impedance. (b) Semilog plot of current shows the new operating point at the intersection of
the resistor load line and the leakage current through the source biased NMOS.

In order to illustrate the source biasing effect, we will examine an early
implementation of power gating called switched source impedance [1]. The
switched source impedance approach uses an explicit resistor between the
virtual ground rail of the circuit and the true ground node during standby as
shown in Figure 3-1(a). A bypassing switch shorts out this resistor during
active mode. As suggested in [1], the off resistance of the power gating
switch serves as the switched source impedance in most power gating
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implementations. Source biasing refers to the change in voltage, V,, at the
source of the NMOS transistor(s) in the gated circuit. The sub-threshold
leakage current plot in Figure 3-1(b) illustrates the reasons that source
biasing decreases sub-threshold leakage. First, since V, is greater than zero,
the body effect raises the threshold voltage of the NMOS device(s) whose
sources connect to that node. This increase in V, shifts the log Ly curve to
the right such that the V=0 leakage value moves from I to I ;. Secondly,
the gate-source voltage of the same NMOS devices becomes negative,
further reducing leakage currents to I;,. The plot shows that the equilibrium
voltage, V,, is set where the leakage current through the gated circuit equals
the current through the resistor, L.u=V,/R. When the off-resistance of the
sleep transistor replaces the explicit resistance used with switched source
impedance, V settles to equilibrium when the total leakage current into the
drain of the sleep transistor matches the current through the circuit.

During active mode, the same effects cause a degradation of the circuit’s
speed. Even though the on-resistance of the power gating switch is much less
than its off-resistance, it still creates a small positive voltage at the virtual
node. Again, this voltage reduces the drive capability from V-V to V-V~
V, and increases the threshold voltage of the NMOS devices through body
biasing. A more detailed discussion of the impact of the virtual rail voltage
on speed follows in Section 3.2.2, which describes a common power gating
approach.

3.2.1 Impact of power gating on gate leakage current

For older technologies, the total leakage current in an off transistor
essentially equaled the sub-threshold current. However, technology scaling
to nanometer dimensions has led to reduced oxide thicknesses to the point
that gate current is on the same order as sub-threshold leakage. Since power
gating transistors are typically quite large, their gate current threatens to
offset some of the reduction in sub-threshold current that they provide. The
total leakage current for a power-gated block becomes the sum of the sub-
threshold leakage of the sleep transistor, the gate leakage of the sleep
transistor, and the gate leakage of the input devices to the block. The gate
current of the sleep transistor reduces its effective off-resistance in the
example of Figure 3-1. This means that, for the same width, a sleep
transistor with gate leakage causes a smaller V, and thus reduced leakage
savings in the source biasing scenario.

Scaling to nanometer technologies increases the impact of gate leakage
on the MTCMOS technique. PMOS devices tend to exhibit lower gate



44 Leakage in Nanometer CMOS Technologies

leakage than NMOS, so using header sleep devices lowers the gate leakage
relative to footer devices [14]. However, PMOS devices in nanometer
technologies still have non-negligible gate current. One method to reduce the
total leakage further is to apply an input vector to the block in standby to
account for gate leakage [15]. For MTCMOS circuits using a footer sleep
transistor, the internal nodes tend to float to V. The opposite case occurs
for PMOS header switches. In both cases, the gate-to-drain voltage of the
sleep transistor approaches Vg4, resulting in the worst case gate leakage.
Since the virtual ground of a block with an NMOS footer switch is close to
V., the drains and sources of most of the low Vt devices are also near the
supply voltage. This means that the input stage to the block has maximum
gate leakage for inputs of O and minimum gate leakage for inputs of V.
Applying the input vector 111...1 in this scenario minimizes gate leakage,

providing savings of 40% to 50% relative to the average random input vector
[15].

3.2.2 Multi-Threshold CMOS (MTCMOS)
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Figure 3-2. Basic MTCMOS structure with NMOS sleep device and equivalent circuits for
active mode and for standby mode.

Multi-Threshold CMOS (MTCMOS) is a popular power gating approach
that uses high V, devices for power switches [4]. MTCMOS technology
processing requires one or more additional implant steps to provide each
additional threshold voltage. Figure 3-2 shows the basic MTCMOS
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structure, where a low V, computation block uses high V, switches for power
gating. The figure shows a footer sleep transistor, but PMOS header switches
or a combination of both header and footer switches are also used. When the
high V transistors are turned on, the low V, logic gates are connected to
virtual ground and/or power. Their lower threshold voltage allows them to
provide higher performance operation. However, by introducing an extra
series device to the power supplies, MTCMOS circuits incur a performance
penalty compared to CMOS circuits. When the circuit enters the sleep mode,
the high V, gating transistors turn off to reduce leakage currents.

The primary improvement of MTCMOS over generic power gating is the
increased threshold voltage of the sleep transistor. Equation (1) shows the
well-known equation for sub-threshold current in a MOSFET.

Vgs _Vt +77VDS - Vds
Vi Vin M
L ubthreshdd = To€ 1-e

Clearly, the leakage current reduces exponentially for higher V.. To first
order, the leakage behavior of an MTCMOS circuit is characterized entirely
by the threshold voltage of the sleep transistor. An additional small reduction
in sub-threshold leakage occurs if the internal logic gates are configured to
turn off the NMOS devices during the standby state to leverage the source
biasing effect. The additional savings from source biasing are small
compared to the leakage reduction from the higher threshold of the sleep
device.

As with generic power gating, the voltage at the virtual node impacts the
performance of the MTCMOS circuit. Virtual rail bounce refers to the
changing voltage, V,, at the virtual node(s) that occurs when active-mode
current creates an IR drop across the on-resistance of the sleep transistor. For
a footer sleep transistor, this rail bounce slows the output high-to-low
transition by reducing V, of the discharging, low V; NMOS from V4, to Vg4~
V, and by raising its V, through the body effect since Vgg =V,. In deep
submicron devices, the lower Vpg will further reduce the discharge current
because of Drain Induced Barrier Lowering (DIBL). Figure 3-3 shows
generally why virtual rail bounce complicates MTCMOS circuit design [5].
Two different test vectors in the figure exercise the same critical path of the
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Figure 3-3. MTCMOS multipler showing dependency of delay on off-path transitions.

multiplier. The delay of the second vector is much larger due to the
additional transitions off of the critical path. These off-path transitions result
in extra current discharged through the sleep transistor, increasing the
instantaneous virtual rail voltage. This simple example demonstrates that
delay in MTCMOS circuits that share a sleep transistor depends on data
transitions both on and off of the critical path.

For large chips with multiple power gated blocks, transitions to and from
standby mode in one block can affect other blocks as well. Thus far, we have
referred to the drain of the sleep transistor as the virtual node. For systems
on a chip that have multiple power gated regions, the power rail at the source
of the sleep transistor is also effectively a virtual power rail. This is due to
the non-idealities in the bondpads and power distribution network. As a
result of the self-inductance of bond wires and the parasitic inductance of the
power grid, surges of current can cause the on-chip power rails to fluctuate
[6], [7]. When a power-gated block is off, the internal nodes tend to
discharge to ground (for a header sleep transistor). When the sleep transistor
turns on, a large amount of current flows through the sleep transistor to
charge up the internal nodes. This current surge through the bondpads and
the power grid cause the inductive bounce we have described. The bouncing
of the primary power rails of the chip affects all of its blocks. Any sensitive
blocks with small noise margins can suffer spurious transitions or incorrect
data as a result.

One technique for reducing bouncing for the on-chip power nodes is to
increase the gate-to-source voltage of a sleep transistor in a step-wise
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manner. This gradual turn-on smoothes out the recharging of the nodes of
the block leaving sleep. As a result, the current surge is reduced. This
approach is shown to reduce the bounce of the on-chip supply by 60% to
80% for a test chip [6][7].

Despite some additional complexities, MTCMOS circuits are effective at
solving the sub-threshold leakage problem during standby modes in
nanometer technologies. Sleep mode operation is very straightforward,
simply involving turning off the power switches, and will produce leakage
reduction of up to several orders of magnitude, depending on the threshold
voltages of the devices. On the other hand, the active mode circuit operation
behaves theoretically just like an ordinary CMOS implementation, so
existing architectures and designs can easily be ported to an MTCMOS
implementation. One primary challenge for MTCMOS circuits and for
power gating approaches in general is optimally sizing the sleep transistors.
The next section explores issues with sleep transistor sizing on MTCMOS
circuit performance, and techniques for optimally sizing sleep devices.

3.2.2.1 Sizing Sleep Devices

Correct sleep transistor sizing is a key parameter that affects the
performance of MTCMOS circuits. If the sleep transistors are too large, then
valuable silicon area would be wasted, switching energy overhead would be
increased, and standby leakage reduction would be less than optimal. On the
other hand, if the sleep transistors are too small, then the circuit speed
becomes too slow because of the increased resistance to ground. Most sizing
efforts attempt to use the minimum width possible to achieve a given
performance requirement. Frequently, the performance constraint is a
percentage of delay increase relative to the standard CMOS delay (i.e. —
without sleep transistors). Let us define the optimum sleep size as the
minimum sleep device width for which a circuit never exceeds a given delay.

One possible approach to estimate the transistor size is to sum the widths
of internal low Vt transistors, but this can produce unnecessarily large
estimates for transistor sizes. Ideally, one could simulate circuits for varying
sleep transistor sizes with SPICE, but this can be very time consuming,
especially if one tries to exhaustively test all possible input vectors for a
complicated combinational circuit like an adder or multiplier. For large
designs, exhaustive simulations quickly become prohibitive. Clearly, a
better, more informative method of sizing the sleep transistor is necessary.
The remainder of this section will address sleep transistor sizing issues and
present several approaches from the literature.
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Average Current Method

The Average Current Method (ACM) was proposed in [8] for sizing
MTCMOS sleep transistors. This approach examines the average current of
the active circuit and uses that value for sizing the sleep device. This
technique uses only one sleep transistor. As we have shown, the delay of the
circuit depends strongly on its discharge pattern when the virtual rail voltage
changes significantly. It was observed, however, that this dependence was
negligible for smaller values of incurred delay overhead [8] because the
MTCMOS circuit looks like ordinary CMOS when the resistance of the
sleep transistor is small. Thus, the ACM assumes that the delay penalty of
inserting sleep devices is less than about 2%. This small delay penalty forces
the maximum V, to remain very small relative to V44, reducing the spread of
delay coming from data dependencies. For this scenario, the ACM assumes
that the current consumed is constant, and thus V, is roughly constant.
Application to a test chip showed a reduction in area from previous schemes
that gave the same delay overhead [8]. Section 4.21.1 in Chapter 4 describes
the ACM in greater detail and elaborates on its use in real applications.

This approach is limited by the requirement for such a small delay
penalty. The dependence of delay on the data transitions makes the ACM
ineffective for larger delays. This is because the delay can increase beyond
the target value when the discharge current through the sleep device is larger
than the average current. The ACM also has limited flexibility by assuming
that only one sleep transistor should be used. The next section discusses
some of the issues related to lumping sleep transistors into a few large
devices or distributing many smaller sleep transistors locally.

Sizing for Global and Local Blocks

The decision to distribute many sleep transistors locally or to lump them
into a few large transistors impacts the overhead, sizing, noise margins, and
leakage reduction of MTCMOS circuits. A local sleep methodology inserts
sleep devices at the local block or gate level. We define a local block as a
section of the circuit that can be independently idle, such as a multiplier or a
buffer chain. A global sleep methodology uses a single sleep transistor for a
large circuit block containing multiple local blocks, such as an entire chip or
a full data path.

For local sleep devices, exhaustive simulations can easily show that a
gate or local block will always meet a given timing specification. The same
guarantee becomes difficult to offer for large blocks without comprehensive
simulation because the total circuit delay depends on the current drawn by
the entire block. The 32-bit parity checker in Figure 3-4 provides a simple
example to illustrate the effects of virtual rail bounce on local-style (right)
and global-style (left) sleep devices [9]. The parity checker is really a local
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block by our definition, but it behaves like a global block relative to the case
with sleep devices in each gate. The local-style sleep devices are sized so
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Figure 3-4. Example of a 32-bit parity checker using global (left) and local (right) sleep
methodologies. In practice, global blocks are often much bigger.

that the slowest transition of each XOR gate is slowed by less than 20%, so
the total delay penalty (average of all transitions) is close to 10%.

Figure 3-5 shows a simulation of the global-style parity circuit in which
two vectors are applied to the inputs. Vector 1 (0x00000001) activates only
the critical path, and Vector 2 exercises the critical path and switches some
of the off-path gates. Clearly, the off-path switching causes a larger ground
bounce. The large capacitance at the shared virtual rail filters the rail bounce
so that its peak value is lower than what might be expected. This tendency of
extra capacitance at shared virtual nodes to filter the rail bounce is one
incentive for sharing sleep transistors where possible. Although it decreases
the delay, this filtering can have a negative effect since the resulting slow tail
off of the virtual bounce can affect future transitions. For circuits with a
clock period close to the worst-case delay, the tail off can make delay
depend on the previous transition. Figure 3-5 also illustrates how global
sleep devices degrade noise margins in the close-up of the ‘Out’ signal. The
voltage bounce that appears in the ‘Out’ signal of the simulation occurs at
every node driven to ‘0’, since the shared virtual ground node affects all
devices. Clearly, this erosion of noise margins could lead to errors in
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sensitive circuits. Local sleep devices have better, more predictable noise
margins [27] because their ground bounce depends on fewer discharging
devices.

This simulation shows that the critical path delay (average delay for the
two edges of the pulse) depends strongly on the off-path data, whereas the
local-style delay depends only on the critical path transitions. Consequently,
the worst-case delay for global-style circuits is difficult to predict without
accounting for all discharge patterns through comprehensive simulation. The
most straightforward (but difficult) way to correctly size the sleep transistor
of an MTCMOS circuit is to exhaustively test for the worst case input vector
and to ensure that the worst case delay meets a fixed performance constraint.
However, individual gates within this critical path and other paths within the
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Figure 3-5. Simulation of the 32-bit parity checker showing delay along the critical path. The
amount of virtual ground bounce for global-style sleep depends on the sleep device size
(WgLosar) and on off-path data (Vector 1, Vector 2) and decreases noise margins.

circuit can degrade in percentage more or less than this fixed criterion. A
different way to satisfy a global performance criterion is to ensure that every
individual gate meets a local performance constraint. This will ensure that
any combination of gates in a path will also meet the performance
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requirements. Forcing every single gate to meet a nominal performance
measure is a much more demanding constraint than simply meeting a global
performance goal. However, in the context of MTCMOS circuits, it is much
easier to implement this sizing strategy because one does not need to
determine the worst case input vector pattern for the whole circuit. Instead,
each individual gate can be assigned its own high V, sleep transistor, whose
size will be locally determined through exhaustive SPICE simulations.

This observation is leveraged to establish sizing methodologies that
improve upon the ACM.

Hierarchical Transistor Sizing Methodology

The preceding discussion shows that it is easier to size a sleep transistor
for a local gate than for a large block using exhaustive simulation. Suppose a
circuit has optimum sleep devices distributed locally at the gate level.
Summing these widths gives a sub-optimum global sleep device because, by
superposition, the summed width is guaranteed to meet or exceed the
performance of the local version even if all the gates discharge at once,
which is unlikely. Reducing the size of the lumped sleep transistor requires
additional thought.

Since not all gates in the circuit will switch at the same times, it is
possible to merge sleep transistors from mutually exclusive gates together
without increasing the circuit’s delay [10]. A set of n gates with mutually
exclusive discharge patterns and with equivalent sleep resistances ry, 15,... 1,
can share a single 1. = min (ry, 1y,... 1,). These mutually exclusive gates will
discharge currents through the sleep transistor at different times so that the
virtual ground bounce that each transitioning gate experiences will still be
the same or smaller than before (from the extra capacitance at the virtual
node). As a result, the delay of cach gate sharing the common sleep
transistor remains the same or decreases relative to the original circuit. An
added benefit of replacing n sleep resistors with a single one is that the sub-
threshold leakage current will decrease by the ratio of the new width to the
total original width.

Although the MTCMOS transistor sizing algorithm has been presented at
the gate level, in fact it can be applied at many hierarchical levels of a
circuit. The algorithm simply operates on generic circuit blocks that are
elements within a larger module, and each block is assumed to have a local
high Vt sleep transistor that is used for gating the power supply rails. The
algorithm is applied to the network by combining the sleep transistors for
mutual exclusive blocks. Thus, the blocks that the algorithm operates on can
represent individual gates, cells within an array (like an adder cell in a
multiplier), or even a module within a chip (like an ALU). In all these cases,
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a gating sleep transistor can be shared among several different blocks if
those blocks have activity patterns that do not overlap in time.

Using the hierarchical sizing methodology again, it is also possible to
further apply this transistor merging technique on these existing modules
into a larger system. However, by applying this nested algorithm at several
levels of abstraction, we will tend to overestimate the minimum sleep
transistor size required again, mainly because the larger granularity of the
interactions between blocks makes it harder to find blocks with mutually
exclusive discharge patterns. For example, applying the algorithm at the cell
level within an array might give a larger estimate for the sleep transistor size
than if the algorithm had been pushed down in the hierarchy and applied to
the gates directly. However, utilizing a hierarchical approach to sizing the
sleep transistors is very attractive because detailed circuit complexity can be
abstracted away at the expense of accuracy, a tradeoff that is very often
desirable.

Efficient Gate Clustering

A second clustering technique improves upon sharing sleep transistors
with mutually exclusive discharge patterns by sharing sleep transistors for
gates whose discharge patterns partially overlap. This approach, called
efficient gate clustering, uses the desired delay penalty to determine the
largest allowable virtual rail bounce, V,. This information is used to size the
sleep transistors for clusters of gates with exclusive and partially overlapping
current discharge patterns [11][12][13]. The application of CAD algorithms
combined with the intuition derived regarding mutually exclusive discharge
currents makes a more efficient sizing technique.

The algorithm depends on a preprocessing step in which gates are
clustered such that their combined current never exceeds the maximum
current of any single gate in the cluster. To accomplish this, the propagation
delays and expected discharge currents (through the sleep device) of the
logic cells used in the design are fully characterized across different
transitions, fanouts, etc. The expected discharge current of the gate is its
peak discharge current multiplied by the probability that a discharging
transition occurs. Using the transition statistics of the gate to lower its
effective worst-case discharge current implicitly assumes that the different
gates in a cluster will never discharge their worst case currents at the same
time, thereby avoiding pessimistic sizing [13]. On the other hand, this
approach makes it conceivable that the delay constraint will be exceeded if
multiple gates in a cluster simultaneously discharge more than their expected
value discharge currents.

The expected discharge pattern in time is modeled as a triangular pulse.
The width of the pulse depends strongly on the fanout of the gate, and the
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peak of the pulse is the expected value of the discharge current. This pulse of
discharge current can occur at different times if the inputs transition at
different times. The triangular pulses representing discharge current for each
input time are added together, resulting in a trapezoidal shaped pulse that
represents the worst-case current discharged by the gate across all possible
transition times. The preprocessing algorithm then groups gates together into
clusters by examining the sum of the trapezoidal discharge current patterns.
The algorithm prevents a new gate from joining a cluster when summing its
discharge pattern to the pattern of the cluster creates a combined current
larger than the peak current of any gate already in the cluster. The
preprocessing algorithm results in clusters of gates with exclusive or
partially overlapping discharge patterns whose combined current is less than
the peak current of any single gate.

Once the preprocessing step concludes, the clusters of gates are packed
more tightly into a smaller set of clusters whose peak current is set by the
size of the sleep transistor. This repacking uses either a bin packing (BP)
technique or a set partitioning (SP) approach. Both algorithms assign the
clusters such that the peak current manageable by the sleep transistor is
never exceeded by the sum of the currents of all of the gates. The BP and SP
algorithms tend to produce more sleep transistors than the mutually
exclusive approach, but the total sleep width is smaller. The BP approach
performs very well for small, random circuits with unbalanced structures. It
does not account for the placement of the gates on the chip. The SP
technique makes up for this shortcoming, and its cost function accounts for
the physical distance between gates in a cluster. This attention to reducing
interconnect makes the SP algorithm attractive for nanometer technologies
with increased interconnect capacitance. Using the BP and SP technique, the
efficient gate clustering sizing approach produces smaller total sleep
transistors than the average current method and the mutually exclusive
clustering method for a variety of circuits [13].

3.2.2.2 Local Sleep Devices

Local sleep devices offer a significant opportunity for leakage savings by
using local sleep regions to turn off small blocks when they are idle. Thus,
the circuit can remain active at a global level, but unused blocks will draw
reduced leakage current. In general, the local approach is preferred for ease
of design or when local sleep regions can give active leakage savings that
reduce total system leakage. Section 4.2.2.1 in Chapter 4 elaborates on the
selective MT method, which uses standard cells that include local sleep
transistors for implementing the critical paths in a circuit [17]. Also, the
sizing approaches in the preceding sections have shown improvements by
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clustering local sleep transistors together. These methods begin with the
approach of sizing the local sleep devices to meet the same performance
constraint. Keeping the sleep devices separate at the local level allows CAD
algorithms to relax the performance constraint for local gates while meeting
the global constraint.

One new approach uses local sleep devices at the gate level without any
clustering [18]. This method sizes the sleep transistors to meet a global delay
requirement by taking up all of the available slack in the design. This means
that the delay for many individual gates increases more than the global
constraint, but the total worst-case delay meets the constraint. In addition to
the delay constraint, an area constraint prevents the local sleep transistors
from imposing too great of an area overhead. Despite this area constraint, the
delay constraint remains the limiting factor for sizing the sleep devices. This
distributed approach reports over 60% improvement in leakage reduction
relative to clustering approaches with only 5% area overhead [18].

Another approach to distributed sleep transistors that minimizes the area
overhead takes advantage of the area slack in a row of standard cells [19].
The rows of the post-layout design are compacted subject to a constraint on
the routing congestion. The extra space generated by this step is collected at
the edge of the rows and used to accommodate sleep transistors from a pre-
characterized library. The sleep transistors are allotted to the gates in each
row to minimize power consumption subject to the area and delay
constraints. The fast reactivation time achieved by the local sleep devices
contributes to minimizing the total delay of the approach and makes it ideal
for active leakage reduction. This technique is reported to provide 80%
leakage savings and 19% overall power savings with 2.5% area overhead
[19].

The overhead of these local sleep devices requires some attention. Both
local and global sleep transistors require routing new traces to every gate in
the circuit: the sleep signal for the local sleep devices, and the virtual node
for global devices. For a global sleep device, routing the virtual rail is
equivalent to routing Vy4g or ground, so wide wires are required to avoid
resistive voltage drops. The interconnect resistance for distant blocks must
be accounted for while sizing the sleep transistor in this scenario [13]. True
ground might be routed with smaller traces, but it still needs to access most
gates for substrate contacts. The sleep control signal can be minimum width
for the local approach, so its routing overhead is always less than that of the
global case. However, the sleep control circuitry for local sleep devices
depends on the circuit while global designs only enter sleep when the entire
circuit is idle. Although some local sleep designs will not require
complicated control, random logic could demand complicated circuitry for
determining when certain local blocks are in sleep. This overhead makes the
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local approach impractical for some circuits. However, most low power
designs already employ clock gating methods for reducing active power
[16]. Clock gating already requires signals that indicate when certain blocks
are idle, so the presence of such signals could reduce the additional overhead
for local sleep regions.

3.2.2.3 Power Domain Interfacing

The interfaces between different sleep regions require special attention.
Power gating by nature creates floating nodes during the standby state. If a
floating output voltage from a sleeping circuit drives the input of an active
gate in an adjacent sleep region, a static current path from power to ground
can result. Thoughtful partitioning of gates into clusters that will always be
off together eliminates many of these hazards. The remaining interfaces
between potentially sleeping regions with active regions can use circuits
such as transmission gate multiplexers to actively drive the inputs to the
active region and to prevent floating nodes from driving the gate of a
transistor [9]. Other special circuits can provide a seamless boundary
between power domains, such as the leakage feedback gate in Section
3.2.24.

An additional concern for power gating interfaces is sneak leakage paths.
A sneak leakage path is any current path from Vy, to ground that continues
to draw high current relative to a cutoff path during sleep mode. Sneak
leakage paths can occur whenever an MTCMOS output node is connected
electrically to another node with low impedance to a power rail. This
electrical connection most often occurs through low Vt transmission gates,
but sneak paths may also occur through structures such as clock-gated
inverters and tri-state buffers. Formally, a sneak leakage path is a current
path that flows from V44 to ground through a set of “on” devices, A, and
through a set of “off”” devices, B. Set B contains only low Vt devices, while
Set A contains low and/or high Vt devices [9]. Since the off devices are low
Vt, the sneak leakage current is roughly one or more orders of magnitude
higher than other currents in the circuit, and floating nodes can drive them
much higher. The higher leakage current lets a few sneak paths erode the
savings achieved by cutting off many other paths, so sneak leakage paths are
a prohibitive problem that must be prevented to make local sleep devices
feasible.

It may seem unlikely that sneak paths would exist in a carefully designed
circuit, but the term sneak leakage implies that they can be quite subtle. The
basic structure of MTCMOS circuits suggests that sneak leakage paths can
occur only where the sleep device(s) can be bypassed, at the interface
between MTCMOS and CMOS type circuits [24]. A conservative approach
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to ensure that Set B always contains a high V, device could use both
polarities of sleep device for each MTCMOS gate without sharing any sleep
devices. This approach incurs a large area penalty over the optimum sleep
device size by using many unnecessary sleep devices.

Proper design techniques can permit designers to approach the optimum
sleep device size without allowing sneak leakage even in circuits using
transmission gates for speed. Four design rules allow placement of sleep
devices while preventing sneak leakage [9]. The first rule states that a shared
output (through low V, transmission gate) between a high V, gate and an
MTCMOS gate can be prevented by using both polarity sleep devices. This
type of sneak leakage path might occur at the input of a flip-flop that has a
high V, feedback inverter. It also appears when MTCMOS logic on the
critical path interfaces with high V, logic off of the critical path through a
transmission gate multiplexer. The second rule requires MTCMOS gates
with shared outputs to have the same polarity sleep device(s). This type of
sneak path can appear when a design is optimized for minimum leakage
using both polarity sleep devices. For example, if a known input is applied to
a circuit during sleep mode, then the outputs at every node are determined
prior to asserting sleep. Local sleep devices can be selectively placed to
force stacks of off devices at each logic stage for extra leakage reduction.
Such a design approach could create the leakage path in the second rule. The
third rule states that a gate with a shared sleep device must have the same
polarity sleep device(s) as the other gate. As previously mentioned, local
sleep devices for gates with mutually exclusive discharge patterns can be
shared to reduce area. If sleep device widths are optimized in this way and
then rule 1 violations are fixed, this type of sneak leakage path can occur.
The fourth rule prevents a special sneak leakage path that might occur for a
circuit that complies with the first three rules. In this case, a sleep device is
shared between two MTCMOS gates that in turn share outputs with high V,
gates. This path could arise if a designer tries to reduce area by sharing sleep
devices for the input buffers to several flip-flops. Sleep devices should not
be shared when they connect multiple high V, outputs.

3.2.2.4 Sequential Logic

Although MTCMOS circuit techniques are effective for controlling
leakage currents in combinational logic, a drawback is that it can cause
internal nodes to float, so data stored in sequential elements is lost. As a
result, the literature contains several possible MTCMOS latch designs that
can reduce leakage currents yet maintain state during the standby modes.
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This section describes several useful designs from literature that highlight
the key approaches to sequential MTCMOS design.

Basic Master-Slave Flip-Flop

An MTCMOS flip-flop that can retain memory during the standby state
is shown below in Figure 3-6 [24]. This implementation is a straightforward
extension of a standard master slave flip flop, where leakage paths are
carefully eliminated.

Virtual Vpp
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Figure 3-6. MTCMOS flip-flop using parallel high Vt structures.

The basic latch structure used in this flip flop uses low V, devices
throughout the critical path while high V, devices are used in circuits parallel
to the critical path that simply hold state. One drawback to this approach is
the extra capacitance added to the critical path. By making passgate P, high
V,, the performance of the master latch actually improves because during the
transparent state, I; would not have to fight against I5 through an off low V,
passgate. However, the drawback is that when CLK goes high, Is and P,
need to be strong enough to correctly hold the state at node N, because N,
and N; might be driven to opposite rails. Other than this sizing precaution,
the active operation of this flip flop is straightforward. During the standby
state, all leakage current paths are also eliminated to minimize power
dissipation.

One of the problems with sequential circuits that utilize feedback and
parallel devices is that sneak leakage paths may exist. The flip-flop of Figure
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3-6 is a good example of how distributed high V, sleep transistors and dual
polarity sleep devices are needed to eliminate sneak leakage currents during
the standby condition. Sneak leakage paths can arise in MTCMOS circuits
whenever the output of an MTCMOS gate is electrically connected to the
output of a CMOS gate. In fact, the interfacing between MTCMOS type cir-
cuits and CMOS type circuits is what gives rise to potential leakage paths.
For example, if a datapath block is implemented with only MTCMOS gates,
then a single high V, switch (either PMOS or NMOS) is sufficient to
eliminate sub-threshold leakage currents during the standby state because all
current paths from V44 to GND must pass through an off high V, device.
However, if CMOS gates and MTCMOS gates are combined, sneak leakage
paths can arise that bypass the off high V, devices.

The flip-flop of Figure 3-6 utilizes local sleep devices of both polarities
to effectively eliminate sneak leakage paths. Although sleep transistor area
can be large because sleep devices cannot be shared among multiple blocks
(like in combinational MTCMOS circuits), the penalty is not too severe
because having local control of sleep devices makes it easier to size the sleep
devices and also decouples noise from different switching blocks from
sensitive storage nodes. However, if area is of premium importance, one can
modify the architecture of the flip flop by simply disconnecting I, and I
from the internal node Nj;, which disconnects CMOS outputs from
MTCMOS output nodes, while still providing a latch recirculation path
during the opaque state. In this case, local high V, sleep devices are needed
for I;, but a shared virtual Vg or virtual GND line with a common sleep
transistor can be used for I, and I;. In fact, only a single polarity shared sleep
device is needed to eliminate leakage currents. In a large register for
example, sharing a common NMOS sleep transistor among several flip flop
and logic blocks can result in large area savings, at the expense of more
complicated sleep transistor sizing methodologies.

Balloon Latch

Another MTCMOS sequential circuit that holds state during the idle
mode is the “balloon” circuit described in [22], [23]. Instead of using
parallel high Vt inverters to maintain recirculation paths during the sleep
state, this approach uses a completely autonomous balloon circuit that is
used to explicitly write in stored data during the standby state, and can be
read out when returning to the active mode. These balloon circuits can be
made minimum sized because they simply hold data and do not need to be
fast. The other benefit is that all MTCMOS gates can share common virtual
Vg4 and virtual ground lines since MTCMOS gates are completely decoupled
from the high V, CMOS balloon elements. The schematic of an MTCMOS
balloon circuit is shown in Figure 3-7.
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Figure 3-7. MTCMOS balloon circuit schematic (A) and control signals (B).

The balloon circuit operates in four distinct phases. During the active
mode, the balloon circuit is disconnected from the internal MTCMOS logic
through a high V| passgate. During the sleep-in stage, the data on the internal
MTCMOS node is stored into the balloon circuit. During the sleep state, the
balloon circuit is again disconnected from the MTCMOS logic, and the data
is re-circulated in the high V, balloon circuit. Finally, during the sleep-out
state, the MTCMOS logic path is broken and the stored data is written into
the MTCMOS node. Returning back to the active mode completes the cycle.
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Although the basic operation is theoretically simple, the balloon circuit
approach still requires a complex timing methodology and redundant
circuitry that must be used for each flip-flop. This extra circuitry and
complex control is a necessary trade-off that one must accept in order to
provide a clean separation between high V, balloon circuits and MTCMOS
logic blocks, and to ensure that any interactions between the high V, and low
V, circuits are decoupled. Routing the extra control signals throughout the
chip to each flip flop can also be costly in a large design. A variation of the
balloon latch design replaces the balloon latch with a scan-able latch in [25].
The scan chain registers provide data retentive capabilities in addition to
scan chain functionality, but also has complicated overhead. Balloon
circuits, while theoretically attractive, can be difficult and costly to
implement in a practical circuit.

Leakage Feedback Gate and Flip-flop

An alternative to using parallel high V, devices is the leakage feedback
gate [24] as shown in Figure 3-8. This gate is similar to a normal MTCMOS
gate, but it has additional sleep devices (P, or N,) that are conditionally
turned off by a feedback high V. inverter. Depending on the state of the latest
output, only one of the helper sleep devices (P, or Ny) is turned on. During
the sleep state, both high V, sleep devices P; and N, are turned off, but only
one of the helper sleep devices will be turned off. The on helper sleep device
continues to drive the output signal to the appropriate rail, as seen in Figure
3-8(a). The figure shows that the original output of the gate is a zero during
sleep. The feedback inverter turns on the high V. footer switch, Ny, to
maintain an active path to ground. As a result, during the standby state the
output node will be driven to one rail or the other, but the high V, devices
that are off reduce the leakage currents by several orders of magnitude. This
provides a mechanism where an MTCMOS gate can be put in a low leakage
state, yet still actively drive its outputs.

Even if the input signal to a leakage feedback gate does transition or float
after the gate is placed in the standby mode, the output voltage will still be
held to the same logic value through a leakage path. Figure 3-8(b) illustrates
this effect. The original output of the gate was zero, as seen in Figure 3-8(a).
If the input to the gate transitions from Vg to 0, then the active path to
ground through N is cutoff. Now there are two leakage currents that affect
the output node voltage. One leakage path through the low V, PMOS (on)
and P,,P, (off) is set by high V, devices. The second leakage current through
the off high V, devices N1 and N2 is orders of magnitude less powerful due
to the higher V,. The differences in V, allow the pull-up leakage current to
dominate and thus to hold the output voltage to the same rail as before.
Because the functionality of this leakage feedback selectively enables either
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the virtual power or virtual ground lines depending on the last data present,
leakage feedback gates must utilize local high V, sleep devices. However,
utilizing local sleep devices may already be desirable for sensitive circuits
like flip-flop and latches that should be decoupled from the switching
activities of neighboring gates.

Py P> u Low Vt leakage

1 High Vt leakage

N, N,

N, N2

: =

Figure 3-8. (a) Leakage feedback gate during sleep. (b) When the input changes, the larger
low V leakage current pins the output at its original value.

The leakage feedback gate can be used directly as an interface circuit
between MTCMOS and CMOS logic blocks. For example the last stage of
any MTCMOS block can be implemented as a leakage feedback gate such
that during the standby mode the output is still driven. As a result, this stage
can safely drive a standard CMOS gate without creating short circuit
currents due to floating inputs.

Another use of the leakage feedback gate is to modify the static
MTCMOS flip-flop to eliminate the need for the parallel inverter to re-
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circulate data. The leakage feedback structure can be used instead, which
does not slow down the critical path because no extra capacitances are
introduced on internal nodes as seen in Figure 3-9. The addition of the helper
sleep devices only add load to the outputs of I, and Is which are not part of
the critical path, so the speed of the MTCMOS flip flop is not compromised.

sleep

seepl

During the active operation, the leakage feedback static flip-flop operates
like an ordinary master slave flip flop with performance superior to that of
the master-slave flip-flop of Figure 3-6. During the standby state, the leakage
feedback gate stores the flip flop state in the master stage while clock is
high. Furthermore the slave stage is configured such that the output node
does not float during standby mode so that it can interface directly to CMOS
devices. These two added functionalities can be implemented using leakage
feedback gates without any loss in performance since no extra loading is
introduced on the critical path. Since both nodes N, and N, are actively
driven during the standby state, the leakage feedback gates actively hold
their outputs as well, and thus functions exactly like the previous flip-flop
using high V, re-circulation paths.

Leakage feedback gates also can implement dynamic flip-flops that retain
state during the standby mode yet still have very fast circuit performance
during the active state, as shown in Figure 3-10. During the active switching
mode, the leakage feedback dynamic flip flop operates like a conventional
one, where the state of the master and slave latches are simply stored on the
dynamic nodes at the inputs of I, and I,. Because leakage currents will be
large when using low V, devices, the clock period must be made fast enough
such that the node voltages can be stable over the clock periods of interest.
By utilizing leakage feedback gates in a dynamic flip flop however, it will be

Figure 3-9. Leakage feedback MTCMOS flip flop (static).
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possible to retain data during the standby state when CLK is high. This
enables a timing methodology where standby gating can be performed so
that a block can be stalled in time, and yet can be woken up again to
complete the computation. Clock gating alone would not be sufficient
because during the active state the flip flop’s dynamic nodes would simply
leak away, and data would be corrupted. The leakage feedback gate provides
an added functionality to architectures with dynamic flip flops not available
before. Conventional dynamic flip flops are incapable of maintaining data
during the standby modes, so architectures that provide for block shut down
periods must explicitly provide peripheral circuitry to retain state.

P— Sleepﬂq
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Figure 3-10. Leakage feedback dynamic flip-flop.

When the dynamic flip-flop is placed in a sleep condition however, the
leakage feedback mechanism retains the data even if the internal dynamic
nodes change. However, because the input voltage to the leakage feedback
gate can float, the timing requirement coming out of the sleep state requires
that the phase of the master latch sleep signals lag the main sleep signals by _
one half cycle. This is because immediately turning on the master latch high
Vt sleep transistors when transitioning from the sleep state to the active
mode might cause the data to flip state. As a result, the master slave can exit
the sleep condition only after the clock goes low and the slave stage latches
the stored data.

3.2.3 Modifications on Power Gating

The increased emphasis on low power design has encouraged the
development of numerous modifications to the basic power gating and
MTCMOS design methodologies. These modifications typically improve
upon the standard approaches for a specific type of application requirement.
This section briefly describes several of the major proposed modifications to
power gating.
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One simple way to improve the conductance of the sleep transistors in the
active mode is to overdrive the gate voltage (i.e. above V44 for the NMOS
device) [26]. The extra gate drive in active mode either allows a smaller
sleep transistor to support the same performance or provides a higher
performance for the same leakage reduction capability. One limitation to this
approach is the prevalence of gate current in nanometer technologies. As
described in [26], the gate oxide of the sleep transistor must be thick enough
to prevent excessive gate leakage upon application of the higher gate
voltage. As long as the gate leakage problem is solved, this approach offers
significant improvements over standard power gating. Also, since most chips
have higher supply voltages already (i.e. — for I0), the overhead of
generating the higher supply for NMOS sleep transistors may be decreased.

A similar method improves the leakage reduction capability of the sleep
transistors by under-driving the gate (i.e. below ground for the NMOS
device) during the standby mode [20], [27]. This approach allows a low Vt
transistor to act as the sleep device, improving circuit speed during active
mode and allowing operation at lower supply voltages without reduced
performance relative to standard MTCMOS. The negative gate voltage in
sleep mode prevents the leakage current from getting out of hand. One
limitation to this approach may be GIDL current if the drain-to-source
voltage is too large. As with the active gate overdrive, this approach may
require positive or negative charge pumps, so the overhead deserves careful
attention.

Zigzag Super Cut-off CMOS combines alternating header and footer
sleep transistors with overdriving the sleep transistor gate [21]. This
approach alternates between gating to virtual ground and virtual V44 for
gates that are tied in series. This configuration improves the wake-up time of
the sleeping blocks by 8 times over the standard gate overdrive approach
[21]. Section 4.3 of Chapter 4 provides a detailed look at these advanced
circuit approaches for power gating.

3.3 DYNAMIC VOLTAGE SCALING

Dynamic voltage scaling typically refers to changing the voltage supply
and operating frequency of a circuit to minimize power by reducing slack
time. While this technique reduces dynamic power in a scalable way, it
generally does not address leakage power. This section describes the
application of dynamic voltage scaling to reducing leakage power in a
circuit.
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3.3.1 Standby leakage reduction

While power gating is a popular approach to reducing standby leakage
power, dynamic voltage scaling offers another option [28]. Dynamic voltage
scaling for standby leakage reduction refers to lowering the supply voltage
by either reducing Vg4 or by raising V.
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Figure 3-11. Contribution of gate leakage to total leakage versus V4q in 90nm CMOS.

Lowering the supply voltage when the circuit is idle reduces leakage power
in several ways. Clearly, the lower voltage itself provides a linear reduction
in power. The current also decreases. Specifically, Equation (1) shows the
expression for sub-threshold leakage.

This equation indicates that lowering V44 will produce a corresponding
exponential reduction in sub-threshold current resulting from Drain-Induced
Barrier Lowering (DIBL) factor, 1. At extremely low Vpg values (~kT/q),
the parenthetical term produces a more pronounced roll-off in leakage
current. Lowering V4 thus saves standby power by decreasing both sub-
threshold current and V4. Lowering Vg4 also reduces gate leakage even
faster than sub-threshold leakage [28]. The plot in Figure 3-11 shows how
the contribution of gate leakage to total leakage in a 90nm process rolls off
quickly as V44 decreases. The rapid decrease in tunneling gate current at



66 Leakage in Nanometer CMOS Technologies

lower gate voltages results from the smaller number of available tunneling
electrons. Moreover, gate induced drain leakage (GIDL) is not an issue at
low values of Vpgs, and simulations of a 90nm process indicate that diode
leakage remains small relative to the sub-threshold current in the sub-
threshold region.
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Figure 3-12. Decrease in sub-threshold current due to DIBL in 3 commercial technologies
and 2 Berkeley Predictive Technology Model (BPTM) technologies [29][30].

Since the dominant component of leakage at lowered V4 is sub-threshold
current, the amount of total power savings from voltage scaling depends on
the DIBL factor. Figure 3-12 plots normalized Ips versus Vps for V=0 in
three commercial technologies and two Berkeley Predictive Technology
Models [29][30]. The plot shows that the DIBL effect reduces current by
roughly 2X to 4X for each technology when Vg scales from its nominal
value to about 300 mV. Thus, the total theoretical power savings are on the
order of 8X to 16X for scaling down to the 300 mV range if the nominal V4
is 1.2V. Dramatic additional savings arise from the roll off in sub-threshold
current at even lower supply voltages.

Figure 3-12 gives some insight into the scalability of dynamic voltage
scaling for leakage power reduction in nanometer technologies. The DIBL
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effect tends to become more severe with process scaling to shorter gate
lengths. For this reason, the savings achievable by this technique will
increase with technology scaling.

We have shown qualitatively that lowering Vg4 will provide power
savings, but it is helpful to quantify those savings. Presumably, the standby
power supply for a circuit can decrease to zero, but the circuit will lose all of
its state. The optimal point for power savings using this technique is the
lowest voltage for which the circuit retains state. In theory, the
combinational logic in a circuit does not need to hold state. If two power
supplies are readily available, the voltage supply to combinational logic can
fall all the way to zero while sequential elements use a different power
supply. The sequential supply may be decreased to save power, but it must
remain above some minimum point to hold its state. Separating the power
supplies increases power savings dramatically because all of the
combinational logic draws zero power in standby while the sequential logic
uses reduced power resulting from a lower Vy. Separating the power
supplies to the combinational and sequential logic is often impractical, so we
will assume that the entire circuit under test shares the same power supply.

Sleep _I

Figure 3-13. Schematic for self-controllable-voltage level standby voltage scaling.

One approach to standby voltage scaling uses diode stacks together with
power gating MOSFETsS to pinch in the rail voltages during standby mode,
as shown in Figure 3-13 [31]. The quantity and sizes of the devices used in
the diode stack determine the reduced V44 value and the increased V value
during standby mode. In order to preserve state, the total voltage drop across
the circuits (V) is decreased by about 40%. This implementation of standby
voltage scaling is conservative, and a greater reduction of Vg, is preferable
for reducing standby power. At the same time, careful treatment of a
circuit’s storage elements is necessary for state preservation.
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Figure 3-14. (a) DC sweeps of master-slave flip-flop showing data retention for an
unbalanced flip-flop holding a 1, (b) unbalanced flip-flop holding a 0, (c) balanced flip-flop
holding a 1, and (d) balanced flip-flop holding a 0.

A primary concern for standby voltage scaling is retaining the state
stored in the flip-flops and memory elements. Figure 3-14 shows a DC
sweep for a master-slave flip-flop in 0.18um technology {34]. The sizing of
the inverters in the flip-flop affects the minimum voltage for which the
circuit holds state. Figure 3-14(a) shows an unbalanced flip-flop losing the
‘1’ state at 100mV, and (b) shows the same flip-flop retaining a ‘0’ all the
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way to 0 volts, even with the worst-case input. Balancing the sizes in the
flip-flop can minimize the voltage for holding both states, as shown in the
Figure 3-14(c) and (d). Measurements of leakage feedback flip-flops on a
0.13 pum test chip confirm state retention to 95 mV [33] at room temperature.
Measurements of master-slave flip-flops on a 90 nm test chip show state
retention to 110 mV at room temperature. Analysis of an SRAM showed a
slightly higher result. The data retention voltage was measured to be 250 mV
at room temperature for an SRAM in [32].

Clearly, the minimum voltage for these flip-flops will fluctuate with
process, voltage, and temperature (PVT) variations. One approach to
minimizing the standby voltage without losing state across PVT variations is
using canary flip-flops [33][34]. These are flip-flops sized to lose their state
at a higher voltage than the flip-flops used to store data. Simulations have
confirmed that they consistently fail at higher voltages than the critical flip-
flops across process and temperature variation [34]. Using these flip-flops
permits standby voltage scaling close to the point of failure without actually
losing data.

3.3.2 Subthreshold Operation for Total Energy Minimization

Clearly, leakage power is consumed during both active and standby
mode. A majority of leakage management strategies focus on reducing
standby leakage power. For some applications, however, energy
consumption is a larger concern than performance. For example, medical
devices, microsensor nodes, wake-up circuitry on DSPs, and rarely used
local blocks all have relaxed performance requirements and would ideally
use as little energy as possible. When minimizing energy is the primary
system requirement, the sub-threshold region gives the minimum energy
solution [35][36] for most circuits. Subthreshold circuits use a supply
voltage, Vg, that is less than the threshold voltage, V,, of the transistors. In
this regime, sub-threshold leakage currents charge and discharge load
capacitances, limiting performance but giving significant energy savings
over nominal V44 operation. Figure 3-15 gives an example of sub-threshold
operation for a 0.18um ring oscillator. The left-hand plot shows the on and
off currents for an NMOS device versus the supply voltage. For nominal V4,
the ratio of L, to Ly is quite large. Once V44 drops into the sub-threshold
region, the current becomes exponential with voltage, and the L,/ ratio
reduces quickly. The right-hand plot shows FO4 ring oscillators retaining
10% to 90% output swing at V=80 mV. The performance is exponentially
lower than at nominal V44 due to the lower on-current.
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Figure 3-15. (a) Subthreshold operation example: NMOS current and (b) sub-threshold ring
oscillator operation at 80 mV for a 0.18 um CMOS technology.

The advantage of sub-threshold operation is the dramatic reduction of
energy. It is well-known that active energy scales as the switched
capacitance times the square of the supply voltage. These quadratic savings
in energy continue until leakage energy becomes dominant. The increasing
leakage energy occurs because of the increased delay in the sub-threshold
region that allows longer integration time for the leakage current during each
cycle. Models for total energy in sub-threshold coincide with these results
[37](38]. An analytical solution for the optimum supply voltage to minimize
energy is derived in [37]. That model is based on a characteristic inverter in
the process of interest. The delay of the characteristic inverter is given in the
following equation:

KC.V,
VesVie (2)

nVy,
Ioige

The K term is a fitting constant, C, is the switched capacitance of the
inverter, and I,, and V,, are analogous to the MOSFET parameters of the
same name. The frequency of operation for a generic circuit is just
f=1/t.Lpp), where Lpp is the logic depth in terms of characteristic inverter
delays. Combining these equations with fitting constants for matching to an
arbitrary circuit gives the equation for total energy per cycle [37]:

t, =
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This total energy equation extends the expressions for current and delay
of an inverter to arbitrary larger circuits, sacrificing accuracy for simplicity
since the fitted parameters cannot account for all of the details of every
circuit. Thus, C.y is the average total switched capacitance of the entire
circuit, including the average activity factor over all of its nodes. Likewise,
W,y estimates the average total width that contributes to leakage current,
normalized to the characteristic inverter. Treating this parameter as a
constant ignores the state dependence of leakage, but gives a good average
estimate of the chip-wide leakage. Averaging the circuit leakage current for
simulations over many states improves the total leakage estimate.

A parallel 8-bit, 8-tap FIR filter provides an example for observing the
minimum energy point in sub-threshold operation. Simulations of the filter
use netlists extracted from synthesized layout in a 0.18 um process. The
synthesis flow incorporates a standard cell library modified to enable
operation down to 100 mV at the typical corner. Calibrating the model
requires three parameters: C,;, Lpp, and Wer Ceff is calculated from a
simulation of the circuit performing typical operations using Cor = In, /
(f*Vaa). Lpp is the delay of the critical path divided by the delay of the
characteristic inverter, and W,y is the average leakage current of the circuit
divided by the average leakage current of the characteristic inverter. Figure
3-16 shows the simulated minimum energy point for the FIR filter. The
leakage energy remains negligible until the sub-threshold region, at which
point it begins to increase exponentially. The rise in leakage energy occurs
because of the increased delay, since the leakage current actually decreases
from DIBL. For the FIR, the optimum supply voltage is 250 mV at a
frequency of about 20 kHz [37].
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Figure 3-16. Minimum energy point for 8x8 FIR filter.

The minimum energy point does not remain constant for a given circuit.
Instead, it is influenced by environmental changes such as temperature and
by operating changes such as duty cycle. Any relative increase in the leakage
energy per cycle pushes the optimum Vg4 higher, and the frequency at the
optimum point also increases. This corresponds to any decrease in active
energy or increase in leakage energy. Likewise, any decrease in leakage
energy or increase in active energy lowers the optimum Vg4

Designing sub-threshold circuits has several limitations. First, sub-
threshold circuits suffer from high sensitivity to process variations because
of the exponential dependence of current on V, Fine-grained threshold
voltage control can counteract the effects of process variation using adaptive
back biasing or leakage controlled feedback circuits. Secondly, the minimum
energy point is sensitive to variables such as activity factor, temperature,
duty cycle, and sizing. This sensitivity makes careful analysis of a circuit’s
usage important for selecting the optimum Vg4, and it suggests the benefits
of closed loop control of V4. The low Vg also makes the circuits more
prone to soft errors, although redundancy techniques can compensate for
critical circuits.
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3.3.3 Comparison with Power Gating

Power gating gives improvements in standby power by reducing leakage
current by from 10X to several orders of magnitude. Power gating offers less
reduction of leakage for solutions that minimize the delay overhead incurred
by the sleep transistors. Dynamic voltage scaling during standby mode offers
on the order of 50% to 80X power savings. The lower savings are for less
voltage scaling, and the larger savings are from aggressive voltage scaling in
nanometer technologies with large DIBL effect. The energy savings
achievable by sub-threshold operation are roughly one order of magunitude,
since they are determined by the ratio of the active energy at the nominal
voltage to the total energy at the optimum voltage.

One advantage to standby voltage scaling for leakage reduction is that the
technique is easily applied in cooperation with power gating. For example,
the voltage supply to a power gated circuit can be scaled to a lower value. In
this scenario, the reductions in standby power offered by the two approaches
are multiplied to give an estimate of the total savings. Clearly, a strategy
combining power gating with standby voltage scaling can reduce standby
leakage by many orders of magnitude.

3.4 SUMMARY

This chapter has described the basic application of power gating and
dynamic voltage scaling for reducing leakage power in nanoscale CMOS.
Power gating techniques have become very common in literature and in
practice, and MTCMOS implementations in particular have demonstrated
significant improvements in standby power consumption. Dynamic voltage
scaling also offers improvements in leakage power. Lowering Vg4 during
standby mode saves leakage power, and sub-threshold operation during
active mode can minimize total energy per operation.
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Chapter 4
METHODOLOGIES FOR POWER GATING

Kimiyoshi Usami® and Takayasu Sakurail
$Shibaura Institute of Technology, Japan and Yniversity of Tokyo, Japan

Power gating is a technique to reduce leakage current by electrically
disconnecting the circuit from the power and/or the ground using a power
switch. While the principle and the structure are very simple, there are issues
to be solved when applying it to real designs. Verification and validation
methods on the circuit performance are complex when the power switch is
shared among logic gates. This is because the critical path delay is affected
by discharge patterns of logic gates (i.e. input vectors). Methodologies to
give practical solutions to these issues have been developed and applied to
real designs in industry. This chapter describes power gating methodologies
employed in real designs and presents future directions of power gating
techniques.

4.1 INTRODUCTION

Power gating is one of the most effective techniques to reduce leakage
energy dissipation that increases exponentially with device scaling. Since the
Multi-Threshold voltage CMOS (MTCMOS) technique [1] was proposed,
extensive researches have been conducted from both circuit and
methodology perspectives.

In the original MTCMOS, the power switch is shared among low-Vth
logic gates, as depicted in Figure 4-1(a). The basic principle of MTCMOS is
presented in Chapter 3.2. Determining the proper transistor width for the
power switch is a very important task because it gives a big impact to
performance, area and power. However, this task is complicated and difficult
because the gate delay is affected by discharge patterns of other gates that
share the power switch [2]. In other words, critical path delay of the circuit
depends on input vectors. In a real product design, verification to guarantee



78 Leakage in Nanometer CMOS Technologies

the timing is essential. However, exhaustive timing verification for all
possible input vectors is impractical for large designs. How to guarantee the
performance is a significant issue when the power switch is shared?

_———— - ——

______________

Virtual ground
Sleep —| Power switch

(2) (b)

Figure 4-1. Shared and unshared power-switch schemes. (a) Shared. (b) Unshared.

The most straightforward way to avoid this problem is to “unshare” the
power switch, as shown in Figure 4-1(b). Since the power switch is not
shared among the logic gates, the gate delay is not affected by discharge
patterns of other gates. This makes it easy to determine the proper power-
switch size. By characterizing each gate delay taking into account the power
switch, delay analysis on the critical paths and timing verification can be
performed as in the normal design. On the other hand, the drawback of this
scheme is area penalty. If every gate is equipped with the power switch, the
total area overhead due to the power switch will be unacceptable. How to
minimize the area penalty is a key issue in the unshared scheme.

This chapter describes methodologies for the shared and unshared power-
switch schemes that are applied to real designs in industry. For the shared
scheme, the Average Current Method (ACM) [3] is employed in the NTT's
communication LSI [3] and the Samsung's PDA processor [4]. Since the
basic idea on the ACM is presented in Chapter 3.2, this chapter describes the
methodology on how to determine the proper power-switch size by using the
ACM more in detail. For the unshared scheme, the Selective MTCMOS (or
the Selective MT) technique [5] is used in the Toshiba's DSP core for
W-CDMA cell phones [5] and the Qualcomm's cellular baseband chip [9].
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The methodology to minimize the area penalty by using the Selective MT
technique is described.

In addition to those existing techniques, future directions of the power
gating are discussed as well in this chapter.

4.2 POWER GATING METHODOLOGIES FOR REAL
DESIGNS

4.2.1 Methodologies to share the power switches

In real MTCMOS designs to share the power switch, the Average Current
Method (ACM) is used as a practical methodology to determine the proper
power switch size. This chapter describes an analytical way to determine the
power switch size and presents design examples employing the ACM.

4.2.1.1 Average Current Method (ACM)

The ACM is a methodology to determine the power switch width based
on the average current of logic circuits that share the power switch [3]. Let
us look at how the gate delay in MTCMOS is affected by discharge patterns
of other gates. Figure 4-2(a) shows a circuit to evaluate this influence. The
circuit consists of a gate chain to measure the delay and a power consuming
block. The gate chain and the power consuming block share the power
switch. When the power consuming block discharges, the voltage of the
virtual ground VSSV raises to higher than OV due to the discharging current
and the ON resistance of the power switch. The increase of the virtual
ground voltage by AV reduces the effective supply voltage of the gate chain
to Vpp-AV. This in turn degrades the performance and increases the gate
delay. Simulations have been conducted to examine the delay penalty by
changing operating patterns while keeping the average current of the power
consuming block constant. Three different operating patterns are generated
by changing the configuration in the power consuming block. The power
consuming block is modeled as a circuit consisting of N lines of M-stage
gate chains, as shown in Figure 4-2(b). The number of gate stages M and the
number of lines N are changed while keeping M*N constant. Figure 4-2(c)
shows examples of the operating patterns. From the simulation results shown
in Figure 4-2(d), it is found that the delay penalty does not strongly depend
on the operating patterns if a power switch with sufficient size is used and
hence the speed penalty is constrained to be sufficiently low (e.g. less than
1.02 in Figure 4-2(d)).
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Figure 4-2. Average Current Method. (a) Simulation circuit. (b) Power consuming block.
(c) Operating pattern. (d) Simulation results on speed penalty.

Based on this observation, the ACM has been proposed. In the ACM it is
assumed that the current dissipation is constant in the circuit to which
MTCMOS is applied, and hence AV is constant. This assumption is
appropriate because of the fact that the delay penalty is almost independent
of the operating patterns when targeting at sufficiently low delay penalty.
This makes it easy to analyze the delay penalty since the voltage drop at the
power switch and performance degradation can be treated as static
phenomena.

An analytical way to derive the required minimum power-switch size
from the given delay penalty is as follows. The gate delay at the supply
voltage Vpp is expressed as

C-Vop

20— 4.1)
,B(VDD - th)

7[Vple<

where £ is the drivability factor, C is the output load capacitance, « is the
saturation index, and Vil is the low Vth.

As previously demonstrated, the effective supply voltage of the power
gating circuit is Vpp-AV. It is assumed that gate delay is equal to that of the
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low-Vt CMOS circuits with the Vpp-AV power supply. The MTCMOS speed
penalty MSP expresses the ratio of the delay times at Vpp-AV and Vpp as

a-1
MSP = V,p, —AV] - Vpp — Vil 42)
Vol Vpp —VIL=AV
Now AV is obtained by
AV =RI = B—I (4.3)
w

where R and I are the power switch resistance and the average current
flowing the power switch, respectively. R’ is the normalized power switch
resistance and the actual R is determined by dividing R" with the power
switch width W. By rearranging Eq. (4.2) by substituting Eq. (4.3) into it, the
MSP can be rewritten as

MSP = 1 (4.4)

N
W V,,-Vi

The power switch width W is finally expressed as

1 R
W= : -1 4.5)
1-"%/Mmsp (VDD —th}

By knowing the average current I, the power switch size W is determined.
Equation (4.5) is convenient in roughly estimating the power switch size.
However, it contains several approximations. In order to determine the
power switch size more accurately, the following procedure is used instead.
First, two basic data are prepared: (i) the delay penalty dependency on AV,
and (ii) the I-V characteristics of the power switch near V4,=0. Examples of
(i) and (ii) are shown in Figure 4-3 (a) and (b), respectively. The resistance
of the power switch can be derived from the slope of the graph in Figure 4-3
(b). In this example, R is approximately 3 € with the gate width of 1mm,
leading to R’ of 3 Q-mm. The required power switch size for the given delay
penalty is derived in the following way. If a 2% delay penality is allowed, AV
is approximately 0.02 V from Figure 4-3 (a). When the average current [ is 5
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mA, the required power-switch size can now be determined using Eq. (4.3)
as

_R'I 3[Qmm]x5[mA] 15[mVmm]
AV AV AV

w

(4.6)

For AV=0.02 V, the power switch size W is calculated as 0.75 mm. For other
delay-penalty values specified, the power switch size W can be determined
as well in the same manner.
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Figure 4-3. Basic data for the ACM. (a) gate-delay dependence on the voltage.
(b) I-V characteristics of the power switch.

4.2.1.2 Design examples of Average Current Method

o NTT’s communication LSI [3]

The ACM has been applied to a 290K gates communication LSI designed
using 0.25 pm MTCMOS/SIMOX process. It is reported that the power
switch width determined using the ACM is 190 mm under the condition of
the average current 210mA and the delay penalty 1.02. Observation in the
measurement shows that the delay penalty is 2% for the 190 mm power
switch. Compared to the conventional method requiring the 1000 mm width,
the ACM reduces leakage power from 6 uW to 1 uW.
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e Samsung's PDA processor [4]

The ACM has been used at the power-gating design of a 32-bit
microprocessor for personal digital assistants (PDA's). The paper [4] reports
that a design flow has been built for MTCMOS using commercially
available tools. After synthesizing the RTL code, power consumption is
estimated to know the average current. The aggregate width of power
switches is determined using the ACM. Based on this width and floor-
planning information, power switch cells are inserted into the optimal
locations while taking into account the ground bounce. This methodology for
MTCMOS has been evaluated at a 16-bit DSP and a PDA processor for
0.18um CMOS technology. It is reported that 342 power switch cells with
the size of Sum have been inserted at a 958 x 957 pm’ module. The
transistor level simulation for the DSP indicates that the ground bounce is
9mV on average and varies up to 49 mV at the 1.8 V supply voltage,
resulting in degrading performance by 2%. In the fabricated PDA processor,
the measured leakage power in the sleep mode is approximately 2uW. This
number is 6000 times smaller than that of the non-MTCMOS
implementation.

4.2.2 Methodologies to unshare the power switches

The scheme to unshare the power switch has a great advantage that
power-switch sizing is simple and timing verification can be performed as in
the non-MTCMOS design. Meanwhile, the drawback is area overhead. Since
providing power switches for all the gates causes intolerable area penalty, an
approach to selectively apply MTCMOS in the circuit has been proposed,
leading to a Selective Multi-Threshold (MT) technique [5].

4.2.2.1 Selective MT technique

In the Selective MT technique, multi-threshold (MT) cells to which
power gating is introduced are employed only in the critical paths while
high-Vth cells are used in the non-critical paths [5], as shown in Figure 4-4.
The MT cell is composed of low-Vth logic transistors and a high-Vth power
switch. Basic structure of the MT cell is depicted in Figure 4-5.
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Figure 4-5. Basic structure of MT cell. (a) 2-input NAND cell. (b) 2-input NOR cell.

The MT cell has a control input "MTE" (MT Enable) to switch the
operation between active mode and standby mode. In the active mode, MTE
is set to 'l', resulting in performing fast logic operation with low-Vth
transistors in the MT cell. In the standby mode, MTE is set to '0". The high-
Vth power switch is tumed off, resulting in cutting off the sub-threshold
leakage path from VDD to ground. In addition to this structure, a circuit to
avoid output-floating at MTE='0' is incorporated into the MT cell, as
described later.

In the Selective MT technique, the MT cells are employed to speed up
the critical paths. This technique has the following advantages. First of all, it
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does not have a virtual ground line appeared in the shared power switch
scheme. Hence, the gate delay is not affected by the discharging pattern of
other gates. The size of the power switch can be independently determined to
be optimal within an MT cell. Second, mode switching between active and
standby can be performed at one clock cycle. Also, power consumption at
the mode switching is lees than the shared power switch scheme. Since
power switches exist only in MT cells on critical paths, the total transistor
width of power switches is much smaller than that of the shared scheme.
Because of this, static power in the active mode is reduced as well in the
Selective MT. Lastly, the data stored in flip-flops and latches are maintained
even at standby mode because high-Vth cells are used for them. It does not
require special flip-flop circuits (e.g. a balloon circuit [6]) which are used in
the shared power switch scheme.

The cell library and the design flow to support the Selective MT
technique are described below.

e Cell Library

The MT cells are essential components in the Selective MT. However,
they do not exist in the conventional ASIC library. It is reported in [5] that
instead of developing MT cells corresponding to the entire set of the ASIC
library they chose MT cells to develop under the following policies. First,
the cells with small drive strength are excluded. This is because the MT cells
are employed in the critical paths, and hence cells with small drive strength
are not likely to be used. Next, flip-flops and latches are excluded. High fan-
in gates such as 8-input gates are also excluded because these can be realized
by a combination of 2-input or 3-input gates. Finally, complex gates that are
expected to contribute to speed up the critical paths are added. Based on
these policies, 56 MT-cells including inverters, buffers, NANDs, NORs and
several complex gates with variations of drive strength have been developed.

As depicted in Figure 4-4, MT cells and high-Vth cells are cascaded in a
Selective MT circuit. In the structure shown in Figure 4-5, the output of the
MT cell may become floating at MTE='0". This may cause direct current
path at high-Vth cells locating at the fan-out of the MT cells. To avoid this
problem, a holding circuit to maintain the output voltage at MTE="0’ is
added to the MT cell. As an MT cell with an output-holder, "latch-type” and
"bypass-type" circuits shown in Figure 4-6 are proposed in [5]. In the latch
and bypass portions high-Vth transistors with the minimum transistor width
are employed. At the design of the MT cells, either of a latch-type or a
bypass-type circuit is chosen for each cell considering which type would
give smaller area. For example, a bypass-type is chosen for an inverter and
2-input NAND and NOR gates because it gives smaller area than the latch-
type for those gates. For 2-input AND and OR gates the latch-type circuit is
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chosen. The power-switch width has been determined as 3X the size of low-
Vth transistors. By using this size, the performance of the MT cell with
0.55V and 0.35V Vth's becomes almost equal to that of the original cell with
0.45V Vth in 0.18um CMOS technology.

[ VDD
A q
B q V4
-
_{
MTE I
J'\-_;____,:bypass

Figure 4-6. MT cell with output-hold circuit. (a) latch-type. (b) bypass-type.

e Design Flow

The Selective MT circuit shown in Figure 4-4 is not synthesized with
commercially available logic synthesis tools even though both MT cells and
high-Vth cells are given as the target library. The main reason is that even if
logic function is the same at both an MT cell and a high-Vth cell the number
of pins is different from each other. In other words, a high-Vth cell for
NAND?2 has two input pins (A and B) and an output pin (Z), while an MT
cell for NAND2 has three input pins (A, B and MTE) and an output pin (Z).
Hence, conventional tools are not capable of synthesizing a circuit in such a
way that MT cells are mapped to the critical paths while high-Vth cells to
non-critical paths.

In order to solve this problem, the following design flow has been
proposed [5]. First, logic synthesis from the RTL code is performed using a
conventional tool with high-Vth cells. Next, a Selective MT circuit depicted
in Figure 4-4 is generated from the output of logic synthesis. In [7] it is
described that the authors developed a tool identifying critical paths in a
high-Vth circuit, and replacing high-Vth cells with MT cells so the entire
circuit can meet the timing constraints. Cell replacement is performed from
the primary outputs toward primary inputs using a backward traversal
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algorithm [8]. By using this algorithm, high-Vth cells closer to the primary
outputs are more likely to be replaced with MT cells. This means MT cells
are located in late stages in the critical paths. This makes the arrival time
constraints on the MTE signal less critical. Since generation and propagation
of the MTE signal take a certain delay time, the cell replacement in a
backward fashion makes sense.

In the layout of a Selective MT circuit, routing the signal MTE is a key
process. Because the signal MTE has a large number of fan-outs, connecting
them only with metal wire and driving with a single buffer may cause
problems such as electro-migration. To cope with this problem, a buffer-tree
structure is automatically generated for the signal MTE in a clock-tree-
synthesis (CTS) fashion. This enables to build an optimal buffer-tree
structure taking into account the location of MT cells. In practice, since close
consideration of skew matching is not required for the MTE signal, only the
tree construction and the buffer placement are performed.

4.2.2.2 Design examples of Selective MT technique

As real design examples using the Selective MT technique, the Toshiba's
DSP core for W-CDMA cell phones and the Qualcomm's cellular baseband
chip have been reported in the literature.

¢ Toshiba's DSP core for W-CDMA cell phones [5]

The DSP core used in a baseband chip for cell phones requires very low
standby current because it is directly related to the standby time. In the
standby mode, cell phones intermittently page the base station to exchange
information on the location, wireless channels, synchronization, etc. This
operation is repeated at a certain period, as shown in Figure 4-7. It should be
noted that the time spent for paging is only 3% in the period and remaining
97% 1is a sleep time [7]. Hence, reducing the standby leakage current in the
sleep time is a key. In applications without the intermittent operation, power
shutdown at standby mode to reduce leakage might be possible. However, in
cell phones, power shutdown is accompanied by a significant overhead at
every mode change from active to standby and vice versa. This is because
saving the memory data before shutdown and restoring it after the wake-up
are required. This overhead is not acceptable for cell phones in timing and
power.
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Figure 4-7. Intermittent operation in cell phones.

The paper [5] reports that the use of high-Vth (0.55V) in the entire circuit
was needed to meet the standby leakage requirement for the DSP core in the
0.18um CMOS technology and the supply voltage of 1.5V. However, the
timing constraints for 100MHz cannot be met if only high-Vth cells are
employed. In order to speed up the critical paths in the active mode and
suppress the leakage in the standby mode, the Selective MT technique has
been applied to the module with the highest timing-criticality. As the result
of employing the Selective MT technique, 12% of high-Vth cells have been
replaced with MT counterparts in the module containing 34K cells. Figure 4-
8(a) shows a photograph of the test chip of the DSP core. The Selective MT
technique has been introduced to a part of random logic located in the center
of the chip. The fabricated chip operated at 100MHz. Area overhead is 10%
in the part to which the technique was applied.

Figure 4-8(b) shows the results on the measured leakage current. In order
to evaluate effectiveness of the Selective MT, leakage current has been
measured at MTE='0' and at MTE='l' for the same chip. At MTE='0',
leakage current at the standby mode is observed because the power switches
in the MT cells are turned off. In contrast, at MTE='1" the leakage current is
observed in the state that the power switches are turned on. It is found that
the leakage current at the standby mode is reduced to 1/2-1/3 by using the
Selective MT technique.
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Figure 4-8. (a) Test chip for Selective MT. (b) Results on leakage measurement.

e Qualcomm's cellular baseband chip [9]

Another real example of the Selective MT technique is the Qualcomm's
3G CDMAZ2000 1X cellular baseband chip. It contains GSM, AMPS, GPS,
Bluetooth and multimedia capabilities, and is implemented in a 130nm dual-
Vt CMOS process. The chip integrates a 32b ARM926 RISC processor, two
DSP’s and dedicated hardware accelerators. The RISC processor is required
to operate at 180MHz at the ambient temperature of 95°C for the slow
process corner. The required clock frequencies for the application DSP and
the modem DSP are 95MHz and 85MHz, respectively. In order to reduce
leakage power while meeting the performance goals, footswitch standard
cells (i.e. cells with power switches) have been employed in the critical paths.

In the layout, both non-footswitch and footswitch cells can be placed in
the same row. This guarantees that the selective insertion of footswitch cells
via automatic synthesis generates area-efficient layouts. The flip-flops use
high-Vth without footswitches to obtain both low leakage and state retention.
It is reported that the performance loss of each footswitch cell when
compared to its low-Vth counterpart is 10%. Although the average
footswitch cell is 1.25X the area of its non-footswitch counterpart, there is
only a 4% chip area impact since the footswitch cells are only used in the
critical paths and 66% of the chip consists of embedded RAMs and ROMs.
It is reported that the use of the footswitches improves the standby time by
3X-4X.
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4.3 FUTURE DIRECTIONS OF POWER GATING

4.3.1 Advanced circuit approaches for power gating

Although it has been shown that MTCMOS and selective MTCMOS are
effective in leakage current reduction at present, will they keep its
effectiveness in the future? Suppose when the supply voltage is decreased to
0.5V in the future or when the supply voltage is hopped to 0.5V in a
dynamic voltage scaling system. The power switch with 0.5V V1 does not
turn on in the very low supply voltage environments. Thus MTCMOS does
not work properly in the future. In order to cope with this issue, Boosted
Gate MOS (BGMOS) [10] and Super Cut-off CMOS (SCCMOS) [11] are
discussed in this chapter. Zigzag CMOS is also described, which realizes
less-than-a-clock-cycle wake-up time. It will be important in using power
gating as a substitute of clock gating in the future when the clock gating
loses its effectiveness as the leakage is getting dominant in power
consumption.

4.3.1.1 Power Gating in Lower Voltage (BGMOS and SCCMOS)

The circuit diagram of Boosted Gate MOS (BGMOS) is shown in Figure
4-9. In BGMOS, high drivability of a power switch is maintained by
boosting the gate voltage of the power switch to the higher voltage than Vpp,
say 2V. The high gate voltage can be either generated on chip or introduced
from the external environments. The high voltage, however, may cause
damage to gate oxide. To prevent the damage, the gate oxide should be
thicker than that of a normal transistor. This thick-oxide transistor may
increase the process cost but in many cases, there is a thick oxide transistor
in a standard process for analog, memory and /O blocks and they don't
necessarily mean a cost increase. Moreover, since the thick-oxide power
switch reduces not only the subthreshold leakage but also the tunneling
leakage of a gate. Thus, it will be more meaningful when the development of
high-k material is delayed.
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Figure 4-9. Boosted Gate MOS (BGMOS).

On the other hand, in Super Cut-off CMOS (SCCMOS) shown in Figure
4-10, the gate of a power switch is made negative in a standby mode. For
example, if the gate voltage is set at -0.2V, the leakage current in a standby
mode can be reduced about a factor of 1/100 due to the Vgg reverse bias. The
power switch is made with a low-Vy device so that the drivability is high
even at the low-Vpp environments. Figure 4-11 shows a measured
comparison among SCCMOS, MTCMOS and high-Vyy gate, all of which
show the same leakage at a standby mode. SCCMOS clearly shows a
superior speed at low Vpp and can be a power gating candidate for the future.
Compared with BGMOS, SCCMOS can be made without thick oxide and
thus has less process complication while handling negative voltage will give
little more circuit complication. If readers are interested, the circuit schemes
to handle the negative voltage are found in [13].

VDDT
" 4

Low-V '

Virtual V —_—
<Standby> <Active> 8 standby'{/lJ:Low-VTH
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Figure 4-10. Super Cut-off CMOS (SCCMOS).
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Figure 4-11. Measurement results for SCCMOS.

4.3.1.2 Power Gating with Quick Wake-up (Zigzag CMOS)

Currently one of the most effective ways to reduce dynamic power
consumption is clock gating. In [12], it is reported that the clock gating alone
reduced 70% of dynamic power in an MPEG4 chip. A bad news is that the
clock gating loses its effectiveness in the leakage dominant era. Even though
the clock is stopped, the subthreshold current continues to flow. It is easy to
come up with the idea of using power gating instead of the clock gating. In
the clock gating, however, the circuit should work from the next cycle when
a wake-up signal comes. Thus, to use the power gating in the same context
of clock gating, a quick wake-up within a fraction of a clock cycle is
necessary for the power gating.

MTCMOS is taking several cycles in a wake-up process and can not be
used instead of the clock gating. The slow recovery of MTCMOS is because
the voltage of all internal logic nodes goes to close to Vpp when a standby
mode lasts for a long time, assuming the MTCMOS uses a footer as a power
switch. Then, before returning to a normal operation, almost a half of all
internal nodes and Vggy are discharged to Vss. This means a full-swing
discharge of a huge capacitance and this essentially takes a long time and
even more time to make the peak current of the discharge within a practical
limit.

In order to overcome the shortcoming of MTCMOS, the zigzag CMOS is
introduced [13]. The circuit diagram and schematic waveforms for the
zigzag CMOS are shown in Figure 4-12 and Figure 4-13. Before going into a
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standby, a input phase control (phase-forcing) is carried out so that '0' and '1’
state of each internal node is always the same in a standby. For that purpose,
before going into a standby, a phase-force signal is asserted and then, all
internal node voltage are fixed irrespective of '0' and '1' of incoming signals
to the logic block. A footer switch is inserted for the gate whose output is '1'
after the phase forcing, and a header power switch is inserted for the gate
whose output is '0' in a standby mode. Since this footer and header
combination gives an impression of a zigzag, the scheme is called zigzag
CMOS although it is not always exactly zigzag.

_ Voo
standbyp'q['IMP Voov
phase-force ! O N -
Cln e | VU:V
standbyy, -I[:MN Ves

Figure 4-12. Zigzag SCCMOS.

standby, Voo phase-force

Vv /\\ /
DD ®
w AN
I | -

standby, b
DD U
Voow —/ ~——
VSSV ———\ /————
VSS ---------------
+—rr—r ¢ —r
Standby Active Standby

Figure 4-13. Schematic waveforms for zigzag SCCMOS.

The footer and header can be implemented as either MTCMOS, BGMOS
or SCCMOS. The original proposal was using SCCMOS and it was called
ZSCCMOS which corresponds to Figs. 4.12 and 4.13. In ZSCCMOS, after
the phase-forcing, the gate of a footer is applied negative voltage and the
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gate of a header is applied the higher voltage than Vpp. Even if the gate of
power switches is either Vg5 or Vpp instead of voltage outside the power
supply, one order of magnitude leakage reduction is possible due to the off-
off MOSFET stacking effects where the DIBL (Drain Induced Barrier
Lowering) effectively reduces the leakage. If Vs and Vpp are used instead
of negative voltage, the control circuit becomes very simple.

After the phase-forcing, '0' and '1' states do not change even though the
standby mode lasts for a long time. This is because the gate whose output is
‘0" ('1") is directly connected to Vgs (Vpp) without any power switch in a
standby mode. Consequently, in a wake-up process, there is no need for the
discharging and charging of internal nodes and this enables a fast wake-up.
Moreover, voltage of the virtual Vpp and Vg lines change only about 0.1V ~
0.2V in a standby mode and there is no need to charge and discharge the
lines at wake-up as is shown in Figure 4-13. This is another reason why the
wake-up of the zigzag scheme is fast.

In order to demonstrate the effectiveness of the zigzag concept, a Brent-
Kung adder is built with the ZSCCMOS scheme [14], whose
microphotograph is shown in Figure 4-14. Table 4.1 summarizes the results.
The ratio of the wake-up time vs. the clock cycle is 16%. This number
should be compared with 200% which is for the fastest MTCMOS wake-up
time reported. The wake-up time of the zigzag CMOS is one order of
magnitude shorter than that of MTCMOS and it is a fraction of a clock cycle.
If the power gating is used as an alternate method of the clock gating, it is
extremely important for the wake-up time to be much faster than a clock
cycle time, because if this condition holds, the standby enable signal for the
clock gating can be directly used as a control signal for the power gating.
This eliminates the need for a complicated procedure for generating control
timing signals for power gating and making fine-grain power gating practical.
When the leakage is getting more dominant, this type of quick power gating
will be used in conjunction with the zigzag scheme.

Table 4-1. Fast wake-up of zigzag CMOS.

Wake-up time(1) Clock cycle time (2) M)

0.3ns 1.9ns 16%

Fastest wake-up MTCMOS reported 200%
(J. Tschanz et al. in the reference [15]) ?
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Figure 4-14. Test chip for zigzag CMOS.

4.3.2 Directions of commercial EDA tools for power gating

In order for the power gating technique to be widely accepted among
designers, it is required to be supported by commercially available tools.
However, EDA tools to solve issues specific to the power gating have not
been supported so far. This situation is beginning to change. Sequence
Design announced to support the MTCMOS power gating by offering the
technology to analyze and optimize the design with the shared power switch
[16]. In their approach, the power switch is encapsulated in and modeled as
an independent cell, which is referred as a "switch cell". Low-Vth logic cells
referred as “MTCMOS logic cells” share the virtual ground line and the
switch cell, as depicted in Figure 4-15.
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Figure 4-15. Cell-based architecture supported by a commercial EDA tool.

Design analysis and optimization for power gating are performed in two
phases: the post-placement optimization and the post-route optimization. The
design flow is shown in Figure 4-16. In the post-placement optimization for
the power gating, the switch cells are automatically inserted to the optimal
locations. Sizing the switch cells is performed as well taking into account the
constraints. At the interface from the MTCMOS logic cell to a non-
MTCMOS logic cell, a holder circuit is needed to prevent from floating. The
holder circuit, referred as an “interface cell”, is automatically inserted at the
post-placement optimization stage as well.

In contrast, in the post-route optimization for the power gating, the
voltage of the virtual ground is checked against the user-specified voltage
limit. Resizing the switch cells is done when needed. These optimization
capabilities for the power gating are incorporated into PhysicalStudio from
Sequence Design.
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Figure 4-16. MTCMOS power-gating design flow.

4.3.3 Run-time power gating

Power gating techniques that have been developed so far mainly aim at
reducing leakage current at the standby mode. However, the requirement for
leakage reduction is extending to the active mode. This is because leakage
power dissipation increases exponentially with device scaling and is
projected to exceed dynamic power dissipation below 65nm feature size
[17]. This means that leakage current becomes the major contribution to
power dissipation in the active mode. As an attempt to save the leakage
power in the active mode, run-time power gating is explored at various
design levels. In this section, run-time power gating techniques at the
architecture level and those at the gate level are presented.

4.3.3.1 Run-time power gating at architecture level
Run-time power gating is performed by detecting the idle periods of

circuit components and dynamically turning off/on the power switches for
the components. In {18], an architectural technique to apply the run-time
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power gating to execution units of a microprocessor is presented. Putting to
sleep and waking up the execution units are controlled based on the time-
based approach and the branch prediction guided approach. In the time-
based approach, the execution units are put to sleep after observing a pre-
determined number of idle cycles. The execution units are made to wake up
once a pending operation is detected. Turning off/on the power switch for
the entire execution unit incurs energy overhead. Hence, when the idle time
is too short, the energy overhead is larger than the energy saving obtained by
putting the execution unit to sleep. In order to save the total energy
effectively, putting the execution unit to sleep should be done when the idle
time is long enough. Parameterized analytical equations are derived to
estimate the break-even idle cycles to gain the energy saving.

In contrast, in the branch prediction guided approach, the outcome of
branch prediction is used to power-gate the execution units. In a
microprocessor provided with a branch predictor, when a branch is
mispredicted, instructions following the branch are flushed from the
pipeline. The instruction fetching is then re-directed to the correct path of
execution. Hence, in the cycles following a branch misprediction, a large
part of the issue queue is flushed and the execution units are likely to be idle.
In the branch prediction guided approach, when a branch misprediction is
detected, the execution units are put to sleep immediately.

Analysis for the POWER4 microarchitecture indicates that using the
time-based approach the floating-point units can be put to sleep for up to
28% of the execution cycles at a performance loss of 2% [18]. For the more
difficult to power-gate fixed-point units, the branch prediction guided
approach enables the fixed-point units to be put to sleep for up to 40% more
of the execution cycles compared to the simpler time-based approach, with
similar performance impact.

Architecture-level run-time power gating is also reported in [19].
Analytical energy models to determine the sleep-mode activation policies are
studied for the integer functional units using dual-threshold domino logic
circuits.

A compiler-assisted power-gating technique for functional units is
discussed in [20]. The compiler identifies program regions in which
functional units are expected to be idle and communicates this information to
the hardware by issuing directives for turning units off at entry points of idle
regions and directives for turning them back on at exits from such regions.
Analysis shows that some of the functional units can be kept off for over
90% of the time at the performance degradation under 1%.
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4.3.3.2 Run-time power gating at gate level

A run-time power gating approach to make use of existing gated-clock
control signals is proposed in [21]. In this approach, the power switch for
combinational logic gates is dynamically turned off to reduce leakage when
their logic outputs are allowed to be "don't care” in the Finite-State-Machine
(FSM) circuits.

Circuits implementing FSM are composed of state flip-flops (F/F's) to
hold the state and combinational logic gates. In synchronous designs, data
stored in the F/F's are updated in synchronous with the clock edge. Since
dynamic power consumed in the clock network is quite large, a gated-clock
technique [22] is commonly used to reduce dynamic power of clock
portions. Figure 4-17 shows the circuit structure of gated-clock design. The
clock signal "CLK" and the enable signal "EN" are ANDed to generate
"Enabled_clock"”, being distributed to F/F's.

out_1
out_2

— FIF

=—{"-
[ | F/F
"]  FIF
>—]
in_1 —f>— EN

[
in_2 e ___D___D_.n_I_D_ Enabled_clock
CLK

Figure 4-17. Circuit structure of gated-clock design.

When EN is 1, the clock signal CLK is transmitted to Enabled_clock and
the output data of combinational logic network are loaded into the F/F's.
When EN is 0, Enabled_clock stays 0, resulting in holding the data in the
F/F's. Since Enabled_clock does not toggle at every cycle in contrast to
CLK, dynamic power can be reduced. Thus, the gated-clock technique is
used to reduce dynamic power at the clock network.

The enable signal in the gated clock, however, has the potential to reduce
leakage if we look at the FSM circuit in the following way. In the gated-
clock design, data stored in the F/F's are held when EN is 0. In other words,
the data to be fed to the F/F's by the combinational logic network can be
either 1 or O (i.e. don't care). In this condition, a portion of the combinational
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logic network is electrically disconnected from the ground to reduce leakage
current. Figure 4-18 illustrates the “dynamic sleep control” scheme proposed
in [21]. Combinational logic gates depicted as shaded in the figure are
disconnected from the ground when EN is 0. Those combinational logic
gates are referred as the “sleepable gates”. A high-threshold power switch is
provided in series with the sleepable gates and controlled by the signal EN.
When EN is 1, the power switch turns on and the sleepable gates perform the
normal logic operation. Results are stored into the F/F's. When EN is 0, since
the power switch turns off the leakage current flowing through the sleepable
gates is eliminated. The data in the F/F's is held irrespective of the output of
the sleepable gates. Combinational logic gates to generate the enable signal
are always made active because they are required to wake up the sleepable
gates as well as to put them to sleep. Hence the combinational logic gates to
generate the enable signal are referred as the “sleep control gates™.

out_1
out_2
 —
:rr::; . Virtual GND7 [:I;,', Power|switch
EN
CLK

shaded: sleepable gates
unshaded: sleep control gates

Figure 4-18. Dynamic sleep control scheme.

The algorithm to extract the sleepable gates from an FSM circuit is as
follows. As a baseline, a circuit to which a gated-clock design is already
applied is used. First, the enable signal EN of the gated clock is identified in
the circuit. Subsequently, the logic network is traversed backwardly from
EN toward inputs until reaching the primary inputs or the state F/F's. Every
gate visited in the traversal is marked as a sleep control gate. The state F/F's
and the AND gate for gated clock are also put into this set. Finally, the gates
that do not belong to the set of the sleep control gates are identified as the
sleepable gates.
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Experiments using the MCNC benchmark circuits [23] demonstrate that
51-84% of logic gates are the sleepable gates in the FSM circuits. In
addition, simulations for random input vectors indicate that those sleepable
gates become idle in 53-90% of the time in the entire operation cycles except
one example. Results are summarized in Table 4.2.

Table 4-2. Results from applying dynamic sleep control to MCNC benchmark.

Circuit name % of sleepable gates % of sleepable cycles

bbtas 54% 62%
bbara 68% 81%
bbsse 63% 53%

cse 63% 90%

dk14 67% 10%

keyb 84% 53%

lion9 51% 79%

sand 68% 56%

styr 72% 65%

Power analysis shows that leakage power in the active mode is reduced
by 30-60%. Figure 4-19 shows the simulation results on the power
dissipation. The entire power dissipation is saved by up to 20% at 125°C in
0.18uwm technology.

Power saving at the high temperature alleviates problems in the burn-in
testing such as throughput degradation and thermal runaway. In the burn-in,
the chip is heated up typically to 100°C-140°C and tested in a burn-in oven.
The total number of chips that can be simultaneously powered up for the
burn-in testing will likely be limited by the maximum power dissipation
capacity of the burn-in oven [24]. If all chips are active, then the total power
dissipation can reach the several kilowatt range. The maximum number of
chips that can simultaneously be powered up in burn-in is exponentially
reduced as the technology scales [24]. The exponential increase in the
leakage power is the main cause of this behavior. This leads to lowering the
throughput of burn-in testing and increasing the test cost per chip. Thermal
runaway is another problem that can be caused by increase of power
dissipation at elevated temperature [25]. Increase of power dissipation leads
to increasing heat dissipation. This results in raising the temperature and
increasing the leakage current. Such positive feedback can eventually cause
thermal runaway. Reducing leakage power in the active mode is essential for
the burn-in testing at scaled devices.
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Figure 4-19. Comparisons on power dissipation between the original design (org) and the
dynamic sleep control scheme (dsc) at 125°C, 1.8V, S0MHz in 0.18um technology.

Timing issues in the dynamic sleep control scheme are discussed in [26].
It is reported that the critical path arises at the wake-up to raise the enable
signal and put the sleepable gates back to operate. Analysis indicates that the
critical path delay increases to 1.3X-1.8X compared to the non power-gated
design. At the burn-in testing, however, a device is made to operate to
activate internal transistors and hence is not necessarily made to run at the
maximum frequency. In such a case this delay increase can be tolerated. By
providing a scheme to switch between the BURN-IN-TEST mode and the
NORMAL mode, the performance of normal operation is maintained. In the
BURN-IN-TEST mode the power switch is dynamically turned off/on, while
in the NORMAL mode the power switch is kept on. In order to apply the
dynamic sleep control scheme to the NORMAL mode as well, the

methodology to speed up the critical path for the wake-up needs to be
developed.

4.4 SUMMARY

Power gating is a very effective technique to reduce the leakage power in
nanoscale CMOS circuits. However, there are many issues to be solved
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when applying to real designs. In the scheme to share the power switch,
verification and validation of the critical-path delay is difficult because the
delay is sensitive to input vectors. Sizing the power switch plays an
important role. By securing the sufficient power-switch size, the delay
becomes insensitive to input vectors. Based on this fact, the required
minimum size of the power switch is determined from the average current of
the entire circuit. Unsharing the power switch gives another solution to avoid
the complex timing problem. By providing a power switch for individual cell
and selectively using such cells only in the critical paths, the performance is
improved at the minimum area penalty. In order for the power gating
technique to be widely accepted among designers, the support by
commercially available tools is required. In addition, in order to be
employed in future devices, circuit techniques for power gating at the scaled
supply voltage becomes necessary. Methodologies for run-time power gating
to reduce leakage power in the active mode will be essential as well.
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BODY BIASING
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5.1 INTRODUCTION

Reverse body biasing has been widely used in commercial memory chips
since the mid-1970s, in order to lower the risk of latchup and memory data
destruction, due to lack of substrate contacts for high density cell layout. In
logic chips, on the other hand, the substrate and wells are typically biased
stably to the ground and power potential with sufficient substrate contacts to
ensure that no devices become forward biased, raising the risk of latchup due
to unexpected operation of random logic circuits. Since the mid-1990s,
however, reverse body biasing has been applied in logic chips for a different
reason: power reduction.

CMOS power dissipation is increasing rapidly by device scaling [1].
Lowering power supply voltage, Vpp, is effective in reducing the power
dissipation, but at a cost of increase in propagation delay time. In order to
recover the circuit speed, transistor threshold voltage, V7, should be
lowered [2, 3, 4]. This approach, however, raises two problems.

The first problem is rapid increase in sub-threshold leakage in low Viy
devices. For every 0.1-volt reduction of Vy, sub-threshold leakage current
increases by about one decade. Battery life in portable equipment shortens
unless this leakage current is reduced in a standby mode. In standby leakage
current (IDDQ) testing, it is difficult to sort out defective chips by
monitoring the quiescent power supply current, because leakage current
caused by a defect cannot be detected under cover of the increased sub-
threshold leakage current. Since some kinds of defects are difficult to detect
by means other than the IDDQ testing [5], defect mixed rate may be
increased. Without the IDDQ testing it is more difficult to develop test
vectors for high test coverage as integration level improves. It is also
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expensive to provide large enough current to chips in a burn-in testing, since
Vrg is lowered at high temperature to further increase sub-threshold leakage.

The second problem is degradation of worst-case speed due to Viy
variation in low voltage operation [6, 7]. Delay variation due to Viy
variation, AVyy, is substantially increased at low Vpp's. The increased
variation of the operating speed degrades the chip performance, or increases
the chip size and the power dissipation to compensate for the speed
degradation. In order to keep the delay variation percentage constant in low
Vop’'s, AVyy should be reduced approximately by [8]

AVTH Tpd VDD

where T4 is propagation delay time. For example, when Vpp is lowered
from 1.5V to 1.0V and Vyy is lowered to maintain circuit speed (i.e.
To=Tpd) , AVry should be reduced by 18%. It is very difficult to lower
AV7y by this much by means of process and device refinement.

Power gating either on a board or in a chip can solve the battery life
problem, as discussed in Chapter 3 and 4, but it cannot solve the other
problems in association with the IDDQ testing, the burn-in testing, and the
speed degradation due to Vyy variation. Substrate biasing can solve all these
problems, since designer can control V74 by utilizing the body effect. In the
active mode Vry is compensated for process variation and accurately set to a
low voltage for low-power, high-speed circuit operation at low supply
voltages. In the standby mode, the IDDQ testing, and the burn-in testing,
Vry is raised so that the sub-threshold leakage can be reduced substantially.

The body effect is given by the following equation.

Viw =Vimo + yl.'\/(2¢b _VBS)_\/2¢IJ J>
2e,.qN, , ¢, = £T-ln(—) , (5.2)
q

in which Vg is the substrate potential, Vg is Vo for Vs =0V, 1, is the gate-
oxide thickness, &, is the dielectric constant of the silicon dioxide, &; is the
permittivity of silicon, N, is the doping concentration density of the
substrate, N, is the carrier concentration in intrinsic silicon, & is Boltzmann’s
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constant, g is the electronic charge, and T is the absolute temperature. The
constant, y, characterizes the body effect, and is called the body effect
coefficient.

In recent years, the purpose of substrate biasing has been extending.
Originally, it was utilized to reduce sub-threshold leakage in a standby mode
for portable applications and in testing. More recently, it has been employed
to reduce the maximum power dissipation by lowering Vry in active mode,
and by compensating variations in Vrzy in a high-end microprocessor. In the
future, it may be used for extending battery life in an active mode by
adjusting Vry in accordance with workload.

Accordingly, the bias range has extended from reverse body bias (RBB)
to forward body bias (FBB) in order to maintain the coverage of Vyy change
in scaled CMOS devices. Adaptive control techniques are also changing in
terms of a control scheme (closed loop control or open loop control), control
objectives (Vry alone, or together with Vpp and frequency), a control method
(analog control, digital control, software control), and accuracy (space
granularity and time granularity).

In this chapter, circuit techniques as well as control schemes for
substrate biasing will be presented and future directions will be discussed.
Please note that the terms, body bias, substrate bias, well bias, and backgate
bias refer to the same concept of the threshold voltage modulation using the
fourth terminal of the MOSFET.

5.2 REVERSE BODY BIAS

5.2.1 Variable Threshold-voltage CMOS (VTCMOS)
Technology

A VTCMOS technology [7, 8, 9, 10, 11, 12] controls Vr; by means of
substrate bias control. In this technique, devices are fabricated for lower Vry
than a design target, and Vyy is set to the target by adjusting the substrate
bias, Vpp. Since sub-threshold leakage current depends very strongly on Vry,
Vru can be compensated for variations by feedback control of Vpp such that
monitored leakage current is set to a target value. In the standby mode, the
IDDQ testing, and the burn-in testing, the bias is adjusted to set the target
Vi value high enough to reduce the leakage current by several decades as
compared to active mode. Three schemes are developed for different
purposes.
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Figure 5-1. Self-Adjusting Threshold-voltage (SAT) scheme.

5.2.1.1 Self-Adjusting Threshold-voltage (SAT) Scheme

An SAT scheme, depicted in Figure 5-1, compensates for the Viy
variation [8, 9]. The sub-threshold leakage current is monitored by a
Leakage Current Monitor (LCM). The substrate bias is generated by a Self

Substrate Bias circuit (SSB). LCM activates SSB when a monitored leakage
current in LCM, lieq 1ous s larger than a target preset value, I, SSB lowers
Ves by pumping out current from the substrate [13]. Accordingly, Vyy is
raised and j,q 1cp 18 reduced. When .4 Loy becomes smaller than /.., LCM
stops SSB. However, the substrate current due to the impact ionization and
the junction leakage raises Vpp gradually again. Accordingly, Vg is lowered
gradually and I cm increases. When I, cn becomes larger than I,
LCM activates SSB again. By activating SSB intermittently in this way, Vg
can be set to the target value, and consequently, its process induced variation
can be compensated to be smaller. Since the SAT scheme can compensate
for the Viyy variation but cannot reduce standby power dissipation, it is
suitable for active power reduction and circuit speed improvement of LSI’s
for desktop use.

5.2.1.2 Standby Power Reduction (SPR) Scheme

An SPR scheme is for reducing the sub-threshold leakage current in the
standby mode as well as in the IDDQ testing and the burn-in testing [10, 11].
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Figure 5-2. Standby Power Reduction with SSB (SPR w/SSB) scheme.

In the active mode, the p-well voltage is set to Vs and the n-well to Vpp
(zero body bias; ZBB). In the standby mode and the IDDQ testing, the
reverse body bias (RBB) is applied by using external power supplies or SSB,
in order to raise Vyy.

There are three implementations. The first one is to connect the substrate
contacts to pads so that RBB is applied in the testing by external power
supplies for the leakage current reduction. In shipping the chip as a product,
Vss and Vpp are provided to the Pads for ZBB.

The second implementation is to switch the substrate bias between RBB
and ZBB by using a switch circuit, namely an SPR with Switch scheme {10].
The advantages of this approach are that the circuit is very simple and small
and that switching can be made faster than 0.1us. The drawback, on the
other hand, is that two additional external power supplies are required.

The third implementation, depicted in Figure 5-2, is to generate the
substrate bias in the standby mode by SSB, namely an SPR w/ SSB scheme
[8]. The advantage of this approach is that the standby power reduction can
be carried out without adding any external power supply. The drawback is
that it takes several hundred microseconds to reduce the leakage current,
even though it takes only 0.1us to return to the active mode.

Since the SPR scheme reduces sub-threshold leakage in the testing and
the standby mode but cannot compensate for the Vg variation, it is suitable
for maintaining test quality and power reduction of LSI’s for portable
equipment when Vr is lowered for high speed operation at low voltages.
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5.2.1.3 SAT+SPR Scheme

Leakage in Nanometer CMOS Technologies

The third scheme is a combination of the SAT and SPR schemes,

depicted in Figure 5-3 [8].

The substrate is biased deeper by SSB and

shallower by a Substrate Charge Injector (SCI). Figure 5-4 illustrates the
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Figure 5-4. Substrate bias control in SAT+SPR scheme.
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substrate bias control. By setting two additional substrate potentials as
references, Viive+) and Vieuve)» around a target reference of V., recovery
time is shortened when Vg moves away from V.., and also controllability
around V.. is improved. After a power-on, Vjp is higher than Vi), and
SSB begins to draw 100pA from the substrate to lower Vpp using a SOMHz
ring oscillator. This current is large enough for Vgg to settle down within
10us after a power-on. When Vg goes lower than Vigive), the pump driving
frequency drops to SMHz and SSB draws 10puA to control Vgzz more
precisely. SSB stops when Vpp drops below Ve Vs, however, rises
gradually due to device leakage current through MOS transistors and
junctions, and reaches V.. to activate SSB again. In this way, Vg is
controlled at V. by the on-off control of the SSB. When V35 goes deeper
than Ve, SCI turns on to inject 30mA into the substrate. Therefore, even
if Vg jumps beyond Vicver+) O Vieriver) due to power line bump for example,
Vg is quickly recovered to V., by SSB and SCI. When the St’by signal is
asserted to go to the standby mode, SCI is disabled and SSB is activated
again and 100uA current is drawn from the substrate until Vpp reaches
Vianavy- Vap 15 set at Vauapy In the same way by the on-off control of the
SSB. When the St’by signal becomes "0" to go back to the active mode,
SSB is disabled and SCI is activated. SCI injects 30mA current into the
substrate until Vg reaches Vi) Vg 1s finally set at V.. In this way,
SSB is mainly used for transition from the active to the standby mode,
whereas SCI is used for transition from the standby to the active mode. The
active-to-standby mode transition takes about 100us, while the standby-to-
active mode transition is completed in 0.1ps.

This scheme is suitable for power reduction, circuit speed improvement,
and test quality maintenance of LSI’s for portable use.

5.2.2 VICMOS Circuit Techniques

Three circuit techniques are essential: (1) the leakage current monitor,
LCM, (2) the self-substrate bias generator, SSB, and (3) a combination of
SSB and a charge injector.

5.2.2.1 Leakage Current Monitor

In Figure 5-1, the ratio of I, cm to the total leakage current in a chip,
Licak.chip» OF the leakage current detection ratio, X, cu, 1s given by
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s —Viu \
X _ Ly 1om _ Wien lo(v Y )'$ _ Woen ,10? (5.3
LMy oW, 107 W ’ )
leak .chip chip chip

where W, is effective total channel width corresponding to the total
leakage current in the chip, Wy, is channel width of a monitor transistor in
LCM, and V), is its gate potential. Since Ij...1cm leads to a power penalty of
LCM it should be as small as possible. Too small I, 1cp, however, slows
LCM response speed, which enlarges fluctuation of Vg caused by the on-off
control of SSB, resulting in larger dynamic error of Vo, When L 1cn 18
IuA for the chip leakage current of 1mA, X;cy is 0.1%. Given V,, =285,
which is approximately 0.2 volts, the size of the monitor transistor can be
designed as small as approximately 0.001% of the effective total transistors
in the chip.

A bias circuit for V) that is depicted in Figure 5-1 is developed. A
current source is designed such that the two transistors are operated in the
sub-threshold region. As the drain currents of the two transistors are equal,

W2 . lo(VI—Vb—VTH)/S — m . 10(V1—VTH)/S

W.
Y, = s~logW2 : (5.4)

1

Substituting Eq.(5.4) into Eq.(5.3),

W, W,
Xiey = et (5.5)
u/('hip VVI

X.cm can be designed only by transistor size ratio and independent of the
power supply voltage, temperature, and process variation. If V, is generated
by dividing voltages between Vpp and Vs by resistors, V, =A -V, and
consequently, X;cy is a function of Vpp and S. Since S is a function of
temperature, X;cy depends on Vpp and temperature, which is not desirable.
Variation in X;cy, analyzed by SPICE simulation, is within 15%, which
results in less than 1% error in Vg controllability.

5.2.2.2 Self-Substrate Bias

A schematic diagram of a pump circuit in SSB is depicted in Figure 5-5.
P-channel transistors of the diode configuration are connected in series and
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their intermediate nodes are driven by two signals, @1 and ®2, in 180° phase
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Figure 5-5. Pump circuit.

shift. Every other transistor therefore sends current alternately from p-well
to Vs, resulting in lower p-well bias than Vss. The SSB circuits are widely
used in DRAM’s and E°PROM’s. The driving current of SSB is around
100uA. Circuit size can be smaller at low Vpp since substrate current
generation due to the impact ionization is reduced significantly at low supply
voltages.

5.2.2.3 Combination of SSB and Charge Injector

When using both SSB and a charge injector such as M; in Figure 5-2 and
SCI in Figure 5-3, special care should be paid to keep any transistor from
receiving high voltages and to prevent leakage current.

In the active mode in Figure 5-2, SSB stops, and transistor M, is turned
on, and the substrate is connected to Vss. In the standby mode, M, is turned
off, and the substrate bias is controlled by LCM and SSB in the same way as
in the SAT scheme. In order to turn off M, completely, the gate potential
should be lowered with respect to the substrate potential, as the source is
connected to the substrate. For this purpose, a diode D, is inserted between
the gate and the source of M;, and SSB is connected to the gate. When SSB
pumps current out and the gate potential of M; reaches -0.7 volts, the diode
D, turns on. Thereafter SSB keeps the gate-source voltage of -0.7 volts to
turn M; off completely, and pumps the substrate current out to lower the
substrate potential. At this point, in order to keep a transistor M, from
receiving over-voltage, a transistor M3 whose gate is connected to Vs is
inserted between the drain of M, and the gate of M, to clamp the drain
potential of M, higher than Vse+Vry,. In transiting to the active mode, both
LCM and SSB are disabled, M, is turned on and so is M,. At this point, the
gate voltage of M, should be raised gradually in accordance with the rise in
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Figure 5-6. Auto-Backgate-Controlled MT-CMOS circuit.

the substrate potential for the reliability. By inserting three diodes, D,, Ds,
and Dy, between the gate and the source, the gate-source voltage of M; is
clamped to 1.8 volts for protection. When the substrate potential rises to
Vss-Vru, this clamp circuit is released, and Vpp is provided to the gate to turn
on M, strongly.

In SCI in Figure 5-3, a p-channel transistor M; whose gate is connected
to Vs is inserted to divide the voltage of Vpp+|Vps| and keep any transistor
from receiving high voltages. Furthermore, to keep the substrate from being
biased forwardly, an n-channel transistor M, whose gate is connected to Vs
is also inserted. |Vgs| and [Vip| of M, and M, never exceeds the larger of Vpp
and |Vst(m(lby|-

5.2.2.4 Combination of RBB and Power Gating

RBB can be applied by raising source potential, instead of applying
negative potential to body. An example circuit is depicted in Figure 5-6 [14].
In the standby mode when power gating transistors (Q1 and Q2) are turned
off, the potential voltage of virtual power line VGND is raised and VDD is
lowered by diodes (D1 and D2) to the point where chip leakage current and
diode forward current balance. Body potential is determined by the number
of the diode connections in series and the size of them. It is an advantage
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that no pump circuit is required. It is a drawback, though, that fine control
of Vry is very difficult.

A 32-bit RISC microprocessor is implemented with the body bias
control circuit in Figure 5-6 [14]. Measured threshold voltages of NMOS
transistors are 0.12V and 0.40V, and those of PMOS devices are -0.20V and
-0.48V, in the active mode and the standby mode, respectively.

5.2.3 VTCMOS Performance and Penalty

5.2.3.1 Vyy Controllability

An MPEG-4 video codec chip [15] is fabricated in two runs. The target
of Viy in one run is 0.05V and that for the other is 0.15V by changing
conditions of ion-implantation. About 40 chips are measured for each Vry
condition in the following three ways: (1) Vyy as processed by ZBB; (2) Vi
controlled by VTCMOS in the active mode, and (3) Vpy controlled by
VTCMOS in the standby mode. In (2), the MPEG-4 chip is operated with
test vector inputs so that the measurements include dynamic errors, such as
those due to substrate noise influence. The measured results at 27°C and
70°C are plotted in Figs. 5.7 (a)-(d). The VTCMOS technology reduces Vry
variation from 0.1V to £0.05V in both the active and the standby modes,
and raises Vry by 0.25V in the standby mode.

Measured temperature dependence of Vg is 0.7mV/°C for an NMOS and
-0.7mV/°C for a PMOS under the VTCMOS control, whereas the values are
-1.3mV/°C and 2.0mV/°C, respectively, in the conventional CMOS device.
When Vpp is around 0.5V, the drain current shows positive temperature
dependence, since the increase in the drain current by Vpy decrease
surmounts the mobility degradation [16]. This may cause thermal runaway
if the sub-threshold leakage becomes the dominant component in power
dissipation at low V7y. Thus, in a scaled device with low Vpp and low Vi,
temperature dependence control becomes indispensable. The temperature
dependence of Vry in VICMOS can be controlled by controlling the
temperature dependence of the target leakage current source (/,,0) in LCM.

Chip leakage current is measured at 27°C and 70°C, and the results are
plotted in Figure 5-8. The horizontal axes is the average of |Vay,|+Vrun.
The VTCMOS technology sets the leakage current below 10mA in the active
mode and below 10uA in the standby mode, independently from processed
Vry and temperature.
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5.2.3.2 Switching Response

In the SPR w/ SSB scheme and the SAT+SPR scheme it takes 100us for
SSB to pump current out to transit to the standby mode, whereas it takes
0.1ps for a transistor to inject current to go to the active mode. This “slow
falling asleep but quick awakening” feature is in most cases acceptable.

5.2.3.3 Power Penalty

Power penalty for SSB and LCM is very small. Substrate current due to
impact ionization is approximately only a few tenths of a percent of the
power current. The substrate current is almost independent of the operating
frequency. From this fact, it is inferred that current due to the impact
ionization at non-switching transistors dominates the substrate current at low
Vry. SSB in its equilibrium control pumps out the same amount of the
substrate current as is generated, for which SSB consumes several times
more current from the power supply. Consequently, SSB power dissipation
is less than 1% of the chip power current, when the substrate potential is
under equilibrium control. LCM, on the other hand, consumes power all the
time to monitor the leakage current. The smaller the power for LCM, the
slower the response time, and the larger the control error of V. Typical
value of the LCM current is 3uA. In the standby mode, this static power is
larger than the dynamic power of SSB. In most systems, however, smaller
than 101A standby current is considered negligible.

Switching between the active mode and the standby mode, by charging
and discharging substrate capacitance, also consumes power. Suppose, for
instance, that the substrate capacitance for 10mm?® is 5nF, and that the
substrate potential is changed by 3 volts. The energy required for charging
and discharging the substrate each time is SnF x (3V)?, that is 0.05 pjoule,
and is negligibly small.

5.2.3.4 Area Penalty

Compared with the power gating where the power supply is controlled,
the substrate bias can be controlled by a much smaller circuit, since much
smaller current flows in the substrate than in the power supply lines. Area
penalty of the VTCMOS circuit itself is less than 1%, but area penalty for
separation of the substrate contacts may be 6% at most. In order to bias the
substrate all the substrate contacts should be routed together to the substrate
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bias control circuits. A practical layout method is illustrated in Figure 5-9.
Substrate contacts in a leaf cell are removed automatically by a mask data
processing program so that a standard cell library does not have to be re-
designed. Substrate contacts are automatically placed with regular vertical
lines for distributing substrate biasing. The area penalty can be reduced if
the number of the substrate distributing lines is reduced, which raises
concerns about the latch-up immunity and the substrate noise influence.

Figure 5-9. Substrate contacts layout in VTCMOS.

5.2.3.5 Latch-Up Immunity

Generally the following three triggers are considered to initiate latchup:
(1) forward bias of the substrate with respect to the source diffusions during
power-up due to capacitance coupling between them, (2) substrate current
due to impact ionization in the active mode and the burn-in test, and (3)
current injection from the I/O circuits due to overshoot and undershoot of
input and output signals.

While the SSB is not sufficiently operated during power-up, the substrate
may be biased forwardly due to capacitance coupling between the source and
the substrate, resulting in rush power current or latchup problems [17]. A
parasitic lateral npn-bipolar transistor, Qy, is first turned on. The collector
current of Q in turn lowers the potential of the n-well against the p-channel
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transistor source, and turns on a parasitic vertical pnp-bipolar transistor, Qy,
to initiate latchup. The same thing may happen in DRAM. However, in
DRAM the n-well is tied to Vpp and only the p-substrate is biased by SSB.
In this case, Q. is more likely to turn on than in VTCMOS, but Qy is more
unlikely to turn on because the n-well is tied to Vpp. Since VTCMOS biases
both the p-substrate and the n-well, latch-up immunity during power-up may
be degraded in VICMOS. However, latch-up prevention techniques
developed for DRAM can be applied to VICMOS. For example, during
power-up a power-on-shunt circuit works to shunt the p-substrate to Vs and
the n-well to Vpp [17]. The power-on-shunt circuit is depicted in Figure 5-

Voo Controller VT circuit: Logic
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Figure 5-10. Power-on-shunt circuit to prevent latch-up during power-up.

10. It works in the following way: a connection node of a resistor (R) and a
capacitor (C) in series between Vpp and Vg first resets a D-type flip-flop and
initializes a counter, and then it activates the counter after the time constant
of RC. When the counter counts up to a certain number the flip-flop is set
and the counter stops. The Q output of the flip-flop is used for the power-
on-shunt signal which shunts the substrate to Vi for that time after power-
up.

Internal latchup in the active mode can be prevented by designing high
current pumping capability for the SSB. In the burn-in test at over-voltages
the substrate current due to impact ionization may exceed current pumping
capability of the substrate bias control circuit, and finally the substrate bias
rises abruptly, thereby causing latch-up or a latchup-like breakdown
phenomenon [17]. Therefore the SSB must be designed to handle the
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substrate current not only during normal operation, but also during the burn-
in test.

I/O latch-up is reduced, since the substrate is not tied to the power lines.
For example, when undershoot signal of -V,, (<-0.7V) is received at an input,
current flows out from the p-substrate through an input ESD protection
device. In this case, the p-substrate is biased to -V;,+0.7V (<0V), due to a
pn-junction between p-substrate and n-diffusion in the ESD protection
device, and therefore Qp is unlikely to turn on. When overshoot signal is
received, Qv is unlikely to turn on in the same way. However, when another
n-well exists close by, Qy may eventually turn on there. One way to prevent
it is to apply high bias to the n-well for the input protection device to keep
Qv from being turned on by the overshoot signal. Another sure method is to
employ a triple-well structure to bias only the internal p-well and n-well,
which are completely separated from the I/O portion by a deep n-well. In
this approach, high Vry is also necessary for the I/O circuits.

In any case, when Vpp becomes lower than the holding voltage (typically
around 1.5V), latch-up never occurs. The substrate resistance can be
reduced by employing an epitaxial layer or a retrograded well, and the
current gain of Qg can be lowered by introducing a shallow trench isolation.
These process options raise the holding voltage. As long as Vpp for the
burn-in test is higher than the holding voltage, latch-up prevention should be
considered in circuit and layout designs. Eventually, however, low-voltage
CMOS will be free from latch-up.

5.2.3.6 Substrate Noise Influence

Tracking jitter for DLL and a shmoo plot for SRAM, both of which are
very sensitive to substrate noise, are measured under noise generated on the
same chip[12]. The DLL and the SRAM share the same p- and n- wells with
the noise generator. Two variants are designed in terms of the number of the
substrate contacts per the well strip: (1) only one substrate contact at the
bottom, and (2) 400 substrate contacts in equal density. In (1), the noise
generator is operated at 50MHz, whereas, in (2), the noise generator is
disabled. Measured DLL tracking jitter and SRAM shmoo plot are
presented in Figs. 5.11 and 5.12. No distinguishable difference is found
between the two variants. Several reasons are considered. Noise in one
phase is canceled out by that in the opposite phase. Only a small number of
gates are propagating signals at any given moment, while all the rest are
static and stabilizing the substrate potential with their junction capacitance.
At lower supply voltages, smaller substrate noise is expected, due to the
impact ionization and capacitance coupling between the drain and the
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substrate. Simultaneous switching of large number of data at a local area,
however, should be treated with care.
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Figure 5-11. Measured DLL tracking jitter.
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Figure 5-12. Measured SRAM shmoo plot.
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5.2.3.7 Technology Scaling of Reverse Body Bias

The power supply voltages will be lowered as the CMOS device is
scaled. Is it then possible to make a large enough change in Vry through the
substrate bias even in low-voltage devices?

Suppose a scaling theory of VITCMOS based on the constant field MOS
scaling theory where both device dimensions (which include channel length
and width represented by x and oxide thickness ¢,,) and device voltages (V)
are scaled lineally by 1/x (x is a scaling factor larger than 1) and the
substrate concentration density (N,) is raised by k. The resultant effect of
the scaling is summarized in Table 5-1.

Table 5-1. VTCMOS scaling theory.

Parameter Scaling
Scenario
Device
Horizontal size (IL,W) X 1/x
Supply voltage Vv 1/x
Oxide thickness Tox 1/x
Electric field across gate oxide E 1
Substrate doping Ny K
Circuit
Current 1o VY%t /x4
Load capacitance C < x¥t, 1/
Gate delay t o< CV/I /"8
Power density p < VI/x* K6
VICMOS
Body effect coefficient Y <t Ny 05 x>
Substrate bias for constant Vg shift Vep o< 1/ yz K
Maximum applicable substrate bias Vagmax < V 1/x
Leakage power density Plear & V/x 1
Leakage power density / Power density  pjeu /P 1/x%¢

Assumptions and reasons are as follows. (1) The transistor on-current is
proportional to (1/¢,)(W/L)(Vpp -Vm)l'4 [18]. (2) The body effect coefficient
vy is given by Eq. (5.2). (3) Vpp required to raise Vyy by a certain amount is
almost proportional to 1/y?, which is derived from Eq. (5.2) by putting ¢=0.
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Figure 5-13. Optimum reverse body bias.

(4) The maximum V3 caused by avalanche breakdown must be proportional
to Vpp, because otherwise it will not be possible to perform a burn-in test.
Table 5.1 shows that ¥y is reduced by 1/ «/E , and Vpp required to raise Vry
by a certain amount is increased by k. On the other hand, an upper limit on
Vg is reduced by 1/ k. In theory, it will eventually be difficult to cause large
enough change in Vry through RBB.

Furthermore, junction band-to-band tunneling leakage, as well as short
channel effects (SCE) and drain-induced barrier lowering (DIBL), should be
taken into consideration.

As Vg increases, the sub-threshold leakage decreases, while the junction
tunneling leakage increases. As a result, there is an optimum reverse body
bias which minimizes the total chip leakage power, as depicted in Figure 5-
13. Measurement shows [19]: (1) the junction leakage current is dominated
by bulk band-to-band tunneling, not surface band-to-band tunneling that is
called gate-induced drain leakage (GIDL), (2) the optimum RBB value
reduces by about 2X per technology generation, and (3) the maximum
achievable leakage power reduction by RBB diminishes by around 4X per
generation under constant field technology scaling scenario. New junction
engineering techniques to reduce the bulk band-to-band tunneling leakage
current component across the junction are needed to preserve the
effectiveness of RBB for standby leakage control.
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In applying RBB, the drain-substrate depletion layer extends, which
worsens SCE and the Vg variations across a die. Furthermore, v is reduced
more in a shorter channel transistor, since channel potential is more
influenced by drain than by substrate due to the DIBL effect. Coupled with
SCE, the Vpy variation across a die is increased by the substrate bias.
Measurement in 0.18um single-Vyg and 0.13um dual-Vyy logic technologies
for high performance microprocessors shows [20]: (1) RBB becomes less
effective for leakage reduction at shorter channel lengths and lower Vyy at
both high and room temperatures when leakage currents are large, and (2)
RBB effectiveness also diminishes with technology scaling primarily
because of worsening SCE, especially when the target Vry value is low.

These observations motivate an extension of the body bias technique
from RBB to forward body bias (FBB), which will be discussed in the next
session. More discussion about V4 variation in associated with the short
channel effect may be found in Chapter 6.

5.2.3.8 Reverse Body Bias in 65nm Technology Generation

The simplified scaling theory predicts that it will eventually be difficult
to cause a large enough change in Vg through RBB. In practice, RBB is
still effective in the 65nm technology generation by careful channel
engineering and Vpp control [21].

Measured Ips-Vis characteristics of an NMOS transistor whose channel
length is 50nm and gate oxide thickness is 1.3nm is depicted in Figure 5-14.
Different Vpp's and Vgg's are provided for different /,, and I, targets in
three operation modes; a high-speed mode, a nominal mode, and a power-
save mode. In the nominal mode, the transistor is operated with Vpp=0.9V
and Vpp=-0.5V for 1,,=650uA and I,;=10uA, for standard performance. In
the high-speed mode, the transistor is operated with Vpp=1.2V and Vgp=0V
for 1,,=1150pA and I,;=85UA, which is 75% higher drivability compared
with the nominal mode. In the power-save mode the transistor is operated
with Vpp=0.6V and Vpp=-2.0V for 1,,=120uA and I,;=0.3uA, which is only
3% leakage current of that in the nominal mode. In this way, by varying Vpp
and Vpp, transistor performance can be set for high performance and low
power dissipation.
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Measured leakage current dependence on Vjp is depicted in Fig 5.15 by
its four components; gate leakage current from and to the next-stage gate, Igo
(Vgs=0V and Vps=1V) and I; (Vgs=1V and Vps=0V), sub-threshold leakage
current, Ipy (Vgs=0V and Vpe=1V), and the bulk band-to-band tunneling
leakage current across the junction, Iz (V5=0V and Vps=1V). RBB
efficiently reduces Ipp by two orders of magnitude. Even though RBB
increases Iy, it remains smaller than I, for Vze<-2.0V. RBB has no effect
on Ig and Ig;, and I;; dominates the leakage current, limiting leakage
reduction effect by RBB when larger than -0.5V RBB is applied. However,
I;; reduces effectively as Vpp is lowered, as depicted in Figure 5-16 where
measured leakage current dependence on Vpp is plotted. Leakage current
can be reduced by two orders of magnitude by controlling both Vpp and V.

Gate oxide reliability in terms of Vyy shifts are caused mainly by three
mechanisms; 1) hot-carriers caused by lattice scattering in NMOS transistors,
2) time-dependent dielectric breakdown (TDDB) caused by lattice defects in
PMOS transistors, and 3) negative bias temperature instability (NBTI)
induced by positive charges created at Si/SiO, interface and in oxide under
prolonged RBB in PMOS transistors. Measurement results show that RBB
neither affects the NMOS hot-carrier lifetime nor the PMOS TDDB, but
worsens the NBTI degradation. Lowering Vpp reduces NBTI effect
significantly. Available Vpp and Vg range for reliable transistor design with
1.1-1.6nm gate-SiON in association of hot carrier, TDDB, and NBTI is
summarized in Figure 5-17. Reliability can be secured by controlling both
VDD and VBB-

5.3 FORWARD BODY BIAS

5.3.1 Forward Body Bias Effectiveness

Extension of the drain-substrate depletion layer with reverse body bias
(RBB) worsens the short channel effects (SCE), and hence, Vyy variation
across a die. Furthermore, v is lowered in a shorter channel transistor, since
channel potential is influenced more by drain than substrate due to the drain-
induced barrier lowering (DIBL) effect. SCE and DIBL are particularly
severe in low-Vry devices because reducing channel doping to lower Vg
causes the channel depletion depth to become larger. From these
observations, the range of substrate biasing is extended from RBB to
forward body bias (FBB). FBB is applied to a transistor with high Vry to
bring Vyy down to the target value. Experimental results by test chip
measurement are summarized in this session. Details may be found in [22].
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5.3.1.1 FBB for Improved Performance and Leakage Control

Figure 5-18 shows measured drive current (/,,) and leakage current (/)
dependence on gate length of two types of NMOS transistors in 130nm
technology generation, one with low Vry with no body bias (NBB) and the
other with high Viy with 400mV FBB. The worst-case gate length, L, is
determined by the worst case I constraints. Nominal gate length, L, is
governed by the 30 critical dimension control supported by the
manufacturing technology. Figure 5-18 shows that applying 400mV FBB to
a high-Vyy transistor allows L,,, to be reduced by 15% from that of a low-
Vru transistor with NBB for the same worst-case I, constraint (100nA/pum)
and the same 30 critical dimension control (15nm). At the same time, their
I,, values are virtually identical. This improvement in Lnom is due to
reductions in SCE and DIBL by FBB to a high-V7y transistor, and results in
lower switched capacitance which improves circuit performance. However,
taking advantage of reduced SCE by lowering channel length is only
possible in a technology which has not reached the lithography limit. If
devices are already fabricated at the minimum channel length, an alternate
technique can be used in which FBB is used to match the Iy of a low-Viy
device with NBB at the same channel length. Figure 5-19 depicts measured
I, and I dependence on gate length of PMOS transistors, and shows that 1,
of the FBB device is 7% larger than that of the low-Vyy device at identical
Lyom (125nm) and the same worst-case [, (400nA/um). As a result, CV/I
delay is 10% better for the FBB device. The FBB device, however, has
larger junction capacitance ,due to reduced depletion widths around the
source and drain junctions, and body effect. This reduces its CV/I delay
advantage from 10% to 7% in inverter circuits, and to 5% in circuits
containing transistor stacks.

The improvements in SCE and DIBL offered by FBB can be exploited to
achieve a dual-Vry technology. The same device is used in different parts of
the design in either low-Vr; mode by applying FBB or in high-V;; mode
with NBB. Complexity of a dual-Vy, process is reduced since critical
masking steps, needed for fabricating additional devices with different Vg
values, are eliminated.

Leakage reduction is enhanced by expanding the range of body biasing
from RBB alone to RBB plus FBB. Leakage power during burn-in (110°C)
and standby (27°C) can be reduced by withdrawing forward bias from the
FBB device, and then applying RBB to both FBB and NBB devices.
Leakage reduction of the FBB device from active to idle mode is 30X at
110°C for burn-in, and 20X at 27°C for standby, as depicted in Figure 5-20.
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5.3.1.2 Optimum FBB for Best Performance and Low-temperature
Operation

Even though FBB lowers Vzy and improves circuit performance, FBB
increases leakage current due to parasitic bipolar current and forward source-
body junction current. This determines an optimum FBB value.

Figure 5-21 depicts a test-chip measurement in 150nm technology. It is
shown that the optimum FBB value, between 400 and 500 mV at 110°C,
provides maximum frequency improvement (13%). The total switched
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capacitance and switching energy are 10% higher because of larger junction
capacitance, larger average gate capacitance at lower Vg, and increased
short-circuit current.  Although active leakage power, including sub-
threshold leakage, parasitic bipolar current and forward source-body junction
current, increases by 10-100X, it remains sufficiently small compared to
switching power. For bias values larger than this optimum, junction
capacitance, body effect, and source-body junction forward current increases
rapidly and fully negate any delay improvements induced by further Viy
reduction. Active leakage power also becomes an unacceptably large
fraction of the total power. Therefore, for designs operating at a maximum
junction temperature of 110°C, the desired FBB value is 450mV with
+50mV tolerance.
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Lowering the operation temperature improves transistor drive current and
circuit performance, reduces leakage currents, and improves device
reliability. If the maximum junction temperature is reduced to 27°C using
active cooling and refrigeration, the optimum FBB value increases from
450mV at 110°C to 700mV, since diode junction currents reduce
exponentially with temperature. Frequency with optimum FBB at 27°C is
20% better than that at 110°C (including 15% improvements by temperature
lowering alone), while active leakage power is virtually the same.

5.3.1.3 FBB for Improved Transistor Mismatch

Test chip measurements show that because FBB improves the device
short-channel effects, it reduces sensitivity of Vyy to variation in gate length,
oxide thickness, and channel doping. As a result, die-to-die Vi variation is
36% smaller in PMOS and 48% smaller in NMOS when FBB is used, even
with +20% variation in the body bias value.

5.3.2 FBB Circuit Techniques

Sufficient robustness against various noises, as well as variations in
process, voltage, and temperature should be considered in circuit design [23,
24].

Variation of the body-to-source voltage due to global coupling and power
supply line noise is minimized by distributing bias generators, as depicted in
Figure 5-22. A central bias generator uses a scaled bandgap circuit to
generate a PVT-insensitive 450mV voltage with reference to Vppa[25]. This
reference voltage is routed to 24 local bias generators distributed around a
digital core of a chip. Global routing of this 450mV differential reference
voltage uses Vppa tracks on both sides for proper shielding and adequate
common-mode noise rejection. Each local bias generator has a reference
translation circuit that converts the Vpps-450mV reference to a voltage that
is 450mV below the local Vpp. This voltage is driven by a buffer stage and
routed locally to PMOS devices to provide 450mV FBB during active
operation. Local body bias routing tracks are placed adjacent to the local
Voo track to improve common-mode noise rejection, and thus reduce noise-
induced variations in the target 450mV Vjzp in the biased PMOS devices.
The voltage buffer and the local decoupling capacitor at the buffer output are
designed to minimize Vg variations induced by local coupling and Vpp noise,
with a small area and power overhead. Full-chip area overhead of the
biasing circuitry is 2% and power overhead is 1%.
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The voltage buffer and the decoupling capacitor in the local bias
generator are designed to provide a worst-case output impedance of 100k
per pm of effective (simultaneous unidirectional switching) biased PMOS
width. The reasons for 100k€2 per um design rule-of-thumb is explained in
the next chapter under Section 6-3. The total Vpp variation induced by noise
increases by 4% from a NBB design, where the body is tied locally to Vpp.
The resulting impact on circuit delay is 1%. Vjpp variations due to coupling
and 10% common Vpp noise increases by 10-20mV, whereas that due to
10% differential Vpp noise reduces by 17mV. Since n-well sheet resistance
is relatively high in logic technologies, and since the maximum distance
allowed between n-well taps are several tens of microns, significant
deviations are observed in the zero bias value of NBB designs.

Figure 5-23 shows two implementations of the voltage buffer in the local
bias generators: two stage source-follower, namely “SF+SF’ [24], and
operational transconductance amplifier plus SF, namely “OTA+SF” [23]. In
the “SF+SEF”’ implementation, the overall impedance is determined by the
output impedance of the second stage, while the first stage is designed to
meet bandwidth requirements. FBB, already available in the local bias
generators, is used for the PMOS devices in the output SF stage to improve
gm by 30%, thus reducing the output impedance for the same area. The
OTA+SF implementation uses a high-gain OTA and an output SF stage.
The overall impedance is determined by the output impedance of the SF
stage and the voltage gain of OTA. The design is optimized to obtain
impedance less than the target value up to 10GHz frequency, while
minimizing area. In this optimization, the gain and corresponding
bandwidth of OTA are traded off against the amount of decoupling
capacitance needed at the buffer output. Comparisons of the two
implementations show that full-chip area overheads are about the same for
both. OTA+SF consumes double the area and power, while providing better
accuracy in input voltage tracking.

5.3.3 FBB Performance and Penalty

5.3.3.1 1GHz Communications Router Chip in 150nm CMOS

A 6.6M-transistor communications router chip, with on-chip circuitry to
provide FBB during active operation and ZBB during standby mode, is
implemented in a 150nm CMOS technology [23]. FBB is withdrawn during
standby mode to reduce leakage power. Power and performance of the chip
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are compared with the original design that has no body bias (NBB). The
FBB and NBB router chips reside adjacent to each other on the same reticle
to allow accurate comparisons by measurement. Body bias is used for the
PMOS devices in the digital core of the chip.

Maximum frequency (F,.) of the NBB and FBB router chips are
compared from 0.9V to 1.8V Vpp at 60°C in Figure 5-24. The FBB chip
with FBB achieves 1GHz operation at 1.1V, compared to 1.25V required for
the NBB chip. As a result, switching power is 23% smaller at 1GHz. The
frequency of the FBB chip is 33% higher than the NBB chip at 1.1V. The
frequency improvement is more pronounced as Vpp is further reduced. Also,
frequencies of the NBB chip and the body bias chip with ZBB are identical,
indicating that there is no performance impact of potentially larger Vpp noise
in the FBB design due to the absence of n-well to substrate junction
capacitance for local Vpp decoupling, or of potentially larger Vps noise due
to separation of the well contacts Chip leakage currents are measured for 74
dies on a wafer with FBB and ZBB. Leakage current during active mode is
set by FBB, which is withdrawn in standby mode to reduce leakage. 2x to
8x leakage reduction is achieved.

5.3.3.2 5GHz 32bit Integer Execution Core in 130nm CMOS

A 32bit integer execution core containing an ALU and a 32-entry x 32-bit
register file (RF), with on-chip FBB circuitry, is implemented in a 130nm
CMOS technology [24]. Body bias improvement measurements showing
frequency vs. supply voltage measurements of ALU and RF are shown in
Figure 5-25. Applying 450mV FBB to both NMOS and PMOS transistors
allows 5GHz core frequency to be achieved at lower Vpp values for both
ALU and RF. Vpp for SGHz operation is reduced from 1.05V to 0.95V for
ALU, a 9.5% reduction, and from 1.43V to 1.37V for RF, a 4.2% reduction.
The power consumption of RF reduces by 6% by FBB.
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5.4 FUTURE DIRECTIONS

Body biasing for reducing power dissipation of nanoscale CMOS logic
chips has been described. It should be noted that body biasing is also applied
to memory design [26]. Intensive discussion about low power memory
design may be found in Chapter 7.

We have seen that the voltage range of body biasing has extended from
RBB to FBB. The purpose of body biasing is also extending from reducing
standby leakage current, to lowering maximum power dissipation by
compensating AVry [27], and in future, for extending battery life by
adjusting Vry in accordance with work load [28].

Various adaptive control techniques are developed. Closed loop
feedback control with a leakage monitor or speed monitor [29, 30] has been
often used before, but open loop control with table lookup may be employed
in future. The target of the monitor will probably extend from leakage
current and circuit speed [29, 30], to workload [28], temperature, and
reliability. Objectives of the control are extending to Vpp and frequency in
addition to Vzy. In controlling both Vpp and Viy, care should be paid to
prevent oscillation between the two controls. Circuit speed is dependent on
both Vpp and Vyy. Leakage current is also dependent on both of them due to
DIBL in recent devices. The control method is also extending from analog
to digital [27], and hardware to software [28]. Granularity of control in
terms of space and time is becoming more fine; from chip level to block
level [27, 31], and from microsecond to nanosecond ranges [31]. For
instance, a self-adjusted FBB scheme in Figure 5-26 is employed for gated
body, since the total current for generating FBB is limited by a current
source in a controller such that the dc current does not dominate the total
current dissipation, independent of the number of transistors in a block under
the FBB control [31].

We discussed a technology in this chapter in which the body is biased
uniformly all over the chip by monitoring chip leakage current and feedback
control in analog domain. The future trend is to employ multiple biases by
monitoring speed and PVT variations by digital control and software. For
instance, a threshold voltage hopping (Vry -hopping) is effective in low Vpp
designs where Vg is low and active leakage component is dominant in total
power consumption [27]. Vry is dynamically controlled through software,
depending on a workload. As depicted in Figure 5-27, it can save 82%
power dissipation compared with a fixed low-Vry design in a 0.5V Vpp
regime for multimedia applications. More discussion about adaptive control
may be found in Chapter 6.
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6.1 INTRODUCTION

With technology scaling as the transistor dimensions are reduced,
manufacturing process variations and its related impact on design margins
becomes substantial. Design margin is defined as the additional performance
capability above required standard basic system parameters that may be
specified by a system designer to compensate for uncertainties. This is a
deterministic method that is often used by designers to deal with statistical
uncertainties and minimize design time. With increase in transistor
parameter variation the needed design margins at the circuit level for
deterministic design is becoming too large. Therefore adaptive designs that
do not need large design margins are essential. In order to make the analysis
easier at the circuit level of hierarchy, in this chapter the overall impact of
transistor parameter variation is viewed as change in the effective threshold
voltage.

One of the critical sources of transistor parameter variation is related to
short channel effect (SCE). As the channel length approaches the source-
body and drain-body depletion widths, the charge in the channel due to these
parasitic diodes becomes comparable to the depletion charge due to the
MOSFET gate-body voltage [1], rendering the gate and body terminals to be
less effective. As the band diagram in Figure 1-7 indicated in Chapter 1, the
finite depletion widths of the parasitic diodes do not influence the energy
barrier height to be overcome for inversion formation in a long channel
device. However, as the channel length becomes shorter both channel length
and drain voltage reduce this barrier height, as presented in Chapter 1.
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This two-dimensional effect causes the barrier height to be modulated by
channel length variation resulting in threshold voltage variation as discussed
in Chapter 1. The amount of barrier height lowering, threshold voltage
variation, and gate and body terminal’s channel control loss will directly
depend on the charge contribution percentage of the parasitic diodes to the
total channel charge.

In Chapter 1, Figure 1-10 illustrated measurements of 3¢ threshold
voltage variations for three device lengths in a 0.18 pwm technology
confirming this behavior. It is essential to mention that in sub-micron
technologies variation in several physical and process parameters lead to
variation in the electrical behavior of the MOS device. The discussions in
this chapter will address variation in the electrical behavior manifested as
threshold voltage variation because of parameter variation. In addition, the
threshold voltage variations addressed here are due to short channel effect in
scaled MOS devices and not on threshold voltage variation due to random
dopant fluctuation effect. Random dopant fluctuation effect is expected to be
one of the significant sources of threshold voltage variation in devices of
small area [2].

With supply and threshold voltage scaling, control of manufacturing
process variation manifested as effective threshold voltage variation
becomes essential for achieving high yields and limiting worst-case leakage.
Figure 6-1 illustrates the three transistor threshold voltage variation
categories which impact circuit design.

Neighborhood threshold
,Jﬁ voltage mismatch

Within-die threshold

voltage variation
! \

Die-to-die threshold
voltage variation

J

Figure 6-1. Transistor threshold voltage variation categories.



6. Process Variation and Adaptive Design 143

The die-to-die and within-die threshold voltage variation categories
impact directly the variation in performance and leakage power of
manufactured designs. Use of bi-directional adaptive forward and reverse
body bias to limit the impact of threshold voltage variation is a more
promising solution compared to the more traditional approach of using
reverse body bias alone with process retargeting [3, 4].

Forward body bias is defined as a bias value applied to the body terminal
of a transistor such that the body-to-source diode of the transistor is forward
biased. Similarly reverse body bias is when this diode is reverse biased.
Forward body bias can be used not only to reduce threshold voltage [5, 6],
but also to reduce die-to-die and within-die threshold voltage variation. Bias
circuit impedance requirements for on-chip body bias are also presented in
this chapter. Use of both bi-directional adaptive body bias and adaptive
supply voltage techniques provides the best adaptive design solution for
temporally static process variation.

Temporally static manufacturing process variation is not the only source
that impacts the circuit design margins. Time varying environmental
parameters such as workload variation, temperature and supply voltage
variations due to workload changes also impact the required design margins.
While we do not cover adaptive solutions that deal with dynamic parameter
variation, efficient and effective adaptive solutions that address them will
become more essential in the future, and therefore this is an active area of
research.

6.2 BI-DIRECTIONAL ADAPTIVE BODY BIAS

Both die-to-die and within-die V, variations, which are becoming worse
with technology scaling, impact clock frequency and leakage power
distributions of microprocessors in volume manufacturing [7]. In particular,
they limit the percentage of processors that satisfy both minimum frequency
requirement and maximum active switching and leakage power constraints.
Their impacts are more pronounced at the low supply voltages used in
processors for mobile systems where the active power budget is limited by
constraints imposed by heat removal, power delivery and battery life
considerations.

In bi-directional adaptive body bias the mean V,of all die samples are
matched to the target V, by applying both forward and reverse body bias.
Forward body bias is applied to die samples that are slower than the target
and reverse body bias is applied to die samples that are faster than the target,
as shown in Figure 6-2. It is important to note that while forward bias
reduces V, it also increases the junction current. Hence, there is a maximum
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forward bias beyond which the junction current increase will inhibit proper
operation of CMOS circuits. It has been determined that at a temperature of
110°C the maximum amount of forward bias that can be applied is 450 mV.
This increases to 750 mV at an operating temperature of 30°C [8].

Since both V, reduction and increase are possible, process re-targeting to
reduce V. is not required. By avoiding process re-targeting, increase in
within-die V; variation due increase in SCE for lower V, transistors is
prevented. In addition, the use of forward body bias reduces the diode
depletion width and hence improves the SCE, reducing the within-die V,
variation. At the same time, the maximum reverse body bias required under
bi-directional adaptive body bias is clearly smaller. So, this scheme will
always scale better than the traditional adaptive body bias. This technique
was first reported in [4] as a follow-up to [3]. In rest of this section,
improvements over [4] will be presented.

§ + A After
- 8 - & BABB
f= P . g
3 a After adaptive 3
o .
vt2 | body bias AVt

§ AWJ; Beforg . s g Before >

[ i adaptive ™ BABE |
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Figure 6-2. Die-to-die threshold voltage distributions (a) Conventional approach without
adaptive body bias (b) traditional adaptive body bias approach — die sample that requires
maximum reverse body bias is 2AVt2 away from Vt-target (c) bi-directional adaptive body
bias approach — die sample that requires maximum reverse body bias is AVtl away from Vt-
target. Note: AVt2 > AVt1 since SCE of devices with lower V, will be more.

A test chip (Figure 6-3) was implemented in a 150 nm CMOS
technology to evaluate effectiveness of the bi-directional adaptive body bias
technique for minimizing impacts of both die-to-die and within-die V,
variations on processor frequency and active leakage power [9]. The test
chip contains 21 “sub-sites” distributed over a 4.5 x 6.7 mm” area in two
orthogonal orientations.
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Figure 6-3. Chip micrograph of a sub-site.

Each sub-site has (i) a circuit block (CUT) containing key circuit
elements of a microprocessor critical path, (ii) a replica of the critical path
whose delay is compared against an externally applied target clock
frequency (¢) by a phase detector, (iii) a counter which updates a 5-bit
digital code based on the phase detector output, and (iv) a “resistor-ladder
D/A converter + op-amp driver” which, based on the digital code, provides
one of 32 different body bias values to PMOS transistors in both the CUT
and the critical path delay element.

The circuit block diagram of each sub-site is shown in Figure 6-4. N-well
resistors are used for the D/A converter implementation. For a specific
externally applied NMOS body bias, this on-chip circuitry automatically
generates the PMOS body bias that minimizes leakage power of the CUT
while meeting a target clock frequency, as demonstrated by measurements in
Figure 6-1. Different ranges of unidirectional — forward (FBB) or reverse
(RBB) - or bi-directional body bias values (Figure 6-5) can be selected by
using appropriate values of Vigr and Vcca, and by setting a counter control
bit.

Adaptive body biasing can also be accomplished by using the phase
detector output (PD) to continually adjust off-chip bias generators through
software control, instead of using the on-chip circuitry, until the frequency
target is met.
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Figure 6-4. Circuit block diagram of each sub-site.

Clock frequency, switching power and active leakage power of the 21
CUT’s per die are measured independently at 0.9V VCC and 110C, for 62
dies on a wafer. Die clock frequency is the minimum of the CUT
frequencies, and active leakage power is sum of the CUT leakages. When no
body bias (NBB) is used, 50% of the dies meet both the minimum frequency
requirement and the maximum active leakage constraint set by a total power
density limit of 20 W/cm® (Figure 6-6). Using 0.2V forward body bias
(FBB) allows all of the dies to meet the minimum frequency requirement,
but most of them fail to satisfy the leakage constraint. As a result, only 20%
of the dies are acceptable even though variations are reduced slightly by
FBB due to improved short-channel effects [4].
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Figure 6-5. Demonstration of frequency adapting to meet target and list of possible on-chip
bias modes.

Bi-directional ABB is used for both NMOS and PMOS devices to
increase the percentage of dies that meet both frequency requirement and
leakage constraint. For each die, we use a single combination of NMOS and
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PMOS body bias values that maximize clock frequency without violating the
active leakage power limit. As a result, die-to-die frequency variations (G/u)
reduce by an order of magnitude, and 100% of the dies become acceptable
(Figure 6-6). In addition, 30% of the dies are now in the highest frequency
bin allowed by the power density limit when leakage is negligible.
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Figure 6-6. Die-to-die variation in frequency and leakage for no body bias (NBB), 0.2 V
static forward body bias (FBB), and adaptive body bias applied to compensate die-to-die
variation (ABB).
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Figure 6-7. Frequency vs. number of critical paths that determine the frequency.

In a simpler ABB scheme, within-die variations can be neglected [4] and
the required body bias for a die can be determined from measurements on a
single CUT per die. However, test chip measurements in Figure 6-7 show
that as the number of critical paths (NCP) on a die increases, WID delay
variations among critical paths cause both u and o of the die frequency
distribution to become smaller. This is consistent with statistical simulation
results [7] indicating that the impact of WID parameter variations on die
frequency distribution is significant. As NCP exceeds 14, there is no change
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in the frequency distribution with NCP. Therefore, using measurements of
21 critical paths on the test chip to determine die frequency is sufficiently
accurate for obtaining frequency distributions of microprocessors, which
contain 100’s of critical paths.

Previous measurements [4] on 49-stage ring oscillators showed that ¢ of
the WID frequency distribution is 4X smaller than ¢ of the device saturation
current (ION) distribution. However, measurements on the test chip
containing 16-stage critical paths (Figure 6-8) show that ¢’s of WID critical
path delay distributions and NMOS/PMOS ION distributions are
comparable. Since typical microprocessor critical paths contain 10-15 stages,
and this number is reducing by 25% per generation, impact of within-die
variations on frequency is becoming more pronounced. This is further
evidenced by the fact that the number of acceptable dies reduces from 100%
to 50% in the simpler ABB scheme which neglects within-die variations,
although die count in the highest frequency bin increases from 0% to 11%
when compared with NBB.
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Figure 6-8. Comparison of variations in within-die device current and frequency.

The ABB scheme, which compensates primarily for die-to-die parameter
variations by using a single NMOS/PMOS bias combination per die, can be
further improved to compensate for WID variations as well. In this WID-
ABB scheme, different NMOS/PMOS body bias combinations are used for
different circuit blocks on the die. A triple-well process is needed for NMOS
implementation. For each CUT, the NMOS body bias is varied over a wide
range using an off-chip bias generator.

For each NMOS bias, the on-chip circuitry determines the PMOS bias
that minimizes leakage power of the CUT while meeting a particular target
frequency. The optimal NMOS/PMOS bias for the CUT at a specific clock
frequency is then selected from these different bias combinations as the one
that minimizes CUT leakage. This produces a distribution of optimal
NMOS/PMOS body bias combinations for the CUT’s on a die at a specific
clock frequency. If the die leakage power exceeds the limit at that frequency,
the target frequency is reduced and the process is repeated until we find the
maximum frequency where the leakage constraint is also met.
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Figure 6-9. Die-to-die variation in frequency and leakage for adaptive body bias applied to (i)
compensate die-to-die variation (ABB) and (ii) compensate within-die variation (WID-ABB).

WID-ABB reduces o of the die frequency distribution by 50%,
compared to ABB (Figure 6-9). In addition, virtually 100% of the dies are
accepted in the highest possible frequency bin, compared to 30% for ABB.
Distribution of optimal NMOS/PMOS body bias combinations (Figure 6-10)
for a sample die in the WID-ABB scheme reveals that while RBB is needed
for both PMOS and NMOS devices, FBB is used mainly for the PMOS
devices. In addition, body bias values in the range of 0.5V RBB to 0.5V
FBB are adequate. Finally, measurements (Figure 6-10) show that ABB and
WID-ABB schemes need at least 300 mV and 100 mV body bias
resolutions, respectively, to be effective. The 32 mV bias resolution
provided by the on-chip circuitry in the test chip is, therefore, sufficient for
both ABB and WID-ABB.
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resofution | dies, F > 1 o/y  |dies, F>1.075 a/p
0.5 % 287 % 2% 1.89 %
03 100 % 147 % 66 % 0.50 %
0.1 100 % 0.58 % 97 % 0.25 %

Figure 6-10. Histogram of bias voltages within a die sample and effect of bias resolution on
frequency distribution.
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6.3 BODY BIAS CIRCUIT IMPEDANCE

Since adaptive body bias circuit techniques require on-chip biasing, it is
important to determine the impedance requirement for the on-chip bias
voltage generator circuit. In this section a method to determine proper bias
circuit impedance and sample bias circuits are described. While the
methodology described in this section is for design of forward body bias
circuitry, the overall approach for impedance requirement will hold for
reverse body bias circuits as well. The implementation to get the required
impendence requirement however will be different for reverse body bias
since it needs to generate voltage levels outside of the power supply rail
levels.

To verify the design of the bias circuits a 6.6 million transistors
communications router chip [10, 11, 12], with on-chip circuitry to provide
forward body bias (FBB) [13] during active operation and zero body bias
(ZBB) during standby mode, has been implemented in a 150 nm CMOS
technology (Figure 6-11). FBB is applied during active mode and it is
withdrawn during standby mode to reduce leakage power. Power and
performance of the chip are compared with the original design that has no
body bias (NBB). The FBB and NBB router chips reside adjacent to each
other on the same reticle to allow accurate comparisons by measurement.

If the on-chip bias circuit has proper impedance then (i) FBB chip in
FBB mode should increase the frequency of operation at a given supply
voltage (V) (ii) FBB chip in ZBB mode should have lower standby leakage
and (iii) FBB chip with ZBB should have the same frequency of operation as
that of the NBB chip on the same reticle.
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Figure 6-11. Communications router chip architecture with PMOS body bias.

In the FBB test chip, body bias is used for the PMOS devices in the
digital core of the chip. Total biased PMOS transistor width is 2.2 meters.
Body bias generator circuits and bias distribution across the chip have been
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optimized to minimize area overhead, and to provide a constant 450 mV
FBB with sufficient robustness against various noises, as well as variations
in process, V., and temperature (PVT).
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Figure 6-12. Measurement of body and Vcc current.

Test chip measurements (Figure 6-12) show that current in the body grid
is at least two orders of magnitude smaller than the V. current across a
range of operating frequencies. Therefore, overhead of body bias routing is
minimal compared to the V, grid. Distributed bias generator architecture has
been implemented to minimize variation of the body-to-source voltage (Vy,)
due to global coupling and V noises (Figure 6-13). A central bias generator
(CBG) uses a scaled bandgap circuit [14] to generate a PVT-insensitive 450
mV voltage with reference to V.. This reference voltage is routed to 24
local bias generators (LBG), distributed around the digital core of the chip.
Global routing of this 450 mV differential reference voltage uses V., tracks
on both sides for proper shielding and adequate common-mode noise
rejection.

24 Local Bias

Central Generators (LBGS)
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Figure 6-13. Overview of body bias generation and distribution.
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Each LBG has a reference translation circuit that converts the V .,-450
mV reference voltage to a voltage 450 mV below the local Vce. This voltage
is driven by a buffer stage and routed locally to the PMOS devices in the
core to provide 450 mV FBB during active operation. Local body bias
routing tracks are placed adjacent to the local V. tracks to improve
common-mode noise rejection, and thus reduce noise-induced variations in
the target 450 mV Vi in the biased PMOS devices. The voltage buffer and
the local decoupling capacitor at the buffer output have been designed to
minimize Vi variations induced by local coupling and V.. noises, with a
small area and power overhead. Full-chip area overhead of the biasing
circuitry is 2% and power overhead is 1%.
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Figure 6-14. Buffer impedance requirements and body bias noise comparisons with NBB.

Three different sources of noise can induce variations in the target Vi,
value. First, coupling to the body node from logic circuit output transitions
can change Vi of a victim transistor during switching. This noise is
transmitted to the victim through the bias grid and the n-well. Circuit
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simulations in a 150 nm technology, with a two-dimensional distributed RC
model for the n-well, show that the width of this noise pulse is several
hundred pico-seconds for 1.5-2 K€/sq n-well sheet resistance. Therefore,
this noise impacts switching delay of the victim circuit. However, since
different circuits switch in opposite directions at the same time in a large
logic design, a small fraction (<10%) of the total transistor width accounts
for the simultaneous unidirectional switching that couples noise to the body.
Second, V.. noise common to both the V,, generator and a biased logic
circuit can causes Vy, to vary (common V. noise). Finally, any difference in
V.. values of the Vi, generator and the biased logic circuit induces variation
in Vi, (differential V.. noise).
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Figure 6-15. LBG buffer implementations and comparisons.

The voltage buffer and the decoupling capacitor in the LBG have been
designed to provide worst-case output impedance (Z;) of 100 KQ per um of
effective (simultaneous unidirectional switching) biased PMOS width.
Simulations (Figure 6-14) for this design show that the total Vy, variation
induced by all three noises increases by 4% from the NBB design, where the
body is tied locally to V... The resulting impact on circuit delay is 1%. Vi
variations due to coupling and 10% common V.. noise increase by 10-20
mV, whereas that due to 10% differential V.. noise reduces by 17 mV. Since
n-well sheet resistance is relatively high in logic technologies, and since the
maximum distance allowed between n-well taps are several tens of microns,

significant deviations are observed (by simulations) in the zero bias value for
NBB designs.
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Figure 6-15 shows implementations of two different LBG buffers — the
“SF+SF” on a 5GHz 32-bit integer execution core chip [15] in a 130nm
dual-Vt CMOS technology, and the “OTA+SF” on this chip. In the SF+SF
implementation, the overall impedance is determined by the output
impedance Zgg, (~1/gn) of the second stage, while the first stage is designed
to meet bandwidth requirements. FBB, already available in the LBG, is used
for the PMOS devices in the output source-follower (SF) stage to improve
gm by 30%, thus reducing Zs for the same area.

The OTA+SF implementation uses a high-gain OTA and an output SF
stage. The overall impedance is determined by the output impedance (Zgg) of
the SF stage and the voltage gain (A) of the OTA. The design is optimized to
obtain impedance less than the target value up to 10 GHz frequency, while
minimizing area. In this optimization, the gain and corresponding bandwidth
of the OTA are traded-off against the amount of decoupling capacitance
needed at the buffer output. Comparisons of the two implementations
(Figure 6-15) show that full-chip area overheads are about the same for both.
OTA+SF consumes double the area and power, while providing better
accuracy in input voltage tracking. The OTA+SF design was used in this
communications router chip as well as the adaptive body bias test chip
described in Section 6.2.
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Figure 6-16. Frequency vs. Vcc of FBB and NBB chips.

Maximum frequency (F,,x) of the NBB and FBB router chips are
compared from 0.9 V to 1.8 V V. at 60°C (Figure 6-16). F,, values are
measured by sending data in through the F-link input port and verifying data
at the F-link output port after the data has passed through the import,
crossbar and export units. The FBB chip with forward body bias achieves 1
GHz operation at 1.1 V, compared to 1.25 V required for the NBB chip and
FBB chip with ZBB. As a result, switching power is 23% smaller at 1 GHz.
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The frequency of the FBB chip is 33% higher than the NBB chip at 1.1 V.
The frequency improvement is more pronounced as V. is further reduced.
Also, there is no observable performance impact of potentially larger V..
noise in the FBB design due to the absence of n-well to substrate junction
capacitance for local Vcc decoupling.

Chip leakage currents are measured for 74 dies on a wafer with FBB and
ZBB. Leakage current during active mode is set by FBB, which is
withdrawn in standby mode to reduce leakage. Histogram (Figure 6-17) of
active-to-standby leakage ratio — I(FBB)/I(ZBB) — shows 2X to 8X leakage
reduction, with an average reduction of 3.5X. Clearly, this leakage reduction
capability will not available in the NBB chip, if the performance is improved
by lowering V, in the process technology. The die micrograph and chip
characteristics are shown in Figure 6-18.

Number of dies

1X 2X 3X 4X 5X 6X 7X 8X
Leakage current ratio: (FBB)YI(ZBB)

Figure 6-17. Leakage reduction from active to standby mode in FBB chips.

It was shown that (i) the FBB chip in FBB mode operates at 23%
higher frequency at 1.1 V, (ii) the FBB chip in ZBB mode on an average has
3.5X lower standby leakage and (iii) the FBB chip with ZBB has virtually
the same frequency of operation as that of the NBB chip at any given V..
This proves for the chosen load the method of targeting the bias circuit
impedance to be 100 KQ per um of effective (simultaneous unidirectional
switching) biased MOS width is a successful rule-of-thumb. One can arrive
at similar guidelines depending on the noise and bias accuracy requirements.
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Die size 10.1 x 10.1 mm?- total
8 x 8 mm? -~ digital core
4 Technology 150nm CMOS
B | Transistors £.8 million

. | Body blas 0 or 450 mV for PMOS
devices in digital core
Total PMOS width
biased 2.2 meters
¢ | Area overhead 2%
8 | Power overhead | 1%
Core frequency 1QHz
¢ | Supply voltage 1.1 V with 450 mV FBB
1.25 V with NBB

CBG - Central blas generator (836 um x 267 um)
LBGs ~ Local bias generators {156 ym x 68 um each)

Figure 6-18. Micrograph of communications router chip with PMOS body bias and of chip
characteristics.

6.4 ADAPTIVE SUPPLY VOLTAGE AND ADAPTIVE
BODY BIAS

Bidirectional — forward (FBB) and reverse (RBB) ~ adaptive body bias
(Vis) has been used to reduce impacts of die-to-die and within-die (WID)
parameter variations on clock frequency and active leakage power of
microprocessors in volume manufacturing [4, 9] as was described in detail in
Section 6.2. In this section, we investigate the effectiveness of adaptive
supply voltage (V) and frequency binning, used individually and in
conjunction with adaptive Vy;, for improving distributions of die frequency
and power in low power and high performance microprocessors. We
compare usefulness of these schemes for maximizing the percentage of dies
accepted in the highest frequency bin, subject to constraints of total active
power, burn-in leakage power and standby leakage power.

The same test chip described in Section 6.2 is used to study the impact of
using adaptive supply voltage along with adaptive body bias. Separate pads
are available for V., ground and body bias of NMOS and PMOS devices.
Thus, a range of V.. and Vpg values can be applied externally to each circuit
under test (CUT), and their switching and leakage powers measured
accurately. Frequency, power, and switched capacitance of the 21 CUT’s per
die are measured independently at 0.8V-1.6V V. and 40°C-110°C, with Vpg
values ranging from 500mV RBB to 500mV FBB, for 62 dies on a wafer.
Die clock frequency is the minimum of the CUT frequencies and die power
is the sum of CUT powers.

6.4.1 Effectiveness of Adaptive Supply Voltage

Distributions of frequency, active power, switched capacitance and
standby leakage power are shown in Figure 6-19 for a fixed 1.05 V V. and 0
V Vg, chosen to maximize frequency of the median die for a power density
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limit of 10 W/cm?, typical of low power microprocessors in mobile systems.
We see that dies with higher frequencies have larger leakage and smaller
switched capacitance.
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Figure 6-19. Total power, switched capacitance, and standby leakage power vs. frequency.
Vee=1.05V for maximum frequency of median die at 10 W/cm? total power limit.

Excessive leakage causes many dies to violate constraints of active
power and standby leakage power (0.5 W/cm?). Many other dies satisfy the
power constraints, but are significantly slower than the median die.
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Figure 6-20. Cumulative accepted die count, total power, and standby leakage power vs.
frequency bin for fixed V¢ and adaptive V.. Ve=1.05 V for maximum frequency of median
die at 10 W/cm’ total power limit.
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Since lowering frequency reduces switching power, active power limit
can be satisfied for all dies by simply moving them to a frequency bin, equal
to or below their natural operating frequencies, where the total power is less
than the maximum allowed. However, some dies then fail to meet the
minimum frequency requirement and still violate the standby leakage
constraint. Thus, 95% of dies are accepted. In addition, 37% of dies are in
the lowest frequency bin (Figure 6-20).

= = *Fixed Vcc: 1.5V (no burn-in leakage constraint)
Fixed Vce: 1.5V (with bum-in leakage constraint)
= Adaptive Vcc (with bum-in leakage constraint)
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Figure 6-21. Cumulative accepted die count vs. frequency bin with fixed V¢ and adaptive
Vee- Fixed Ve is 1.5V for maximum frequency of median die at 40 W/em? total power
limit.

Adaptive V, can be used to improve the percentage of dies accepted in
higher frequency bins. Larger V. values are used for slow dies to increase
their natural operating frequency and move them to the highest frequency
bin allowed by the active power limit. Gate oxide reliability considerations
limit the maximum allowed V.. For dies above the power limit, V. is
reduced in tandem with their natural operating frequencies so that they meet
the active power constraint at a frequency bin higher than that achievable by
frequency reduction alone. In contrast to simple frequency reduction,
lowering V.. reduces standby leakage power as well. As a result, the
accepted die count improves to 98%, with 15% in the minimum frequency
bin.

For a power density limit of 40 W/cm?, typical of high performance
microprocessors, nominal V.. of 1.5 V and 100 mV FBB are chosen to
maximize frequency of the median die. Although 97% of dies are accepted
when simple frequency binning is used, only 19% are in the highest
frequency bin (Figure 6-21). Imposing an additional burn-in leakage power
limit of 5 W/cm” reduces the percentage of accepted dies to 89%. Adaptive
V. improves the accepted die count to 97%, with 44% of dies in the highest
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frequency bin. However, effectiveness of adaptive V. depends critically on
the V. resolution.
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Figure 6-22. Accepted die count vs. frequency bin for 1.05V fixed V., and adaptive V. with
20 mV and 50 mV resolution.

Using 50 mV V. resolution, instead of 20 mV, renders this technique
ineffective (Figure 6-22) for compensating across-wafer variations, but may
be adequate when larger variations, across multiple wafers and lots, are
considered.

6.4.2 Adaptive Supply Voltage and Adaptive Body Bias

Using adaptive V. in conjunction with adaptive Vi, (adaptive V +Vy,) is
more effective than using either of them individually (Figure 6-23). In this
combined scheme, a single V.. and NMOS/PMOS V,, combination is used
per die to move it to the highest frequency bin subject to the active power
limit. Adaptive Vs uses FBB to speed up dies that are too slow, and RBB to
reduce frequency and leakage power of dies that are too fast and leaky.
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Figure 6-23. Cumulative accepted die count, total power, and standby leakage power vs.
frequency bin for adaptive V., adaptive Vi, and adaptive Vec+Vis.

Adaptive V..+Vy,, on the other hand, recovers these dies above the active
power limit by (1) first lowering V. and natural operating frequency
together to bring the sum total of their switching and leakage powers well
below the active power limit, and (2) then applying FBB to speed them up,
and move them to the highest frequency bin allowed by the active power
limit. As a result, more dies use lower V. values than adaptive V., (Figure
6-24). In addition, more dies use FBB, instead of RBB, compared to
adaptive Vy, (Figure 6-25).

Adaptive Vcc
B Adaptive Vcc+Vbs

Nominal Vcc: 1.05V
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Figure 6-24. Distribution of V. values for adaptive V. and adaptive Vc+Vys.
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Since effectiveness of RBB for leakage power reduction diminishes with
technology scaling [3], adaptive V +Vys will be more effective in future
technology generations. Combining adaptive V.. with adaptive WID-V, can
compensate for within-die variations as well. In this adaptive V +WID-V,,
scheme, different NMOS/PMOS body bias combinations are used for
different circuit blocks on a die, while a single V.. is used for all circuit
blocks. A triple-well process is needed for NMOS implementation. Using
this technique increases the number of dies accepted in the highest two
frequency bins from 26% to 80% (Figure 6-26).

6%  |Fixed Vo

10% Adaptive V,

16% Adaptive Vg

26% Adaptive V, + Vgq

80% Adaptive V, + Within-die V4

Figure 6-26. Comparison of different schemes in its ability to increase number of dies in the
highest frequency bins by reducing impact of variation. This comparison is in 150 nm CMOS
with 10 W/cm? active & 0.5 W/em? standby power density limits, with 100 mV body bias and
20 mV supply voltage resolutions.

Adaptive techniques are useful for reducing impacts of die-to-die and
WID parameter variations on frequency, active 'power and leakage power
distributions of both low power and high performance microprocessors that
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use nanoscale MOS transistors. Using adaptive Vcc together with adaptive
Vs or WID-Vy, is much more effective than using any of them individually.
Effectiveness of the combined scheme will improve with technology scaling
since fewer dies need RBB. Adaptive V +WID-Vy, increases the number of
dies accepted in the highest two frequency bins to 80%.
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Chapter 7

MEMORY LEAKAGE REDUCTION
SRAM and DRAM specific leakage reduction techniques

Takayuki Kawahara and Kiyoo Itoh
Central Research Laboratory, Hitachi Ltd.

7.1 INTRODUCTION

Low-voltage RAMs, especially embedded RAMs (e-RAMs) using
nanoscale technology, are becoming increasingly important because they
play critical roles in reducing power dissipation in the MPU/MCU/SoC for
power-aware systems. Thus, research and development aimed at sub-1-V
RAMs has actively been done, as exemplified by the recent development of
a 0.6-V 16-Mb e-DRAM [1]. However, we face four major challenges to
achieving such low-voltage e-RAMs [2-4]. These are: reducing the leakage
current, maintaining the signal voltage and signal charge of RAM cells,
reducing the speed variations caused by variations in MOSFET threshold
voltage (Vy), and reducing the cell size. Of these, the leakage current issue is
especially important because leakage loses the low-power advantages of
CMOS circuits that we take for granted today. There are two major types of
leakage. The first is sub-threshold current and the second is gate-tunneling
current in MOSFETs, both of which increase rapidly when V7 and the gate-
oxide thickness are reduced. Both types greatly affect the operation of RAM
cells and peripheral circuits, not only in the standby mode but also in the
active. Note that reducing sub-threshold current is up to the circuit designers,
while reducing gate tunneling current is up to the process and device
designers, as will be explained later.

To the best of our knowledge, almost all well-known basic circuit
concepts to reduce sub-threshold current in low-voltage high-speed room-
temperature operation LSIs had been proposed by 1993 mainly through
developments in exploratory DRAMSs [5-7]. The basic concepts of these
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proposals can be summarized as static and dynamic realizations of high-Vr
or effectively high-V; MOSFETs through various reverse-biasing schemes
such as substrate (Vpp) reverse biasing [8], gate-source (Vs) reverse biasing
[9], or Vg5 self-reverse biasing [10, 11]. The resulting high-Vr was proposed
for use not only in RAMs but also in logic LSIs in the form of applications
to all MOSFETs in a chip, a limited number of MOSFETs on non-critical
paths in a chip [12], a power-switch (i.e., power gating) MOSFET [§], a
buffer [9], various logic gates and an inverter chain [11], and iterative circuit
blocks [10, 11]. All these applications were initially to reduce leakage in the
standby mode. As early as 1993, however, they were quickly followed by
attempts to reduce leakage in the active mode of a hypothetical 16-Gb
DRAM [13, 14, 32]. Numerous attempts have subsequently been made to
decrease leakage in logic LSIs [15], independently of RAMs, although RAM
and logic designers must cooperate to develop reduction schemes for
memory-rich LSIs. However, the problem of reducing sub-threshold current
in the extremely high-speed active mode still remains unresolved.

The sub-threshold current issue is mainly described in this chapter in
terms of circuit design. First, leakage and relevant issues with RAMs using
nanoscale technology are discussed. Next, major leakage sources in RAMs,
favorable features of RAMs that decrease this, and requirements to enable it
are described. Then, basic concepts behind leakage reduction schemes that
have been proposed to date for RAMs and logic LSIs are presented and
compared, emphasizing the importance of gate-source reverse biasing
schemes that enable rapid control and excellent leakage-reduction efficiency.
After that, gate-source reverse biasing schemes will be discussed in detail,
followed by applications to RAM cells and peripheral circuits in standby and
active modes. Finally, future prospects are envisaged based on these
considerations.

7.2 LEAKAGE IN RAMS

A major issue in producing low-voltage LSIs using nanoscale technology
is how to reduce leakage current [2]. In particular, for RAMs, in addition to
the leakage issue, we have to take two other relevant issues into
consideration. These are signal voltage and signal charge issues with RAM
cells, and variation issues with the V; and Vr-mismatch between paired
MOSFETs in flip-flop circuits such as SRAM cells and DRAM sense amps
[2-4]. Otherwise, cell instability and unacceptably large variations in leakage
as well as speed in RAM cells and peripheral circuits are likely to occur.

The intention of this section is to clarify these issues, which are common
to both DRAMs and SRAMs. We have mainly assumed the RAM
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architecture in Figure 7-1 for this discussion. The chip is comprised of a
RAM cell array and peripheral circuits such as row/column decoders and
drivers, control logic circuits, amps and /O circuits, and on-chip voltage
converters [2] that bridge the supply-voltage gap between the RAM cell
array and peripheral circuits.

7.2.1 Leakage Issues

The sub-threshold current in a MOSFET [2] is proportional to W 10
, where W is the channel width, V is gate voltage, Vr is threshold voltage,
and S is sub-threshold swing. This leakage is sensitive to Vg, Vi, and
temperature, which can easily be controlled by circuit techniques. For
example, for § = 100 mV/decade at 100°C, leakage is increased by one order
of magnitude with a Vi-decrement or Vg-increment of only 100 mV.
However it is not that sensitive to the device structure. Even a fully-depleted
(FD) SOI device reduces the S-factor by only about 20%. This implies that
developments with circuits are more effective in reducing leakage than those
with devices.

Gate tunneling current is very sensitive to gate oxide thickness (fpx)
while it is not that sensitive to Vi and temperature. For example, leakage is
reduced by one order of magnitude with a ¢y increment of only 2 to 3 A,
while the same reduction is attained with a V; decrement of as much as 0.5
V in the low-Vpp region [16]. Since such large Vi control in the low-Vpp
region is risky in terms of stability, device developments are more effective
in reducing leakage than circuit developments. Thus, developments in new
gate-dielectric materials with low leakage and high-dielectric constant [17]
are urgently required as the ultimate solution. Even so, some circuits to
reduce leakage in peripheral circuits have been proposed, although they can
only be applied to the standby mode. They shut off the power supply path

VIS
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through the insertion of a thicker-zox switch [18], and a gate floating circuit
combined with a level keeper [16].

7.2.2 Leakage Relevant Issues

Signal Voltage and Signal Charge of RAM Cells: The read signal voltage of
RAM cells and signal charge (Qs) of non-selected RAM cells must be
maintained to be sufficiently large to ensure stable cell-operation with
reliable sensing and a small soft-error rate (SER) [2]. Unfortunately, they are
degraded with device miniaturization, which always reduces cell-node
capacitance and Vpp. They must be compromised with leakage (i) in cells,
especially at a lower Vpp.

For DRAMs, the fresh voltage (i.e., Vpp) for a cell, just stored at the cell
node with capacitance (Cs) by a full write, decays due to leakage and
radiation-ray hitting. Thus, the signal voltage component in the cell is
minimized at the maximum refresh time (#zepme) [2], which is guaranteed in
catalog specifications. The resulting signal voltage (vs) developed on the
data line (DL) with capacitance (Cp) is expressed by effective signal charge
(= Qs— QL_ Qc) as vg = (Qs—- QL“‘ QC)/(CD + Cy), where Qs is the original
signal charge ( = Cs Vpp/2), Q, is the leakage charge ( = i trepma ), and Qc is
the collected charge at the cell node due to alpha particle or cosmic-ray
neutron hitting [2]. For successful sensing even at refresh operation, the
signal voltage must be larger than the sum of various noises on the data line
and the offset voltage of sense amps. However, Qs is reduced with device
miniaturization while offset voltage (i.e., Vr mismatch) is increased, as will
be discussed later, although Q¢ is usually reduced due to less collection area.
Therefore, successful sensing is not ensured unless Q; is greatly reduced.
Unfortunately, however, tggp. must be longer with memory capacity to
maintain the refresh busy rate. Thus, a greater decrease in leakage is
necessary instead. Note that a smaller Qg for given Q; and Q¢ also causes a
larger SER with reduced effective signal charge.

For SRAMs, sub-threshold currents in a cell must be reduced to maintain
the data retention current of SRAMs. However, this requirement prevents the
Vr of cross-coupled and transfer MOSFETs from being scaled, and thus
prevents Vpp-downscaling. For example, leakage of transfer MOSFETs must
be reduced by using a higher Vrto eliminate interferences with other cells on
the same data line. Leakage of cross-coupled paired MOSFETs must also be
reduced with a higher V. Thus, the effective gate voltage for on-n-MOSFET,
Vpp — Vr— 6Vr, is rapidly reduced by the ever-lower Vpp and ever-larger 6Vr
(0Vy: Vrmismatch between paired MOSFETSs) with device miniaturization.
Consequently, this results in a smaller cell-read current and thus a smaller
signal voltage on the data (bit) line. This is because the source voltage of the
transfer MOSFET is raised more by a more degraded ratio for load and
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driver MOSFETs. The reduced effective gate voltage also narrows the static
noise margin for non-selected cells, causing RAM cell instability. Moreover,
reductions in node capacitances and Vpp, increase SER because the soft-error
critical charge needed to cause an error is reduced. Here, the critical charge
is expressed by (C; + 2C;) Vpp using the cell-node capacitances (C;) and
node-to-node capacitance (C;) [19] (Figure 7-1). Hence, on-chip ECC, an
ever-larger additional C;, or C; is needed [20].

VYr and Vi-mismatch Variations: Vi-variations are expected to increase with
device scaling, as we can see from Figure 7-2 [45]. This increase not only
reduces the effective gate voltage of SRAM cells, but also causes variations
in leakage (see Figure 7-11) as well as the speed of the chip [2-4].Vi-
mismatch (6Vy) variations also increase since they are proportional to Vi
variations. In particular, intra-die Vi and 6V variations degrade the voltage
margin of a chip because RAMs incorporate a huge number of tiny flip-flop
circuits such as SRAM cells and DRAM sense amps. Note that the variations
in SRAM cells are always larger, physically and statistically, than those in
DRAM sense amps [2-4], because SRAMs must unavoidably use smaller
cells with smaller MOSFETs, and there are a larger number of such flip-flop
circuits in a chip. Thus, SRAMs will face the limitations with Vpp-
downscaling earlier than DRAMs, because of the ever-decreasing effective
gate voltage with higher Vr and 6V, and lower Vpp.
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7.3 LEAKAGE SOURCES AND REDUCTION IN RAMS

RAMs offer inherent advantageous features in terms of their sub-
threshold-current (i.e., leakage) sources and reducing these, which stem from
physical and circuit configurations due to their matrix architecture and
circuit operations. The features and requirements to reduce sub-threshold
current are briefly explained in this section.

7.3.1 Leakage Sources in RAMs

RAMs consist of a cell array and peripheral circuits {2], featuring many
iterative circuit blocks, such as the cell array itself, and row/column decoder
blocks and relevant driver blocks, which are due to the matrix architecture.

(1) Cell Array
The memory cell array is the largest for leakage sources of the iterative

circuit blocks because it has the largest number of cells despite the small
channel width of each cell. Leakage in RAM cells causes different
detrimental effects for DRAM and SRAM cells. Increased leakage in the cell
storage node of a DRAM cell shortens the data retention time (i.e., the
refresh time). However, leakage dramatically increases the data retention
current of an SRAM cell along with decreasing Vr. The use of a high-Vr or
effectively high-Vr MOSFET is eventually the solution, as will be explained
later.

(2) Peripheral Circuits

Iterative circuit blocks are major sources of leakage in peripheral circuits,
while the remaining circuits are minor. This is because each block usually
has a large total channel width involving leakage, and thus the leakage
accumulated from many iterative circuit blocks becomes larger with
decreasing Vpp and thus V7. For example, as we can see from Figure 7-3 [2,
14, 21], the DC sub-threshold leakage (Ipc) from such iterative circuit blocks
in DRAM chips rapidly increases, and surpasses AC capacitive current (I4¢),
eventually dominating the total chip current (I4cr). Note that in some cases
leakage reduction of p-MOSFETs is more important than that of n-
MOSFETs because of the larger channel width and sometimes larger S-
factor of p-MOSFETs ([22] or see Figure 7-17).

Array Driver Blocks: Of the iterative circuit blocks, the row (i.e., word)
driver block contributes most to leakage because it has the largest total
channel width. Note that each p-MOSFET word driver has a large channel
width to quickly drive a heavily capacitive word line that is composed of
many gate capacitances of cells. Here, a p-MOSFET is necessary for the
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output driver to simplify the design with reduced stress voltage to the
MOSEFET [2]. The total channel width of the column driver block is usually
narrow because each driver theoretically controls only one column switch
when connecting a selected DL to a common DL. Even with a multi-divided
data-line architecture [2] the number of switches is limited.

Row and Column Decoder Blocks: The total channel width is effectively
narrow because each decoder block consists of robust circuits (i.e., leakage-
immune NAND gates) [2].

Sense Amp Block: The block is another concern, especially in DRAMs. The
design of sense amps (SAs) [2, 3], which usually have a cross-coupled
circuit configuration to provide low power and a small area, can be different
for DRAMs and SRAMs. This is because the necessary size, the number in a
chip, and circuit operation are usually different. DRAMs feature a huge
number of tiny SAs in a chip, because one SA must be placed at each data
line due to refresh requirements. In addition, in standard mid-point (half-
Vop) sensing of DRAMs, the SA must operate at the lowest voltage (i.e.,
half-Vpp) in the chip, calling for a lower V7 for fast sensing. The many low-
Vr SAs resulting from this thus generate large leakage despite small
MOSFETs being used. In contrast, SRAMs have a small number of SAs,
although they must be highly sensitive to achieve high speed.

Control Logic Block: This block may operate at its highest frequency,
making leakage reduction extremely difficult. Fortunately, however, the total
channel width of the block is narrow (usually 10% at most of total channel
width of chip). The I/O block operating at high /O power supply voltage
accepts a sufficiently high Vrto suppress leakage.

7.3.2 Features of RAMs

The leakage current can drastically be reduced by utilizing some of
following distinctive features of RAMs [2, 3].

Use of Multiple Iterative Circuit Blocks: RAMs consist of multiple iterative
circuit blocks, as previously discussed. In addition, even in the active mode,
all circuits in each block, except for the selected one, are inactive. This
feature is extremely important to reduce the leakage in each block, simply
and effectively, even in the active mode with a smaller area penalty than
logic LSIs, as will be explained later.

Use of Input-predictable Circuits: RAMs are almost composed of input-
predictable circuits, allowing circuit designers to predict all node voltages in
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the chip and to prepare the most effective leakage reduction scheme in
advance.

Use of Robust NAND Gates: Modern CMOS RAMs do not use leakage-
sensitive circuits, such as dynamic NOR gates, that require a level keeper to
prevent malfunctions caused by leakage [24]. For example, the decoder
block consists of dynamic (for the row) and static (for the column) NAND
gates to reduce power [2]. The NAND-decoder block discharges only one
output node in a selected decoder, while the NOR-decoder block used in the
n-MOS era discharges all output nodes in the block, except for the selected
one. In addition to low power, they reduce leakage through the stacking
effect [3], as will be explained later. In the standby mode, RAMs have a
feature in that all address inputs to each n-MOSFET NAND decoder are low,
enabling leakage to be dramatically reduced. Even in the active mode,
leakage is reduced with the effect because a considerable number of
decoders have at least two low-level inputs.

Slow RAM Cycle: RAMs feature a slow cycle compared with random logic-
gate LSIs, and this allows each circuit to be active for only a short period
within the “long” memory cycle, leaving additional time to control leakage.
This is true for DRAM row circuits, which are sufficiently slow to accept
leakage control. However, the column circuits in modern DRAMs [2, 3]
feature a fast burst cycle and unpredictable circuit operation (every column
may be selected during the memory cycle). Therefore, it is difficult to reduce
leakage in column circuits in the active mode. Such is the case for extremely
high-speed SRAMs and logic LSIs. Fortunately, however, the total channel
width of such circuits in RAMs is narrow, as previously discussed.

Utilization of Internal Power-supply Voltages: Multi-static Vr [2, 3] is
available for DRAMs because the internal power-supply voltages necessary
for DRAM operations can be utilized to achieve a high V7.

Use of Huge Number of Tiny Flip-flop Circuits: This is a disadvantage with
RAMs. This is because flip-flop circuits for SRAM cells and DRAM sense
amps inherently have narrow voltage margins because of the necessity for
high and unscalable V;y MOSFETs, and the operations are susceptible to V-
mismatch variations.

7.3.3 Requirements for Leakage Reductions

A high-speed reduction scheme for the active mode will eventually have
to be developed [4] although this is more difficult than for the standby mode
since leakage needs to be controlled much faster. Once such a high-speed
scheme is available it can also be applied to the standby mode, making its
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design much easier as it can be applied to both. Even if the scheme can be
applied to the standby mode, it may not be able to be applied to the active
mode if it is too slow, necessitating a complicated design with two different
reduction schemes. Note that such a high-speed scheme can also do mode
transitions at high speed while reducing leakage, as exemplified by a fast
recovery time from standby to active mode, which is the key to mobile
applications. The key to achieving reduction is to control leakage within one
active cycle so that the leakage in each block is reduced in an active cycle,
ready to reduce the leakage of any block in the next active cycle. Hence,
better reduction efficiency, allowing a smaller voltage swing for a given
leakage reduction, smaller load capacitance, and simpler control are required.

In addition to high-speed, confining peripheral circuits to a minimum
active circuitry is vital. Leakage in the active mode can further be reduced, if
the scheme enables active (i.e., selected) circuitry in each block to be
confined to the small every instance within a cycle time [4, 13, 32], and
reduces the leakage in the remaining inactive (i.e., non-selected) circuitry
that dominates the total leakage in the block. Fortunately, peripheral circuits
in RAMs accept such schemes and reduce leakage easily and effectively,
whereas random logic circuits in MPU/MCU/SoC do not, as will be
discussed later. This stems from the features of RAMs we described.
Moreover, the area penalty must be minimized. Furthermore, compensation
for leakage variations as well as speed variations caused by Vr-variations is
essential. This will also improve the voltage margin of the worst SRAM cell
with the highest Vyand the largest V~mismatch.

7.4 VARIOUS LEAKAGE REDUCTION SCHEMES

Leakage reduction schemes for MOSFETSs are described in general in
this section, and then compared in terms of RAM designs [3].

7.4.1 Leakage Reductions in MOSFETSs
Increasing V; is the best way to reduce the sub-threshold current (i) of a
MOSEFET. This is expressed by

pecexp|

Vs =Vy = K(3fVis + 2 ~V2¥ )+ AV, qVps
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where plus values refer to n-MOSFETs and minus values to p-MOSFETs.
Vr is the actual threshold voltage, while S is the sub-threshold swing, K is the
body-effect coefficient, and A is the drain-induced barrier lowering (DIBL)
factor [25]. Here, q is the electronic charge, k is the Boltzmann constant, and
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Fig. 7-4 Leakage reduction efficiency [3].

T is the absolute temperature. Leakage is usually reduced to 1/10 with a Vi
increment of only 0.1 V for a bulk MOSFET with S =100 mV/decade at
100°C.

Two ways of obtaining a high-V; MOSFET from a low-actual-Vy
MOSFET are by increasing the doping level of the MOSFET substrate and
by applying reverse biases. Thus, the selective use of these resulting high-V7
MOSFETs in low-actual-V7 circuits or the reverse biasing of low-actual-Vy
circuits decreases circuit sub-threshold current. Although there have been
many attempts to develop reverse-biasing schemes, the basic concepts can
still be categorized into the three in Table 7-1. These are (A) gate-source
(Vgs) reverse biasing, (B) substrate-source (Vps) reverse biasing, and (C)
drain-source voltage (Vps) reduction. Here, the Vs reverse biasing scheme
can further be categorized as Vs-control with a fixed Vs (Al) [10, 11] and
Vg-control with a fixed Vs (A2) [9]. The Vps reverse biasing schemes can be
categorized as Vp-control with a fixed Vs (B2) [8, 33] and V;-control with a
fixed V3 (B2) [34, 35].

The efficiencies for reducing leakage for offset voltage & applied to a
low-actual Vr MOSFET are plotted in Figure 7-4 using 0.1-um MOSFET
parameters. The reduction efficiency of (A2) is the leakage (i)-ratio without
and with Vg reverse bias:

(Vg5 =0) _ expl 5 ) @)
i(Vgs = —0) S/1n10

This is quite large because & has been directly added to the low-actual V.
The reduction efficiency of (B1) is calculated in the same manner:
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This is smaller than r; because of the dependence of square root on dand the
small K. (C) has quite a small reduction efficiency of

F2 = €X

r= e 4)

because of the small A, unless Vg approaches thermal voltage (kT/q), where
i is drastically reduced as the second factor of Eq. (1). Scheme (A1) has the
largest reduction efficiency of r;r,r; because all three effects are combined.
(B2) has a reduction efficiency of r,r;, which is larger than that of (B1)
because of the additional effect of reducing Vps. Note the inherently small
offset voltage required to reduce the given leakage provided by scheme (A).
This effectively reduces not only sub-threshold current in the low-power
mode, but also achieves a faster recovery time in the high-speed mode, as
was explained earlier.

The concept involves two types of biasing, static and dynamic. The
former, or so-called dual-Vr scheme, is used to statistically combine low-Vr
MOSFETs and the resulting high-Vy MOSFETSs in core circuits. A CMOS
dual-Vr scheme [26, 27] in which a low V7 is applied only to the critical path
occupying a small portion of the core is quite effective in simultaneously
achieving high speed and low leakage current, although the basic scheme
was proposed for an n-MOSFET 5-V 64-Kb DRAM [28]. A difference in Vr
of 0.1 V reduces the standby sub-threshold current to one-fifth its value for a
single low Vp, although an excessive Vr difference might cause a race
condition problem between low- and high-V7 circuits. The dual-Vr scheme is
also applied to SRAMs [27, 29]. It has been reported that a combination of
dual V7 and dual Vpp achieved a high-speed low-power 1-V e-SRAM [29].
Another application of the dual-Vr scheme is in a high-Vr power switch {8,
10-12, 14, 15] that can cut the sub-threshold current of an internal low-V;
core in the standby mode. High-Vy MOSFETs can easily be produced in
DRAMSs [22] by using the internal supply voltages that DRAMs require, as
will be explained later. The high V7, however, eventually restricts the lower
limit of Vpp as the transconductance of a MOSFET degrades at a lower Vpp.
The latter (i.e., dynamic biasing) changes the Vr so that it is sufficiently low
in high-speed modes, such as the active mode with no reverse bias, while in
low-power modes, such as the standby mode, it is increased by changing
bias conditions (see Table 7-1).
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7.4.2 Comparisons of Concepts

There is a vast difference between the two schemes (A and B) in terms of
recovery time [3]. In Vg reverse biasing, the small voltage swing, o, enables
quick recovery (several nanoseconds for RAMs). In Vs reverse biasing,
however, it takes more than 100 ns for recovery when it is applied to a
power line with a heavy capacitance, because Vpg reverse biasing requires a
large Vp swing (4Vj) or Vs swing (4Vs), which is usually more than 1.5 V
for a given change in V; (4Vy). The necessary voltage swing imposes
different requirements on substrate driving (B1) and offset source driving
(B2). In (B1), the necessary voltage is significantly larger than Vpp, which is
the sum of Vpp and AVp. For example, existing MOSFETs with a 0.2-VV4
body-effect coefficient (K) require a AV as large as 2.5 V to reduce the
current by two decades with a 0.2-V A4Vr. A larger-K MOSFET is needed to
reduce the swing. However, this slows down the speed in stacked circuits,
such as NAND gates. In contrast, the K value decreases with MOSFET
scaling, implying that the necessary AV will continue to increase further in
the future (i.e., unscalable AVy) due to a lower K, and there will be a need
for a larger AVy reflecting the low-Vr era. Eventually, this will enhance
short-channel effects and increase other leakage current, such as GIDL
current [30]. A shallow reverse Vg setting, or even a forward Vp setting in
active mode, is also required to effectively increase Vr in standby mode,
because Vr is more sensitive to Vp [2]. However, the requirements to
suppress V noise will instead become more stringent. In fact, a connection
between the substrate and source every 200 um [31] to reduce noise has
been proposed, despite the area penalty. In addition, problems inherent in
LSIs with an on-chip substrate bias (Vpg) generator, which DRAM designers
have experienced since the late 1970s, may occur even with a low Vpp.
These problems include spike current and CMOS latch-up during power-on
and mode transitions, and Vjpp degradation caused by increased substrate
current in high-speed modes and screening tests at high stress Vpp. They also
include slow recovery time as a result of poor current drivability of the on-
chip charge pump.

In offset source driving (B2), the necessary voltages and voltage swing at
any node are smaller than Vpp. This control becomes ineffective as Vpp is
lowered owing to a smaller substrate bias. However, these problems
accompanied by an on-chip Vpp generator are not expected. The energy
overhead for offset source driving (B2) through mode transitions is usually
larger than that for substrate driving (B1l). This is because the parasitic
capacitances of source lines are larger than those of substrate lines, though
the necessary & is smaller. The parasitic capacitances of substrate lines
consist mainly of junction capacitances between the substrate (well) and
source/drain of MOSFETs, while those of source lines include the gate
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Fig. 7-6 Circuit without SSI (a) and with SSI (b) [10, 11].

capacitances of on-state MOSFETs as well as junction capacitances. The
energy overhead for self-reverse biasing (Al) is quite small because of the
small and self-adjusted 6.

7.5 GATE-SOURCE REVERSE BIASING SCHEMES

Gate-source reverse (or back) biasing (i.e., A in Table 7-1) is discussed
in detail in this section because it is the most promising for RAM designs. It
can be categorized as gate-source self-reverse biasing (A1), and gate-source
offset driving (A2). In particular, self-reverse biasing is most effective in
RAM designs because of its inherent features. These are fast and simple
control that can be applied even to the active mode, a small area penalty, and
confinement to minimum active circuitry if applied to an iterative circuit
block in RAMs.
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7.5.1 Gate-Source Self-reverse Biasing Scheme

(1) Switched-Source Impedance (SSI)

A typical example of gate-source self-reverse biasing is the switched-source
impedance (SSI) applied to input predictable logic [10, 11]. In Figure 7-5,
SSI is stacked at the source of the MOSFET in the sub-threshold region to
provide gate-source self-reverse biasing. For example, SSI is at the n-
MOSFET source with the switch off for an inverter with low-level input
during inactive eriods, while for high-level input it is at the p-MOSFET
source. The switch is on during active periods so that the inverter operates
normally. SSI features can be explained using the circuit in Figure 7-6,
assuming that an SSI is equivalent to one low-Vr MOSFET (Q,). During
inactive periods with Q, off, no matter how large the original sub-threshold
current (i;") is, it is eventually confined to the Q, constant current (i) with
self-adjusting &. The 6 and leakage reduction ratio ¥ ( = i,/i;” = i,/i,’) are
simply expressed by making i; equal i, as

iy =a W, 109775 4: current density, 5
iy=a W, 10775, (6)
0 =V — Vi) + (S/Inl0) In(W,/W>), and @)
y =105, (8)

Primary Stacking Effect. Additional MOSFET Q, makes & and thus y
adjustable with its channel width (W;) and/or threshold voltage (Vr),
yielding the primary stacking effect. A larger ¢ and thus a smaller ¥ are
attained with a smaller W, and/or a higher V. In an extreme case where Vi,
is high so that i; becomes almost zero, ¥is almost zero with a larged. This is
just the power switch with sufficiently high V5. Therefore, there is no
substantial difference between the power switch and ‘leaky’ power switch
with a lower Vr, although a higher Vr reduces leakage more, but needs a
longer recovery time instead. For the same Vr, ¥ is simply expressed as the
channel-width ratio of W,/W,. For example, a small voltage swing () of
only 0.1 V reduces leakage by one order of magnitude when W, = W, /10
and S =100 mV/decade. Hence, fast control is achieved with such small 4,
small load capacitance of the node, and simple self-reduction control.
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Secondary Stacking Effects: If W, =W, and Vp, = V7, no reduction in leakage
is expected because of 6 = 0 and y = 1. It is true as long as the above
equations, where secondary effects have been neglected, are used. However,
the secondary effects deriving from offset source driving (B2 in Table 7-1)
to Q;, and the DIBL effect (C in Table 7-1) of Q, actually reduce leakage
although these reductions are quite small, as we can see from Figure 7-4. As
a first approximation, leakage is at least halved because Q; and Q, are
equivalent to one MOSFET with halved channel width. To be more exact,
about one-third reduction is expected [3].

Many applications of SSI to logic gates [11], such as inverters, NAND
gates, NOR gates, clocked inverters, and R-S latches have been proposed.

(2) SSI Sharing

One of the most effective SSI applications is SSI sharing [2-4, 10, 11, 13, 14,
32]. Figure 7-7 shows examples of SSI sharing applied to an inverter chain
and an iterative circuit block to minimize the area penalty. For a 0-V input
inverter chain, in which all outputs of each inverter have settled, leakage
flows from the Vpp supply to a p-MOSFET in each Vpp input inverter. Thus,
there is accumulated leakage flowing into the p-MOSFET SSI so that it is
reduced with resulting 8. The accumulated leakage is proportional to the
total channel width of relevant p-MOSFETs in the inverter chain. Thus, the
leakage reduction ratio is expressed by the ratio of the channel width (W) of
p-MOSFET SSI to the total channel width of the p-MOSFETs, ie., ¥ =
WIZW, (k = 1 to n) for a 2n-stage inverter chain. Here, the W can be
comparable to each p-MOSFET channel width without a speed penalty,
because each inverter switches with different timing during active periods.
Thus, yis eventually expressed as 1/n. Therefore, with a large n, leakage and
area penalties become smaller, because y is almost 0, and W is much
narrower than the total channel width. As a result, the leakage in the inverter

Voo

Voo
Dp

%DHE'[W Vop-6
SS1

%Sis:’q:’ ) .
I .

(@ (b

Fig. 7-7 SSI sharing for inverter chain (a) and iterative circuit (b) [11].
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chain can be reduced to that of p-MOSFET SSI. Such is the case for n-
MOSFET SSI. The n iterative inverter block (b) with each represented by
one p-MOSFET, coupled with SSI connected to the common source line,
also minimizes the area penalty. During non-selected periods at the Vpp gate
voltage of each MOSFET, the block is equivalent to one p-MOSFET with
W; equal to nW, so that the leakage reduction ratio (9) is simply expressed as
W,/nW. Here, W, can be comparable to Q-channel width (W) without a speed
penalty, because only one MOSFET is activated during selected periods with
SSI on. Thus, yis eventually expressed as 1/n. Therefore, the leakage and
area penalties are greatly reduced with a large n.

(3) SSI Applications to Multi-divided Block

Confinement to a minimum active circuitry further reduces leakage in the
active mode, if the large leakage from the remaining large inactive circuitry
is sufficiently reduced by SSI. This can be done by partially activating the
multi-divided block using SSI. Table 7-2 compares various SSI applications
to an iterative circuit block [13, 14, 32]. Configuration (b) corresponds to
Figure 7-7(b), (c) is a multi-divided block with m sub-blocks with n/m
circuits each, coupled with SSI connected to the common source to select
each sub-block, and (d) is hierarchical SSI with additional SSI (i.e., SSI; and
SSI,). Here, the same V7, the same S, and the same leakage for p-MOSFET's
and n-MOSFETSs have been assumed. The channel-width ratios of the SSI
MOSFET and the additional SSI MOSFET to the circuit MOSFET that
flows leakage (i) with a channel width of W have also been assumed to be a
and b, respectively. The leakage currents for configurations (b), (¢), and (d)
in the standby mode are confined to their SSI constant currents, ai, mai, and

Table 7-2 Various SSI applications to iterative circuit block [13, 14, 32]

(a) No SSt (b) SSI to (c)SSito (d) Hierarchicat SSI
one block multi-divided block to multi-divided block
|7
Voo Vo Voo SSI2 04 bW
ssigagaw|  SSI o-iTw vwa;(l ssxmjaw vm-j FG
Configuration ™ R ” n(m{ - e _‘ nm; = _J :
circuits| s é‘l rp};; o L};
& m subblocks "
Penetrating *2 Standby i i gl l
current Active o n/m)i +{m-1)ai
Drivability "2 1 1+1/a 1+1/a +1/b
Chargicnt?vécn?oeéeinto 4 o CraVe CraVy + CaaVz

*1 Gate voltages shown are for the active mode. p-MOSTSs in iterative circuits have a gate width .

*2 Ali the transistors have the same threshold voltage. Channe! widths are tailored as << nand b << ma.

*3 Refative value to the conventional ignoring wiring resistance.

*4 Cy, €3, and G wiring capacitances and 4¥y, 4V2, and, 4V are voltage drops from ¥ppin the standby mode.
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bi, respectively, no matter how large the total circuit leakage and the total
SSI leakage are. In the active mode, leakage (ni) flows for (b) with SSI on.
Leakage (n/mi + (m-1) ai) flows for multi-divided block (c) because one
selected SSI and one selected circuit in the selected subblock are turned on,
while other SSIs and other circuits remain off. For another multi-divided
block (d), i.e., hierarchical SSI, the same leakage flows with SSI, on. The
standby leakage is minimized by architecture (d) because the mai current of
(c) is eventually confined to bi, and active leakage is reduced by multi-
divided blocks (c) and (d). Active leakage is minimized by the condition of
m =+n/a for m » 1, although this reduction must be compromised with
speed.

(4) Compensations for Vr-variations

Whatever SSI scheme is applied, the constant leakage current expressed by
Eq. (6) still remains. It strongly depends on V7 and temperature, and thus
compensation for variations is the key, as will be discussed later.

7.5.2 Gate-Source Offset Driving Scheme

A negative supply voltage (J) or a supply voltage (Vpy) higher than Vpp
is essential to substantially cut a low-Vr n-MOSFET or p-MOSFET. This is
because a high-Vr n-MOSFET is effectively achieved with the sum of & and
a low-actual V7, or a high-V; p-MOSFET is effectively achieved with the
sum of (Vpy — Vpp) and a low-actual V. A scheme that corresponds to A2 in
Figure 7-4 has been widely used in modern DRAMSs [2], and will be
discussed later. Such a scheme has also been proposed for power switches
because it provides a large ON-current. However, there are many challenges
to ensuring stable operation, especially in high-speed power switches.
Gate-voltage Setting Accuracy: The gate voltage of a power switch
MOSFET must be well regulated against random high-speed operations of
internal circuits, because the leakage in a MOSFET is quite sensitive to gate
voltage. For example, the accuracy of setting the gate voltage must be less
than 30 mV for allowable leakage variations of less than 50 % assuming S =
100 mV/decade. Unfortunately, gate voltage (e.g., negative or raised supply
voltage) is usually generated by the on-chip charge pump with inherently
poor current drivability [2], which causes unregulated gate voltage.
Moreover, the quasi-static output level is susceptible to various coupling
noises. These problems are similar to those in the on-chip Vpp generator that
was described earlier.
Active Mode: The load current of the converter (e.g., on-chip charge pump)
is maximized at the highest frequency and highest voltage of the load, while
it is minimized at the lowest frequency and lowest voltage. The output
voltage (i.e., gate voltage of the power-switch MOSFET) of the converter
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Fig. 7-8 Two leakage-current components of non-selected DRAM cell [2].

must be sufficiently precise against such wide load-current variations. Here,
a large load current increases the power dissipation of the converter since the
current must be compensated for, e.g., by a high pumping frequency to
stabilize the output voltage. Thus, the smallest load capacitance possible is
preferable to stabilize the output voltage with reduced load current.

Standby Mode: The DC currents of the load such as leakage must be
sufficiently small to keep the output voltage constant after the converters
have been switched to low-power modes to minimize the driving current.
This is essential when an on-chip charge pump is used.

Other Modes: Possible problems [2, 3] include spikes or large leakage
current during power-on or during mode transitions. Such abnormal currents
may occur while on-chip voltages have not yet settled. In addition, the
output voltage of converters may change due to the slow recovery time
involved with the on-chip charge pump. In addition, voltage degradation
may be caused by increased load current in screening tests at high stress Vpp,
as previously discussed.

7.6 APPLICATIONS TO RAM CELLS

Leakage-conscious designs for RAM cells [3, 4, 36] are described in this
section, which include discussions on the necessary Vyin RAM cells to
reduce sub-threshold leakage, the necessary word voltage and power supply,
and typical leakage reduction schemes that have been proposed to date.

7.6.1 DRAM Cells

The leakage in a DRAM cell flowing from the cell storage node to the
data line shortens the refresh time. There are two leakage currents at the
storage node of a non-selected cell {2]: the p-n junction leakage current (7))
to the substrate, and the sub-threshold current (i;) to the data line (DL), as we
can see in Figure 7-8. Even with such leakage currents, each non-selected
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cell must hold data for the tggpmq, (i-€., the maximum necessary refresh time).
The p-n current can be estimated by measuring the date retention time (so-
called static refresh time), while applying a static Vpp to the data line and 0
V to the word line so that the sub-threshold current to the data line is
eliminated. The sub-threshold current is estimated by measuring the data
retention time under conditions where 0 V is applied to the data line as long
as possible. In practice, the conditions are achieved by a set of successive
low-level (“L”) data-line disturbances that is done with successive
operations of other cells on the data line {2]. The refresh time measured
under the disturbances is called the dynamic refresh time. The sub-threshold
current component becomes negligible if cell Vr is sufficiently high. A
longer tggpmq, needs a higher Vr.

The lowest necessary Vi (=Vy.p) for a MOSFET depends on the necessary
tREFmax- The Vppp is defined as the Vi by which the sub-threshold current, from
the cell node to the data line during “L” data-line disturbances as previously
described, is suppressed to the extent of satisfying fzesma. specifications. The
treFmac depends on the row cycle time (zrc), the refresh busy rate 77 (= n tge /
IREFmax)> and the maximum junction temperature [2]. Here, n and # denote the
refresh cycles (i.e., the number of rows in the logical array configuration) and
the row cycle time. A shorter fggpmq, that allows a larger sub-threshold current
accepts a lower V7, enabling low-Vpp operation. In general, the Vyy, must be
quite high and unscalable [4] to satisfy the fzggmq, Tequirement. This high Vyp
calls for a high word-line voltage (Vi) and a thick-zox MOSFET, since the Vi
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Fig. 7-9 Maximum necessary refresh time (fzp,,,,) and necessary cell Vr [4].
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must be higher than the sum of Vpp and Vrrwto do a full-Vpp, write [2]. Here,
Vrrw is the sum of Vyp and the Vi-increase that is due to the body effect
developed by raising the source (i.e., storage node) by Vpp.

To achieve low-cost, the Vrp is higher than that for a high-speed design
because a longer fgrermq, 1s required. The requirement for a small chip, which is
achieved by a large number of cells connected to a data line, results in large
data-line capacitance (Cp), and thus a long fzc and a high Vpp, for sufficient
signal voltage. For a given refresh busy rate, the long #zc necessitates a longer
trermax (1.€., less leakage to the data line) and thus a high Vi p. For example, if
a low-cost hypothetical 64-Mb DRAM [4] with a pair of data lines connecting
1,024 cells can operate at Cp = 200 fF, tgc =100 ns, and Vpp= 2 V, the
calculated values for tzeemar, Virp, Vorw, and Vi are 8 ms, 0.7 V, 1.3 V, and 3.3
V, respectively, as we can see from Figure 7-9. However, if a hypothetical
high-speed 64-Mb DRAM with a pair of data lines connecting 64 cells can
operate at Cp =25 {F, tgc = 1 ns, and Vpp = 1V, these values are 1.3 us, 0.3V,
0.7 V, and 1.7 V. Here, we have assumed 7 =5 %, Cs = 30 {F, body effect K =
0.5 V', acceptable decay (AQs/Qs) = 0.1, leakage i = AQs /trgrmar, S = 120
mV/decade (100°C), and V7(25°C) = V7 (100°C) + 0.15 V.

Even with a low-actual V7, a high V7 (i.e., Vry) is effectively achieved as
the sum of the negative voltage applied to non-selected word lines and a low-
actual Vr. This is the so-called negative word-line (NWL) scheme and
produces gate-source offset driving (i.e., A2 in Tab. 7-1 or Figure 7-4). The
NWL scheme is better than word bootstrapping because the MOSFET gate
stress voltage during activation is relaxed [2].

non-selected cells selected cell
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Fig. 7-10 Read failure of SRAM cell [23].

7.6.2 SRAM Cells ‘
A low-Vy transfer MOSFET may cause read failure [23], if the sub-
threshold current (ni) accumulated from the transfer MOSFETs of many
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non-selected cells along the same data line is larger than the read current
(Icen) of the selected cell (see Figure 7-10). This condition restricts the
number of cells connected to one data-line pair, affecting the array
configuration of the SRAM. A sufficiently high V7, however, reduces the
sub-threshold current of the transfer MOSFETs. The leakage from cross-
coupled MOSFETs dramatically increases the data retention current in the
cell along with decreasing Vr, as exemplified by the 1-Mb array current in
Figure 7-11 [4]. Therefore, there is a minimum V; for the 6-T SRAM cell to
satisfy retention-current specifications [2-4]. If a low-power 1-Mb SRAM
accepts a leakage of 0.1 uA at T}, = 75°C, the Vr at 25°C might be as high
as 0.71 V, while if a high-speed 1-Mb SRAM allows a leakage of 10 pA at
Timax = 50°C, the V7 can be as low as 0.49 V. Such high-V; MOSFETs,
however, degrade the signal charge and static noise margin. This eventually
prevents Vpp-downscaling, especially for a low-power SRAM necessitating
a high-Vr. Note that the leakage in an array that is actually determined by the
mean value (Vr(mean)) of intra-die Vy variations varies with V;(mean) and
temperature. For example, it varies by as much as about four orders of
magnitude (from point C to F in the figure) if we assume the V; variation = +
100 mV and the junction temperature variation = 100°C (25 to 125°C) for Vr
(mean) = 0.49 V. Thus, chip-to-chip compensations for leakage variations
are essential.
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Fig. 7-11 Data-retention current of 1-Mb array versus Vr of cross-couple MOSTs [4].
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Dynamic High Vi: A new driving scheme (Figure 7-12) to reduce leakage
has been proposed and applied to a 1.5-V, 27-ns access, 6.42 x 8.76 mm’,
16-Mb SRAM [37]. This is an application of B2 in Table 7-1 to the SRAM
to achieve a dynamic high-V; cell. Note that the gate and source are
connected through the on-MOSFET. The scheme lowers the data-line
voltage from 1.5 V to 1 V and raises the ground line to 0.5 V during the
transition from active to standby mode, enabling the total leakage current per
cell in the standby mode to be reduced. At ambient temperature, the
measured total current of the conventional scheme was 95 fA. The largest
component was the sum of sub-threshold current and GIDL current for the n-
MOSFET and p-MOSFET, although the V;s were as large as 0.7 Vand 1 V,
respectively. The gate-tunneling current of the n-MOSFET was comparable
to this, despite an electrical zox as thick as 3.7 nm. The scheme greatly
reduced the total current to 17 fA. Offset source driving by 0.5 V applied to
the driver and transfer n-MOSFETs, and relaxing the electric field of all
MOSFETs by 0.5 V were responsible for the reduction. The reduction was
more remarkable at a higher temperature. At 90°C, the total current of
conventional scheme was drastically increased to 1,244 fA because of the
increase in the sub-threshold-current component. Note that GIDL current
and gate-tunneling current are insensitive to temperature. The scheme
reduced the total current to 102 fA. To cope with the increased SER caused
by the reduced signal charge in the standby mode, an ECC was incorporated
with a speed penalty of 3.2 ns and an area penalty of 9.7%.
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Fig. 7-13 Raised power supply 6-T SRAM cell, (a) and butterfly curve (b) [4, 36, 38].

Static High-Vy: Figure 7-13 shows the raised power-supply (Vpy = Vpp +
0Vp) and dual-Vr cell scheme [4, 36, 38]. Static high-Vy cross-coupled
MOSFETs are used to reduce the sub-threshold currents of cross-coupled
MOSFETs. Low-Vr transfer-MOSFETS, coupled with the NWL scheme (i.e.,
gate-source offset driving) to cut leakage during non-selected periods,
increase the cell read current. The resulting degraded static noise margin
(SNM) is compensated for by increased conductance in cross-coupled
MOSFETs caused by the raised supply (Vpy), which is generated by the
charge pump or the voltage-down converter of the I/O power supply.
Furthermore, the Vpy maintains the signal charge Qs and drivability of cross-
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Fig. 7-14 Static noise margin (SNM) and cell read current (Jcell) of raised power supply cell
at 1-V Vpp for low V7 (a) and high Vr (b) [4, 36].

coupled MOSFETs despite the high Vr and large variations in Vr and V-
mismatch (6Vy). The éVr not only makes the cell read current (I,,;) smaller,
but also makes SNM imbalanced and thus narrower in its so-called butterfly
curve for the worst combination of V7 in the figure, as exemplified by a éVr
of 0.1 V in Figure 7-13(b). Even with a small boost of 6V, = 0.1 V for éVr =
0.1 V both I..; and SNM are greatly increased for both a high-speed design
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of Vr=0.49 V and a low-power design of Vy=0.71 V (see Figure 7-14) [4,
36]. Thus, the Vpy scheme is likely to make 1-V operation possible even
under the usual design conditions of a 100-mV SNM and 20-pA cell current,
while the conventional Vpp scheme (i.e., no raised power supply and fixed
high-V7 transfer MOSFETs) makes 1-V operation at V7 = 0.71 V impossible.
Power dissipation with this Vpy scheme is reduced because the data-line
(DL) voltage can be maintained low (i.e., Vpp) to reduce the power of DL
and other column relevant circuits that are major sources of SRAM power.
Thus, even if a high voltage is applied to the word line and cell, power
dissipation of an SRAM will not be substantially increased.

7.7 APPLICATIONS TO PERIPHERAL CIRCUITS
7.7.1 DRAM Peripheral Circuits

SSI was applied to iterative circuit blocks to reduce leakage current, first
in the standby mode and then in the active mode with advanced SSIs.
Standby-current Reductions in 256-Mb DRAMs: SSI dramatically reduced
the data retention current with refresh operations that was dominated by the
word-driver block. Figure 7-15 shows low-V; p-MOS SSI (Qs) shared with
the n word-driver block in a 256-Mb DRAM [39]. This is an example of Al
in Table 7-1 or Figure 7-4, although a raised supply (Vpy) necessary for
word-bootstrapping is used. In the standby mode, off-SSI enables the voltage
(Vpy) of the common source line to drop by & from Vpy as a result of the total
sub-threshold current flow of ni. As each p-MOS driver (Qp) is self-reverse-
biased, the total current eventually decreases. Hence, the Vpy is well
regulated despite the use of the on-chip charge pump. In the active mode, the
selected word line is driven after Vp, becomes Vpy by turning on Qs. Here,
the channel width of Qg can be reduced to several times that of Qp without a

Active, Standby  Vow(pump}) W, SW, <<n-W,
3 0 Vor ?’. °‘| Qs Reduction ratio = Ws/nWp
y Standby )} 239 Refresh 27
{73 P M . . L.
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Fig. 7-15 Gate-source (Vgs ) self-reverse biasing applied to a 256-Mb DRAM (a) and
retention current with refreshes [39]. Ws and Wp denote the respective channel
widths of Qs and Qp.
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Fig. 7-17 Leakage in the standby mode of 256-Mb SDRAM [22].
The peripheral circuits component is from peripheral MOSTs
without substrate bias.

speed penalty, as previously discussed. A resulting & as small as 254 mV
reduced the standby sub-threshold current of the word-driver and decoder
blocks to 1.5x107 for n = 256 and W(Qs)/W(Qp) = 5, enabling to reduce the
sub-threshold current of the chip to 3% (from 219 to 6 nA). The total data
retention current was thus reduced to 53 pA. The small & enabled a fast
recovery time to the active mode of 1 ns.

Figure 7-16 shows another 256-Mb DRAM [22] with a hierarchical
word-line architecture [2]. The SSI and multi-static high V; utilizing well
biases have been combined. Here, /MWL and SWL are the main word line
and sub-word line, and CSL is the column select line for the multi-divided
data-line architecture [2]. The circled MOSFETS in the figure are in the sub-
threshold region during the standby mode. Here, SSI; was only applied to
the p-MOSFETs (open circles) in the inverter chain with an output of RX in



188 Leakage in Nanometer CMOS Technologies

njm{ G

Fig. 7-18 Word driver block (a) and decoder block (b) with the hierarchical SSI
scheme [13, 14].

the array control circuit, which corresponds to Figure 7-7(a). This was
because p-MOSFETs have a larger total channel width and a larger S-factor
(see Figure 7-17) due to their buried-channel MOSFET structure. Since these
inverters operate in series in the time domain, this connection does not cause
a speed penalty, as previously explained. SSI; was also applied to the main-
word driver block. Furthermore, the n-MOSFETs (shaded circles) and p-
MOSFETs (shaded circles) in the column-decoder block had a higher V- due
to the respective well bias Vgg and Vpy. SSI, further reduced the leakage in
the column decoder block. By combining both SSI and multi-static high-Vr
schemes, the total sub-threshold current in the power-down/self-refresh
mode was reduced to one-sixth, as Figure 7-17 shows. The current can
further be reduced by applying a multi-static V7 scheme to the peripheral
circuits.

Active-current Reduction of 16-Gb DRAM: Hierarchical SSI schemes (i.e.,
Table 7-2(d)) and a power switch were effective in reducing the active
current of a hypothetical 1-V 16-Gb DRAM [13, 14]. Figures 7-18(a) shows
application to the word-driver block [13, 14], which is divided into m sub-
blocks with n/m word drivers each. An SSI; is connected to the common
source line of p-MOSFET word drivers to select the sub-block. In the active
mode, while turning on the selected SSI1 and SSI2, the leakage in each non-
selected sub-block is confined to the SSI; small constant current since the
SSI, channel width is much narrower than the total channel width of driver
MOSFETs in the corresponding sub-block, as previously discussed. In the
standby mode, the total leakage confined by SSI;s (i.e., mai in Table7-2(c))
is further confined to the SSI, small constant current since the SSI, channel
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Fig. 7-19 Sense amp (SA) driver block (a) with a symmetric hierarchical SSI
scheme in the active mode, and selected SA-relevant circuits (b) and
non-selected SA-relevant circuits (c)[13, 14]. P; Precharge.

width is much narrower than the total channel width of SSI;s. Figure 7-18(b)
shows application to the decoder block, which is divided into m sub-blocks
(B1-Bn) with n drivers each. One decoder unit consists of an n-MOSFET
NAND gate with address inputs and a CMOS inverter. The hierarchical SSI
scheme is applied to the n-MOSFET common source of the NAND gate
block, and to the p-MOSFET common source of the CMOS inverter block.
Leakage current in active and standby modes is reduced in the same manner
as in the word driver block.

Figure 7-19(a) shows application to the sense-amp driver block [13, 14],
which is divided into m sub-blocks (B,-B,,) with n drivers each. In the active
mode, the selected driver in the selected sub-block, e.g., driver #1 in sub-
block B;, drives the sense amps (SAs) in the selected sub-array with Qp,; and
Qp;’. This is done by turning on SSI, and SSI,’, and only SSI; and SSI,’of
selected sub-block B,, while all SSI;s and SSI;’s of non-selected sub-blocks
remain off. After the signals developed on the half-Vpp, data lines have been
amplified to Vpp or O by the selected SAs, accumulated leakage (i°), which is
the sum of leakage (is) flowing into each SA (Figure 7-19(b)), flows into Qp;
and Qp;’. The accumulated leakage is proportional to the total channel width
of leakage-relevant MOSFETSs in SAs, which is comparable to the channel
width of Qp; and Qp;’ to quickly drive the SAs. For other drivers in the
selected block, all SAs remain off because all data lines and all drive lines
(CPs and CNs) are at Vpp/2 (Figure 7-19(c)). However, leakage (i), which is
proportional to the channel width of Qp or Qp’, develops at each non-
selected (OFF) driver p-MOSFET and n-MOSFET (e.g., Qp; and Qp;’).
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Hence, the total leakage in non-selected drivers is much larger than the
leakage in the selected driver. However, for non-selected blocks, SSI;s and
SSI’s enable to develop voltage drops or raised voltages by using dp or dy
on corresponding power lines (e.g., P,y and Pap.) to reduce leakage. The total
leakage is (m-1) ai, assuming that the channel width ratio of an SSI,
MOSFET to Qp is a. Note that Qp; and Qp;’are common to plural SAs in
this example. However, they can be distributed to each SA without an area
penalty, as can be seen in Figure 7-22.

Figure 7-20 shows a high-Vr power switch applied to an internal low-Vr
circuit with a high-V7 level holder [14]. It is useful for various control logic
circuits in peripheral circuits to maintain the output level, since a floating
intermediate level may cause leakage in succeeding circuits. The input of a
low-Vr circuit is evaluated with this scheme, and then the evaluated output is
maintained at the small level holder. After that, the power switches are
turned off to stop leakage in the low-V7 circuit, while preventing output from
unnecessary discharge. Thus, the switches can be turned on quickly at the
necessary timing to prepare the next evaluation, ensuring fast random logic
operation despite the large area and large voltage swing to control the power
switches.

In the conventional design, the simulated active current in a 16-Gb
DRAM was as large as 1.18 A, (see Figure 7-21). The DC sub-threshold
leakage was as large as 1.105 A, while the AC capacitive current was as
small as 75 mA at a cycle time of 180 ns. Major leakage current came from
iterative circuit blocks, such as the word driver block, decoder blocks (X and
Y), and sense-amp driver blocks. Note that depletion MOSFETs, e.g., a -
0.12-V Vr for n-MOSFETs, were responsible for such large leakage. The
circuits we described reduced the active current to 116 mA.

Sleep-mode Current Reduction in 0.09-um 16-Mb e-DRAM: A variety of SSI
schemes and compensation circuits for Vr-variations has enabled a 16-Mb e-
DRAM to operate at a record-setting low voltage of 0.6 V using a 0.195-um’
trench capacitor (Cs= 40 fF) 1-T cell [1]. The total operating power at a 0.6-
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V 20-ns row cycle was only 39 mW, and the standby and sleep-mode
currents at 0.9 V and 105°C were as low as 328 and 34 pA. Details on the
circuits are explained in what follows.

Figure7-22 shows the cell-relevant circuits. An excessively raised word
voltage of 3 V is probably needed for high-speed charging of a large Cj
rather than for a full-Vpp, write. A low Vi of 0.2 V is used for SA MOSFETs
(M1-M4) to enable high-speed half-Vp,, sensing, while a normal Vy of 0.3 V
is used for SA-driver MOSFETSs (M5, M6) to reduce sub-threshold current
in standby mode. The substrate biases of SA and driver MOSFETs are
independently controlled because their different Vi implants cause different
temperature dependencies for V5. Gate-source offset driving in the sleep
mode of n-MOSFETSs and p-MOSFETSs (above Vpp and below Vig by 0.3 V)
reduces sub-threshold current. The RAM data is retained by periodically
exiting the sleep mode and performing burst refresh cycles at 20 ns, as we
can see from the figure. The refresh scheme minimizes the pump currents of
the converters for -0.3 V and Vpp +0.3 V, enabling a simple design to be
used for the converters. Figure 7-23 depicts a sense-amp driver consisting of
an inverter chain that shares SSIs, as shown in Figure 7-7(a). Figure 7-24
shows row circuits composed of multiple iterative circuit blocks such as a
NAND decoder block, an inverter block, a level shifter block, and a word-
driver block. Each block has its own SSI MOSFET. For example, in the
sleep mode, the leakage from each block is reduced by the respective SSI
because each circuit in the block and SSI are off. In the active mode, all SSIs
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Fig. 7-24 Row circuits of 0.6-V 16-Mb e-DRAM [1].

are turned on so that the selected word line is activated by the corresponding
row circuits. Only one circuit in each block is activated in the active mode,
and thus leakage in the sleep mode is reduced without speed and area
penalties, as previously described.

The substrate biases of SAs and other periphery circuits must statically
be controlled according to variations in process, temperature, and Vpp to
suppress variations in sub-threshold-current as well as speed. An n-MOS
body-bias generator [1], shown in Figure 7-25(a), monitors the current
through reference MOSFET M, with Vg approximately equal to Vy (Vpp/2).
The current through the MOSFET (Ips) is a good indicator of both
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MOSFET-OFF current and the switching speed of peripheral circuits. The
drain voltage (Vp) is compared to Vpp/2 + Av and Vpp/2 — Av using two OP-
amps to determine whether the body bias (Vyp) should be increased or
decreased. When the Vi of peripheral circuits is low due to fast process
conditions or high temperatures to the extent of Vp < Vpp/2 — Av, the lower
OP-amp senses the reduced V) so that PUMP (i.e., on-chip charge pump [2])
starts the built-in ring oscillator to oscillate if Mp, is on. Thus, Vyp starts to
decrease so that the Vris increased to compensate. The oscillations continue
until the resulting deep Vyp increases the Vr to a point where the OP-amp
turns Mp; off with Vp > Vpp/2 — Av. This is true as long as the deep Vyp does
not exceed the acceptable lower limit for Vyg. Once Vyp exceeds the lower
limit for Vyp on the way to the deep Vyp, LIMIT detects the level of the
lower limit for Vyg and turns Mp, off with the “H” output to inhibit
oscillation. The upper OP-amp works in the same manner, comparing Vp, to
Vop/2 + Av. However, when V7 is high due to slow process conditions or low
temperatures, the lower OP-amp disables PUMP while the upper OP-amp
discharges the M, gate for driving the body. Thus, the V7 of n-MOSFETs is
reduced and thus compensated for. Another feature of the generator is that as
Vop increases, body bias Vyz becomes negative to raise Vy and reduce
standby power with reduced sub-threshold current. The positive body bias is
limited to a maximum of Vpp/2 to limit the leakage into the body-to-
source/drain junctions, and the negative body bias is limited to —2/3Vpp to
avoid over-stressing the MOSFETs. Figure 7-25(b) plots Vyp versus
temperature as a function of Vpp. The p-MOSFET body bias generator is a
complementary version of the n-MOSFET generator. It has been reported
that negative body bias reduced sub-threshold currents by 75 % under fast
process conditions, and positive body bias improved the speed by 63 %
under slow process conditions.

The output level of each internal voltage in Figure 7-22 is well regulated
if the loads that on-chip pumps must drive are kept light. However, possible
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problems [2] are detrimental effects due to parasitic bipolar transistors that
develop more easily at forward bias [40].

7.7.2 SRAM Peripheral Circuits

Figure 7-26 illustrates a 0.13-pm 1.2-V 300-MHz 1-Mb e-SRAM module
{41]. In the active mode, a four-bank architecture with only one-bank
activation (#1 in the figure) by turning on M; and M; confines the active
circuitry to one-fourth, and thus reduces the AC power of control signals to
one-fourth. This also reduces leakage in inactive banks, if SSI is applied to
the word-driver block and cell array. SSI; reduces the leakage in each off-p-
MOSFET in the word driver block [4] by gate-source self-reverse biasing
(#2). SSI; allows a small voltage drop, ¢, in the small capacitive power line
of the word-driver block, enabling a fast recovery time of 0.3 ns. SSI, causes
0, on the common cell-source line as a result of accumulated leakage from
many cells. Thus, the body effect by &, (#3) increases the V; of the cross-
coupled off-n-MOSFET in each cell so that leakage is reduced. Here, the
diode (M,) clamps the source voltage, so signal charge Qs is not reduced by
excessive &. However, it has drawbacks: A large necessary & of about 0.4
V due to poor reduction efficiency of source-driving (B2 in Figure 7-4), and
large source-line capacitance result in a slow recovery time of about 3 ns. In
addition, the signal charge of the non-selected cell is reduced by &,. In the
sleep mode, peripheral circuits such as SAs and write amps are turned off
with the power switch off, resulting in a slow recovery time of 3 ns. In the
standby mode, all banks are off, causing further reduced leakage.
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The results indicated that leakage current was reduced by 25% in the
high-speed (300 MHz) active mode with only SSI; turned on, and by 67% in
the slow-speed (100 MHz) active mode with both SSI; and SSI, turned on.
In the sleep mode, leakage in peripheral circuits was reduced by 95%. Even
$0, a 1.2-V V) is still high, and Qs reduced by 6; in the standby mode would
pose a stability problem at a lower Vpp.

7.7.3 Control Logic Circuits

The total channel width of MOSFETs involving shubthreshold currents
in high-speed control logic circuits is relatively small, as previously
explained. Thus, few reduction schemes have been proposed thus far. If
needed, however, high-speed reduction schemes such as various SSI
schemes, a power switch with a level holder, and multi-static V7 utilizing
internal voltages can successfully be applied to circuits. These reduction
schemes may also be used in the circuits of logic LSIs because they have
similar circuit configurations. In fact, SSI enabling the leakage of an adder in
logic LSIs to be controlled within one active cycle has been reported [42].

7.8 FUTURE PROSPECTS

A dual approach for Vpp, V7, and tox [3] will eventually be needed to
meet different cell and peripheral circuit requirements. For RAM cells,
leakage and cell stability are major concerns. To reduce leakage, the
necessary V7 must be high, and gradually be increased with memory capacity
to preserve the refresh busy rate [2] for DRAMs and the chip retention
current for SRAMs, as previously discussed. To achieve greater stability,
such high V; unavoidably necessitates a high Vpp for a large signal charge,
and thus a thick 7ox for a small gate tunneling current. In contrast, for the
peripheral circuits, low power and high speed are major concerns, as they are
for logic LSIs. Thus, a low and scalable V7, a low Vpp, and a thin oy are
necessary. Therefore, for example, the difference in V; between RAM cells
and peripheral circuits will increase in the future. Even so, since the
difference should be reduced for simple designs, leakage issue will continue
to be important.

New gate insulators to reduce the gate tunneling current need to be
developed soon. In addition, the development of new devices and circuits to
suppress leakage variations as well as speed variations caused by Vi-
variations will be real challenges to future RAM designs. Increased chip-to-
chip leakage by inter-die Vr-variations, however, could be compensated for
by further improvements of existing circuits using internal supply voltages,
as discussed earlier. Intra-die Vi-variations degrade the voltage margins of
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SRAM cells, DRAM sense amps, and peripheral circuits unacceptably,
making reliable RAM designs almost impossible for the near future. Hence,
new MOSFETSs with small V-variations are necessary. Although in the long
run, low-temperature CMOS operation might be a possibility, the fully-
depleted (FD) SOI may be a strong candidate. For example, if a new FD-SOI
device, called a dynamic-double-gate SOI (D2G-SOI) [43-45], is used, many
advantages that make them suitable for sub-volt operations are expected.
These are not only smaller Vy-variations and thus smaller Vi-mismatch
variations (Figure 7-2), but also a larger signal charge with additional
capacitances, a smaller necessary signal charge with a soft-error immune
structure, a lower necessary Vr with a reduced S-factor, a wider static noise
margin with increased drain current, and a reduced temperature dependence
of Vr [46].

7.9 CONCLUSION

This chapter presented mainly challenges and trends in low-voltage
RAMs using nanoscale transistors in terms of sub-threshold leakage current
in RAM cells and peripheral circuits. After comparing the many schemes
that have been proposed to date to reduce leakage, the switched-source
impedance scheme was discussed in detail in terms of speed, area penalty,
and active-leakage reduction capabilities. We concluded it to be the most
suitable to reduce leakage in RAMs in active and standby modes. Then,
various applications of the scheme to DRAMs and SRAMs were discussed.
Based on these considerations, future prospects were considered with
emphasis on needs for a dual approach for Vpp, Vr, and 2oy, precise controls
of internal voltages to reduce variations in leakage as well as speed caused
by V7 variations, and new MOSFETsS such as fully-depleted SOIs with small
Vr-variations.
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8.1 INTRODUCTION

As leakage current components increase they not only affect the standby
power consumption, but also active power consumption. Under the current
scaling trends leakage current is expected to be comparable to switching
power. Under this scenario is it is not sufficient to deal with leakage power
only during standby mode. Reducing leakage power in standby mode is
often easier, since the performance of the CMOS circuit is not relevant in
standby mode. In active mode however performance of the active CMOS
circuit cannot be compromised to reduce leakage power. In this chapter we
describe two solutions for reducing the active leakage of CMOS circuits:
dynamic leakage reduction techniques, and multi-performance device
insertion.

Dynamic leakage reduction techniques are applicable in high
performance CMOS systems where not all units are active at the same time,
as shown in Figure 8-1 [1]. In present designs idle units utilize clock gating
to reduce switching power, but these units continue to consume leakage
power. Traditional standby leakage power reduction techniques can now be
applied on a dynamic basis to these idle units. As illustrated in the figure,
dynamic sleep transistor and dynamic body bias techniques can be used to
reduce leakage power of idle units, thereby reducing the overall active
leakage power. As described in Chapter 2 stack effect could also be used to
reduce active leakage power.
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The applicability of a standby leakage technique for active leakage
reduction will depend on the time constant necessary to achieve leakage
reduction, time required to deactivate the leakage reduction mode, and
energy overhead in switching in and out of the leakage reduction mode. In
this chapter active leakage reduction using dynamic body bias and dynamic
sleep transistor in conjunction with clock gating is used to show the
reduction in switching and leakage powers components.

eE o meE
i wiE.

Figure 8-1. lllustration of system level active leakage reduction.

Another method to save active leakage and standby leakage at the same
time is to use lower leakage devices in paths that are not performance
critical. Power-performance trade-off can be achieved through optimal use
of multi-performance devices. One such case is the use of dual or multiple
threshold voltage process technology. Multi-performance devices can also
be achieved through different channel lengths or by using stacked devices
for achieving power-performance trade-off. Use of multi-performance
devices through dual threshold voltage process is discussed in this chapter as
well.

8.2 STANDBY TECHNIQUES FOR ACTIVE LEAKAGE
REDUCTION

Clock gating is used in high performance microprocessors to reduce
average active power and energy consumptions [2]. Disabling the clock to
idle functional units saves power by preventing wasteful switching power
dissipation in the local clock distribution network and sequentials during the
idle period. However, with technology scaling, leakage power of idle units is
becoming a large fraction of the total chip power. As a result, the overall
power savings achievable by clock gating alone is diminishing. Using
dynamic power gating and body bias techniques in conjunction with clock
gating can help to control the active leakage power of an ALU in a 32-bit
integer execution core [3]. Performance impacts, area overheads, active
leakage and total power reductions achievable by these techniques are
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measured on the prototype chip (Figure 8-2) implemented in a 130nm dual-
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V; CMOS technology.

Non-power
gated ALU f Conteol
Power
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ALU
Body bias
Technology 130nm dual-V; CMOS
Die size 1.61 x 1.44 mm?
Number of transistors 160k

Figure 8-2. Dynamic power gating (sleep transistors) and body bias case study

The 32-bit, 2-phase domino, Han-Carlson adder design contains NMOS
and PMOS power gating transistors, inserted between the virtual and real
supply grids on chip (Figure 8-3). The power gating transistors are ON
during active mode and are turned OFF during the idle phase along with the
local clock. To further improve on-resistance and leakage reduction
capabilities of the power gating transistors we use combinations of (1) gate
overdrive during “active” and underdrive during “idle”, and (2) forward
body bias (FBB) during “active” and zero body bias (ZBB) during “idle”.

Low-V, devices are used for the power gating transistors to minimize
performance and area impacts. The power gating transistors are distributed
uniformly across the adder layout to prevent undesirable current crowding in
the power grids. M4 and M5 metal levels in the traditional power grid are re-
connected through the power gating transistors instead of M4/M5 vias. The
virtual supply transition waveform, following power gating transistor turn-
off, can be measured directly using an on-chip 8-level (3-bit) A/D converter
that uses inverters of varying pre-characterized trip points. Dynamic body
bias for the adder core, to apply FBB during “active” and ZBB during “idle”,
is also implemented.
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Figure 8-3. Block diagram of ALU with power gating (sleep) transistors, body bias, and
control circuitry.

High frequency testing is accomplished using a scan methodology for the
ALU input vectors and at-speed output capture. Measurement of the virtual
supply transition waveform, following power gating transistor turn-off, is
done by capturing outputs of the two 3-bit A/D converters after a preset
number of clock cycles. Separate supply pins are provided for the buffers
driving the power gating transistors so that switching and leakage power of
the adder can be measured independently of the energy required to switch
the power gating transistors between active and idle.

The adder operation frequency, without power gating transistors, ranges
from 3.3 GHz (1.1 V) to 4.3 GHz (1.4 V) at 75°C with FBB applied to the
adder core. Using PMOS power gating transistors degrades frequency by
2.3%, with an associated area overhead of 11%. Idle leakage power is 13X
smaller at 75°C (Figure 8-4).

Gate oxide leakage through the MOS decoupling capacitors (decap) on
the real supply grid cannot be reduced by power gating transistor. The adder
leakage power reduction is 37X when the decap leakage is excluded. When
200 mV gate overdrive and underdrive are used, the frequency loss is 1.8%,
but leakage power savings remain largely unchanged because the decap
leakage is significant.

Using 450 mV FBB for the PMOS power gating transistors reduces
frequency impact from 2.3% to 1.8%. In contrast to the power gating
transistor technique, using dynamic body biasing for PMOS devices in the
adder core reduces leakage power by 1.8X. The area overhead for body bias
generators and bias grid routing is 2%. While body biasing is useful for
controlling sub-threshold leakage only, power gating transistors help reduce
gate oxide, junction and sub-threshold leakage components of the leakage
power.
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However, logic state of the adder is lost during the “idle” period when
power gating transistors are turned off, but is preserved when dynamic body
biasing is used.

Reference case: adder without Frequenc Leakage Leakage reduction
power gating transistors, 450mV chqan o Y reducti%n including decap
FBB (1.28V, 75°C, 4GHz) 9 oxide leakage

PMOS power gating transistor -2.3% 37X 13.3X 11%
PMOS power gating transistor with

Area
overhead

200mV overdrive/underdrive -1.8% 44X 138X 12%
PMOS power gating transistor with o,

450mV FBB/ 500mV RBB -1.8% 64X 15.5X 12%
Adder with PMOS FBB during 0% 1.9X 18X 29,

active mode & ZBB during idle

Figure 8-4. Adder frequency and leakage with PMOS power gating (sleep) transistor,
compared to no power gating transistor.

Overall performance impact of these dynamic leakage control techniques
is dictated by the time required to switch the power gating transistor gate or
the body node voltage during “idle” to “active” transition. Measurements
and simulations show that this time is 1 clock cycle for power gating
transistors and 3-4 cycles for body bias, compared to less than a cycle for
clock gating. For any of these dynamic leakage control techniques to achieve
reduction in overall power, the leakage energy saved during the “idle” period
must be larger than any energy overhead incurred during transitions between
“idle” and “active” modes.

For power gating transistors, energy is consumed during active-idle
transitions due to discharging and charging of the capacitances at the virtual
supply and internal circuit nodes by adder leakage currents as they converge
to steady-state values. This “leakage convergence” time is measured to be
1pus at 75°C (Figure 8-5(a)) and increases to 10ms when an external 133nF
decap is added to the virtual supply. While adding low-leakage decap to the
virtual supply alleviates the performance impact of power gating transistors,
the transition energy overhead becomes larger. As a result, the overall
leakage power savings for 10us idle time is only 30%, instead of 84%
(Figure 8-5(b)).

However, if the leaky MOS decap which accounts for 10% of the adder
area is moved from the real supply to the virtual supply, decap leakage is
virtually eliminated during idle period since the virtual supply collapses to
0.4V. Then overall leakage power savings by power gating transistor
improves from 80% to 90%, in spite of the additional transition energy
overhead arising from extra capacitance at the virtual supply (Figure 8-6(a)).
The idle leakage power also depends on the input vector and clock mode of
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the domino adder (Figure 8-6(b)). Therefore, effectiveness of these leakage
control techniques can be improved by loading, during active to idle
transition, an input vector or clock mode that provides the smallest leakage
power.
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Figure 8-5. (a) Convergence of virtual V. as PMOS power gating (sleep) transistor is turned
off. (b) Effect of virtual supply capacitance on time constant and leakage savings.

The minimum “idle” time required to achieve overall power saving is
also dictated by the energy spent in switching the power gating transistor
gates and body nodes. We compare total active power of these techniques at
4GHz clock frequency where higher supply voltage (1.32V) is used for the
power gating transistor to meet the frequency target. Power measurements
for different adder activity profiles, including switching energy overheads,
show that the minimum “idle” time is ~100 clock cycles for both power
gating transistors and body bias when the activity factor (o) is 0.05 (Figure
8-7(a)).

For 400 consecutive active cycles, the maximum activity factor, beyond
which no power reduction is achieved, is 0.1 to 1 (Figure 8-7(b)). With
wider execution pipelines and instructions spending larger amounts of time
waiting for memory access, activity factors of execution units in high
performance microprocessors are becoming smaller. Therefore, the
minimum number of idle cycles or maximum activity factor limits for power
gating transistor and body bias techniques to be effective (Figure 8-8(a)) are
within the range of values encountered in microprocessors. Measurements
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for a typical activity profile demonstrate 10% overall active power reduction
by power gating transistor and body bias (Figure 8-8(b)), in addition to that

achieved by clock gating.
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Figure 8-6. (a) Leakage savings as a function
of decoupling capacitor placement. (b)
Dependence of power gated leakage on adder
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8.3 MULTI-PERFORMANCE DEVICES

Sub-threshold leakage currents are exponentially dependent on device V|,
and can be changed by several orders of magnitude by switching between
high and low threshold voltages. In many modermn processes, multiple
threshold voltage devices are readily available to the circuit designer. Multi-
performance devices, such as the ones achieved from a dual V, process, for
example, requires an extra mask layer to select between high and low
threshold voltages. This provides the designer with transistors that are either
fast (but high leakage) or slow (but low leakage). Multi-performance devices
enable leakage reduction under all conditions, such as, testing, active
operation, and standby.

A straightforward way to take advantage of these modern technologies is
through a dual V, partitioning algorithm. A circuit can be partitioned into
high and low threshold voltage gates or transistors, which will tradeoff
between performance and increased leakage currents. For instance, critical
paths within a circuit should be implemented with low V, to maximize
performance, while non-critical paths should be implemented with high V,
devices to minimize leakage currents. By using fast leaky devices only when
necessary, leakage currents can be significantly reduced in both the standby
and active modes compared to an all low V, implementation.

Dual V, partitioning is a popular leakage reduction technique because the
circuit operation remains the same as for a single V, implementation, yet
critical parts of a circuit can use scaled V, devices to maintain performance
at low supply voltages. [4, 5] discuss some examples that illustrate the
effectiveness of this technique. It has also been shown in [6] that joint
optimizations of dual-V, allocation and transistor sizing reduce low-V, usage
by 36%-45% and leakage power by 20%, with minimal impact on total
active power and die area. An enhancement of the optimum design allows
processor frequency to be increased efficiently during manufacturing.

Practically, there are limitations to the use of dual V, partitioning to
reduce leakage currents. In many optimized designs there are many critical
delay paths. Therefore, a large fraction of all paths in the circuit must be
implemented with low V, devices, which reduces the effectiveness of this
technique. Another limitation is that CAD tools must be developed and
integrated into the design flow to help optimize the partitioning process. It is
not straightforward to identify which gates can be made high and low V,
without changing the delay profiles of the circuit. For example, one
partitioning scheme that can be applied to random combinational logic is to
first implement the circuit with all low V, devices to ensure the highest
possible performance, and then to selectively implant non critical gates to be
high V.. However, non critical gates which are converted to be high V,
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devices can become critical gates as illustrated in Figure 8-9. Additionally,
due to process variation that is not well understood prior to manufacturing,
assumption on critical and non-critical paths may end up being incorrect post
manufacturing.

Significant research is still required to improve multiple V, algorithms,
especially in the presence of process variation in nanoscale CMOS. There
exists a natural limit where dual V, partitioning may not reduce standby
leakage currents enough for ultra low power, high performance applications.
As a result, other leakage reduction techniques are also important in
nanoscale CMOS systems.

LV,

. (Critical

Path)

I ] o
(== [ |

Initially all LVt Some non critical path gates become HVt
Figure 8-9. Dual V, partitioning. Only some non critical path gates can be made high V.
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Chapter 9

IMPACT OF LEAKAGE POWER AND
VARIATION ON TESTING

Ali Keshavarzi® and Kaushik Roy"
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9.1 INTRODUCTION

CMOS circuits by its construction consume very little power in standby.
The concept of IDDQ testing, validating circuits by measuring and observing
their quiescent supply current and its application to CMOS circuits was
demonstrated by Mark W. Levi in his ITC’ 1981 paper titled “CMOS is most
Testable.” By definition IDDQ relies on the fact that CMOS circuits with
increased leakage current are defective.

Technology scaling challenges the effectiveness of current-based test
techniques such as Ippg testing because of elevated leakage and increased
variation which have been discussed extensively throughout this book.
Leakage and variation impact IC testing, burn-in and IC production yield
while increase the manufacturing cost and packaging requirements severely.
Furthermore, existing leakage reduction techniques e.g. applying reverse
body bias (RBB) are not as effective in aggressively scaled technologies to
address the current testing requirements. In this chapter, the concept of
correlative and multi-parameter test techniques are investigated and studied.
We are interested to fundamentally distinguish intrinsic (physics based)
transistor (including gate leakage) leakage components contributing to chip
leakage power from defect induced components.

In our effort toward this objective, we exploit intrinsic dependencies of
transistor and circuit leakage on clock frequency, temperature, and reverse
body bias (RBB) to discriminate fast ICs from defective ones. Transistor and
circuit parameters are correlated to demonstrate a leakage-based test solution
with improved sensitivity. We demonstrate the test techniques by
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experimentally measuring test ICs with available body terminals. Our data
suggest adopting a sensitive multiple-parameter test solution. For high-
performance IC applications, we propose an Ippg versus Fyax (maximum
operating frequency) test solution, in conjunction with temperature (or RBB)
to improve the defect detection sensitivity. For cost sensitive applications,
Ippg versus temperature test can be deployed. Experimental results in this
chapter show that temperature (for example cooling from 110°C to room)
improved sensitivity of Ippg versus Fyax two-parameter test by more than an
order of magnitude (13.8X). The sensitivity can also be tuned by proper
selection of a temperature range to match a required defect per million
(DPM) level.

Another challenge of elevated leakage is the ability to deal with power
consumption under burn-in conditions. A brief overview of the problem and
use of body bias to solve the problem is discussed at the end of this chapter.

In most tests performed exhausting all test vectors and conditions is not
possible. It is assumed that a smaller sub-set will provide the necessary test
coverage. This assumption may not be valid with increasing parameter
variation. Additionally, most test methods assume ability to correlate one set
of parameter to another set to arrive at conclusions — for example, it maybe
assumed that if a wafer level test at 25°C and 1.2 V operates at 2 GHz, then
it is expected that once packaged it will be able to operated at 2 GHz at
110°C and 1.35 V. Validating or arriving at such assumptions under the
presence of parameter variation and leakage is a time intensive task. While
this topic is not covered in-depth in this chapter, this is or soon expected to
be an active area of research.

9.2 BACKGROUND

There is significant research that describes the impact of technology
scaling on various aspects of VLSI testing [1-7]. The ability to perform
leakage-based tests is threatened by elevated transistor leakage in scaled
process technologies. This trend challenges conventional Ippg test methods.
Recently, several methods were reported to sustain the effectiveness of Ippg
testing for sub-0.25 pm technologies. These methods include reverse body
bias (RBB), current signatures, delta Ippg testing, and transient current
testing [2,3,9,16-20]. By applying a reverse body bias, a low leakage Ippg
test mode is created [2,3]. Gattiker et al. suggested sorting of Ippg test
vectors in ascending order where an abrupt discontinuity in the current level
is an indication of a defect [16]. Maxwell et al. demonstrated the
effectiveness of current signatures with silicon data [17]. Thibeualt [18] and
Miller [19] proposed delta Ippg test technique to uncover defects.
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Conceptually, delta Ippg technique is similar to that of current signatures
where sudden elevation in current level is an indication of a defect. Some
researchers suggested utilization of transient current test techniques [9,20].
The search for new test strategies is motivated primarily by the increasing
adverse device leakage trends.
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Figure 9-1. Projected transistor off-state current (Iopg) [10].

We will illustrate one aspect of the problem of elevated intrinsic leakage
by estimating the sub-threshold transistor leakage component and computing
leakage of future chips [10]. We start with the 0.25 um technology [11] and
project sub-threshold leakage currents for 0.18 pm, 0.13 pm, and 0.1 pm
technologies.  Sub-threshold leakage is not the only component of a
transistor leakage, but the sub-threshold leakage is generally the dominant
component [3,4]. Even in scaled technologies that transistor gate leakage is
significant, the transistor is designed such that sub-threshold leakage is
dominant. A typical 0.25 wm transistor with V1 of 450 mV has an Iggr of
~1nA/um at 30 °C (room temperature). If sub-threshold slopes are 80 and
100 mV/decade at 30 °C and 100 °C respectively, and if V1 changes by 0.7
mV/°C and scales by 15% per technology generation, then Iggr increases by
5X for each new technology generation [10].

Since Iogr increases with temperature, it is important to consider leakage
currents and leakage power as a function of temperature. Figure 9-1 shows
Iorr projected across four different technologies as a function of temperature
[10]. Iopr at room temperature increases from 1 nA/um for a 0.25 pm
technology to larger than 100 nA/um for a 0.10 um technology. At 110 °C,
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these values correspond to 100 nA/um and greater than 1 pA/pm,
respectively. We may use these projected Iorr values to estimate the active
leakage of a 15 mm’ die integrated circuit. The total transistor width on the
die is expected to increase by ~50% for each technology generation. Hence,
the total leakage current increases by ~7.5X.

Our approach to testing intrinsically leaky integrated circuits is different,
yet complementary to other state-of-the-art solutions. We correlate transistor
device and circuit parameters to develop multiple parameter test solutions.
As an example Ippg correlates to Fyax while a third parameter e.g.
temperature or reverse body bias (RBB) is used to enhance test sensitivity.
This test method discriminates fast intrinsically leaky ICs while from
defective ones. The proposed defect detection capability is further enhanced
by adding temperature as a third parameter for testing (performing the test at
two temperatures).

9.3 LEAKAGE VERSUS FREQUENCY
CHARACTERIZATION

Our test solution relies on characterizing and quantifying the relationship
between Ippg and Fyax, where Ippg and Fyax are leakage and chip speed,
respectively. Keshavarzi et al., [3] correlated leakage current (Ippg) of a 32-
bit microprocessor to its maximum clock frequency (Fyax) in a 0.35 um
technology. This relation was reexamined for 0.18 um technology test chip
circuit. The test IC provided more flexibility and degrees of freedom such as
availability of body terminals to explore the fundamental concepts prior to
actual product specific test development. The roots of leakage to frequency
correlation is based on device physics and for a circuit designed on a given
process technology, one can establish and characterize such a relationship
[3].

We used our high-performance test chip containing 20,000 transistors to
study the relationships between Ippg and Fyax. We studied dependencies of
Ippg and Fyax to Reverse Body Bias (RBB), transistor threshold volatge
(V1), transistor channel length (L), power supply voltage (Vpp), and
temperature (T) for various technologies. Figure 9-2 is a photo of the test
chip showing multiple circuit blocks. We used a ring oscillator (RO) and a
delay chain circuit for our studies. The body (well and substrate) terminals of
these devices on the ICs were externally available for RBB application. RBB
is the potential between the body and source terminal that reverse biases the
body to source pn junction. The body of the pMOS (p-channel) device is
located in the n-well and the body of the tMOS (n-channel) device is linked
to the p-well and to the p-substrate. The technology was a twin-well CMOS
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process with the p-well inside the p-substrate. All n-channel transistor bodies
have the same body voltage when a bias is put on the substrate.
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Figure 9-2. Die photograph of the test chip.

Figure 9-3 is a semi-log plot of log Ippg versus Fyax without applying
any RBB (zero body bias or RBB = 0 V) in our 0.18 um technology. This
semi-log curve plots the relationship between test chip ring oscillator (RO)
normalized Ippg leakage and its normalized maximum operational
frequency, Fuax. Normalization is with respect to the lowest chip leakage
and frequency (Figure 9-3). Data came from more than 100 ICs from two
wafers where each data point in Figure 9-3 represents a die.
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Figure 9-3. Normalized Ring Oscillator (RO) circuit frequency versus Ippqg leakage at room
temperature without any applied body bias.

The data indicates a linear relationship between log Ippg and RO Fyax.
This linear dependency is observed across the range of natural variation in
transistor and circuit parameters in our ICs. No parameter such as Vy or L
was intentionally skewed, hence, we observe the natural range of parameter
variation in our experiment. For this collection of IC’s, a 35% increase in
CUT (circuit under test) Fyax (1.35X change) results in an increase in Ippg
by 4.1X at room temperature. Alternatively, the CUT that was faster by 35%
also had 4.1X higher leakage. Slower (faster) circuits have lower (higher)
leakage. This fundamental relationship between IC’s maximum operating
frequency (Fuax) and its aggregate leakage (Ippg) is based on physics and is
essential to developing the concept of two-parameter testing. The slower ICs
have higher threshold voltage (and longer channel length) and hence leak
exponentially less. Variation in transistor channel length and control in
transistor critical dimension (CD) impact leakage exponentially while
change delay linearly. This is consistent with transistor physics and short
channel effects (SCE).

9.4 MULTIPLE-PARAMETER TESTING

Let us consider a universal multi-parameter test solution based on the
intrinsic leakage to frequency correlation. Multiple-parameter testing
correlates a parameter such as circuit leakage against another parameter such
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as circuit speed (operating frequency) or temperature and uses a third
variable for example reverse body bias (RBB) or temperature to enhance the
test sensitivity. Multiple-parameter testing is a low-cost alternative solution
for discriminating fast intrinsically leaky ICs from defective ones. It is a
method to extract a defect signal from a variable and noisy leakage to
frequency dependence. To explore this further, since ICs with high levels of
intrinsic leakage behave differently than defective ICs in context of Ippg vs.
Fuax test, one may use this information to develop a sensitive test method.
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Figure 9-4. Example Microprocessor Ippq versus Fyax with trend line and test limit [3].

During characterization and test development, leakage (Ippg) and
maximum operating frequency (Fyax) are measured and plotted against each
other for many ICs. A trend line is established and superimposed on the
measured data in Figure 9-4. A frequency dependent leakage limit line is
also shown in Figure 9-4 as a dashed line. The leakage limit which is
frequency dependent is determined by statistical analysis in order to provide
the appropriate guard band to account for normal range of variability in data.
The dependency trend line defines the shape of a limit line (Figure 9-4).
Then, we may make a decision on a measured IC depending on where it lies
on Figure 9-4 with respect to the proposed adjustable frequency (Fumax)
dependent leakage (Ippg) limit line. If for a given frequency, an IC has
substantially higher leakage than forecast by the intrinsic dependency
(similar to the circled IC in Figure 9-4), then the IC is classified as defective.
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However, the IC identified in Figure 9-4 is a questionable IC because its
leakage is not substantially higher. This IC is a candidate for further
examination.

Thus, the two-parameter test limit should distinguish fast and slow ICs
from those that are defective. The test improves signal to noise ratio for
defect detection for high-performance ICs with high background (intrinsic)
leakage levels. If the decision is doubtful, we may seek other variables to
enhance the defect discrimination sensitivity of this test. The frequency
dependent leakage limit must be established a priori. Then each IC’s Fyax
and Ippg are measured once producing a single data point in Ippg vs. Fyax
curve as shown in Figure 9-4. In a production sort and test environment, this
single IC data will be only compared against the already established Fyax-
dependent Ippg limit. No parameter sweep is necessary. We emphasize that
any two or any number of parameters can be used for multiple-parameter test
method.

A more basic multi-parameter microprocessor test, the two-parameter
test, was originally proposed in [3] by measuring Ippg and Fyax parameters
while comparing them against a pre-characterized, already-established Ippg
versus Fyax relation curve (similar to Figure 9-3 and Figure 9-4). Note that
the channel lengths of ICs in Figure 9-4 were intentionally skewed (toward
shorter L) during fabrication to increase the leakage. Consequently, the data
in Figure 9-4 has a much broader range than the data in Figure 9-3 which
only consists of mnatural process (die-to-die) variation without actually
modulating or skewing any parameters. The curve in Figure 9-4 would have
been linear (in a semi-log plot) if we had plotted it for a more limited range
in frequency, or if we had not skewed the channel length, or if we had only
considered natural process parameter variation.

9.5 SENSITIVITY GAIN WITH RBB AND
TEMPERATURE

Since the leakage (sub-threshold and gate leakage) to frequency
correlation relation is inherent to the device physics, varying transistor,
circuit, and environment parameters such as temperature and body bias cause
predictable changes in this relationship/dependency. We used this concept
to improve the sensitivity of the two-parameter test solution. Applying a
reverse body bias (RBB) lowers IC leakage and reduces IC performance
[3,4]. Lower temperature proves the transistor performance and circuit
switching speed while reduces its leakage current. In this section, we show
that applying temperature and/or reverse body bias (RBB) as a third
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parameter improves the signal to noise ratio of the proposed Ippg versus
FMAX test.

Figure 9-5 plots normalized RO (as the CUT) frequency change against
its leakage as the reverse body bias voltage, Vi, is varied from 0 Vto 1.5 V
in steps of 250 mV for two different temperatures. We used absolute values
of the RBB as we applied the RBB to both nMOS and pMOS transistors in
the RO. Data in Figure 9-5 is from a typical RO die. The lower curve is at
room temperature (27.7 °C). As temperature rose to 110 °C, the leakage
increased by about 30-40X; however, the frequency reduced by about 5-8%.
Curves at both temperatures show the reduced leakage as RBB magnitude
increases (going from right to the left along each curve). Moving from right
to left along the T=27.7 °C curve, only a modest 2X reduction in leakage
occurs for a 0.5 V RBB (second data point with a square around it in Figure
9-5). Furthermore, a 0.5 V RBB value appears to be an optimum value as the
leakage reduction saturates beyond this point.
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Figure 9-5. A typical RO leakage versus frequency at room temperature (27.7 °C) and at hot
(110 °C) with varying reverse body bias from 0 to 1.5 V in steps of 250 mV.

Figure 9-5 shows that lowering the temperature from 110 °C to 27.7 °C
changed the RO leakage much more than varying RBB from no bias to
effectively 1.5 V, highlighting the sensitivity of Ippq vs. Fuax relationship to
temperature. Consequently, temperature enhances the two-parameter test
sensitivity while RBB provides minimal leakage reduction resulting in a
limited application for this 0.18um technology [14]. It should be noted that
RBB has minimal impact on gate leakage and for technologies where gate
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leakage is higher, RBB will be even less effective. However, sub-threshold
leakage is very sensitive to temperature while gate leakage is not
temperature dependent. Hence, sub-threshold leakage being the dominant
leakage at higher temperature, RBB might be more effective at higher
temperature.

Despite RBB’s limited effectiveness in reducing leakage of scaled
technologies, we studied its use as a third variable to improve the sensitivity
of two-parameter test for defect discrimination. RBB alters the fundamental
Ippg versus Fyax relationship and statistics. Figure 9-6 shows the shift in RO
leakage and frequency by applying 0.5 V of RBB to ICs of Figure 9-3. The
arrows shown in Figure 9-6 pictorially represent the direction of the shift in
speed and leakage as a result of applying reverse body bias. On average, for
all ICs tested, a 0.5 V RBB resulted in leakage reduction of 1.8X while
speed reduced by 10% (1.1X).
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Figure 9-6. IC leakage versus frequency with and without reverse body bias of 0.5 V at room
temperature (27.7 °C).

Next we re-analyzed and evaluated the data in Figure 9-6 by only
considering leakage reduction from applying a reverse body bias voltage
(Figure 9-7). If we ignore the frequency shift (slow-down) associated with
RBB, we can plot the IC’s leakage before and after applying reverse body
bias as a function of the IC’s original frequency with RBB =0 V. Thus, the
frequency identifies each die or IC allowing for tracking of leakage with
applying reverse body bias. Figure 9-7 shows data plotted in this manner
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(same data set as Figure 9-6). The vertically paired points are the two bias
conditions for the same IC. The arrow in Figure 9-7 shows the direction of
leakage reduction with RBB. The x-axis represents the original IC Fy,x i.e.
with no body bias applied (NBB).
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Figure 9-7. IC leakage with and without reverse body bias of 0.5 V versus IC’s original
frequency (i.e. no body bias) at room temperature (27.7 °C).

Figure 9-7 more clearly shows that reverse body bias reduces IC leakage
creating a new leakage versus frequency correlation curve separated from
the original dependency with a different slope. Physically this shift is caused
by the increase in Vy due to applied reverse body bias. This suggests that
leakage of defect-free intrinsically leaky ICs can be changed in a controlled
manner by body bias. However, if an IC is defective and the defect creates a
parallel leakage path between Vpp and Vss, the shift in current will be
different from the intrinsic physics-based behavior. We basically expect the
defect to be independent of RBB. Thus, the defective ICs Ippg does not
reduce as much as an intrinsically leaking IC. This property can improve the
sensitivity of the proposed two-parameter testing.

Emulating a small defect, a large 4 MQ resistor is placed between Vpp
and Vgs of two of our ICs. For Vpp = 1V, this resistor gives 25 nA of
leakage path in parallel to our IC under test (CUT). The data in Figure 9-7 is
re-plotted in Figure 9-8 with two ICs having 4 MQ rail bridge defects. The 4
MQ resistance value is selected due to the relatively low leakage in our
20,000 transistor test chip and it provided a defect with very low impact on
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signal disturbance. The objective is to show how, even subtle, defects can
be screened. Gross defects are otherwise detectable by the adjustable limit
concept (a frequency-dependent leakage limit) in the original two-parameter
testing. One does not need to use a third variable to improve the test
sensitivity for catching gross defects.

The emulated defective IC in the middle of Figure 9-8 shows that the
defective IC has slightly higher leakage than the original defect-free IC
(1.25X or 25% more due to extra leakage between Vpp and Vgg). The
median leakage of the ICs reduced by 1.8X when 0.5 V of RBB was applied.
The “emulated” defective IC’s leakage reduced by 1.45X. The data shows
that 0.5 V of RBB still keeps the leakage of this defective IC inside the
population of leakage versus frequency behavior of ICs without any body
bias. Hence, RBB can distinguish such a defective IC. Figure 9-8 shows that
defective ICs do not follow the same intrinsic leakage versus frequency
slope. Furthermore, the separation of the leakage of a questionable defective
IC from intrinsic leakage of the same IC by RBB translates into a better test
sensitivity. This insight is significant considering the minor impact of the 4
MQ rail to rail bridge defect. Often resistive defects can result in subtle
delay failures, depending upon whether the defect is in series with the path
e.g. a via or in parallel with the path e.g. a signal to rail bridge. These defects
can be isolated by multiple-parameter testing. RBB improves the signal to
noise ratio for defect detection; although, it has a limited range. RBB is not
able to fully separate out the leakage versus frequency curves.
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Figure 9-8. Defective and defect-free IC leakage with and without reverse body bias versus
IC’s original measured frequency (with no applied body bias).
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Additionally, we emphasize that RBB leakage reduction and its
application in improving test sensitivity is diminishing as the technology
scales [12-13]. One limitation of RBB comes from GIDL (Gate Induced
Drain Leakage) and reverse biased junction leakage [12-13] -- primarily due
to band-to-band tunneling. Another limitation is degradation of the body
effect due to short channel effects (SCE) which reduces the body potential
modulation of V1 substantially in scaled technologies. Results from a 0.18
um technology suggest a different conclusion than reported for an older 0.35
um process technology [3]. Reverse body bias lowered leakage and hence
Ippg by three orders of magnitude in a 0.35 pwm technology [3]. However,
recent data showed that the effectiveness of RBB to lower Iogr decreases as
technology scales. Keshavarzi et al., showed that RBB could only reduce
leakage by less than a single order of magnitude for scaled 0.18 pum
technology [12-13]. Technology parameters, particularly junction doping
concentrations and dimensions, play a major role in the effectiveness of
RBB [12-13].

Looking at temperature as another parameter to improve test sensitivity,
Figure 9-9 plots leakage versus frequency of the same ICs as a function of
two temperatures. The arrow in Figure 9-9 shows the direction of leakage
and speed change as ICs cool down. Figure 9-10 plots the same data in
Figure 9-9, but ignores the frequency shift of changing the temperature. In
other words, we plotted the change in leakage as a function of IC’s original
frequency at room temperature. It is apparent that temperature is more
effective in modulating the leakage for the 0.18 pm technology than RBB.
As technology scales, temperature may become more effective than RBB.
For our technology, we could only approach ~2X leakage reduction on
average for RBB (at the optimum body bias point of 0.5 V) as opposed to
approximately ~32X by temperature (by cooling from hot to room
temperature). This compares RBB and temperature in order to apply these
leakage modulation techniques for test sensitivity enhancement. Note that
we did not purely rely on the magnitude of Ippg leakage reduction in these
leakage modulation methods, but we used them for sensitivity purposes in
two-parameter test.
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Figure 9-9. IC leakage versus frequency at room temperature (27.7 °C) and at hot (110 °C)
without any reverse body bias.
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Figure 9-10. IC leakage versus IC’s original frequency (i.e. with no body bias at room
temperature) for two different temperatures (27.7 °C and 110 °C).

We measured temperature dependence of our ICs for a wide range of
temperature, from —50 °C to 110 °C in six steps. The intrinsic leakage versus
frequency data shown in Figure 9-11 suggest that we can change the leakage
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of our ICs by more than three orders of magnitude in this temperature range.
We also see that ICs are slowing down as the temperature increases by a
shift of the data to the left in Figure 9-11. This data shows that temperature
is effective in improving the sensitivity of the proposed two-parameter test.

10000.0

10000 + -

100.0

10.0 =

Y
(=]
|

Normalized IDDQ Leakage (X Ratio)

* T=-50C
» T=-25C
» T=0C

x T=27.7C
x T=50C

e T=110C

x

R o

.
.

o ot et C.

e
—h

0.75

1.00

T

1.25

T

1.50

Normalized Frequency (X Ratio)

1.75

Figure 9-11. ]C leakage versus frequency for different temperatures without any reverse body

bias.

We emulated a defective IC by adding a bridge (1 MQ resistor) between
Vpp and Vg which is similar to the technique used for RBB analysis. Figure
9-12 shows a good separation between intrinsic population of ICs at two
temperatures, studied for defect sensitivity improvement. No intrinsic data
overlap due to natural frequency versus leakage variation occurred in the
frequency versus leakage data at two temperatures of 27.7 °C and 110 °C.
Comparing Figure 9-12 to Figure 9-8, temperature is very effective in
distinguishing “defective” and “good” ICs.
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Figure 9-12. Defect sensitivity improvement by temperature. Defective and defect-free IC
leakage versus IC’s measured frequency at two temperatures of 27.7 °C and 110 °C without
any applied body bias.

The leakage of the original IC circled in Figure 9-12 for our defect
sensitivity study reduced intrinsically by 36X when temperature dropped
from “hot” to “room” temperature. When we added the defect to this IC, the
leakage of this “emulated” defective IC shown in Figure 9-12 increased by
1.6X due to the extra leakage path between Vpp and Vgs. This data point still
belonged to the hot leakage versus frequency population plot making it a
challenge to detect this defect purely by the adjustable limit concept. In other
words, two-parameter testing with the proposed adjustable frequency-
dependent leakage limit lacked the necessary sensitivity to detect and isolate
this defective IC. When the temperature was lowered, however, the leakage
of this defective IC reduced by only a factor of 2.6X, keeping this defective
IC outside of the main population of frequency versus leakage behavior at
lower (room) temperature. We quantified the gain in the test sensitivity by
taking the ratio of intrinsic leakage reduction (36X) to the amount of leakage
reduction for the defective IC (2.6X). The signal to noise ratio improved by
more than an order of magnitude (36X/2.6X=13.8).

Figure 9-12 shows that the defective IC’s leakage at room temperature is
still located at about the leakage versus frequency dependence distribution at
hot temperature. Consequently, a simple adjustable limit concept applied to
this data point at room temperature can now detect this defect. Lowering
temperature by 80°C (from hot to room temperature) provided an order of
magnitude separation (approximately 40X versus 4X) between intrinsic



9. Impact of Leakage Power and Variation on Testing 227

(40X) and defect-induced (4X) amount of leakage reduction in the context of
two-parameter testing. This is primarily the reason why temperature
improves sensitivity and signal to noise ratio for the two-parameter testing.
Temperature in conjunction with the adjustable limit may detect more subtle
defective ICs.

9.6 LEAKAGE VERSUS TEMPERATURE TWO-
PARAMETER TEST SOLUTION

Ippg may be combined with temperature when Fyax is not measured or is
not relevant. An intrinsic two-parameter relationship between leakage and
temperature can screen for defective ICs while considering the natural range
of parameter variations. One may make two leakage (Ippg) measurements at
two different temperatures. These are then mapped against a pre-
characterized leakage versus temperature behavior. This is done for an IC
product fabricated on a given process technology incorporating variation in
temperature, frequency, and leakage. Figure 9-13 shows non-defective IC
leakage as a function of temperature for a range of different temperatures
from -50 °C to 110 °C. The spread in leakage data at each given temperature
represents the natural spread resulting from parameter variations. This
variation is similar to the natural range of parameter variations observed in
leakage versus frequency behavior (Figure 9-3). This variation needs to be
fully characterized in production worthy test solutions to select a proper
temperature range.

Figure 9-13 also complements our earlier conclusion by showing that
temperature as a good modulator of intrinsic leakage for our technology,
over a range of our test chip frequencies and a range of parameter variations.
The key in selecting the temperatures for testing is to make sure that the two
temperatures are separated enough to ensure that the leakage variability
resulting from parameter variations (spread in the data at a given
temperature) do not to overlap. For example, lowering temperature from 110
°C to 27 °C reduces the mean intrinsic leakage by ~40X. And the natural
spread in data does not overlap each other, providing a means for defect
detection.



228 Leakage in Nanometer CMOS Technologies

10000.0
2 10000+ |
c g .
3 * g
o 1000 < !
D £ S
8 o
E 10.0 i R
N g | o
®© . I
£ 4.
$ 04 L

0.1 ‘ : : : ‘ : \

75 50 25 0 25 50 75 100 125

Temperature (C)

Figure 9-13. IC leakage versus temperature for six different temperatures without any body
bias.

We demonstrated the defect detection capability for Ippg versus
temperature test using a defective IC (same defective IC used in Figure 9-12)
to show how this test improves the signal to noise ratio. Figure 9-14 shows
that one can separate out a defective IC in a population of normal ICs at hot
temperature by lowering the temperature to room. The defective IC’s
leakage at room temperature is outside the natural range of leakage
parameter variation at the same temperature. The defective IC’s leakage
reduced by 2.6X while it should have been lowered intrinsically by 36X,
which is an order of magnitude larger. The lower temperature enables better
separation, resulting in a better signal to noise ratio. A wider temperature
separation also allows for tolerating a wider range in the parameter variation.
Furthermore, the sensitivity may be tuned to a desired level with a selection
of a proper temperature range.
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Figure 9-14. IC defect detection for leakage versus temperature two-parameter test at two
different temperatures (27.7 °C and 110 °C) without any body bias.

9.7 DISCUSSIONS AND TEST APPLICATIONS

Leakage reduction techniques (e.g. lowering temperature, lowering Vpp,
applying RBB, chip segmentations, etc.) by themselves may not be sufficient
for IC leakage testing in the future scaled technologies. To pursue average
leakage reduction for all ICs, one needs to aggressively combine several of
these techniques to maintain a reasonable efficiency. Furthermore, they add
to the cost of an already expensive test process. For example, very low
temperature adds to the test cost and RBB adds to the design cost. Although
we can use any leakage reduction we can get, we may have to look for other
solutions for the problem of testing of ICs with elevated intrinsic leakage.
The test proposed here views an IC’s leakage (no matter how high) in the
context of its maximum frequency (correlative). Consequently, it does not
require an IC’s average intrinsic leakage to be low making it a scalable test
solution. It can also manage variability in leakage. Multiple-parameter
testing is a low cost alternative for saving fast intrinsically leaky ICs while
discriminating against defective ones. This test does not contradict any
current test practices and measurement techniques. It actually complements
all currently available techniques [2,3,9,16-20]. We defined two different
test applications, one for the high-performance IC market and one for low
cost applications.
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9.7.1 High-Performance Products Test Applications

We proposed a two-parameter test solution based on the leakage to
frequency relationship for high speed IC products fabricated on advanced
process technologies. Ippg (at least in a simple form of a single vector Isg)
and Fyax (maximum operating frequency) tests are performed for today’s
high-performance ICs. Ippq is critical in measuring static power
consumption of an IC to the data sheet specification, if not for defect
screening. Fyax is critical to speed bin the high-performance ICs. Our
primary multiple parameter test methodology utilizes these two parameters
that are already measured. This forms the Ippg versus Fyax two-parameter
test solution for high-performance microprocessors. Adjustable frequency-
dependent leakage limit and temperature (or RBB) enhances this test’s
defect detection sensitivity.

This test can be inserted at the end of the test flow (not consuming any IC
tester time) prior to inking defective ICs or throwing away the packaged
units. It does not require any modification to currently established test flows.
Furthermore, it does not take additional tester time because it only requires
off-line data processing. We used an IC’s measured Ippg and Fyax
parameters and compared them against a pre-characterized, already-
established Ippg versus Fyax relation curve, similar to Figure 9-3 and Figure
9-4. This relationship is fundamental in defining a frequency-dependent
leakage limit. If for a given frequency, an IC has substantially higher leakage
than expected by the intrinsic dependency (similar to the IC shown in Figure
9-4), then the IC is classified as defective. If the decision is doubtful, we
may apply reverse body bias (RBB) to the questionable IC only if a body
terminal is available [15] or lower its temperature to measure its leakage.
Our study shows temperature to be more effective for improving the test
sensitivity.

There is a cost associated with improving sensitivity for low DPM
applications since we introduced a third variable to the test. However, only
leakage is measured. There is no need to re-measure the IC’s Fyax at
different temperatures. This saves cost especially since the Fyax test is
expensive. Fyax consumes test time because it requires applying appropriate
test vectors while we step and shrink the clock period to determine at what
frequency the IC stops working. Also, there is no need to sweep any
parameters (e.g. Fyax). We compare against a priori known speed-adjusted
leakage limit characterized at two temperatures. If the leakage was reduced
in line with a pre-determined (pre-characterized) intrinsically expected
value, then the IC is not defective. If not, the IC will be classified as
potentially defective. The separation and test limit at lower temperature
screens the defective ICs. If the temperature range we use for sensitivity
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improvement is wide enough, then we can detect more subtle lower current
conducting defects such as delay defects. Finally, the test is flexible and can
be tuned to various applications requiring different degrees of quality,
sensitivity, and DPM levels.

9.7.2 Test Applications for Low Cost Products

Some products do not measure Fyax or are designed for a fixed
frequency e.g., low cost products, fixed-speed ICs, ASICs, and constant
throughput applications (DSPs). Here, one may use Ippg versus temperature
to establish a correlative two-parameter test solution. Another approach is to
add a ring oscillator (RO) circuit or any other delay chain circuits to the
silicon white space for frequency measurement. Then we can measure this
special circuit’s frequency and plot it against actual IC product leakage for
test purposes. Therefore, even this category of products can benefit from the
advantages of Ippq versus Fyax test.

9.7.3 Burn-in Testing

Burn-in testing is a method of reliability assurance testing that pre-tests a
CMOS chip at elevated voltage and temperature conditions. Leakage power
under these conditions can become prohibitive in CMOS chips that use leaky
transistors. In high-performance systems, burn-in is often performed at very
low clock frequency to conserve power consumption. CMOS chips that pass
specific burn-in test condition would be expected to have a highly reliable
functionality for a pre-specified duration under normal operating conditions.
Elevated supply voltage and temperature under burn-in conditions
exponentially increase the leakage power under such conditions compared to
normal operation. It is expected that burn-in leakage power consumption
may approach or even exceed the total power consumed under normal
operating conditions.

Reverse body bias under burn-in testing can be used to reduce sub-
threshold leakage power. It was shown discussed in Chapter 5 (Figure 5-13)
that there exists an optimal reverse bias below which the power consumption
increases due to increase in tunneling leakage. Also, this optimal reverse bias
value is becoming smaller with scaling [12]. The threshold voltage
modulation range to control leakage can be improved if the normal operation
of the transistor requires forward bias value and under burn-in conditions the
forward bias is withdrawn. This increases the leakage saving potential to
more then triple compared to using the reverse bias, since forward bias has
better control of the threshold voltage. Figure 5-20 in Chapter 5 showed that
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as much as 30X leakage reduction is possible at elevated temperature if
forward body bias is used for normal operation and it is withdrawn under
elevated temperature conditions. More leakage savings can be achieved if
reverse bias is applied instead of just withdrawing the forward bias.

9.8 CONCLUSION

This chapter examined the impact of technology scaling on the testability
of deep submicron CMOS ICs. Elevated leakage currents are an essential
element of aggressively scaled devices and technologies. These elevated
intrinsic leakage distributions challenge the effectiveness of Ippg based test
techniques. We characterized transistor and circuit leakage by measuring
their sensitivities across frequency, temperature, and body bias. The results
show that fundamental device behavior can be used to improve the test
sensitivity. Device leakage and its switching speed are functions of the
threshold voltage (V) and transistor channel length (L. or effective electrical
length, L.). Therefore, a strong correlation and dependency can be
established between the Ippg and Fyax (maximum operational speed) of a
collection of ICs.

Our characterization produced several test solutions for ICs in
aggressively scaled technologies. Multiple parameter testing solutions that
combine parameters such as Ippg, Fmax, temperature, reverse body bias and
lowering power supply voltage can prolong the usefulness of Ippg or other
effected tests. High-performance microprocessors may use two-parameter
Ippg combined with Fyax test. This test method is a low cost alternative for
saving fast intrinsically leaky ICs while discriminating defective ones. In
other IC applications where Fyax is not measured, one may use the two-
parameter Ippg versus temperature test solution. We used RBB and
temperature parameters as test variables to enhance the test sensitivity and
have determined that temperature is the most effective parameter. We
showed that temperature improved the test signal to noise ratio by an order
of magnitude. The sensitivity can be tuned with a proper temperature range
for meeting more stringent quality requirements.

Finally, the use of body bias to address burn-in leakage testing was
highlighted.
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Chapter 10

CASE STUDY: LEAKAGE REDUCTION IN
HITACHI/RENESAS MICROPROCESSORS

Masayuki Miyazaki, Hiroyuki Mizuno, and Takayuki Kawahara
Central Research Laboratory, Hitachi Ltd.

10.1 LEAKAGE REDUCTION USING BODY BIASIN A
RISC MICROPROCESSOR

Several techniques for reducing leakage power are implemented in
Hitachi Ltd. and Renesas Technology Corp.’s RISC microprocessors. Low-
power processors are particularly important in mobile equipment because
battery lifetime is critical. Leakage-power reduction is effective in extending
this lifetime. Generally, a RISC microprocessor has two operating modes —
an active and a standby mode. The processor executes operations in the
active mode, while operations are halted in standby mode. The processor is
required to keep data in standby mode, which may often be for relatively
long periods in mobile applications. Leakage reduction in standby mode is
therefore essential.

Body bias control is one of the most useful techniques for leakage
reduction. The control technique described below was applied to SuperH-4
(SH-4) microprocessors. Two different SH-4 processors were used as test
chips. One was a high-speed SH-4 processor with 200-MHz/1.0-W
performance, and the other was a low-power SH-4 processor with 167-
MHz/400-mW performance. A supply-voltage reduction technique called
data-retention control was used in addition to body bias control.
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10.1.1 Basic Concept of Using Body Bias to Reduce Leakage

The supply voltage (V) and body bias (V) control the DC
characteristics of MOS transistors, i.e., the threshold voltage (V) of the
transistors. The relation between the V,, and V,,;, is described as

Viu (Vbb)_vth (0) = 7(\/‘/1)1; +20, “\/Z(Df ) €))

where 7 is the body bias effect coefficient and @ is the Fermi potential. The
Vi, 1s roughly proportional to the square root of the V.

The Vj, can be used to vary the DC-current features of MOS transistors,
as shown in Figure 10-1. The sub-threshold leakage current is represented by
the line where Vy, equals 0 V. When a -1.5-V reverse body bias is applied,
the V,;, increases and the leakage current decreases. However, an excess
reverse bias of -2.3 V increases the leakage current because of a gate-
induced drain-leakage (GIDL) effect [1]. Therefore, an excess reverse bias
cannot be used to reduce leakage. In contrast, reducing the V,; increases the
Vi and decreases leakage because of a drain-induced barrier-lowering
(DIBL) effect. There is a large reduction in leakage when 1.0-V V4, and a -
2.3-V reverse body bias are used simultaneously. We call this method data-
retention control.

vds =18V '
— . vbb= o v/
%) i
= H
c \
e ; -2.3 \Y
3 !
c | GIDL current;
'S vbb =-23V
o (vds=1.0V)
D !
9 :

Subthreshold
leakage current

oV
Gate voltage, Vgs

Figure 10-1. 1)V, characteristics of n-MOS transistor

10.1.2 Switched Impedance

Switch cells are designed to change the body bias in the active mode and
the standby mode for body bias control. If the switch that connects the power
supply and body bias produces high impedance, the performance of the
processor is degraded by operating noise. The switch cells must therefore be
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carefully designed. The switched-impedance scheme varies the impedance
between the power supply and body bias depending on the operating mode,
as shown in Figure 10-2 [2]. The body bias control circuit (VBC macro)
handles the V,,, of the 1.8-V logic area. V, and V}, refer to the body bias for
p-MOS and n-MOS transistors, respectively. VBCP and VBCN circuits
supply reverse V, through high-impedance drivers in standby mode. A VBC
macro connects a power source and body bias using the switch cells in the
active mode. Up to 10,000 pieces of switch cells are distributed over the
processor chip. The signals cbp and cbn control the switch cells. This switch
structure lowers the impedance between the power source and body bias in
the active mode. The VBCG is made from a charge-pump circuit and
provides a negative voltage for Vy,. Vi = Vi = Vg = Vi = -1.5V. The
VBCR circuit is placed on the opposite side of the chip from the VBC
macro. It detects transitions in body bias over the whole chip and the standby
controller manages the operation of the 1.8-V logic area.

- VBC macro
vsub VBCG
4 \)/(\ivdell (3.3V)
i l © vss
VBCP| |[VBCN| [VBCI
vbbenb
standb?/ —o vddq (3.3 V)
%’ ‘l& V"W Ad vbbenbr | controller [ vss
[«1 1 [=| [= e
3 1 - |
switch cells standard cells
vbp
cbp 1)
E o vdd
—o VSS
con]
Vbll E
I I (thick tox)
VBCR 1.8-V logic

Figure 10-2. Switched impedance system

Signal transition between the active and standby modes is shown in
Figure 10-3. 1.8-V V,, and 0.0-V V,,, that is, a 0-V body bias (V};), are
applied in the active mode. Conversely, 3.3-V V,, (=V,,n) and -1.5-V V,,,
(=Vyus), that is, a -1.5-V reverse Vy,, are applied in the standby mode. The
standby controller generates a signal vbbenb and the vbbenb makes the
decision to change the Vj,. A vbbenbr signal means that the mode
transfer is completed for the whole chip. The transfer from the active to
the standby mode takes 50 ps. This is a relatively long period because
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only the charge pump in the VBCG and buffers in the VBCP/VBCN
drive the body bias lines. However, the long transfer period does not
affect chip performance because the operation of the chip is halted after a
transition to standby mode. When the mode returns to active, the switch
cells enable a quick bias-voltage recovery within 370 ns.
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Figure 10-3. Signal levels in active and standby mode

10.1.3 Microprocessor Chip and Results of Implementation

Two different SH-4 microprocessor chips were used in estimating body
bias control {2, 3]. Their features and process technologies are listed in Table
10-1. The 200-MHz/1.0-W high-speed processor is described as
Microprocessor 1 and the 167-MHz/400-mW low-power processor is
described as Microprocessor 2. The SH-4 has a two-way superscalar
architecture with an 8-kB instruction cache and a 16-kB data cache. It
contains direct memory access controllers (DMAC), timer units, serial
communication interfaces (SCI), a real-time clock (RTC), bus controllers,
and SDRAM interfaces. A 1.8-V V,, is used for internal circuits and a 3.3-V
Vwell is used for the other peripheral circuits and the body bias controller.
The microprocessors include thin oxide thickness (7,) transistors and thick
tox transistors. A 1.8-V V4, is supplied to thin 7, devices and a 3.3-V Vwell
is supplied to thick ones. In a thin T,, device, Microprocessor 1 has 0.2-um
gate length (L,) transistors and Microprocessor 2 has 0.18-um L, transistors.
A triple-well structure is used for body bias control. Here, we assume that Vi,
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is the gate voltage (Vgs) at a drain current (Ids) of 10-nA with a 15-pum MOS
width (W). Micrographs of the chips are shown in Figure 10-4.

The effects of leakage reduction are shown in Figure 10-5.
Microprocessor 1 (high-speed processor) reduced the leakage from 1.3 mA
to 47 pA as a result of V,, control. Data-retention control further reduced the
leakage to 18 pA. With these controls, the V,, was reduced to 1.0 V while
preserving memory information, and the V,,;, became -2.3-V (=V,, — Vwell)
reverse bias. The operating current of the VBC macros was 10 pA, which is
included in the above standby current. The switched-impedance scheme was
altered in Microprocessor 2 (low-power processor) to improve its
performance. Figure 10-3 shows the signal levels of cbp and cbn reaching
full amplitude of —1.5 V to 3.3 V. This design change enabled the scheme to
operate at a lower V. This processor reduced the leakage from 170 to 17
HA as a result of Vj, control.

Table 10-1. Microprocessor Features and Process Parameters

Microprocessor 1 Microprocessor 2
(high-speed version) (low-power version)

Architecture 2-way superscalar

Cache 8-kB I-cache, 16-kB D-cache

Power supply L8V (Vg), 3.3V (Ve

Transistor count 33M 43 M

Clock frequency 200 MHz 167 MHz

Power consumption 1.0W 400 mW

Standby leakage 1.3 mA (w/o body bias) 170 pA (w/o body bias)
47 pA (with body bias) 17 uA (with body bias)
18 pA (data retention)

Area 6.8 x 6.8 mm (processor) 7.0 x 7.8 mm (processor)
210 x 645 um (V,, cont.) 370 x 400 pm (V,, cont.)

L, 0.2 um/0.35 pm 0.18 pm/0.35 pm

Tox 4.5nm/ 8.0 nm

Vin 0.15V/045V

Metal 5 layers

Process technology p-substrate, triple-well CMOS
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Figure 10-6. Application processor in 3G cellular phones

10.2 LEAKAGE REDUCTION IN APPLICATION
PROCESSOR IN 3G CELLULAR PHONE

In this section we describe a method of reducing leakage power in an
application processor in 3G cellular phones. 3G phones are used not only for
voice communication, email, and web browsing, but also for more advanced
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functions such as videophone and 3D Java games. The phones have an
application processor embedded them in addition to a base-band processor to
achieve multimedia performance on demand without compromising standby
or talk-time capacity (see Figure 10-6).

The challenge for chip designers is to maintain a long enough battery life
to support these applications. A common solution is to provide several low-
power standby modes in the microprocessors. An important aspect of these
standby modes is not only the power consumption in each mode, but also the
transition time from the standby to the active mode. A long transition time
may cause a significant speed overhead and this prevents using the standby
mode, resulting in high leakage-power consumption. Minimizing the leakage
current for various phone operating scenarios is therefore important.

This section describes the techniques used to reduce the leakage power
used in an SH-Mobile3 processor. A notable feature is the implementation of
on-chip power switches, which enables two new hierarchical standby modes:
resume standby (R-standby) and ultra standby (U-standby) modes.

10.2.1 Basic Concept for Low Power

A key hint to achieving low power in cellular phones is that applications
that run on phones are more limited than on PCs. Integrating a dedicated
computation engine and providing sufficient performance at a minimum
operating frequency is an effective way of improving overall power
efficiency. Accordingly, the SH-Mobile3 includes advanced CMOS
technology and integration of high-performance-per-clock dedicated
multiple computation engines such as a 1.8-MIPS/MHz embedded CPU core
and a 6.55-ECM/MHz Java accelerator.

Lowering the operating frequency also enables the threshold voltage to
be raised. The operating frequency of the SH-Mobile3 is thus successively
reduced to 200 MHz, and leakage power consumption is limited to about 1%
of the total power consumption. However, this leakage current is not low
enough for a cellular phone in standby mode. It should be noted that the
leakage budget for the application processor is about 10 pA.

A back-biasing technique is an effective way of reducing the leakage.
However, this is unsuitable for high-Vth thin-tox circuits because it cannot
plug the gate-tunneling leakage current and the gate-induced drain leakage
(GIDL) current is not negligible. Back biasing is also less effective in
advanced process technology. Power gating, i.e. using off-chip regulators to
cut off the power supply to the chip externally, is another solution. The SH-
Mobile2 uses this method [4], but it requires multiple power supply
channels. It is also difficult to shorten the transition time from standby mode
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due to the large C or L components on the power line between the chip and
off-chip regulators. The SH-Mobile3 therefore uses on-chip power switches.

10.2.2 Chip Overview

The SH-Mobile3 is a system-on-a-chip (SOC) device that is implemented
on a low-power SOC design platform. This platform enables advanced
circuit techniques, including on-chip power switches, to be used. These
include thick-tox on-chip power switches (PSWs) for plugging leakage
currents, pl/O for supporting multiple power domains with a wide range of
conversion functions, and a low leakage data-retention RAM. (Details of the
low leakage data-retention RAM are described in Section 10.3.)

Figure 10-7 shows a chip micrograph of the SH-Mobile3. A 130-nm 5-
layer-Cu dual-Vth dual-tox CMOS technology is used. The supply voltage
for the core is 1.2 V with 1.8 / 3.3 V for the I/O. The operating frequency is
216 MHz under the worst PVT conditions. The chip size is 7.7 x 7.6 mm’.
The SH-Mobile3 integrates an embedded CPU core of the Super-H family
called SH-X, a DSP, 32-kB 4-way set-associative instruction and data
caches, a 4-entry instruction TLB, a 64-entry unified TLB, a 16-kB local
RAM (XYRAM), a 256-kB user RAM (URAM), several media-processing
IPs, such as a Java, an MPEG-4 and 3D graphics accelerators, and other
peripheral modules. The on-chip power switches are called PSW1 and
PSW2.

3D
Graphics
Engine
Video
Interface

PSW2
URAM

7.6mm

Processor
Core

5
:
E

g

7.7mm

Figure 10-7. Chip micrograph of SH-Mobile3
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10.2.3 On-Chip Power Switches

Figure 10-8 shows the basic configuration of the two power domains and
on-chip power switches. The on-chip power switches, PSW1 and PSW2,
provide local ground level (vssml and vssm2). PSWC is an on-chip power
switch controller. The interface circuitry between the two power domains is
based on a pI/O, which is described below. The critical factors in
implementing the on-chip power switches are as follows:

(1) The configuration of the switches (polarity of MOS, threshold voltage,
gate-oxide thickness),

(2) The size of the switches,

(3) Preventions of invalid signal transmission while the power supply on
one side is cut off,

(4) Prevention of rush current when power switches are turned on.

vddl _T T— vdd2

Power Power
Domain 1 Domain 2
vssml vssm2
I—\—'ﬂ F—
PSWC PSWC
cds cdr

Figure 10-8. Basic configuration of two power domains and on-chip power switches

Configuration of On-Chip Power Switch

A high-Vth thick-tox NMOS transistor is used for the power switch for
three reasons. First, an NMOS transistor has a g, more than two times larger
than that of a PMOS. (The on-resistance of the power switches is expressed
by 1/gn.) Low on-resistance is essential to minimize area and speed
overheads.

Secondly, there are two options for the gate-oxide thickness of the power
switches: a thin-tox or a thick-tox MOS can be used in the I/O circuitry. The
crucial factor is the gate-tunneling current. The gate-tunneling current in the
power switches is not negligible because it flows even when the switches are
turned off and it is therefore essential that they are large enough to minimize
speed overheads. A thin-tox MOS has too much gate-tunneling current for
the power switches to clear the leakage budget so a thick-tox MOS is the
only solution possible.
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Lastly, a low-Vth NMOS transistor provides low on-resistance, but it
needs negative voltage to turn it off completely, thus requiring an additional
power supply or on-chip voltage generator. The on-resistance of a high-Vth
thin-tox NMOS may be insufficient for the power switches. However, a
high-Vth thick-tox NMOS, which applies an /O supply voltage (3.3 V) to
the gates, provides sufficient on-resistance.

Size of On-Chip Power Switch

The size of the on-chip power switch should be determined so as to
ensure that the speed overhead is negligible when the power switch is
implemented. Large on-resistance of the power switch (R,,) causes a voltage
drop across the power switch, resulting in speed degradation. In the SH-
Mobile3, the size of the power switches is designed so that the R, is less
than 0.1% of the equivalent resistance (R.q) of a circuit to which power is
supplied via a power switch. The R, is defined as:

Req = V/ Lnaxs
where V is the supply voltage applied to the circuit, and Iy, is the maximum
current in the time resolution of the 7. of the decoupling and/or parasitic
capacitors on the terminal between the power switch and the circuit. For
example, when Ry, = 2 kQ-um, Iy =1 A, V=12V, and R = 1.2 Q, the
R, should be less than 12 mQ. In total, the power switches should be more
than 166-mm wide.

Prevention of Invalid Signal Transmission

It is essential to prevent invalid signal transmission between the power-
on and power-off domains because this causes a significant increase in
power due to short-circuit currents. The pl/O in Figure 10-8 prevents this by
using a 4-input AND function. The pl/O may require a signal level-shift
function when the sender’s supply voltage is different from the receiver’s
one. Figure 10-9 shows an pl/O with a signal level-shift function. LC is the
level-shifter circuitry, where a dual-rail input signal (nl and /nl) with a
signal swing of vddl is converted to a single-rail output signal (n2) with a
signal swing of vdd2.

The 4-input AND function in the pul/O supports both internal power
shutdown by the on-chip power switches and external shutdown by off-chip
regulators. Three input signals (cds, cdr, and e) are used as control signals.
The cds and cdr signals are automatically controlled by a power switch
controller (PSWCI or 2); the cds and cdr are driven to low when the sender
and receiver domains, respectively, are turned off internally by the power
switches. All the designers have to do is to drive “e” to low when the sender
domain is turned off externally.
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Preventing Rush Current

Turning on the power switches may cause a large rush current on power
lines because large parasitic capacitances (tens of n-F) are required to charge
the initial voltages. This may result in a large drop in the supply voltage.
When power lines are shared with other domains, this drop in supply may be
critical for other domains. Supply variation due to a supply drop can lead to
timing violations. The power-switch controller implemented in the SH-
Mobile3 therefore uses a slew-rate control scheme to prevent rush currents.

Figure 10-10(a) shows a block diagram of a power-switch controller
(PSWC). The gate of the power switch (g) is driven at a low slew rate using
two drivers (C1 and C2). Figure 10-10(b) show simulated waveforms. In the
first stage (at t1), g is driven by a small driver (C1). After C3 detects that g is
above the threshold voltage (Vthl) at tla, a large driver (C2) drives g again
to keep it at low impedance. A simulated rush current showed that this
system reduced the rush current at a rate of over 20 dB.

The slew-rate control scheme not only prevents rush current but also
provides a reg/ack handshake interface so that the domain can assess the
condition ‘of the power-switch state. A timer in the power-switch controller
counts from t1 to tla (see Figure 10-10(b)), and drives ack to high at tlb,
satisfying t1b = (tla - t1)/2. Thus, when the ack signal is high, the power
switch is guaranteed to be completely on. This decreases the overhead for
the transition time from the standby to the active mode.

vddl — * vdd2
in —]
cds out

|"—“—<]-—_— cdr

vssl & vss2

Figure 10-9. ul/O with level shifting function
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Figure 10-10. (a) Block diagram of the power-switch controller (PSWC)
and (b) simulated waveforms

10.2.4 Implementation of Power Switches

Figure 10-11 shows a block diagram of the SH-Mobile3. The chip is
divided into four power domains. The power supply for power domains 1
and 2 can be cut off independently by the on-chip power switches (PSW1
and PSW2). Signals across the power-domain boundary are routed via the
pl/O. The power switches and pl/O are controlled by a power-switch
controller (PSC) located in power domain 3. The total gate width of PSW1
and PSW2 are 794 and 221 mm, respectively.
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Figure 10-11. Block diagram of the SH-Mobile 3

10.2.5 Two Standby Modes

The use of on-chip power-switch technology enables two new standby
modes in the SH-Mobile3: resume standby (R-standby) and ultra standby
(U-standby) modes. Figure 10-12 shows the standby power consumption, or
leakage current, measured at room temperature at a power supply voltage of
1.2 V. In standby mode without the power being cut off, the leakage current
is 2.2 mA.

In the U-standby mode, both PSW1 and PSW2 are turned off (Figure 10-
11), producing ultra-low leakage of only 11 pA. In this case, however, the
transition to the active mode takes longer because most of the information on
the chip is lost and the system requires a boot sequence. This standby mode
is used when a flip-type cellular phone is closed.
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Figure 10-12. Leakage current consumption in each standby mode
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Figure 10-13. Transition time from the resume standby mode

In the R-standby mode, only PSW1 is turned off. This cuts off the power
supply to the CPU core, MPEG and 3DG hardware IPs, and peripherals. The
power supply to the memory and back-up registers is kept on. As a result,
recovery from the R-standby mode is much more rapid than from the U-
standby mode. The leakage current in this mode is 86 pA.

To ensure a quick transition from the R-standby mode with a minimum
hardware cost, data backup using a backup latch (see Figure 10-11) is used.
If all the information in the flip-flops is cleared by turning off the power
switches, a longer recovery time is required. To avoid this, backup latches
are implemented in the same power domain as the memory, and the power
supply for this domain is kept on in the resume-standby mode. Key
information for achieving quick recovery is stored in the backup latches
before the transition to the resume standby mode, and this is restored to the
original flip-flops during the recovery operation. The control-register
contents that are needed immediately after wake-up, such as clock and
interrupt settings, are saved to the backup latches. The boot address register
(BAR) that holds the restart address is also backed up in the backup latches.

The transition time from the resume standby mode is plotted in Figure
10-13. Transition is triggered by an interrupt signal. When an interruption
occurs, hardware recovery operations such as power-switch control and a
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PLL lock are activated. Software recovery operations then start from the
BAR address and the OS recovery routine is executed. This bar graph shows
a breakdown of the recovery time. A digital PLL generates 27 MHz from a
32-kHz clock. This needs a long lock time, so if a 27-MHz clock is available
for an external clock input, the recovery time is only 1.6 ms. Otherwise, the
recovery time is 2.8 ms.

10.3 LEAKAGE REDUCTION IN SRAM MODULE

Application processors require three modes for actual operation. The
application processor operates at high speed only when the mobile phone is
processing multimedia files or games, and these periods are quite short. In
this mode, SRAM is accessed every cycle. The processor also operates at
low speed or is in an idle state for longer periods. The main applications are
displaying the LCD screen, and processing text-based content, for example,
reading or writing e-mail. In this mode, the SRAM operates at low speed, or
is accessed at intervals. Low leakage current is also the key to saving power
in this state. We call this mode the low-leakage active mode. Another state is
the standby mode. In this mode, the SRAM is not accessed, but retains its
data and the main power is consumed as leakage current. The other state is
the stand-by mode.

We first consider a SRAM that fits these operating modes of the
processor adaptively. We developed a 1-Mbit on-chip SRAM [6] with three
operating modes: a high-speed mode, low-leakage active mode, and standby
mode. Note that this SRAM features leakage-current reduction for word-
drivers even in high-speed active mode. To the best of our knowledge, this is
the first trial in which a leakage-reduction circuit technique has been
implemented in an actual production chip to reduce leakage current in a
high-speed active mode.

10.3.1 Switched-Source Control for Leakage Reduction

Below we describe the triple-operating mode of the SRAM, which
corresponds to the three states of the application processors. To achieve
leakage-current reduction in each mode, we introduced a switched-source
control [7] scheme to the hierarchical block composition in the SRAM as a
sub-divisional power-line control scheme. The 1-Mbit SRAM module is
divided into four banks, and each bank is controlled by three switches driven
by SW1, SW2, and SW3, respectively, as shown in Figure 10-13. SW1I
drives the memory array, SW2 the word driver, and SW3 the sense amp
drivers and decoders. The module also has one other controlled power line in
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the controller circuit, which generates memory control signals. The circuit is
controlled by a switch driven by SW4. The power-switch controller
generates the switch-control signals (SW1, SW2, SW3, and SW4) that are
applied to each bank, thus controlling the power-line voltages individually.

In the next section, we first explain the method used to reduce the
leakage current in a memory cell array.

Bank0 Bank1 Bank2 Bank3
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5 Memory

2 Array

o (MA)

o
Swi(MA)0] = swi[i] swi[2] swi[3]
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SW3(AP)0] (AP) swat] | |swa2) || swap)
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sw—.l Periphery l

I Power Switch controller l

Figure 10-14. Sub-divisional power-line control scheme

10.3.2 Source-Line Self-Bias Technique

The SRAM must satisfy performance targets and is designed with
sufficient stability. In this SRAM, the Vssm, the voltage of the source power
line of the memory cells (Figure 10-15(a)), is increased to reduce the leakage
current. This is the so-called self-reverse biasing technique [8]. As the Vssm
voltage increases, the leakage current is further reduced. However, the
memory cells then become less stable. To satisfy the requirements of both
low leakage and high stability, the lowest Vssm that satisfies the leakage
target must be generated. Therefore, we developed a new Vssm controller,
the PLVCI1, which consists of three nMOSFETs. One works as a power
switch (MS1) between the Vssm and Vss, one as a diode (MD1), and the
other as a resistor (MR1). The MR1 has a long gate and is normally on.

When a manufactured MOSFET has a high Vth, memory-cell leakage
becomes smaller and the current through the MRI1 is greater than the
memory-cell leakage, so the Vssm voltage becomes lower. However, when
the Vth is low, the Vssm voltage is high, but the MD1 restricts the rise in the
Vssm voltage. This keeps the voltage low enough to retain stored data.
Figure 10-15(b) shows the Vth of a manufactured MOSFET vs. the Vssm
voltage. The horizontal axis shows the difference in the Vth between the
designed value and the value of the manufactured MOSFET, which varies
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according to process variations. When the Vth of the manufactured transistor
is low and the leakage current is high, the Vssm voltage has to be high to
significantly reduce the leakage current. The broken line indicates the ideal
values that just satisfy the leakage target and ensure the highest memory-cell
stability. If the fabricated MOSFETs are worst-leakage devices, the Vth of
the MOSFETs is 0.1 V lower than the designed value, and the Vssm voltage
must be higher than 0.3 V to satisfy the leakage target. If the voltage
controller is composed of only a power switch and a diode, the Vssm voltage
is indicated by the “‘use only diode” line in the graph. This line satisfies the
leakage target, but with low memory-cell stability.

If the voltage controller PLVCI] is composed of a constant-voltage-
source circuit, the Vssm voltage is indicated by the “this work” line in the
graph. This line satisfies the leakage target with more stability than when
using only a diode, but the memory-cell stability is still low. Therefore,
using three types of MOSFETs, MS1, MDI1, and MRI, for the voltage
controller, ensures that the Vssm voltage is closer to the ideal value. These
values satisfy the leakage target and maintain better stability. The PLVCI
satisfies the leakage target and, at the same time, keeps the SRAM stability

high.
. Use only diode (MD1)
Vdd l 0. 7
J_ ..... .. 4 _/ ’/
n%ﬁ m 03 I
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MOSFET Vth variation
(b}

Figure 10-15. Self-biased source line voltage control

We will now examine the peripheral circuits, in particular our use of a
PMOSFET switch for a word-driver with rapid recovery time. We also show
how these techniques work in different modes, i.e. high-speed, low-leakage
active, and standby modes.
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10.3.3 Leakage-Current Reduction of Array-Associated
Circuits

Figure 10-16(a) shows the leakage-current reduction scheme for an array
of associated circuits that form one bank. When the memory is not being
accessed, the word drivers output 0 V, and the leakage current flows through
the corresponding pMOSFETs. This leakage current can be reduced by
lowering the voltage of the pMOS source line, Vddw, because of the gate-
source reverse biasing effect [8]. The Vddw is set to an intermediate voltage,
such as 0.8 V, which achieves the leakage target and supports the quick
recovery of the voltage. This is useful even in the high-speed mode as well
as in the other two modes. The Vddw controller, PLVC2, is shown in Figure
10-16(a). The left pMOSFET acts as a power switch between the Vddw and
Vdd. The right pMOSFET acts as a diode and restricts the Vddw potential to
above 0.8 V.

e
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Controller Sense & write amp. sw2
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(a) ()

Figure 10-16. Leakage suppression in array-associated circuits

PLVC3 is composed of nMOSFETsS used as power switches connected to
the Vss. This reduces the leakage current of the controller and sense/write
circuits in the memory array. nMOSFETSs are used because they have higher
conductance than pMOSFETs. The Vssa voltage is almost the same as that
of the Vdd in the leakage-cut (non-active) state, but is the same as that of the
Vss in the active (accessed) state.

Figure 10-16(b) shows signal transmission in the low-leakage low-speed
mode. In this mode, the operating frequency is low, but the circuit operates
faster because the operating conditions in the low-speed mode are the same
as in the high-speed mode. This means the address signals, decoded to bank-
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select signals, are supplied to the SRAM module before the clock signal
rises. Therefore, the bank-select signals enable the power lines to be
switched to the condition of active state in time. The Vssm is discharged to
the Vss level before word-line activation, and the Vssp is discharged before
the assertion of the clock-signal. That is, in low-leakage mode, the state of
these power lines switches every cycle.

Figure 10-16(c) shows signal transmission in the high-speed mode. The
leakage control signals, SW1-SW3, are generated in response to the bank-
select signals, which are generated by decoding the 2-bit address signals.
The Vssm and Vddw must be in an active state, i.e., at the Vss and Vdd
levels, respectively, before word-line activation. The Vssa must be in an
active state, i.e., at the Vss level, before the clock rises. Since the Vddw is
only connected to a word driver, it has only a low level of parasitic load. In
addition, the Vddw has an intermediate voltage of about 0.8 V in a leakage-
cut state. This low load and intermediate voltage enable a quick change in
the Vddw voltage, so that the Vddw can be activated in time for word-line
activation [8]. The Vddw can therefore switch between the leakage-cut and
active states every cycle. The Vssm has a large parasitic load and it takes a
long time to discharge the Vssm to the Vss level, so the Vssm cannot be
activated in time for word-line activation. The Vssa also has a large parasitic
load and must be at the same level as the Vss before clock assertion, which
is quicker than word-line activation. This means the Vssa cannot be
activated in time.

In the stand-by mode, SW1-SW3 are turned to determine the voltage in
the Vssm, Vddw, and Vssa in the low-leakage state. Only data in the
memory array are retained.

10.3.4 Leakage-Current Reduction of 1-Mbit SRAM Module

The remaining issue for reducing leakage current is the use of an SW4 as
the controller circuits for controlling the four banks. As illustrated in Figure
10-17, which shows the whole leakage-current reduction scheme, the
PLVC4 is composed of several nMOSFETs used as power switches
connected to the Vss, the same as for the PLVC3. Like the Vssa, the Vssp
voltage is almost the same as that of the Vdd in the leakage-cut (non-active)
state, but is the same as that of the Vss in the active (accessed) state.

We manufactured a prototype chip for a 1-Mbit SRAM module using a
130-nm process. Figure 10-18 shows a micrograph of the chip. The PLVCI
power switches were made from optical dummy memory cells and were
placed at the edge of the cell array. The other switches were divided and
placed under the interconnects and power lines. The area penalty was
therefore almost zero.
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Figure 10-18. Chip micrograph of 1-Mb SRAM module

Figure 10-19 shows the measurement results for a worst-leakage sample
of the prototype 1-Mbit SRAM module. The temperature was 45 degrees
Celsius. The figure shows the leakage current in each operating mode. The
values of conventional circuits were estimated using the results of leakage
simulations and of measuring this prototype chip. The technologies
described in this chapter reduced active leakage by 25% even in high-speed
mode (150 MHz), by 90% in low-leakage mode (10 MHz), and by 95% in
standby mode.
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Chapter 11

CASE STUDY: LEAKAGE REDUCTION IN THE
INTEL XSCALE MICROPROCESSOR

Lawrence Clark
Arizona State University, USA

11.1 INTRODUCTION

Integrated circuit (IC) power dissipation is increasingly important for all
designs [1], but the need to control power is acute for hand-held devices.
IC’s designed for hand-held and cell phone applications require low power
usage due to limited battery capacity. As the power supply voltage (Vpp) is
reduced due to process scaling, threshold voltage (V,) is decreased to
maintain gate overdrive Vgs - V,, increasing transistor sub-threshold currents
exponentially [2, 3]. Standby current has become increasingly important due
to this process scaling, as well as techniques such as dynamic voltage scaling
(DVS) [4, 5] that limit active circuit current. Alleviating standby power
using circuit methods allows use of a higher leakage process, gaining higher
active circuit speed, while meeting standby power specifications. This in
turn, allows higher performance or lower active power depending upon the
operating voltage.

Modes of operation seemingly dominated by standby power may also
have an important active component. An example is found in cellular
communications, where the phone and cells must communicate on the order
of once per second, so that a phone in motion can be handed off to the next
appropriate cell {6]. This scenario requires an active operation interspersed
in time with standby, and depending on the design, the active or standby
components may dominate. It is also important that transitioning to or from a
low power standby state dissipate minimal additional energy, as the
expended transition energy cost must be amortized against that saved by the
time in the low power mode. Difficulty in predicting, a priori, how long the
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IC will be idle makes this more difficult. Ideally, the penalty of entering and
exiting a low power state can be low enough to allow a “greedy” approach,
whereby the low power mode is entered whenever possible.

11.1.1 Low Power Mode Requirements

Standby power is generally specified, at least for battery life
determination, at a cool ambient (either 25°C or 50°C) since a “hand-held”
device must be cool enough to hold. Battery lifetime requires IC standby
currents in the 10’s to 100’s of MA leading to a leakage current component
under 100 pA/um of transistor gate width in the 0.18 pm technology node.
Even lower leakage is required by high transistor count system on a chip
(8OC) designs. This implies a V, over 500 mV, independent of supply
voltage. In fact, many “low power” processes are really low leakage.
Arguably, these processes may be higher power where high operating
frequencies are required, in that a higher Vpp is needed to achieve any
operating frequency when compared to an otherwise identical process with a
lower V.. A low standby power mode can provide a compromise between
active and standby power, providing “the best of both worlds” under some
realistic operating scenarios.

To be practical, such a mode must meet some minimum necessary
requirements. Firstly, the mode must provide a substantial benefit. Since the
subthreshold current is exponentially related to V,, small adjustments in V,
produce large leakage benefits and relatively small active power penalties.
Consequently, any low power mode must be compared to the effect of
simply changing the process threshold voltage. A mode mitigating leakage
power needs to be equivalent to a V, increase of 100 mV, i.e., delivering
over 20x leakage reduction to be really worthwhile. Secondly, all designs are
cost sensitive. In this regard it is important that the low leakage power mode
increase the physical size of a baseline design at most modestly. Thirdly, a
low standby power mode should not incur too high an active power penalty.
Simply raising the V; and Vpp is an alternative solution that does raise the
active power, but implies very little design effort (unless Vpp is limited by
the oxide thickness). All real IC design projects have schedules and limited
design resources. A low standby power mode should therefore have limited
implementation effort and risk. Very complex implementations may require
multiple silicon revisions to work out unexpected bugs, and this profoundly
affects the most important schedule item, i.e., shipping chips for revenue.
Lastly, a circuit approach is ideally applicable for more than one process
generation so that techniques and learning can be applied more than once.



11. Leakage Reduction in the Intel Xscale Microprocessor 259

11.1.2 XScale Microprocessor Project Requirements

This chapter describes the implementation of a combined reverse-body
bias (RBB) and supply collapsed “Drowsy” leakage mitigation mode on the
Intel XScale microprocessor [7]. Specifically, the mode was developed as
part of the design effort for the 80200 microprocessor [8]. The resulting
embedded core incorporated the Drowsy mode, which was subsequently
used in SOC designs for handheld devices. The first XScale implementation
was on a 0.18 pm process technology supporting dual gate oxides and
improved metal pitches over those used on the desktop microprocessors [9]
to support SOC designs. The XScale microprocessor has over 6M transistors
totaling about 7 meters of transistor gate width. Separate 34kB instruction
and data caches comprise 42% of the core area. The core supports operating
voltages from 0.75 V to 1.5 V, with the lower values targeted at providing
good performance (greater than 150 MHz) at less than 50 mW total power
dissipation at 25C. It was determined that applying the resulting Drowsy
scheme to the entire processor met these requirements and could achieve 100
UW standby power on a typical die.

The choice of target IC was driven by the desire to demonstrate a low
standby power mode in concert with high performance, allowing the
resulting embedded processor design to be placed in low power ICs
operating at low Vpp (most likely with DVS) and high performance (non-
battery powered) designs operating at high Vpp. The latter would most likely
not utilize the Drowsy mode, but could use the core unchanged. This choice
had both advantages and disadvantages. Clearly, allowing a single design to
address vastly different markets minimized the overall effort. By
implementing the experimental standby power circuitry in actual production
ICs, large amounts of data could be collected, spanning process corners and
in sufficient volume to determine manufacturability of the mode. However,
the target market for the 80200 processor was not hand-held devices—other
devices (such as the subsequent Intel PXA255 system on chip incorporating
the same processor [10]) were intended to fill those markets. Consequently,
the impact of the mode, both in design effort and on maximum performance
had to be small.

11.1.3 Leakage Components

The primary leakage component exhibited by the target process core
transistors was drain to source leakage current (I¢). The oxide thickness of 3
nm exhibited insignificant gate tunneling current. However, the approach
taken here does substantially reduce gate leakage on processes that exhibit it,
due to the reduction of gate bias. The baseline room temperature Iy of the
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target process was | to 3 nA/um. Figure 11-1 shows the leakage current vs.
drain voltage (Vps) with source to bulk voltage (Vsp) as a parameter
measured from a test wafer. If we assume that 2 of the transistors are on and
14 are off, and that only the latter contribute to leakage currents, 7 meters of
gate width produces a standby current over 3 mA even at the low end of the
expected L. While transistor stacking can lower the leakage as well [11] it
is dependent on gate input state and inverters predominate in the design, so
the overall impact of stacking is often less than 25% in our experience, as it
was here.
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Figure 11-1. Representative 0.18 pm process PMOS I leakage vs. RBB and supply voltage.

A secondary, but important leakage effect is gate induced drain leakage
(GIDL) at the gate-drain edge. It is most prevalent in the NMOS transistors,
being about two orders of magnitude weaker for PMOS devices. For a gate
having a OV bias with the drain at Vpp, band bending in the drain region,
creates electron-hole pairs. Essentially, the gate voltage attempts to invert
the drain region, where holes are swept out and a deep depletion condition
occurs [11]. GIDL may consequently limit the magnitude of reverse body
bias that can be applied for leakage control. Eventually most of the current
contribution is due to GIDL and increases faster with body bias than the I
is decreased by it. The onset of this mechanism can be lessened by limiting
the magnitude of drain to gate voltage used.

Diode area components from both the source-drain diodes and the well
diodes are negligible with respect to I and GIDL components on the target
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process. However, on 90 nm and smaller processes, steep doping gradients at
the drain to bulk interface are making direct band-to-band tunneling a
significant leakage current contributor. In order to apply leakage reduction
schemes such as described in this chapter on these scaled processes, the
transistor design may need to comprehend and limit this component.

11.2 CIRCUIT CONFIGURATION AND OPERATION

11.2.1 Design Choices

Multi-threshold CMOS (MTCMOS) connects the logic circuit to a virtual
power supply node that is gated through a high V, transistor, rather than
connecting the circuit directly to the power supply itself [12]. When the
supply gating transistor is in cutoff, the virtual supply collapses to the other
supply due to core circuit leakage. The resulting standby power is due
entirely to leakage through the gating transistor. Since this transistor can be
relatively small and has a higher V,, very low standby power can be
obtained. Unfortunately, collapsing the core voltage completely in this
manner forces the logical state of the IC to be lost. Such non-state retentive
“sleep” modes incur power penalties: The present logical state must be saved
before sleep and restored before resuming active operation, requiring a
separate low standby power storage medium; The data movement increases
latency; The /O power must be amortized by the static power savings
achieved during the time in sleep, precluding frequent use. These
considerations led to the choice of a state retentive approach. A state
retentive RBB implementation was described in the previous chapter.
Unfortunately, when this approach is used on a 0.18 um or smatller process,
the high voltages exacerbate GIDL and drain edge tunneling leakages. A
different scheme that limits voltages while applying RBB is required.

Initially, circuit configurations that minimized design effort were
investigated. These are illustrated in Figure 11-2. The circuit of Figure 11-
2(a) applies the body bias to both the NMOS and PMOS via diodes. This has
a number of disadvantages. First, diodes don’t supply much current until the
bias is greater than 0.7 V and since two forward diode voltages must be
supported the minimum supply must be nearly 2V, assuming the core
collapse would be limited to about 0.5 V to retain state. Secondly, the active
power must be supplied to the core via transistors M3 and M4, which incurs
two resistive drops through gating transistors. Figure 11-2(b) uses diode-
connected transistors to provide a smaller voltage collapse. Here, the NMOS
V, sets the PMOS body bias and vice versa. Since these track independently,
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there is no guarantee of reaching even an arguably optimal standby mode
operating bias.
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Figure 11-2. Possible RBB circuit configurations that provide simultaneous core voltage
collapse. The box symbols indicate thick gate high voltage tolerant transistors.

Minimizing the active power drop due to gating transistors leads to the
configuration shown in Figure 11-2(c) that incurs this drop on only one
power supply, in this case Vgs. RBB can be applied to the PMOS by pulling
the N wells to Vppio (recall PMOS transistors have limited GIDL) via thick
gate transistor MS. Transistor M6 shorts Vpp and the well voltage during
active operation. An NMOS gating transistor provides higher drive strength,
especially if a thicker gate, higher V, transistor such as that intended for
input/output (I/O) circuits is used, as Vs can be Vppio, which was 3.3V on
the target process here. By tying the substrate to Vgssyp, i.e., ground, on this
N well process, RBB is applied to the NMOS transistors as Vs rises. A
number of simple configurations were investigated to allow the Vgg node to
rise in Drowsy mode but still provide enough current to avoid Vpp - Vsg
from collapsing too far, that is, far enough to allow logic state loss. It was
found that diodes and diode connected exhibited sufficient variation across
process corners that only a small leakage reduction could be counted on. An
IC specification must be worst case, leading to the conclusion that some
form of regulation would be required when applying the body biases for
consistent and near optimal leakage reduction.
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11.2.2 Drowsy Mode Circuit and Operation

The circuit configuration used is shown in Figure 11-3. This mode
utilizes RBB as well as Vpp - Vgg collapse to limit leakage power [13],
achieved via large supply gating transistors that allow the NMOS source to
be raised as mentioned. They also allow full collapse of the core voltage,
which produces the non-state retentive “sleep” mode, essentially the
classical MTCMOS approach to leakage control at no cost. Drowsy mode is
fully state retentive and is exited on any interrupt, while sleep mode is
terminated by asserting reset—since state is not retained, returning from
sleep mode is essentially a cold start. Power is applied to the Vpp and Vsssup
pins. As mentioned, power supply IR drop is avoided by having only one
power carrying supply gated by a series transistor. Large N channel
transistors M5 provide Vgs to the active circuitry during normal operation.
Large P channel transistors M7 provide clamping of the N well (Vppsyp) to
Vpp to maintain 0 Vgg on the core PMOS transistors while in active
operation. These transistors must have an oxide thickness suitable to
exposure to high voltages as indicated by the box gate symbol. The NMOS
clamp transistors are less than 2% of the total transistor width of the
microprocessor, while being over 20 times the total drive of the PMOS
clamping transistors.
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Figure 11-3. Drowsy mode circuit configuration for core and SRAM.

Figure 11-3 also shows that a negative gate to source voltage is applied to
SRAM access transistors M8 and M9 via word-line pull down transistor M3,



264 Leakage in Nanometer CMOS Technologies

which has a source connection to Vgssyp. This negative gate to source
voltage essentially eliminates the I,z of those transistors that would
otherwise comprise 42% of the SRAM leakage as determined through circuit
simulation [14]. This technique was also adopted for an SRAM on a low
leakage 130 nm process [15]. We have found that on a 130 nm process with
high gate leakage [16] the added gate current produced by the 0.65 V across
the oxide was greater than the drain to source leakage savings. Thorough
understanding of the target process behavior is essential when choosing low
standby power techniques.

For sleep as well as Drowsy modes, the M5 clamp transistors are in
cutoff. In the former case, the core Vs is allowed to float up towards Vpp, as
shown in Fig 11-4. In the non-state retentive sleep mode, Vss can nearly
reach Vpp and power consumption is limited to the leakage current through
the NMOS clamp devices. The clamp devices should be high V, as in
MTCMOS, to minimize this current since they do not have body bias
applied. The higher V, thick gate devices intended for IO are adequate. That
said, in order to avoid compromising active performance in the 80200
implementation, the Vgs clamping transistors in this first design used
relatively leaky (lower V) thin oxide core transistors.
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Figure 11-4. Power supply voltages in operation and in Drowsy mode. Grey lines indicate the
operation at 100°C while black lines indicate 25°C. The Vpp and Vgggup stay at 1 V and 0 V
respectively and are not shown.

In Drowsy mode, the rising Vg applies RBB to the NMOS devices, but it
is regulated to avoid losing state from too little Vpp - Vg (gate overdrive)
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voltage. This regulation is apparent in the supply waveforms in Figure 11-4,
at both 25°C and 100°C where the Vpp - Vs is about 350 mV. Note that the
logic circuits are operating in subthreshold at this bias condition. However,
the goal is to retain state. Circuits in Drowsy mode are not allowed to toggle
state. Wakeup circuitry is clocked by the PLL reference clock and does not
enter Drowsy. Raising the NMOS source voltage rather than decreasing the
NMOS body voltage is advantageous since it does not require a twin tub or
triple well process or charge pump circuitry. Additional decrease in Loy is
derived from lower Vpg (corresponding to the DIBL component of V) as
well as limiting GIDL components as mentioned in section 11.3.1. Referring
to Figure 11-1, the RBB accounts for about 10x leakage reduction and the
collapsed Vps for the remainder. Since gate current is strongly affected by
the gate to source voltage [17], the lower voltages across the gate oxide can
afford substantial decrease in that component on processes with thin oxides.

The N well voltage is raised to reverse body bias the PMOS transistors at
the same time as Vgg rises as shown in Figure 11-4. There is no deleterious
effect from using a large bias on the well as long as circuit configurations
that accumulate the gates of the PMOS transistors are avoided. However,
changing the voltage of this capacitance constitutes an overhead power. The
current reduction due to increasing RBB is limited since the body effect
follows a square-root dependency. Consequently to keep the bias optimized,
two methods were supported: For low I/O voltages, i.e., 1.8 V, the well can
be directly connected to the I/O supply during Drowsy. If the I/O voltage is
2.5 or 3.3 V, a regulator is used.

11.2.3 Power Grid and Layout Considerations

To apply RBB, separate bulk and source supplies are required for both P
and N transistors. Nonetheless, the area penalty to support RBB can be very
small. The power supply clamping transistors (M5 and M7 in Figure 11-3)
are provided in the pad ring only, occupying otherwise empty or I/O
decoupling capacitor space within the supply pins. Since they are not
required to provide high currents, the bulk connections are routed sparsely
through the logic circuitry, limiting the density impact. A two layer routing
grid with 50 um between body supplies is utilized, as shown in Figure 11-5.
For auto placed and routed (APR) blocks, taps were inserted during
placement and short routes to the sparse Vsssyp and Vppsup lines minimize
the impact on routing density as evident in the figure. Vgg and Vpp are
routed through each cell row in the conventional manner. No long horizontal
tracks are wasted on the extra supplies at the cell level. Thus, the design
work required to support RBB was also small. Taps were removed from the
standard cells, new tap cells were inserted into the library, and SRAM tap
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cells were enlarged to allow Vgssyp and Vppsyp routing. The substrate is
highly doped below an epitaxial layer, providing an effective short circuit
between Vgssup (ground) rails and limiting noise due to switching. N-wells
are intentionally contiguous to grid at the substrate level for Vppsyp. This
was enforced through all custom and APR blocks.

<— 50 um
= tap cell |
¢ VSSSUP
4

@

VDDSUP

Figure 11-5. Power supply routing grids

Referring back to Figure 11-3, the body connections of transistors M6
and M7 are to Vppo. The PMOS clamping transistors carry no DC current
and are 17 mm in total width. The NMOS clamp transistors are 85 mm in
total width to deliver the entire active power of the core. Both the NMOS
and PMOS power supply clamps were located only in the chip pad ring at 17
power and ground pads each. A large 55 nF on-die decoupling capacitance
avoids a large instantaneous voltage drop across the NMOSFETs in active
operation. This allows small clamp transistors since the clamps need only
supply an average current and not an instantaneous one. This is important
since arguably, it may not be possible to supply high instantaneous currents
unless the clamp transistors are located throughout the design with fine
granularity and very large total size. The decoupling capacitance was
inserted opportunistically between circuit blocks and helps high frequency
operation as well as Drowsy mode.
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11.3 REGULATOR DESIGN

11.3.1 Vg Regulation

The Vs regulator circuit is illustrated schematically in Figure 11-6. The
regulator is a three-stage amplifier with an NMOS output transistor M16.
Three stages are needed due to the low operating current required to keep the
regulator power consumption a negligible contributor to the total standby
power. At the typical process corner with a 1 V Vpp it consumes about 4 A,
excluding the output transistor. The input stage amplifier includes the
differential pair transistors M12 - M15 plus the bias stack and compares the
voltage on Vs with a reference voltage. The reference voltage is generated
by PMOS transistors MRO — MRn simulating a resistor stack, which allows
it to vary with power supply. The body connections keep the biases of all
transistors in the ‘“resistor” stack identical, closely mimicking linear
resistors. This is simpler than say, a band-gap reference and allowed greater
Vb - Vss while simultaneously increasing RBB by raising Vpp. Since each
PMOS transistor is biased in subthreshold, the stack current is under 100 nA
and is left continuously connected in all modes.

The output transistor M16 can only pull Vgs towards O V, so Vg rises
passively, driven by the core leakage. Power would not be saved by actively
raising Vss and consequently, no power is wasted on circuitry to drive Vgs
towards Vpp. In the event that the Drowsy mode is prematurely terminated,
e.g., to service an interrupt before Vgs reaches equilibrium, the energy
required to charge and discharge this highly capacitive power supply node is
saved. The output transistor is sized to provide the full IC leakage current at
high temperature and the worst-case process corner. The second buffer stage
provides increased voltage output range and current drive to the gate of M16.
The regulator amplifier slew rate and gain are low due to the low bias
current levels, which makes the step response poor. To address this, the
buffer stage devices includes the diode-connected transistor M11 that,
combined with the sizes chosen, delivers the DC characteristic shown in
Figure 11-7. This keeps transistor M16 from completely cutting off and
limits the required slew rate of the buffer stage driving the large capacitive
load presented by M16.

The entire circuit, amplifier and the IC leakage must comprise a stable
system so adequate phase margin must be maintained. This is particularly
important since even a momentary overshoot on Vgs may cause loss of state.
Essentially, the IC leakage presents the load current for output transistor
M16 with the AC equivalent circuit a rather complicated function of the
body transconductance presented by the core NMOS transistors, the
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decoupling capacitance due to Vsg capacitance and intentional decoupling
devices, an “auxiliary” RC due to the conducting NMOS transistors and the
gates on the far side of those transistors, as well as the amplifier nodes.
Fortunately, the circuit poles may be approximated by the dominant terms,
greatly simplifying the analysis. For the Vgs node, this comprises just the
output conductance of transistor M 16, while the amplifier dominant pole is
the output of the differential pair. The latter pole is the first, at approximately
65 kHz calculated from the small signal parameters. The simulated Bode
plot for Vs is shown in Figure 11-8. The low gain of the amplifier is
advantageous, leading to a low unity gain bandwidth and greater than 60
degrees of phase margin at all process corners. The highly capacitive, low
pass nature of the Vgg does not require high amplifier speed to stabilize.
Slow turn on and turn off of the supply gating transistors (M5 in Figure 11-
3), achieved by under-driving the gate of MS also helps avoid overshoot and
inductive effects on the Vgg supply node.
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Figure 11-6. The VSS regulation circuit

11.3.2 PMOS Bulk Regulator

The regulator driving the N well Vppgyp node connected to the PMOS
bodies utilizes a bootstrapped voltage reference driving a wide NMOS
vertical drain transistor in a source follower configuration as shown in
Figure 11-9. This transistor (M1 in the figure) can provide the well and
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diode leakage current while operating in the subthreshold region of
operation, which results in a low drop from the reference voltage to Vppsup.
In fact, the drop is slightly negative at most process corners, as confirmed on
silicon. The vertical drain configuration allows this thin gate oxide device to
tolerate high drain to gate voltages by using an N well as the drain of a non-
self aligned transistor.

0.8 1
0.6 1

VOUT (V)

0.4 1
0.2 1

0.0 L) 1 T Ll ¥
0.0 0.2 0.4 0.6 0.8 1.0

VIN (V)

Figure 11-7. Buffer stage voltage input vs output characteristic.

As evident in the figure, this circuit operates in open loop, setting Vggr to
approximately one thick gate threshold voltage above the Vpp power rail.
The circuit operates between the Vpp and Vppsyp power rails, allowing Vpp
to be the lower voltage reference and forcing the N well RBB voltage to
track upwards with it. The large Vg on the thick gate NMOS transistors M6
— M9 increases the Vggp voltage as well. At Vppsyp below the nominal
output voltage, the circuit delivers Vppsyp. The reset circuit (transistors M3
and M4) is required since in any bootstrapped circuit, the zero current state
is a valid state, but must be avoided. Hence, the Vggr node is pulled up
during reset to force the bootstrapped circuit out of that operating point.
VBIAS is set to limit current through MVB, simulating a high value resistor.
The stacked configuration limits leakage to Vggr.

11.3.3 Measured Results and Design for Test

The elimination of the requirement for external state memory is one of
the primary attractions of the Drowsy mode, so it is essential that state
retention be verified. Pre-charged (domino) circuit paths (which also imply
transparent latches) exist, as do memory elements in the form of flip-flops,
register files, and SRAM’s. All must be tested to establish a failure due to
excessive voltage collapse, especially since defects may affect the fail point.
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The Drowsy mode described here presents a number of circuit debug and
validation challenges [18]. These include verifying state retention,
determining and setting optimal voltage regulator operating points and
margin in manufacturing, and eliminating noise induced upsets and
incorrectly connected circuits.
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Figure 11-8. Plots of the Vg regulator gain and phase margin.
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Figure 11-9. PMOS body-bias regulator driving the core N well voltage Vppgyp. All NMOS
bulk connections are to Vgssyp-
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Figure 11-10. Measured state loss Vg vs. regulator output Vs with (a) and without a 100 pA
guardband current added during test (b).

The voltages applied to produce RBB are critical, given the limited Vpp
voltage, in this case 1V, for successful operation. The Vg must optimize the
RBB to the NMOS transistors while limiting other currents by collapsing
Vop - Vs as far as possible without state loss. Consequently the bias
regulators, particularly the regulator controlling Vss, are important to
characterize and test. To this end, separate pad connections to the Vgs and N
well (Vppsyp) provide both observability and controllability in the 80200
design. These allow the operation of the regulators to be measured “in-situ”
by using them as outputs. The failing voltage, i.e., where state is lost, is
accomplished by disabling the regulators and driving test voltages into the
IC. Additionally, and critical for manufacturability, they afford the ability to
source additional current to determine amplifier margin, i.e., the amount of
guardband in the regulator I-V characteristic, on each die during operation.
Results of these measurements across multiple wafers are shown in Figure
11-10(a) which shows the circuit fail point, i.e., the worst case state loss Vg
as determined by a state failure across multiple tests vs. the regulator output
Vss as measured on that particular die. The data is taken across process
corners on silicon. Clearly, ICs measuring below the diagonal line are
failing. There is a substantial reduction factor in the leakage current in
Drowsy mode. Figure 11-11(a) shows the current with the PLL off (no
clocks and no body bias applied) compared to the Drowsy mode, where I is
reduced by over 25x. Figure 11-11(b) shows the distribution of the Drowsy
current across one wafer. The shape of the distribution is due to the Gaussian
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channel length (Lgp) variation multiplied by I, that is exponentially
increasing as Ly is reduced.
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Figure 11-11. Measured Igg vs. Drowsy Ipp current (a) and distribution of Drowsy Ipp, currents
over one wafer (b).

Figure 11-10(b) shows the shift due to 100 uA added current forced into
the Vgs node, nominally doubling the standby current. The effect, essentially
shifting the data to the right and down is apparent. In this manner, die with
nominally working Drowsy modes, but with poor margin can be rejected.
Typically, Vss and N well pads implemented to facilitate test and
characterization are made inaccessible to the end user to avoid interfering
with normal operation. This is accomplished by fusing access away after test
or by employing a production package that does not provide access. In this
latter case, debug requires a separate package with the needed pad
connectivity (i.e., a bond option). Of course, this approach requires that
regulator measurement and calibration occur at wafer sort rather than
packaged product testing. Systematic as well as random process variation are
increasing with each process generation. Due to these variations the leakage,
fail point, and optimum regulator set point may vary from die to die. The
reference voltage can be programmed via fuses or by other non-volatile on-
die memory. By measuring the device fail point, determining the current
load placed on the regulator, and measuring the regulator with added current
for margin, the set point can be programmed to maximize RBB efficacy
while maintaining operating margin.
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11.4 TIME-DIVISION MULTIPLEXED OPERATION

This section will show that time division multiplexing (TDM) between
active operation and a state retentive low power mode can effectively
simulate a low leakage process [19]. This allows the choice of a leakier,
higher performance process affording high frequency operation if needed
while still meeting standby power requirements. As mentioned above, it is at
low frequency operation where leakage predominates over active power. The
objective of TDM operation is to run at a high enough clock rate, e.g., 300
MHz, whereby there is sufficient time between computations to limit the
leakage using the Drowsy mode, even though the “effective frequency”
(Fgrr) as measured by the amount of computation done in one second may be
much lower, say 15 MHz. In this example, 95% of the time can be spent in
the Drowsy mode. This is in contrast to conventional designs where the
clock is slowed to 15 MHz.

The power of the IC has different dominant components in the two
primary operating modes. In active mode, the active switching power plus
the active mode leakage constitute the total power. In Drowsy mode, the
reduced leakage and the regulator power dominate. The previous section
showed that the regulation power is very small, on the order of 5% of the
Drowsy mode power. The PLL lock operation and power supply movement
contribute to the penalty power to enter and leave the low standby power
mode. The total energy cost of a single entry into the low power mode is
then 30.6 nJ. This is equivalent to about 60 active clock cycles on the
processor when operating at a 1 V Vpp. However, the leakage savings must
amortize this expended energy, so to have benefit the IC must remain in
Drowsy much longer than that.

11.4.1 Apparatus

These experiments were all performed on a system at 1V Vpp running 10
at 100 MHz and with a core frequency of 333 MHz. The board was modified
to separate the microprocessor core and analog supplies from the on-board
power supply, allowing external power supply and ammeter connections.
The 80200 microprocessor was tested on the board to 800 MHz at 1.55 V.
Hence the inclusion of the drowsy mode did not seriously impact maximum
performance (at the time of this writing, the 80200 is still the fastest
production ARM compatible microprocessor). A PC recorded the measured
supply current and programmed the interrupt frequency (FD) driven by an
on-board timer. The target voltage for the core was adjusted based on the
reading from the voltmeter in order to account for IR loss in the power
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supply leads. Another PC controls the program running on the 80200. A
representative power measurement is shown in Figure 11-12.
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Figure 11-12. Power supply current for a representative measurement.

The program running on the microprocessor core was intended to be
similar to the workload seen in an interactive application, where user input
and the resulting computation occurs rarely (less than 100 Hz). The amount
of computation will vary by application, so this was a parameter in the
program. The resulting code is similar to the following nested loop:

outerLoop:
MOV RO, #instructions_per_interrupt
work: SUBS RO, RO, #1 ; decrement count

BNE work ; loop while count !=0
DROWSE ; wait for interrupt
B outerLoop

The number of instructions to run at each interrupt is set by the parameter
loaded by the first instruction. At the end of the inner loop the IC returns to
the low standby power mode. Interrupts end the low standby power mode
and begin the loop anew. Due to branch prediction, the processor executes
one instruction per clock in this loop. State retention while in Drowsy mode
maintains the cached instructions.

11.4.2 Experimental Results
The standby current in Drowsy mode was measured to be 0.1 mA at 1 V

on the IC used in these measurements. The use of multiple parts was
precluded by the need to solder the device to the measurement board, but the
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power in the Drowsy mode was typical of that measured for other devices as
shown in Section 11.3.3. The separate analog PLL and clock divider supply
allows independent measurement of the PLL power as well as the IC non-
RBB standby power. For the IC used, in a DC condition, the room
temperature core Ipp with no clock running was 2.8 mA at 1 V. The PLL
consumed 6.6 mW at the same Vpp.

The processor was run at a number of interrupt frequencies and
instruction per interrupt rates. As expected, the power shows a linear
dependency on Fggr at high rates, where the active power dominates, while at
low Fger there is a floor due to leakage power (see Figure 11-13). All
interrupt and instruction rates fall on the same curve as shown,
demonstrating a low penalty power. Figure 11-13 shows the power vs Fggr
when the PLL is kept active, no RBB is applied, but clocks are gated at the
PLL (labeled idle) as well as when the PLL is not running (labeled ISB) and
using Drowsy mode. The power savings of Drowsy over idle mode is nearly
100x and it still obtains 28x power reduction at low Fgrr when the PLL is
disabled. The current in the latter mode corresponds to the Isg of the part.
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Figure 11-13. Measured power supply current vs. effective frequency with three low standby
power modes.
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11.4.3 Effect on Active Power

The active power domination at high operating frequencies does not
imply that devices capable of high operating frequencies do not need low
standby power modes. Quite the opposite, a lower threshold voltage allows
higher performance at lower power for all frequencies, but the use of the
TDM between active and Drowsy modes effectively simulates low leakage,
when low frequencies of operation are appropriate to the required
computational demands of the moment. This is likely to be most of the time
for a hand-held device, but does not preclude higher peak performance,
demand for which is consistently increasing with time. A lower V, implies
higher leakage power, mitigated here by the low power mode, but also
higher performance at low voltages. The lower active power, resulting in
higher full Vpp performance, also allows higher performance at low Vpp.
The active power reduction factor can be estimated by considering the V,
increase required to match the L reduction and the required Vpp increase to
achieve the same performance. Increasing V; by 110 mV to 500 mV results
in the same reduction. At this higher value of V,, the frequency obtained with
a V, of 390 mV at Vpp = 0.75 V requires a Vpp increase to 0.86 V,
demonstrating an active power savings of 24% by using Drowsy mode rather
than a higher threshold voltage. Of course this will vary with the specific
circuits in other ICs, and this assumes DVS. The power savings percentage
is less at higher voltages.

11.5 SOC DESIGN ISSUES AND FUTURE TRENDS

Depending on the design, some circuit blocks may be placed in RBB
mode while others remain active. Even in full standby some blocks must be
operational, e.g., real-time clocks and wakeup circuitry. This requires proper
interfacing between the standby and operational domains. A fully powered
domain will present either Vpp or O V at the input of a cell gate in the low
power standby mode. This produces no problem if the signal from a fully
powered domain drives a transistor gate input—In this case the 0 V merely
applies a negative gate to source voltage. However, if the cell input is a
CMOS transmission gate or other pass gate configuration, i.e., drives a
diffusion or pass gate input, care is required. When a 0 V input will be more
than V, below the gate voltage and an otherwise “off” pass-gate will allow a
logic O to write the other side. A latch circuit will fail with logic O inputs,
just as when coupled noise drives a latch pass gate input to a voltage more
than a threshold voltage below the Vg supply rail. A multiplexer (mux)
circuit can create a DC current path as illustrated in Figure 11-14. The mux
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drivers are in a fully powered domain and drive logic 0 as 0 V to the mux
inputs controlled by a logic 0 at 650 mV. Forbidding pass gate inputs at the
body-biased domain interface avoids this problem. Inputs from the voltage
collapsed (body-biased) domain to the operational (full voltage) domain are
another matter. Here, any logic 0, represented by approximately 650 mV,
will appear as a mid-rail input (a poor logic 1) and cause a DC current in the
next gate. To avoid this, all interfaces passing signals from operational to
body-biased domains must have latches that are closed before the inputs
enter the standby mode, thus capturing the last valid state. Clearly, the
latches must be in the fully powered domain.

VSSSUP = 0V

Figure 11-14. Multiplexer circuit illustrating the sneak path current created when driving pass
gate inputs from the wrong (non-Drowsy) domain.

The design presented here was implemented in a 0.18 pm technology,
where I, was the dominant leakage contributor. Oxide scaling is
dramatically increasing I, at the sub 130 nm technology nodes and as
mentioned, the Drowsy biasing, by applying RBB simultaneous with supply
collapse is effective in limiting Ige. An implementation on a 130 nm SRAM
demonstrated 16.7 pA leakage per SRAM cell [15] and use on a 65 nm
process aimed at hand-held ICs has also been suggested [20]. Both leakage
and SOC transistor counts are increasing so maintaining the same standby
current over time requires new schemes that are increasingly effective. An
obvious step is to use a scheme like the Drowsy mode presented here only
on the state retaining, i.e., latch and memory, circuits while fully collapsing
the supply on the rest [20]. This affords about 3x greater reduction, based on
average IC’s having about 1/3 of their transistor width in such memory
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elements. Other schemes, relying on high V, [21] or thick gate shadow
latches [22] are much more expensive in terms of size impact but promise
even greater leakage reductions. They are however, difficult to apply to
SRAM, where circuit density is most important. Use of thicker oxide in
SRAMs [23], while difficult and costly, may eventually be required.

11.6 CONCLUSION

The implementation of a low power Drowsy mode employing RBB and
supply collapse to suppress leakage currents on the XScale microprocessor
has been described. The results show effective simulation of a low leakage
process using Drowsy mode on a high performance 0.18 um CMOS process.
Low standby power of 100 uW and high efficiency is achieved with
regulation costing on the order of 5%. The implementation effort was shown
to be small and the approach applies to SRAM circuits without additional
area penalty. Critical to practical application of such a low standby power
mode, the cost of entry and exit is approximately the same as executing 60
instructions. Compared to the conventional low latency approach of gating
clocks after the PLL, nearly 100x power savings was demonstrated. Latency
in leaving the low standby power mode is limited by the PLL lock time,
which ranges from two to 20 ps. This latency was fixed on the design
presented here, but can be eliminated by running the IC at a low rate (at the
PLL reference clock) until the PLL is locked. This is in contrast to present
non-state retentive sleep modes that have much greater latency, depending
on cache state, and power penalties that are much larger.

The emergence of processors supporting DVS is due to the wide range of
operational frequencies that hand-held devices must support, while keeping
the energy consumed as low as possible. For instance, the processor here
reaches peak performance of 800 MHz assuming the operating voltage is
raised to meet such a computing demand, while still meeting 100 pA
standby power. The Drowsy mode allows threshold voltage to be lowered
without sacrificing the power consumed at low, or even vanishing
frequencies. Simultaneously, it allows lower active power at the same
performance levels by allowing lower Vpp. TDM operation, simulating low
leakage, can be applied to future designs incorporating supply collapse,
RBB, MTCMOS, or combinations thereof.

Limitations of this Drowsy mode implementation stem from worst-case
mismatch between the state retaining on devices and the attached leaking
transistors. This is worst-case for high fan-in domino circuits and highly
imbalanced latches. Future work could press these voltages lower by using
MTCMOS and only well-balanced latches using RBB and supply collapse,



11. Leakage Reduction in the Intel Xscale Microprocessor 279

resulting in greater than six-fold improvement in transistor counts or standby
power.
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TRANSISTOR DESIGN TO REDUCE LEAKAGE
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12.1 INTRODUCTION

Planar Silicon (Si) MOSFETs were once promised as a device
technology that dissipated negligible power in the off-state. However, in the
pursuit of high performance, the channel length has been aggressively scaled
increasing the nanoscale transistor leakage to near the practical limit of ~100
nA/um. The high off-state leakage is an indication that channel length
scaling for the planar Si MOSFET is ending. At the end of Moore’s law or
MOSFET scaling there is no hard limit rather the transistor becomes
increasingly less functional (useful) when scaled due to increased off-state
leakage and/or little improved switching performance. Once leakage
prevents further scaling of the planar MOSFET, the microelectronics
revolution will still continue with innovation coming from the introduction
of new materials, device structures, circuits, and architecture innovation.
Several of the circuit and architectural innovations were presented in the
earlier part of this book.

During this new post Moore’s Law era, to continue making progress it is
instructive to understand (i) the physical mechanisms responsible for the off-
state leakage, (ii) what MOSFET features are currently implemented to
control leakage and (iii) the prospect of new device structures based on an
off-state leakage metric. All of which are included in this chapter.

Chapter 1 provided an overview of different leakage components.
Section 12.2 to Section 12.6 in this chapter covers the dominate source of
leakage in nanoscale transistors, why it occurs and state-of-the-art transistor
features used to reduce leakage in 35 nm and 45 nm logic transistors. Many
of these or similar concepts will be necessary in any device technology to
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compete with the industry standard, planar Si MOSFET. In Section 12.7
future solutions for transistor leakage using materials and structures are
discussed.

12.2 SUB-THRESHOLD LEAKAGE IN NANOSCALE
PLANAR SI MOSFETS

Today’s planar Si MOSFET is far away from any thermodynamic or
quantum mechanical limits, yet source to drain leakage is at the practical
limit of ~100nA/um since the MOSFET is approaching its minimum channel
length limit (Lg.) In this section we describe the dominate source of off-state
leakage which in a well designed MOSFET is the source-to-drain sub-
threshold leakage and why this leakage sets the ultimate minimum channel
length possible for a planar MOSFET.

There are many sources of off-state leakage in a start-of-the-art MOSFET
which have been covered previously. There have been several recent studies
as to which leakage mechanism dominates near the approximately 20 nm
planar CMOS channel length limit. The general consensus is that sub-
threshold leakage is dominant over other types of leakage like band-to-band
tunneling. The sub-threshold leakage results from the close proximity of the
drain to the source which causes the source energy barrier height to be
reduced by drain induced barrier lowering (DIBL) as described in Chapter 1.
Sub-threshold leakage then results from increased thermal emission of
carriers over the reduced energy barrier. Drain electrostatics now limit
significant further scaling of the planar MOSFET due to the nanoscale
source to drain spacing which has decreased from 100 um to ~20 nm in
order to satisfy Moore’s Law which requires the source to drain distance to
decrease by«/va every two years to support a doubling of the transistor
density.

Historically, to control DIBL, a simple relationship between the channel
length and oxide thickness (t,) has been followed which has a simple
physical origin. To maintain low off-state leakage and robust gate control
over the source barrier height, the channel length was maintained at Ly >
20t The relationship between oxide thickness, channel length, and small
drain induced barrier lowering results due to requirements on (i) the shape of
the depletion layer of a MOSFET and (ii) the sub-threshold slope of the
MOSFET needs to be <80mV/decade.

For the first requirement, the depletion layer under the gate can be
approximated by a rectangle. The magnitude of drain-induced barrier
lowering is set by the aspect ratio of the rectangle and requires the length of
the rectangle (channel length) to be 2X the width (depletion layer depth).



12. Transistor Design to Reduce Leakage 283

The second requirement adequately small (~80 mV/decade) sub-threshold
slope (S) is needed to maintain a large on-current to off-current ratio. The
sub-threshold slope is a measure of the gate-voltage below threshold
required to reduce the off-state leakage (10X) and can be expressed as:

.t
§ = (14 —Zale_1n10y L )
q

ox ' dm
Where Wy, is the depletion layer depth, and €g; and €, are the permittivity
of the oxide and silicon. From Eq. (1), the ideal value of S is 60 mV/decade
and occurs when t,, << Wy, A reasonable upper limit on S is ~ 80 mV/
decade which requires

tox /W(lm = 01 (2)

From Eq. (1) thus a limit on channel length that needs to be at least twice
Wamis given by,

L, =220t (3)

For silicon dioxide gate dielectric, the practical minimum thickness due
to tunneling currents (required to be approximately one-tenth or less than the
sub-threshold leakage due to design performance constraints) is
approximately 1.2 nm. This then requires the minimum MOSFET channel
length limit to be ~24 nm which is close to the physical 35 nm gate in state
of the art production for the 65 nm node. The limit suggested in (3) provides
a lower bound. Empirical data shows that for good electrostatics Lg has to be
at least 40¢,,.

In the next sub-section we present a simple model for sub-threshold
leakage to have a better understanding of the leakage mechanism before
talking about the technologies to control this leakage in sub 100nm devices.

12.2.1 Sub-threshold Leakage Model

In order to appreciate the impact of sub-threshold leakage in state-of-the-
art devices it is necessary to have a good understanding of the underlying
physical mechanism. In this section we provide a simple model which
outlines the leakage phenomenon. The often neglected issue with sub-
threshold leakage is that most of the leakage does not result from the
standard design rule structure, and all device layouts do not have the same
leakage. Sub-threshold leakage is exponentially dependent on the threshold
voltage and is given by the following relationship,
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where, Vg and V,, are the voltages from the drain and gate to the source, Vy,
is the threshold voltage and V, is the thermal voltage (KT). W and Lg are
the effective gate width and length, po is the mobility which depends on the
temperature and doping profile, C,, is the gate capacitance per unit area and
n is the sub-threshold swing coefficient. From the above equation threshold
voltage in sub-100 nm technology is not constant and depends on effective
channel length (L) and width (Weg). This requires remodeling of the
threshold voltage in order to make accurate calculations of speed and power
consumption.

A simple one-dimensional second order threshold voltage model can be
used to describe the various short channel effects. Short channel effects
decrease the threshold voltage due to 2-D electrostatic charge sharing
between the gate and source-drain extensions. To obtain the short channel
model of the threshold voltage from the long channel model, three kinds of
short channel effects need to be included:

® AV (Leg): caused due to channel length modulation.

o AVy (W): caused due to the field oxide charge or from the parasitic

side wall device.
e AV, (DIBL): where DIBL refers to the drain induced barrier
lowering.

Vi =V —AVy (Leﬂ) +AVy (W) —Avy (DIBL) &)

The Vi in (5) is the long channel threshold voltage.

In order to keep the above mentioned 2D electrostatic short channel
effects on threshold voltage under control, the gate oxide thickness is
reduced nearly in proportion to the channel length. This is necessary in order
for the gate to retain more control over the channel than the drain. It has
been observed empirically that for optimum performance without wasting
any substrate wafer area, the effective channel length must be approximately
at least 40 times the oxide thickness.

After understanding the physical mechanism of sub-threshold leakage we
next look at one of the more important device features to control sub-
threshold leakage, namely angled implants implemented in nearly all
advanced technologies.
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12.2.2 Large-angled Implants

The most important device change during the past decade to control sub-
threshold current was the addition of large angle well implants called
“halos”. The halo-implant is a high angle implant of well type dopant
species introduced into the device after transistor gate patterning (for
example, n-type dopant implanted into the n-well of a pMOSFET).
Typically the same lithography step as the source/drain extension implant is
used. Because of the high halo implant angle, multiple implants with
rotations are needed to ensure uniform doping on all sides of the channel.

During the last decade, two types of halo implant profiles have been
targeted. The first type, called a super-halo, is a highly non-uniformly doped
pocket implant used to reduce the source/drain extension to well depletion
region for improved short channel control. The second type of halo implant
is a non-localized implant designed to boost the well doping for sub-design
rule gate lengths. To achieve this, the halo implants are targeted such that
the lateral implant is approximately

Lateral = Rp sin(ﬁ) ~ % LGATE (6)

Where Rp is the implant projected range, 8 is the target angle and Loate
is the gate length. In the boosted well technology, instead of having two
separate halo regions as for the super halo, the sole and significant advantage
of well boosting implants is the increased channel dopant concentration
created in sub-design rule gate lengths. Higher well doping in sub-design
rule structures is useful to compensate for the increased leakage which
results from increased drain induced barrier lowering. It is the significantly
higher sub-threshold leakage in sub-design rule structures, which are always
present due to variations in the critical dimensions that dominate the total
leakage standby power. The higher well doping in the sub-design rule gate
structures creates a much flatter off-state leakage vs. gate length.

The well boosting halo implants were added during the 1990’s to slow
the increase in sub-threshold leakage. The sub-threshold leakage increased
rapidly during the past decade driven by rapid power supply and channel
length scaling. During the early years in the microelectronic industry little
power supply scaling occurred. However in the last decade to control active
power, the supply voltage has been scaled close to the practical high
performance limit of 1.0 V. Supply voltage scaling also affects sub-threshold
leakage since in order to maintain adequate gate overdrive, the MOSFET
threshold voltage needs to be reduced. This directly leads to the exponential
rise of sub-threshold current for smaller channel lengths.
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12.3 SION DIELECTRICS TO REDUCE GATE TO
CHANNEL DIRECT TUNNELING CURRENT

The desire to improve device performance and reduce the predominant
sub-threshold leakage currents has not only led to small channel lengths but
also the aggressive scaling of the gate oxide thickness to below 2nm which
brings it to the direct tunneling (DT) regime. It has also been shown that not
only electron but hole tunneling becomes predominant at such dimensions.
The leakage due to DT is measured per unit area, and a certain criteria of
1A/cm® was thought to be the ultimate limit of scalable oxide thickness, but
today’s state of the art technology can sustain gate leakage currents of the
order of 100A/cm” under the assumption that only 1% of the total chip area
is taken up for making the gates. As the gate oxide is scaled below 20 gate
leakage is predicted to increase at a rate of more than 500X per technology
generation, while sub-threshold leakage increases by around 5X per
technology generation. This sets a lower limit for gate oxide thickness in the
1-1.5nm range.

As a result there has been an immense interest in alternative gate
dielectrics with higher relative permittivity facilitating the use of thicker
dielectric films. Silicon nitride was the obvious choice due its compatibility
with the existing CMOS process. High quality SiN films exhibit relatively
low densities of interface traps, fixed charge, and bulk traps. Gate leakage
current in silicon nitride is significantly lower than a silicon dioxide film of
the same equivalent oxide thickness. Also silicon nitride films exhibit very
strong resistance to boron penetration and oxidation at high temperatures.
These properties, coupled with its room temperature deposition process,
have made it an attractive candidate to succeed thermal silicon dioxide as an
advanced gate dielectric in future generations of ULSI devices. Other high-K
dielectrics though at first glance are expected to give better tunneling
leakage performance due to the thicker film for a given equivalent oxide
thickness are in fact far worse. This is more elaborately discussed in Section
12.7.1.1.

12.4 OFFSET SPACERS TO REDUCE EDGE DIRECT
TUNNELING CURRENT

As stated previously, off-state leakage is comprised of gate and sub-
threshold leakage. Edge direct tunneling (EDT) current is often the dominate
gate leakage mechanism in scaled CMOS with less than 2 nm gate-oxide
thickness. Edge direct tunneling leakage current has become a critical issue
in CMOS scaling since gate-to-SDE overlap area (as a percentage of gate
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area) increases with every technology generation (almost half the channel
length is covered by SDE region at the 65 nm and 90 nm nodes). In order to
control the gate overlap area and reduce the gate capacitance, offset spacers
are sometime used in the present day sub-100 nm CMOS technology. By
varying the thickness of the offset spacer, the gate-to-SDE overlap area and
the junction depth can be independently varied. The offset spacer elongates
the effective channel length and improves the roll-off characteristics. Also as
the effective gate-to-SDE overlap area reduces, so does the EDT off-state
leakage current.

There exists an optimum spacer width which is set so as to achieve the
highest drive current with tradeoffs in short channel effects, external
resistance and gate-to-SDE coupling. It has been shown that a minimum gate
to SDE overlap of 15-20 nm is required to prevent drive current (Ips,)
degradation when the gate oxide thickness is 4.5 nm for process flow similar
to that of a 0.25 um CMOS technology. It was also shown that scaling of
SDE vertical depths below 30-40 nm showed little or no performance benefit
for 0.1um devices and beyond for, any improvement in short channel effects
due to reduced charge sharing is offset by a large increase in external
resistance and poor gate coupling between the channel and the extensions.

12.5 COMPENSATION IMPLANTS TO REDUCE
JUNCTION LEAKAGE

In the past decade major concentration in leakage considerations was
given to reducing sub-threshold and gate leakage currents. This was
achieved by high doping concentration in the channel region (halo implants
etc. to reduce short channel effects). The proximity of the valence and
conduction bands in the depletion region of the junctions as a result of the
high concentrations produced a tunneling current which has started
becoming important with aggressive scaling over the years. In order to
reduce this band-to-band tunneling in the bulk junction due to high dopant
concentration, compensation implants are used. Compensation implants are
introduced into both NMOS and PMOS devices in the same lithography
sequence used for source/drain implants. This implant uses the same type
species as the source/drain implant but with a lower dose and higher energy
to give a more graded implant profile at the junction. The compensation
implant is done in such a way so as to give a 20-30% reduction in the
junction capacitance with no degradation in the isolation performance or the
implant penetration of the gate oxide.

Even though junction leakage is high (of the order of 1 nA/um) for a gate
length of 30 nm, it is orders of magnitude lesser than the corresponding
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values for gate, sub-threshold and gate-induced drain leakage. For even
shorter channel length devices, and assuming a 1.6X doping concentration
increase per technology generation, the junction leakage current is still far
below a value of 1uA/um, the upper leakage limit. Hence we see that even in
future ULSI device technologies junction leakage is not of much concern if
properly designed compensation implants are used.

The next section provides a simple model for the junction leakage
current which is similar to the leakage models existing for estimating
tunneling probability in zener diodes.

12.5.1 Equivalent Diode Tunneling Model for Junction
Leakage

Junction leakage arises from the high doping concentration in the channel
region required to attain threshold voltages, and to limit short channel effects
in aggressively scaled devices. With the increase in the dopant
concentration, the width of the depletion region at a given reverse bias
decreases, and the energy bands in the depletion region bend more steeply.
Because of the wave nature of the electrons, there is a finite probability that
valence electrons in a p-type semiconductor tunnel through the forbidden
region and appear at the same energy at the conduction band. As the
temperature increases there will be a significant increase in leakage current
due to the increased influx and kinetic energy of valence band electrons
available for tunneling at that temperature. A simple equivalent diode
tunneling model can be used to calculate the tunneling probability for high
doping concentrations.

The following is such a simple tunneling model used for calculating the
tunneling probability similar to the one used for zener diodes. The
probability of tunneling ® can be approximated using the barrier height in
the WKB approximation equation:

0= exp(-li) = exp[— qBLJ (7N
Vv E,

B=——8 (8)
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Where E, is the bandgap energy, m* is the effective mass, q is the
electric charge, and h is the Planck’s constant. The tunneling current I can be
written as:

I = gANVO ®

Where A is the area, N is the density of electrons in the valence area, and
v is the electron velocity.

12.6 SOURCE/DRAIN EXTENSION GRADING TO
REDUCE GATE INDUCED DRAIN LEAKAGE
(GIDL)

As the CMOS is scaled below the 100 nm regime another mechanism
which imposes a limit on the power supply and gate oxide thickness is the
gate-induced drain leakage (GIDL) current. GIDL is caused due to the band-
to-band tunneling in the drain region underneath the gate. A large gate-to-
drain bias can cause sufficient band bending near the interface between
silicon and the gate dielectric for the valence band electrons to tunnel into
the conduction band. GIDL becomes less significant for digital applications
as the power supply is scaled to about 1V (close to the silicon band gap), but
it is still important in memory applications (DRAM) where data retention is
severely degraded by GIDL current.

Significant gate-induced drain leakage current can be detected in thin
gate oxide MOSFETs at drain voltages much lower than the junction
breakdown voltage. It is established from the GIDL model described in the
next section that the electric field across the tunneling barrier is very
sensitive to the drain doping gradient. With this in mind, visible means to
reduce GIDL is the use of Lightly Doped Drain (LDD) CMOS devices with
a graded drain region. It is desirable to limit the GIDL current to 0.1 pA/um.
For this the field oxide in the drain overlap region must be limited to 1.9
MV/cm. This sets a limit on the oxide thickness and supply voltage as
follows:

Vee=12+1,X1.9MV /cm (10)

Full-overlap LDD devices are used to achieve this because the lateral
field is suppressed while the drain concentration is high enough so that the
dominant tunneling point has a band bending of 1.2 eV. In order to achieve
this, a minimum n- doping of 10"®cm™ is required to raise the Vg over that
of a non-LDD MOS. LDD MOS usually have a moderately doped n- region
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in order to reduce the series resistance and minimize the hot-electron
degradation. If the doping concentration is higher than 10*cm™ at the gate
edge, a point with doping 10'®%cm™ always exists in the gate/drain overlap
region, which makes LDD MOSFETs no better than conventional
MOSFETs for the GIDL. Buried LDD MOSFETs with a peak n- doping
concentration several hundred angstroms underneath the Si-SiO2 interface
seems to be the more favorable device structure for both hot-electron
reliability and gate-induced drain leakage current.

Another scheme is to use a graded gate oxide structure to reduce the
leakage current since the Ty above the point where the doping concentration
is 10'%cm™ comes into picture. Judicious design of the gate edge profile to
compromise device reliability and gate-induced drain leakage current is
necessary if the graded gate-oxide structure is adopted. In all, LDD devices
will play a major role in future ULSI technology in suppressing GIDL. The
next section presents a simple model to calculate the GIDL current.

12.6.1 A Simple GIDL Model

Gate-induced drain leakage current is found to be due to the band-to-
band tunneling occurring in the deep-depletion layer in the gate-to-drain
overlap region. When high voltage is applied to the drain with the gate
grounded, a deep-depletion region is formed underneath the gate-to-drain
overlap region. Electron-hole pairs are generated by the tunneling of valence
band electrons into the conduction band and collected by the drain and the
substrate, separately. Since all the minority carriers generated thermally or
by band to band tunneling in the drain region flow to the substrate due to the
lateral field, the deep depletion region is always present and the band-to-
band tunneling process can continue without creating an inversion layer.

Band-to-band tunneling is only possible in the presence of a high electric
field and when the band bending is larger than the energy gap, E,. The field
in silicon at the Si-SiO2 interface also depends on the doping concentration
in the diffusion region and the difference between Vp and Vg, i.e. Vpg. A
simple expression for the surface field at the dominant tunneling point can
be expressed as:

V12 (11)

E.- 3t

Where E; is the vertical electric field at the silicon surface, 3 is the ratio
of silicon and oxide permittivity, and t,, is the thickness of the oxide in the



12. Transistor Design to Reduce Leakage 2901

overlap region. Band-to-band tunneling current density is the highest where
the electric field is the largest. The theory of tunneling current predicts:

- B
Igia = AEseXP( £ J (12)

N

Where A is a pre-exponential constant and B = 21.3 MV/cm.

From the above equations it is clear that a band bending 1.2 eV is the
minimum necessary for band-to-band tunneling to occur. This is a simple
one-dimensional (1-D) band-to-band tunneling current model. From this
model it is evident that the gate induced drain leakage current depends
heavily on the gate oxide thickness and the impurity concentration in the
gate-to-drain overlap region.

12.7 FUTURE SOLUTIONS

12.7.1 New Materials

In addition to new materials required for MOSFET structural changes
like strained Si and SOI, new materials are also needed to replace existing
materials in the MOSFET. Two key areas of focus for the industry are
high-k gates and the self-aligned silicide (salicide), which will be discussed
in this section. A suitable replacement of the silicon dioxide gate dielectric
with a high-k material is perhaps the most needed and difficult project facing
the US$300 billion semiconductor industry. To put this problem in
perspective, in most semiconductor systems no good insulator has ever been
found making the fabrication of high performance MOSFETSs impossible in
nearly all-material systems except silicon. Whether nature has blessed
silicon with a second insulator possessing a good interface match is still
unknown. Compared to high-k gates, changing salicide materials is a much
simpler problem though still difficult and has had some recent success with
the evolution from TiSi2 to CoSi2 and now to NiSi [1].

12.7.1.1 High-K Gates

The task of inserting high-k gates into an advanced 45 nm logic
technology [2] to achieve a net performance gain should not be
overestimated. Tremendous progress has been made during the last decade
on high-k gate dielectrics and sub-100 nm transistors have been
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demonstrated. However, at present none of the published high-k gate
transistors offer performance improvement over state-of-the-art 45 nm [2] or
35 nm [3] transistors currently in high volume production. There have
recently been many excellent high-k gate publications focusing on various
aspects of the technology [4, 5]. The purpose of this section is to highlight
many of the key challenges with high-k gate dielectrics so they can be
addressed.

]

TrATY

The demonstration of a modern Si MOSFET was made possible by the
Si0; passivation breakthrough in 1958 [6, 7] but it still took 10 more years for
the Si-MOSFET to become viable and required solving technical problems
like sodium ion drift [8] and hydrogen anneal passivation [9]. Introducing a
high-k dielectric into the Si MOSFET appears equally or more difficult than
the task of introducing SiO, in the 1960s. The issue with high-k films is not in
the fabrication as shown by the TEM micrographs in Figure 12-1 of a gate
stack with 1.2 nm silicon dioxide and physically thicker but electrically
thinner high-k gate [5, 10]. The issue is the numerous requirements for a
silicon dioxide replacement. Several of the key requirements are improved
leakage current at the same or lower equivalent capacitance, equivalent
channel mobility, equivalent or improved time to dielectric breakdown, low
interface state density, low charge trapping, and compatibility with standard
CMOS processing and thermal cycles. To appreciate the difficulty of the
task, we will look at a few of these problems in more detail.
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Figure 12-2. Bandgap versus dielectric constant for insulators.

First, for a high-k film to replace SiO,, it must have lower gate tunneling
current, which is the sole motivation for the material change. High-k films
though physically thicker do not always have reduced leakage since the
bandgap for most films is smaller than SiO,. Figure 12-2 shows the
relationship between bandgap and dielectric constant [10]. In addition to the
increased leakage from the smaller bandgap, the high-k gate insulator to
silicon barrier height must be larger than the supply voltage for acceptable
leakage.
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Figure 12-4. Poly-Si Gate stress memorization using S/D anneal.

Another problem for high-k films is charge trapping that shifts the
threshold voltage. Commonly an ultra-thin SiO, layer is used between the
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high-k film and the silicon substrate. This creates another interface region
with dangling bonds where electrons and holes can be traps. Still yet another
issue is the interface match between the high-k film and the top and bottom
gate. It is not practical to use an ultra-thin oxide at both the top and bottom
interfaces since it becomes difficult to obtain a less than ~1.2 nm physical
oxide thickness which is required to provide an advantage over the
mainstream nitrided SiO,. At the top interface, the high-k film needs to have
low interface states with the top gate (ideally poly-Si). This is a difficult
requirement for many of the binary oxide like HfO,, since excess Si bonded
to Hf as shown in Figure 12-3 can potentially create a deep level.

A high quality interface requires less than 1% of the bonds to be
incorrectly bonded. Because of this very difficult requirement at the top
interface, many researchers are primarily focusing on metal top gates with
high-k. The integration issues with switching to metal gates should not be
underestimated. For example, performance features like poly-Si gate strain
created with the high stress capping layers before the source and drain
anneal (Figure 12-4) will need to be equivalently replicated in a metal gates
flow otherwise a transistor with a metal top gate and high-k gate dielectric
will not out perform a state-of-the-art transistor. Lastly there are also
geometric MOSFET structural challenges with high-k gates that cause the
fringe capacitance to be much larger (Figure 12-5) which can lead to
degraded short channel effects. The fringe field will place serious constraints
on the extendibility and scaling of high-k gates.

Fringe Field

Figure 12-5. Fringe electric field for transistor with Si02 and high-k gate dielectric.

12.7.1.2 Materials for Contact Resistance

Historically, salicide was first added to sub-micron transistors since
contacts directly on heavily doped n-type and p-type source and drains
started to limit device performance due to high external resistance. In the
1980’s, salicide was added to reduce the contact resistance since this allows
the entire source and drain to contact a metal layer. The contact metals used
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by the industry for 1 um to 0.1 um technologies have been TiSi, and CoSi,.
These two salicides were chosen based on their low resistivities and ability
to withstand process temperatures up to 800°C without agglomerating. With
the introduction of SiGe source-drain for stained Si in the 90 nm node, to
improve the contact resistance, the salicide material had to be changed yet
again to NiSi. Figure 12-6 shows the salicide evolution during the past
decade. This evolution of salicide contact metals resulted for several reasons.

The dominant considerations for choosing a contact metal are sheet
resistance, diode leakage on shallow junctions, silicide to silicon interface
resistance, and maintaining low sheet resistance on small geometries. The
industry in the 1980s and 90s extensively used titanium salicide. The key-
scaling problem with TiSi, is the difficulty of forming the low resistivity
C54 phase on narrow lines. The nucleation and growth of the high resistivity
C49 phase forms first and it is very difficult to transform this to the low
resistivity phase on narrow lines. As a result CoSi, was widely adopted by
the industry at the 180 nm technology node since it forms well on narrow
lines. In fact cobalt salicide scales well to 45 nm feature size [1] however it
does not form well on SiGe. Like the issue with TiSi, on narrow lines, Ge in
the source and drain regions inhibits CoSi, transition to the low resistivity
disilicide phase. To overcome this problem for CoSi,, it is necessary to add
an additional sacrificial Si buffer layer in the source and drain but this adds
additional cost and complexity. NiSi can support low resistance silicides
directly on Ge as shown previously [1, 11].

TiSi,
e CoSi,
s .
NiSi
-
[t ]
50 nm

Figure 12-6. Salicide technology evolution.

It is expected that as the industry moves to strained Si, NiSi will be
widely adopted. As technology scales, there will be continued need for new
materials that can improve the extrinsic resistance are narrow bandgap
semiconductors in the source and drain. Without such innovations the
leakage current required to achieve the target performance will increase
further.



296 Leakage in Nanometer CMOS Technologies

12.7.2 New Structures

Historical transistor improvements (expect the recent introduction of
strained Si or SOI) have come from channel length scaling, which improves
the intrinsic MOSFET switch. Thus the majority of future transistor work
has focused on making a better intrinsic switch [10, 12, 13, 14, 15, 16].
Common novel structures with new materials to improve intrinsic devices
performance include ultra-thin body devices and carbon nanotubes.

12.7.2.1 Ultra-thin Body MOSFET

The key device concept behind ultra-thin bodies is improved short
channel effects. Ultra-thin bodies include double gate or tri-gate MOSFET's
as shown in Figure 12-7. In order to achieve good short channel effects in
these devices, the body thickness needs to be considerably thinner than the
gate length [17, 18]. This causes two issues: high extrinsic source and drain
resistance and a requirement that the body be undoped.

Figure 12-7. FINFET (Hs; >> Wyg;) or tri-gate transistor (Hg; ~ Wy;).

The high resistance results since the thin body is difficult to contact even
with state-of-the-art process techniques like raised source and drains. At
present, the higher external resistance in ultra-thin bodies generally negates
the benefit of improved short channel effect. Ultra thin bodies are required
to be undoped to maintain acceptable dopant fluctuation driven threshold
voltage variation. Undoped body devices require a complicated process
flow of dual metal gates to set the threshold voltages.

Before ultra-thin body devices can be viable, breakthroughs in contact
resistance and undoped body fabrication are needed. However, perhaps the
biggest challenge facing ultra thin body devices is the compatibility with
current state-of-the-art performance enhancement concepts. For a new
device structure or material to make it into production, the integrated product
needs to be improved.
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Halo Implants
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Figure 12-8. Halo implants used to “flatten” transistor off-state leakage vs. gate length.

At present some of the performance enhancement concepts already in
production that provide greater than 30% performance boost like high angle
halo implants and uniaxial stress have not and can not be implemented into
ultra-thin body devices. To further make this point, today all high
performance sub 100 nm technologies use high angle halo implants to
engineer the shape of the off-state leakage vs. gate length (see Figure 12-8).
To benchmark off-state leakage correctly, the performance comparison is not
a single transistor at a fixed off-state leakage but rather a chip at a fixed chip
standby-leakage where the leakage is dominated by leakage from sub-design
rule transistors always present due to gate length variation. Halo implants
improve product performance by over 10% and for ultra thin body devices to
compete similar enhancements concepts are needed in the new device
structure.

12.7.2.2 Carbon Nanotubes

Carbon nanotubes are another new structure and material that has
received much focus in recent years for both active devices and
interconnects. Carbon nanotubes have potential due to many advantageous
properties: 1-dimensional current transport, yield strength, and nanoscale
diameter, which are controlled by chemistry and not fabrication. A SEM
micrograph of carbon nanotubes is shown in Figure 12-9 [19]. The field of
carbon nanotubes has too numerous challenges today to list and its long term
potential is still unclear if this technology can ever replace Si MOSFETs.
At present nanoscale gate length carbon nanotubes, just like Si MOSFETs,
suffer from high off-state leakage caused by ambipolar thin gate oxide
induced tunneling currents and will likely also suffer from source-to-drain
tunneling leakage currents caused by the low electron and hole conductivity
effective masses. Hence at the nanoscale device limit, carbon nanotubes
transistors may offer some advantage over Si MOSFETs but it appears to be
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much smaller than an order of magnitude improvement often required in
implementing a radically new technology.

Figure 12-9. Carbon nanotube structures.

12.8 SUMMARY

Conventional planar bulk MOSFET channel length scaling, which has
driven the industry for the last 40 years, is slowing. To continue Moore’s
law into the nanometer regime innovative solutions are needed to tackle the
challenge of high leakage currents. Large angled well boosting implants to
reduce sub-threshold leakage, offset spacers to reduce edge-direct tunneling,
compensation implants to reduce junction leakage and a lightly-doped-drain
structure to reduce GIDL are some of the steps in this direction.

Novel materials (high-K dielectrics, metal gates) that address MOSFET
poly-Si gate depletion, gate thickness scaling and alternate device structures
(FinFET, tri-gate, or carbon nanotube) are possible technology directions for
future CMOS technology generations. Without these enhancements the
intrinsic device electrostatics and extrinsic device resistance will be poor,
resulting in worse switching behavior and a faster increase in leakage
currents. These enhancements along with circuit and architectural solutions
discussed in the earlier chapters will be essential to deal with leakage
currents in nanometer scale transistor switch structures.
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cell library, 85-86
design examples, §7-89
design flow, 86-87
Qualcomm’s cellular baseband chip, 89
selective MT technique, 83-87
W-CDMA cell phones, Toshiba’s DSP
core for, 87-89
Upper bounds, 14-16

Variable threshold-voltage CMOS
circuit techniques, 111-115
leakage current monitor, 111-112
reverse body bias, power gating,
114-115
self-substrate bias, 112-113
substrate body bias, charge injector,
113-114
performance, penalty, 115-126
area penalty, 117-118
controllability, 115-116
power penalty, 117
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substrate noise influence, 120-121
switching response, 117
technology scaling, 122-124
Vector, input, leakage dependence on, 21-40
forced stacks, reduction using, 35-38
natural stacks, leakage reduction, 3035
stack effect, 23-29
Virtual rail bounce, 45, 48—49, 52
Voltage scaling, dynamic, 64-73
power gating, compared, 73
standby leakage reduction, 65—69
subthreshold operation, total
minimization, 69-72
VTCMOS. See Variable threshold-voltage
CMOS

Within-die variations, 147—148

XScale microprocessor, Intel, leakage
reduction
circuit configuration, operation, 261-266
design choices, 261-262
Drowsy mode circuit, operation,
263-265
power grid, layout considerations,
265-266
low power mode requirements, 258
leakage components, 259-261
regulator design, 267-272
measured results, design for test,
269-272
PMOS bulk regulator, 268-269
Vs regulation, 267-268
SOC design issues, future trends, 276278
time-division multiplexed operation,
273-276
apparatus, 273-274
effect on active power, 276
experimental results, 274-275

Zigzag CMOS, fast wake-up of, 94





